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Beginning with Volume XX, the Deep Space Network Progress Report changed
from the Technical Report 32- series to the Progress Report 42- series. The volume
number continues the sequence of the preceding issues. Thus, Progtess Report
49-20 is the twentieth volume of the Deep Space Network series, and is an uninter-
rupted follow-on to Technical Report 32-1528, Volume XIX.

i
i
i
Preface j
§
]

This report presents DSN progress in flight project support, tracking and data
acquisition (TDA) research and technology, network engineering, hardware and |
software implementation, and operations. Each issue presents material in some, : i
but not all, of the following categories in the order indicated.

Description of the DSN : 1

Mission Support
Ongoing Planetary/Interplanetary Flight Projects
Advanced Flight Projects

Radio Science
Special Projects

Supporting Research and Technology v (i
Tracking and Ground-Based Navigation :
Communications—Spacecraft/Ground
Station Control and Operations Technology |
Network Control and Data Processing i

Network and Faeility Engineering and Implementation
Network
Network Operations Control Center
Ground Communications
Deep Space Stations

Operations
Network Operations -
Network Operations Control Center
Ground Communications
Deep Space Stations

Program Planning
TDA Planning
Quality Assurance

In each issue, the part entitled “Description of the DSN” describes the functions
and facilities of the DSN and may report the current configuration of one of the e
five DSN systems (Tracking, Telemetry, Command, Monitor & Control, and Test '
& Training).

The work described in this report series is either performed or managed by the o 3
Tracking and Data Acquisition organization of JPL for NASA. ’
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Network Functions and Facilities

N. A. Renzetti
Office of Tracking and Data Acquisition

The objectives, functions, and organization of the Deep Space Network are
summarized; deep space station, ground communication, and network
operations control capabilities are described.

The Deep Space Network (DSN), established by the
National Aeronautics and Space Administration (NASA)
Office of Tracking and Data Acquisition under the system
management and technical direction of the Jet Propuision
Laboratory (JPL), is designed for two-way communications
with unmanned spacecraft traveling approximately 16,000
km (10,300 miles) from Earth to the farthest planets of our
solar system. It has provided tracking and data acquisition
support for the following NASA deep space exploration
projects: Ranger, Surveyor, Mariner Venus 1962, Mariner
Mars 1964, Mariner Venus 1967, Mariner Mars 1969,
Mariner Mars 1971, and Mariner Venus Mercury 1973, for
which JPL has been responsible for the project manage-
ment, the development of the spacecraft, and the conduct
of mission operations; Lunar Orbiter, for which the
Langley Research Center carried out the project manage-
ment, spacecraft development, and conduct of mission
operations; Pioneer, for which Ames Research Center
carried out the project management, spacecraft develop-
ment, and conduct of mission operations; and Apollo, for
which the Lyndon B. Johnson Space Center was the
project center and the Deep Space Network supple-
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mented the Manned Space Flight Network (MSFN),
which was managed by the Goddard Space Flight Center
(GSFC). It is providing tracking and data aequisition
support for Helios, a joint U.S./West German project; and
Viking, for which Langley Research Center provides the
project management, the Lander spacecraft, and conducts
mission operations, and for which JPL also provides the
Orbiter spacecraft.

The Deep Space Network is one of two NASA
networks. The other, the Spaceflight Tracking and Data
Network, is under the system management and technical
direction of the Goddard Space Flight Center. Its function
is to support manned and unmanned Earth-orbiting
satellites. The Decep Space Network supports lunar,
planctary, and interplanetary flight projects.

From its inception, NASA has had the objective of
conducting scientific investigations throughout the solar
system. It was recognized that in order to meet this
objective, significant supporting research and advanced
technology development must be conducted in order 1o



provide deep space telecommunications for science data
return in a cost effective manner. Therefore, the Network
is continually evolved to keep pace with the state of the
art of telecommunications and data handling. It was also
recognized early that close coordination would be needed
between the requirements of the flight projects for data
return and the capabilities needed in the Network. This
close collaboration was effected by the appointment of a
Tracking and Data Systems Manager as part of the flight
project team from the initiation of the project to the end
of the mission. By this process, requirements were
identified early enough to provide funding and implemen-
tation in time for use by the flight project in its flight
phase.

As of July 1972, NASA undertook a change in the
interface between the Network and the flight projects.
Prior to that time, since 1 January 1964, in addition to
consisting of the Deep Space Stations and the Ground
Communications Facility, the Network had also included
the mission control and computing facilities and provided
the equipment in the mission support areas for the
conduct of mission operations. The latter facilities were
housed in a building at JPL known as the Space Flight
Operations Facility (SFOF). The interface change was to
accommodate a hardware interface between the support
of the network operations control functions and those of
the mission control and computing functions. This resulted
in the flight projects assuming the cognizance of the large
general-purpose digital computers which were used for
both network processing and mission data processing,
They also assumed cognizance of all of the equipment in
the flight operations facility for display and communica-
tions necessary for the conduct of mission operations, The
Network then undertook the development of hardware
and computer software necessary to Ao its network
operations control and monitor functions in separate
computers. This activity has been known as the Network
Control System Implementation Project. A characteristic
of the new iutcrface is that the Network provides direct
data flow to and from the stations; namely, metric data,
science and engineering telemetry, and such network
monitor data as are useful to the flight project. This is
done via appropriate ground corymunication equipment
to mission operations centers, wherever they may be,

The principal deliverables to the users of the Network
are carried out by data system configurations as follows:

® The DSN Tracking System generates radio metric
data: i.e., angles, one- and two-way doppler and
range, and transmits raw data to Mission Control.

® The DSN Telemetry System receives, decedes,
records, and retransmits engineericg and scientific
data generated in the spacecraft to Mission Control.

® The DSN Command Systern accepts coded signals
from Mission Control via the Ground Communica-
tions Facility and transmits them to the spacecraft in
order to initiate spacecraft functions in flight.

The data system configurations supporting testing,
training, and network operations control functions are ¢s
follows:

® The DSN Monitor and Control System instruments,
transmits, records, and displays those parameters of
the DSN necessary tn verify configuration and
validate the Network. It provides operational
direction and configuration control of the Network,
and provides primary interface with flight project
Mission Control personnel.

@ The DSN Test and Training System generates and
controls simulated data to support development,
test, training and fault isolation within the DSN. It
participates in mission simulation with flight pro-
jects.

The capabilities needed to carry out the above functions
have evolved in three technical areas:

(1) The Deep Space Stations, which are distributed
around Earth and which, prior to 1964, formed part
of the Deep Space Instrumentation Facility. The
technology involved in equipping these stations is
strongly related to the state of the art of telecommu-
nications and flight-ground design considerations,
and is almost completely multimission in character.

(2} The Ground Communications Facility provides the
capability required for the transmission, reception,
and monitoring of Earth-based, point-to-point com-
munications between the stations and the Network
Operations Control Center at JPL, Pasadena, and to
the mission operations centers, wherever they may
be. Four communications disciplines are provided:
teletype, voice, high-speed, and wideband. The
Ground Communications Facility uses the capabili-
ties provided by common carriers throughout the
world, engineered into an integrated system by
Goddard Space Flight Center, and controlled from
the communications Center locat>d in the Space
Flight Operations Facility (Building 230} at JPL.
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(3) The Network Operations Control Center is the
functional entity for centralized operational control
of the Network and interfaces with the users. It has
two separable functional elements; namely, Network
Operations Control and Network Data Precessing.
The functions of the Network Operations Control

are:

® Control and coordination of Network support to

meet commitments to Network users.

© Utilization of the Network data processing
computing capability to generate all standards

and limits required for Network operations.

@ Utilization of Network data processing comput-
ing capability to analyze and validate the

performance of all Network systems.

The personnel who carry out the above functions are
located in the Space Flight Operations Facility,
where mission operations functions are carried out
by certain flight projects, Network personnel are

directed by an Operations Control Chief.
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The functions of the Network Data Processing are:

@ Processing of data used by Network Operations
Control for control and analysis of the Network.

® Display in the Network Operations Control Area
of data processed in the Network Data Process-
ing Area.

¢ Interfarz with communications circuits for input
to and output from the Network Data Processing
Area,

® Data logging and production of the intermediate
data records.

The personnel who carry out these functions are
located approximately 200 meters from the Space
Flight Operations Facility. The equipment consists
of minicomputers for real-time data system monitor-
ing, two XDS Sigma 5s, display, magnetic tape
recorders, and appropriate interface equipment with
the ground data communications.
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DSN Mariner Jupiter-Saturn 1977 Prototype
Radio Frequency Subsystem Compatibility
Status and Test Report

A. 1. Bryan
TDA Engineering Office

B. D. Madsen

Spacecraft Telecommunications Systems Section

The DSN Mariner Jupiter-Saturn 1977 prototype Radio Frequency Subsystem
compatibility tests were the first hardware and software interface tests conducted
between the DSN and the Project, These tests were conducted during May 24-27
1976 using the Compatibility Test Area for the DSN and the Telecommunications
Development Laboratory for the prototype subsystem, This report describes these
inttial compatibility tests and reports the test results.

. Introduction (1) Verify the capability of the network to receive S-
band and X-band signals without degradation of

The purpose of this report is to provide an assessment receiver thresholds.

and status of telecommunications compatibility between

the Radio Frequency Subsystem on the Mariner Jupiter- (2) Verify the capability to receive signals [rom the
Saturn spacecraft and the Deep Space Network. This network without degradation of the subsystem re-
assessment and status is derived from test results obtained coiver threshold.
between the network, as represented in the Compatibility
Test Area, and the subsystem located in the Telemetry {3) Determine the maximum network transmitter statie
Development Laboratory, offsets and the maximum-minimum network trans-
mitter sweep rates for reliable subsystem acqui-

Il. Test Objectives sition.

The objectives of the tests with the radio frequency sub- (4) Determine the maximum network transmitter sweep
system were to: rates for reliable subsystem tracking.
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(5) Verify the capability of the network to receive and
process uncoded high-rate telemetry without degra-
dation.

(6) Verify the capability of the network to calibrate the
subsystem group delays at $- and X-band with zero-
delay devices.

[1l. Test Conditions

The radio frequency subsystem was configured for
Receiver 2, Exciter 2, TWT 2, and high-giin antenna for
both S- and X-band. A calibrated low-lcss coaxial cable
S-band link and an elliptical waveguide X-band link of
approximately 113 m (370 ft) were used between the
Telecommunications Development Laboratory and the
Compatibility Test Area.

The ground station software consistcd of uncoded
telemetry and command processor test software and the
planetary ranging assembly operational software,

IV. Test Results

The detailed test results are shown in Table 1 and a
definition of terms in Table 2. Significant events and/or
other items are noted in the following sections.

A. Radio Frequency Acquisition and Tracking Tests

1. Downlink threshold two-way X-band. The threshold
was difficult to measure and was degraded two dB from
the one-way measured threshold. This was due to X-band
two-way phase jitter, a known problem.

2. X-band two-way residual phase jittes. Residual phase
jitter could not be measured due to installation of new
minicomputers being carried out at the Compatibility
Test Area,

3. Sweep acquisition test. The radio frequency subsys-
tem will acquire at — 135 dBm with a rate of —200 Hz/s,
but will not acquire at —135 dBm with a positive sweep
rate greater than 4+ 100 Hz/s.

4. Tracking rate test. At high sweep rates (greater than
400 Hz/s), the radio frequency subsystem automatic gain
control drops out and causes the transponder ta switch to
the auxiliary oscillator even though the voltage controlled
oscillator remains in lock and continues to track the
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uplink. It appears to be an automatic gain control de-
tector bandwidth problem.

5. Downlink Radio Frequency Spectrum ‘Test. This test
was not performed due to the lack of travelling wave
tubes on the spacecraft.

B. Command Tests

No command tests were performed because of unavail-
ability of both network and flight project subsystem
equipment.

C. Telemetry Tests

1. Telemetry Processing Verifieation. This tect was per-
formed to th~ symbol signal-to-noise-ratio verification
level using the telemetry command processor assembly.
The bit error rate test was not performed due to a lack of
hardware/software, This capability was not committed by
the network for this suhsystem test,

2. Telemetry Performance Test. The X-band Y-factor
could not be measured due to low output level from the
Block IV Receiver. Performance was verified by caleulat-
ing received £, N, directly from unmodulated receiver
power measurement to within =+ 1dB,

V. Future Activities

Additional compatibility tests will be performed on the
proof test model, Flight I and Flight 2 spacecraft in the
Spacecraft Assembly Facility at JPL during Thermal-Vac
testing, and in the Spacecraft Assembly and Encapsula-
tion Facility at the Kennedy Space Center, Cape Canav-
eral, Florida.

The prohlem of measurement of the X-hand Y-factor at
the Compatibility Test Area is in the process of bheing
resolved by a modification. DSN engineering level soft-
ware for Mariner Jupiter-Saturn will be available to sup-
port the prototype spacecraft testing now scheduled for
the period of 11 Octoher through 1 November, 19786.

Test software being developed for DSN telemetry tests
requires a 2047-bit PN code sequence for bhit error rate
tests. At the present time, the modulation-demodulation
subsystem support equipment does not provide the re-
quired code and has no provision for external code input.
The passibility of providing either the correct code or an
external code input port in the modulation-demodulation
subsystem support eqquipment is being investigated.



V1. Assessment

These radio frequency subsystem tests did not indicate
any design interface performance problems between the
DSN radio frequency subsystems and those on the space-
craft.

The failure of the radio frequency subsystems to meet
the pull-in range and acquisition parameters specified in

the design requirements does not constitute an incompati-
bility with the DSN. These parameters determine the
DSN acquisition rates and offsets which are controlled by
operating procedures. The out-of-spec condition may be
corrected by design change or by specification change
with appropriate operational acquisition rate and offset
limits.
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Deep Space Network
Test .
date Test title RNG CMD  Uplisk  Uplink CMA SUBC
RCV EXC Mod Mod doppler offset offset

52476 Downlink threshold ~ BLK II  NA off Off  NA NA NA
I-way, S-band
BDownlink threshold BLK IV NA Off Off NA NA NA
1-way, X-band
Downlink threshold BLK III BLK IV Off Off 0 0 NA
2-way, S-band
Downlink threshold BLK IV  BLK IV Off Off 0 0 NA
2-way, X-band
Uplink threshold NA BLK IV Off Off 0 0 NA
Receiver acquisition NA BLK IV Off Off 0 +1200 Hz NA
static offset
Receiver acquisition NA BLK IV Off Off +200 Hz/s 0 NA
Receiver tracking NA BLK IV Off Off 100 Hz/s =72.5kHz NA
Spacecraft transmitter  BLK III BLK IV Off Off 0 0 NA
phase jitter, S-band l1&2
Telemetry performance BLK IV BLK IV Off Off 0 0 NA
verification, X-bund
Ranging delay BLK IV BLK IV On Off 0 0 NA
performance

Y
5-27.76 Ranging delay BLK IV  BLK IV On Off 0 0 NA

calibration

8 JPL DEEP SPACE NETWORK PROGRESS REPORT 42-35
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Table 1. DSN/MJS'77 prototype Radio Frequency Subsystem telecommunications compatibllity test

Spacecraft Test data
TLM SUBC
offset EXC RCV  Power ANT TWT BRNC TMU CDU Performance Criteria
NA 25 2 NA HGA 28 Off NA NA -159.5 dBm —159.5 + 0.5
NA 2X 2 NA HGA 2x Off NA NA —153.0 dBm ~-153.0 = 0.5
NA 28 2-100 NA HGA a8 Off NA NA -159.5 dBm -159.5 + 0.5
¢Bm
NA 2X 2-100 NA HGA ax Off NA NA -151 -153.0 £ 0.5
dBm (with difficulty)
NA NA 2 NA HGA MNA Off NA NA -151.5 -151.0 = 0.5
NA NA 2-130 NA HGA NA Off NA NA  Frequency pushing  Acquisition at
dBm + 2000 Hz
NA NA 2-135 NA HGA NA Off NA NA + 200 Hz/s, Noacq  Acquisiticn
dBm —200 Hz/s, acg
NA NA 2.110 NA HGA NA Off NA NA DPE = 8deg DPE < 10 deg
dBm
NA 28 2 NA HGA a5 Off NA NA 1.62 deg RMS 2.3 deg RMS
0 2x 2-100 NA HGA ax Off TLM NA SER = 1.28 X 10-* SER =15 +
dBm SIM SSNR = 3.7 dB 5 X 10-
NA 28 2-100 NA HGA 28 On NA NA X zero delay X zero delay
2X dBm 2xX S zero delay S zero delay
S range S range
X range X range
DRVID DRVID
NA as 2-100 N HGA a8 On NA NA S = 657.9ns <1000 ns
2X dBm 2x X = 649.7 ns <1000 ns
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Takle 2. Definitions of terms used in Table 1

ANT

Bit rate

BLK III exciter
BLK IiI receiver
BLK IV exciter
BLK IV receiver
CAR SUP

CDhU
CMA SUBC offset

CMD MOD

EXC

HGA

LGA

MGA

RNG MOD

PWR

RCV

RFS

RNG

SDA SUBC offset

TLM SUBC offset

T™U

TWT

UNC

Uplink doppler
Uplink offset

Spacecraft antenna

Clack frequency of the telemetry bit information
The DSN S-band exciter equipment

The DSN S-band receiving equipment

The DSN §-band exciter equipment

The DSN S/X-band receiving equipment

Downlink carrier suppression due to telemetry
modulation

Command demodulation unit

Command modulation assembly subcarrier
frequency offset relative to nominal

Command processor assembly command
modulution

Spacecraft S-band exciter equipment
High-gain antenna

Low-gain antenni

Medium-gain antenna

Planetary ranging assembly modulation
Spacecraft transmitter power mode
Spacecraft S-band receiving equipment
Radio Frequency Subsystem
Spacecraft runging channel

Subcarrier demoduiator assembly subcarrier
frequency offset relative to nominal

Subcarrier demadulator assembly frequency
offset relative to nominal

Telemetry modulation unit

Traveling wave tube amplifier

Uncoded

Ramp rate of the uplink carrier frequency

Uplink carrier frequency offset relative to the
spacecraft receiver rest frequency
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Viking Mission Support

R, J. Amorose and D. W. Johnsion
DSN Network Operations Section

This report summarizes Deep Space Network support for the two Viking
Missions to Mars and includes the Mars orbit insertions of Vikings 1 and 2 and
the landing of Viking 1. Special procedures were employed during these critical
events to minimize interruptions to the telemetry data return due to spacecraft

data mode and attitude changes.

. DSN Mission Operations and Status

A. Viking Operations Activities

The significant Viking 1 Planetary and Viking 2 Cruise
activities supported by the DSN during this reporting
period are listed in Table 1. Included in this support -vas
the final Operational Readiness Test (ORT-3) prior to Mars
Orbit Insertion (MOI) of Viking 1.

The Approach Midcourse Maneuver (AMC) of Viking 1
wae performed in two steps due to a spacecraft pressurant
leak problem. The original AMC was delayed one day to
June 10 with a second AMC performed on June 15, DSS
63 (Madrid) successfully supported both AMC-1 and -2.

The Viking 1 MOI was successfully supported on June
18 by Goldstone, DSS 14 with DSS 11 as backup. A Mars
Orbit Trim maneuver was performed on June 21 over DSS
63, which put the Viking 1 Orbiter in the proper orbit
over the prime landing site. The first site certification
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pictures were taken on June 22, and for the next several
weeks high-rate telemetry data were received periodically
by the 64-meter subnet in support of this activity. The
Viking 1 landing was delayed from the scheduled July 4
date to July 20, due to landing site requirements
necessitating additional trim maneuvers and additional site
certification photos. The successful landing was supported
by DSS 63 with the initial surface pictures played back via
the orbiter relay link to DSS 63 shortly after touchdown.
On July 21, the daily direct link tracks of the Viking 1
lander started with DSS 43 (Australia) supporting through
July 26. Then DSS 63 began a 10-day period of direct link
lander support. In the mean time, Viking 2 approach
science data were being gathered and the Approach
Midcourse Maneuver was supported by DSS 43 on
July 27.

B. DSS Support

The tracking hours per station of the Viking spacecraft
and the number of commands transmitted from each
station during this reporting period are listed in Table 2.
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C. Intermediate Data Record Status

The Intermediate Data Records (IDRs) are generated by
merging telemetry data received in real time and
telemetry data recalled post pass from the Deep Space
Stations. These data are then merged in the Network Data
Proczssing Terminal, and the resultant IDR is then
delivered to the Viking Project. During this reporting
period the Deep Space Network Data Record capability
provided the Viking Project Data Support Group with 177
telemetry Intermediate Data Records. The average
delivery time for the 177 IDRs was 18 hours after the loss
of signal at the end of a scheduled track. This average
delivery time is within the 24-hour delivery commitment.

Il. Special Planetary Procedures

In order to maximize the quantity of telemetry data that
could be delivered to the Viking Project, under adverse
conditions such as orbital maneuvers that required special
spacecraft orientation, a special telemetry procedure was
developed and used on both Viking 1 and 2 Mars Orbit
Insertions. This special procedure insures that the orbiter
engineering data are not interrupted when the orbiter
spacecraft telemetry mode is switched from dual to single
or single to dual subcarriers. When the spacecraft
telemetry mode is switched, there is a power exchange
that takes place between the subcarriers, and it is this
telemetry power increase or decrease which must be
controlled via the input attenuators on the subcarrier
demodulators.

To verify the special procedure, a test was performed at
the JPL Compatibility Test Area (CTA 21) and the
following results were obtained:

(1} Telemetry data bit sync loop would lose lock when
the spacecraft mode was switched from single to
dual subcarriers or from dual to single subcarrier and
the subcarrier demodulator input attenuator was
reset in the usual manner,

(2) The telemetry data bit sync loop would remain in
lock, if the subcarrier demodulator input attenuation
was reset prior to mode change and the reset rate
was 2 dB per second or less.

A special procedure based on these results was used
successfully to enhance telemetry data return during
Viking propulsive and non-propulsive maneuvers.

A backup Canopus loss contingency plan to supplement
the standard star procedure was made available for Viking
1 and 2 Mars Orbit Insertions. The backup Canopus loss
contingency plan could provide fast and accurate space-
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craft orientation data in the event of loss of Cancpus lock
during the critical Mar: Orbit Insertion phase of the
mission, Although the procedure was available, it was not
utilized except for verification of X-band in and out of
lock times, since both spacecraft performed in a nominal
manner.

A special procedure was developed and implemented to
optimize data return when it became necessary to
accomplish station transfers (1) during or near orbiter
spacecraft periapsis, (2) under low signal conditions, or (3)
because of a maneuver configuration of the spacecraft
when accommodating speci.! Mars surface photo map-

ping.

In order to maintain downlink receiver lock and
minimize data degradation it was necessary to reduce the
uplink tuning rates and optimize downlink receiver loop
bandwidths. The uplink tuning rate and downlink receiver
bandwidths used had to be adjusted for a number of
receiver loop signal-to-noise ratios. This was accomplished
by providing a table of uplink tuning rates and bandwidth
combinations that could be used within specified signal
level ranges.

The optimum tuning rate is available from Table 3.
Depending on signal level and priority of S-band or
X-band data, the optimum exciter tuning rate for
maximum data return under adverse conditions could be
selected.

A special modified code 1 configuration (Fig. 1} was
used successfully for Mars Orbit Insertion of Viking
Orbiters 1 and 2. This configuration provided complete
telemetry data redundancy plus backup during the critical
phase of Mars Orbit Insertion.

The modified code-1 configuration provides two inde-
pendent processing streams of data being output via two
(independently routed where possible) high-speed data
lines, This parallel data processing concept is carried
through all of the various ground data system interfaces to
minimize the risk of data loss due to single-point failures.

l1l. DSN Support of Viking 1
A. Preseparation Checkout

DSN support of activities associated with the landing of
Viking Lander 1 began on July 18, 1976 with DSS 83
supporting the separation minus 39-hour command
update. Thie prime purpose of this commmand load was to
prepare the mated lander for the preseparation checkout.
DSS 63 was configured to code 15, the standard Orbiter-
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Orbiter configuration with one Command Modulator
Assembly initialized for Orbiter 1 and the other initialized
for Lander 1 and mated lander commanding. The
command load was successfully transmitted without
incident.

The preseparation checkout occurred over DSS 43 on
UTC day 201, July 19, 1976. A unique telemetry
confipuration was utilized during this pass in order to
provide the Project with redundant data streams. During
the major portion of preseparation checkout, the data
rates were 1000 and 2000 bits per second. Redundant data
streams were provided for these bit rates by specifying
configuration code 24. This code provided two high-rate
science data streams with channel 2 of Telemetry and
Command Processor Alpha outputting data for the high-
speed data line, and Telemetry and Command Processor
Beta using channel 3 and outputting data to the wideband
data line. This configuration provided dual processing
channels at the station and also provided dual transmission
paths to the Mission Control and Computing Center.

Following the completion of the 1000- and 2000-bit per
second data, the spacecraft data rate changed to 4000 bits
per second. At this data rate, channel 2 of the alpha string
could no longer be weed, as the rate exceeded the
processing capability for this channel. At that time
channel 2 of the alpha string was disabled and channel 3
enabled to provide redundant processing channels at the
station with both data streams being transmitted via the
wideband data line,

The non-conjoint 26-meter stations, DSS 62 (Madrid)
and DSS 44 (Australia), provided backup command
capability during the preseparation phase. Figure 2 shows
the code 24 configuration used by DSS 43 for presepara-
tion checkout.

8. Separation, Descent, and Landing

This phase of the landing activity was divided into tweo
major events, The first event was the transmission of the
separation “GO” command followed by the second event
of separation, descent, and landing,

The telemetry configuration used by DSS 43 on the
previous day for preseparation checkout {code 24) was
used again for this pass.

Due to the importance of the “GO” command, special
precautions were taken to insure that the command would
be successfully transmitted. DSS 43 configured the two
Command Modulator Assemblies for mated lander com-
manding. The two Telemetry and Command Processor
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command stacks were then loaded with “GO” commands.
The prime Telemetry and Command Processor contained
timed commands to be transmitted at separation minus 45
minutes while the backup Telemetry and Command
Processor contained the identical commands, but untimed.
The backup processor was to be used in the event
problems developed in the prime string,

In addition to the commands loaded into the processor
stacks, duplicate commands were also loaded into the
manual buffer of each processor, These commands were to
be transmitted if problems developed which would
prevent transmission of the commands residing in the
command stack,

A backup command capability was also provided by
DSS 44. At this station the “GO” commands were loaded
into the stack and manual buffer in the same way
commands had been loaded in the backup string at
DSS 43.

DSS 44 was to have been used following a failure at
DSS 43, The exciter frequency at DSS 44 was chosen so
that in the event of a transmitter or antenna failure at DSS
43 it would have only been necessary to turn on the
fransmitter at DSS 44 and tune to a new reference
frequency, thus capturing the spacecraft receiver as it
drifted towards its rest frequency. Command transmission
could then be continued with only a slight delay.

The “GO™ command was successfully transmitted by
DSS 43 on July 20, 1976 using the prime transmission
path.

The telemetry configuration chosen for support of
separation, descent, and touchdown events was the
standard two-orbiter configuration {(code 15). In this
configuration, both Telemetry and Command Processor
strings were initialized for Orbiter 1, giving two redundant
processing channels for engineering and science data.
Since no commanding was anticipated during the descent
phase, no special configurations or procedures were
required, DSS 83 was the prime station for support of
separation, descent, and touchdown.

A special procedure was used during the descent phase
for telemetry processing at DSS 63. As the spacecraft
began its descent and passed through the atmosphere of
Mars, the 4000-bit per second data were transmitted in
bursts of short duration. Between these data bursts were
blacks of invalid data. In order to insure each of the 4000-
bit per second bursts were processed at the station, the
stations were instructed to initialize the two high-rate
processing channels at the beginning of the burst data and
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to remain initialized even though the data appeared as
noise between bursts. Testing during compatibility tests
and during operational tests both prior to launch and
during cruise had proven this to be a feasible plan,

The separation, descent, and touchdown uvenis were
supported flawlessly.

C. Initial Lander S-Band Direct Link Support

The first Lander direct li.k took place during the DSS
43 view period on July 21, 19768. The Lander had landed
in the Martian evening, and the direct link took place
approximately 18 hours later during the Martian morning,

For the Lander direct link support a special telemetry
and command configuration had been devised. This code
61 configuration provided for redundant Lander telemetry
processing channels. Redundant command capability was
provided by the use of two separate high-speed data lines
connected to separate Command Modulator Assemblies.
The code 61 configuration is shown in Fig. 3. The figure
shows prime Lander engineering and science data
provided by Telemetry and Command Processor 2,
channels 1 and 2,

Backup processing was provided by Telemetry and
Command Processor 2, channel 3, and Telemetry and
Command Processor 1, channel 2. From this configuration,
Lander data were supplied via three different transmission
paths over high-speed data lines 1 and 2 and the wideband
data line, The configuration minimized the possibility that
a single-point failure would cause a loss of data.

Lander direct link support began with the beginning of
the uplink acquisition sweep. A transmitter power output
level of 20 kilowatts was used. The sweep was designed to
take into account the uncertainties of the Lander best lock
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receiver frequencies and widened to insure the acquisition
of both lander receivers. A total frequency range at S-band
of 135648 hertz was swept at a rate of 43.2 hertz per
second. The duration of the sweep lasted 52.2 minutes.
Table 4 shows the uplink/downlink sweep, and ranging
parameters used during the first direct link. Since the
spacecraft transmitter was not turned on until the uplink
acquisition sweep had been completed, the sweep was
completed in the blind without benefit of downlink lock.

Command modulation was then turned on, but com-
manding was delayed until the results of the commands
could be verified by the downlink telemetry. Commands
were selected which would not alter any spacecraft
parameter but which would allow the Lander Team to
verify command capability.

At approximately 2 hours and 10 minutes following the
start of the uplink acquisition sweep, DSS 43 obtained
lock on the downlink. A special downlink acquisition
sweep for the Block IV receiver had been devised which
would guarantee lock in either the one-way or two-way
tracking mode. The sweep covers a range of 105,600 hertz
at S-band and was swept «t a rate of 4800 hertz per
second. Lock was obtained on the Block IV receiver in the
two-way tracking mede. Following downlink acquisition it
was discovered that uplink lock on spacecraft receiver 1
had not been attained. Several minutes following downlink
lock, receiver 1 was observed to go into lock. The
commands sent earlier were observed to be received and
processed by both spacecraft receivers through monitoring
of the command segment count. Ranging data were
successfully obtained during the last 10 minutes of the
downlink pass. At approximately 1 hour after the downlink
acquisition took place, loss of lock was observed. No
anomalies, except the initial failure to lock spacecraft
receiver 1, occurred during the first direct link,
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Table 1. Viking operations activities Tahle 2, D55 support .
Date Spacecraft Activity Number Commands
Month DsS  r pasges Hours tracked transmitted
June 1-2 Viking 1 8 kbps playback June 1 o5 194.24 413
June 2-3 Viking 1 ?pi:;[atiorgII]Reclltiinesl_s'i Tesl:rfi%lz'l'-{i) 12 15 103 0
it .
or Murs Orbital Insertion (MOE) 14 18 165.52 504 i
June 3-8 Orbiter 1  Optical Navigation Sequences (ONS) 42 09 167.36 15
June 4 Lander2  Initia] Computer Load (ICL} update 43 28 290.53 3410
June 10 Viking 1 Approach Midcourse Maneuver 44 11 89,58 43
(AMC) sehedu}ed for June 9 81 95 23205 298
postponed until June 10
b " 62 9 93.11 32
1 i .
{gne 0, ll, Orbiter 1 ON a3 2g 320.43 819 L
June 10 Lander 2 ICL update June total 182 1585.80 5435
June 10-13  Lander2  Battery Conditioning Sequence July 11 29 239.10 358
June 14 Orbiter 1  Visual Imaging Subsystem (VIS) and 12 7 52.27 216
Infra Red Thermal Mapper (IRTM) 14 40 336.03 1827
alignment test playback 48 26 205.29 183
June 15 Viking 1 AMC 2, This maneuver was required 43 49 349.03 1641
beeause of the continued gas
regulator leakage problem 44 n 76.28 0
June 18 Viking 1 Start of Viking 1 approach science 61 26 260.20 1854
62 7 58.53 92
June 19 Viking 1 MOI
63 43 362.14 2276
June 21 Viking 1 Mars Orbit Trim maneuver 1
ly total 238 1938.87 7947
June 21 Viking 1 Started Viking 1 site certification July tota
sequence Report total 420 3524.67 13382
July 8 Orbiter 1 Mars Orbit Trim maneuver 5
July 9-15 Orbiter 1 Site certification photo sequence Table 3. Recommended uplink tuning rates
July 13 Orbiter 1 Mars Orbit Trim 6
. ; ienl Navigats 10-Hz bandwidth 30-Hz bandwidth
July 15 Orbiter 2 Optical Navigation Sequence 2 Downlink
July 18-18 Lander 1 Pre-separation checkout signal S-band  X-band S-band X-band
level, tuning tunin tunin, tunin
July 18 Viking 2 (?ompletvd Vik‘ing 2 Optical Naviga- ('il!m rat ef’ mh»,g rat P.g ; a!u,g
tion Sequence 2 Hz/s Hz/s Hz/s Hz/s
July 20 Lander 1  Touchdown and start of landed _
operations 186 to  -143 1.50 0.41 10.90 3.00
-143 to -148 1.2¢ .34 .10 2.50
July 22 Viking 2 Start Viking 2 ONS °
, . . -148 to —153 0.75 0.20 6.30 1.73
July 24 Viking 2 ONS ~153to -158  0.50 0.14 1.50 0.40
July 27 Viking 2 Viking 2 Approach Maneuver 138 to --160 0.30 0.08 0.38 0.10 B
performed ;
o8 s | Nafaation § ) 160 to —163 019 0.05 - -
July 2 Viking 2 Optical Navigation Sequence 163 to - 165 0.00 0.016 _ N
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Table 4, Lander 1 initial acquisition: BSS 43, SOL 1

Uplink Acquisition Sweep

Transmitter on
Transmitter power
Frequency

Start tuning (Time 0)
Tune to

Tuning rate ( rate 0)
Time (time 1)

Tune to TSF

Tuning rate (rate 1)
Stop tuning (time 2)

Command madulation on

Range modulation on

Sweep duration

Downlink Acquisition Sweep

Start sweep
Sweep upper limit
Sweep lower limit

Sweep rate

Ranging Parameters

Enter acquisition directive

T1
T2
3
Round trip light time

Components

00:20:00 UTC
20 kW

44022494.0 Hz
05:10:40 UTC
44020804.0 Hz
—0.9000 Hz/s
05:45:40 UTC
44021540.0 Hz
+0.9000 Hz/s
06:03:00 UTC
06:03:29 UTC
07:20:20 UTC

52 min 20 s

07:10:00 UTC
44753046.55 Hz
447518486.55 Hz
100 Hz/s

07:20:40 UTC
s

s

139

38 minds

12

Notes: a. Receiver VCO = 28.8625 MHz. Bias receiver fre-
quencies according to actual measurements.

b. Receiver to be swept in acquisition mode with ATZ
{acquisition trigger at zero-beat) enabled.
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Pioneer Mission Support

T. P. Adamski
Deep Space Network Operations

Status of the current Pioneer missions and initial operations planning for the

Pioneer Venus Mission is given.

l. Pioneers 6, 7, 8, and 9

None of these spacecraft has been tracked during the
last six months, Coverage is expected to continue at an
extremely low level of support, although some tracking of
Pioneers 6 and 9 will occur in October and November in
support of radial alignments with the Helios spacecraft.
The status of the spacecraft when each was last tracked
was as follows:

All Pioneer 6 spacecraft systems were operating
normally except for the failure of receiver 2 (which has
restricted uplink to the low-gain antenna only), degrada-
tion of the solar array output and attibide-control sun
sensors due to ultraviolet (UV) radiatica and particulate
impacts, and depletion of the attitude control gas supply.
All instruments were also operating normally, except for
the magnetometer and the radio propagation experiment,
The magnetometer had failed in 1971, and the propaga-
tion instrument had been powered down due to the
decommissioning of the experimenter’s transmitting
antenna at Stanford University.

Pioneer 7 was operating at reduced power due to

severe degradation of the solar array. Transmitter (TWT)
1 and the roll index sun sensor were nonoperational and
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the performance of the attitude-control sun sensors was
degraded. All other spacecraft systems were oporational.
The power limitation primarily affects the instruments, all
of which are powered down. Only the plasma analyzer
will be turned on when the spacecraft is next tracked.

Pioneer 8 was operating normally except for some
degradation in solar array output and degradation in
performance of the attitude-control sun sensors. Except
for the cosmic dust and cosmic ray detectors, all
instruments were operational. Although no data are being
returned from the radio propagation experiment, the
instrument remains on so that it may provide power to the
electric field detector.

All Pioneer 9 spacecraft systems and instruments were
operating normally except for one failed command
decnder address and the lack of data from the radio
propagation experiment, as described above for Pioneer 8.

Il. Pioneers 10 and 11
A. Mission Status and Operations

Both spacecraft continue to operate normally except for
some degradation in the performance of the Pioneer 10

JPL DEEP SPACE NETWORK PROGRESS REPORT 42.35

“WPRODUCIBILITY OF i~
- ANAL PAGE IS Py




star sensor and the failure of the Pioneer 11 spin-down
thruster. The majority of instraments on board Pioneer 10
are operating normally, exceptions being the asteroid/
meteoroid detector (powered down), the cosmic ray
telescope (some radiation damage experienced at Jovian
encountey), the infrared radiometer (powered down, no
data in cruise phase), and the magnetometer (failed in
November of 1975). Approximately half of the cells of the
meteoroid detector have been punctured to date. The
majority of the Pioneer 11 instruments are also operating
normally. Exceptions are the asteroid/meteoroid detector
{powered down in Tune of 1975 as the suspected cause of
uncommanded spacecraft status changes), the imaging
photopolarimeter (has some strpping problems at cone
angles greater than 150 deg, but can be compensated fer),
the infrared radiometer (activated only once every eight
months for checkout), the flux gate magnetometer
(activated only once every two months for checkout) and
the plasma analyzer {no output since April of 1975).

Tracking support of these spacecraft has been severely
limited recently due to other commitments by the Deep
Space Network. However, it has been possible to provide
an average of one track per spacecraft per day to allow
for monitoring of spacecraft health and acquiring scientific
data. The majority of this coverage has been provided by
the 26-meter stations, most notably those equipped with
the 3-hertz tracking loop filters previously discussed in
Ref. 1. The performance enhancement affected by these
filters will allow recovery of Pioneer 10 telemetry at 16
bits per second until early 1977, when the spacecraft
range will be approximately 11.5 AU. Since the Pioneer 11
Saturn encounter in September of 1979 will cccur at a
range of approximately 10.3 AU, the use of these filters
will allow some off-loading of the 64-meter subnet during
the pre-Saturn encounter period when Pioneer 11 will be
competing for coverage with Pioneer Venus and the
Jupiter encounters of the Mariner Jupiter-Saturn {M]S)
mission.

B. Jovian Magnetic Tail Penetration

Pioneer 10 passed through the magnetic tail of Jupiter
in March of this year, although the spacecraft was more
than 4 AU from the planet (Fig. 1). The streaming out of
the planet’s magnetosphere into a tail-like shape due to
the incident solar wind is a well-known phenomenon
(Pioneer 7 observed Earth’s magnetic tail in 1967) and it
was anticipated that the Jovian tail would be detectable at
a great distance because of the planet’s extensive
magnetosphere. Nevertheless, it was somewhat surprising
to find that the tail extended almost 700 million kilometers
from the planet.
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The spacecraft crossed the orbit of Saturn in early
February. By mid-March, when penetration occurred, it
was slightly off the Sun-Jupiter line and 6 deg above the
Jovian orbital plane. Although the exact period of
immersion could not be determined because of non-
continuous tracking coverage, the spacecraft was in the
tail for at least 24 hours. For that interval, the plasma
analyzer instrument observed no evidence of a solar wind,
indicating that the wind had been blocked by the planet’s
magnetic field. The spacecraft magnetometer, having
failed after the Jovian encounter, could not provide a
measure of the change in magnetic fleld strength from
interplanetary levels.

The extent of Jupiter’s magnetic tail implies that Saturn
should enter the tail every 20 years. If so, this will next
occur in April of 1981 and may be observable by the MJS
spacecraft.

C. Future Support

In all probability, coverage of the Pioneer 10 and 11
missions will continue at the current levels for the
foreseeable future. Availability of the 64-meter stations
should improve shortly before Pioneer 10 thresholds on
the 26-meter subnets. However, available tracking time
will be limited due to support of other ongoing and
extended missions as well as by the lengthy periods of
down-time required for implementation of the Mark 1II
Data System.

One bright spot is the pending upgrade in late 1978 of
the DSS 12 antenna at Goldstone to a diameter of 34
meters. The anticipated 2.2-dB gain improvement will
considerably extend this station’s ability to support
Pioneer 11.

Possible improvements at the 64-meter stations - ere
discussed in Ref. I, and these will be especially significant
for Pioneer 11, which may penetrate the heliospheric bow
shock prior to exceeding the limits of communications
with Earth, As shown in Fig. 2, the heliosphere is
distended by the interstellar wind in much the same way
that the solar wind causes the magnetospheres of Earth
and Jupiter to be distorted. Although the bow shock’s
exact location cannot be determincd until the spacecraft
crosses it, it is of great scientific interest to know where
the Sun’s influence ends and interstellar space truly begins.

ill. Pioneer Venus

Initial operations planning has begun for these missions,
which are to be launched in 197" The most significant
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operational problem area yot determined is the optimal
method of supporting the multiprobe entry. The tentative
station configuration for this phase of the mission has been
presented elsewhere (Ref. 2}, but a number of questions
remain open; namely, which receivers should be operated
from the Station Monitor and Control Console and which
by individual operators, what is the optimal physical

location for the extra receivers and their operators, and
what options exist for failure mode recovery? The answers
to these and related questions are being actively sought in
the detailed formulation of the operations plan for the
multiprobe entry. Future Progress Report articles in this
series will report on progress as the Mission and DSN
operations plans are developed.
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Helios Mission Support

P. 8. Goodwin
TDA Mission Support Office

W. G. Meeks and R. E. Morris
DSM Network Operations Section

Data from both Helios-1 and Helios-2 spacecraft in solar orbiis continve to
expand man’s knowledge of our solar system. Having completed their third and
first aphelions, respectively, the trajectories of both spacecraft will bring about
perihelions in October 1976, Helios 2, while still in its five-month (May-
September) superior conjunction, continues to supply valuable data for
experiments 11 and 12 (Celestial Mechanics and Faraday Rotation). Helios 1

remaing in cruise phase,

I. Introduction

This is the eleventh article in a series that discusses
Helios-1 and -2 mission support. The previous article (Ref.
1) reported on Helios-1 and -2 cruise, radial and spiral
alignments, Helios 2's entry into first superior conjunction,
Spaceflight Tracking and Data Network (STDN) cross
support, and DSN-STDN engineering tests. Also included
were actual tracking coverage and DSN system perform-
ance. This article covers a Helios-1 spacecraft power
anomaly, Helios-2 occultation, final DSN-STDN engineer-
ing test results, tracking coverage, and DSN performance
for June and July 1976.

II. Mission Operations and Status

A. Helios-1 Operations

Approaching its third aphelion, the Helios-1 spacecraft
was functioning nonnally (high power, high-gain antenna,
power regulator 1, ranging-off) except for the spacecraft
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ranging temperature problem (Ref. 2). Comparisons
between Helios-1 and -2 data were made as the spacecraft
passed through spiral and radial alignments.

While DSS 44 (Australia) was tracking the Helios-]
spacecraft on pass 561 (21 June 1976), the downlink signal
began to degrade. Within one-half hour the receivers
could no longer maintain carrier lock. Following routine
verification of proper station configuration and reporting
to project personnel, short-term use of DSS 42 (Australia)
was negotiated with the Viking Project. After reconfigur-
ing for Helios 1, DSS 42 performed a spacecraft search; no
signal was detected, thus verifying DSS 44 operations.
Meanwhile telemetry data analysis at JPL revealed that
the plus 26-volt power value in the telemetry data had
changed from 26.98 volts {(nominal) to 23.56 volts prior to
loss of signal. About one hour later the 100-meter antenna
at Effelsherg (DSS 67) was activated, but no downlink
carrier could he detected. After careful ana' " of the
anomaly, the spaceflight team reasoned that the - ,h-gain
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antenna (HGA) pointing was incorrect. A command was
sent to switch to the medium-gain antenna {(MGA). After
this, the German Effelsberg 100-meter station acquired a
downlink signal. Spacecraft status showed that all
instruments had been switched off; power regulator 2 was
switched on; the spacecraft data handling system had gone
to the “safe mode,” and the HGA was pointing directly
away from Earth, The spacecraft had apparently suffered
a power overload (at 206 watts} and shut itself off (safe
mode).

The next few days were spent in experiment turn-on
and checkout, and reconfiguring the spacecraft as close as
possible to the previous status while limiting total power
consumption to 20" waftts.

Present spacecraft status has all experiments back to
normal, transmitting on the HGA at high power and high
carrier suppression. The spacecraft is in cruise, having
passed its third aphelion.

B. Helios-2 Operations

Still in superior conjunction, Helios 2 is following Helios
1 through aphelion. Plans were made to collect special
data during this mission phase. Calibration procedures and
data requirements for the 1 July to 5 October 1976 period
were distributed to the Network. These data are being
collected and preliminary analysis is presently underway.

Helios 2 experienced its second biackout (Sun-Earth-
probe (SEP) angle <1 degree) from 3 through 17 July 1976
(the first blackout occurred on 16-17 May 1976). During
this blackout, all communication with the spacecraft was
lost — no station could maintain lock on the spacecraft
carrier. A blackout timer onboard the spacecraft was sel,
causing the data to be stored. The memory contents will
be read out as soon as higher data rates (84 b/s) are
possible. With the spacecraft’s trajectory keeping the
Sun-Earth-probe angle less than 5 degrees from May
through September, higher telemetry data rates are not
expected until late August when the SEP angle is between
4-5 degrees.

The first aphelion was reached on Julian Day 200 (18
July) 1976 at 2200 GMT. All spacecraft experiments were
functioning normally as the first orbit was completed.
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Present spacecraft status indicates all experiments
normal, transmitting on the HGA at high power and
cruising toward its third blackout (approximately 25
September}, ~
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C. DSN-STDN Engineering Tests

The DSN engineering tests regarding STDN real-time
telemetry and command cross-support for Helios (Ref. 1)
were successfully completed during the month of June.
The concept of utilizing interstation microwave links to
send Helios modulated subcarriers (both telemetry and
command) between the STDN receiver-transmitter and a
DSN telemetry-command data processing computer
string was demonstrated using live tracks of the Helios-1
spacecraft.

The last two tests were conducted between the STDN-
Goldstone station and DSS 12 (Goldstone) on 17 and 25
June. Test results were very encouraging, demonstrating
that it is possible to obtain 64 b/s coded telemetry from
Helios 1 with a usable signal-to-noise ratio (SNR) (3 to 4
dB) at a 2-AU range from Earth.

A final report was assembled on the DSN-STDN
engineering test results and forwarded to the U.S. Helios
Project Manager. A decision is expected in September on
whether to use the Goldstone STDN-DSN real-time
microwave link configuration to support the Helios
perihelion operations in October 1976,

D. Actual Tracking Coverage Versus Scheduled
Coverage

This report covers tracking activities for a 63-day
period from 7 Tune through 8 August 1976. Both Helios
spacecraft were tracked a total of 123 times for a total of
801.8 hours. High Viking tracking requirements, plus
Helios-2 solar occultation (spacecraft behind the Sun)
accounted for the decrease in tracking hours from the last
period. The Helios spacecraft received 47.8 percent of the
DSN tracting time allotted to Pioneer and Helios after
Viking requirements were satisfied. Helios 1 was tracked
82 times for a total of 576.6 hours. This represents a 21
percent decrease over the last report period. The average
pass duration for Helios 1 was 7.03 hours compared to 7.6
hours for the last period. Helios 2 was tracked 41 times for
a total of 225.2 hours with an average track lime of 5.5
hours. Only 12.6 hours of 64-meter subnet support was
allotted for Helios spacecraft during this period due to
Viking requirements on the 64-meter subnet. Tracking
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coverage will remain sparse until completion of the
Viking primary mission in November 1976,

Ill. DSN System Performance
A. Command System

Helios command activity dropped considerably during
this report period to a total of 2910 commands as
compared to 7331 commands for the last period. Two
factors account for this decrease: (1) Helios tracking time
was reduced to only 47 percent of that received during
the last report period, and (2) Helios 2 spent most of this
period in, or very near, solar occultation. DSN resources
have been largely allocated to the support of the Viking
mission. The cumulative command totals are now 39,248
for Helios 1 and 13,428 for Helios 2.

There were no command system aborts during the
months of June and July 1976. The cumulative command
system abort count remains at 10 for Helios 1 and 3 for
Helios 2.

Total command system downtime for the months of
June and july was 6 hours and 45 minutes. Although this
figure is only one-third of the last report period, tracking
time for these months was also much less. Of the 10
failures reported, 5 were associated with the loss of
transmitters at 1SS 44 {3 each) and DSS 12 (2 each).

B. Tracking System

The Helios-1 spacecraft’s ranging transponder remained
inoperative throughout this reporting period due to a
temperature-dependent malfunction (Ref. 2). The ranging
capability is not expected to return until after September.
This fact, together with the concentrated attention being
devoted to Helios-2's first superior conjunction, made for a
low level of Helios-1 activity.

Helios 2 entered its frst superior conjunction (SEP < 5
degrees}) on 4 May 1976 and will remain there through 6
October. During this time the spacecraft will have been
occulted by the Sun three times. This period is of extreme
importance to the Helios radio science team. Special
“receiver ramping” procedures are still being conducted
in support of this trajectory phase. Only preliminary
results have been published thus far. Final results will
require further analysis.
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C. Telemetry System

Computer analysis of Helios-2 inferior conjunction data,
collected in March-April 19786, is in progress. From these
data, curve fits of SNR degradation as a function of the
system noise temperature (SN'T) are to be generated per
spacecraft and tracking subnet (26 or 64 meters). The next
logical step is the development of the superior 