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ABSTRACT

A laboratory design facility for digital microprocessor implementation of
Linear-Quadratic-Gaussian feedback compensators is dascribed. Outputs from
user interactive programs for solving infinite tizs horizon LD regulator
and Kalman filter problems are conditioned for i-zls-entation on a iabora-
tory microcomputer system. The software consists of two parts: (1) an off-
line high-level program for solving the LD Rica+:l zzuations and generating
associated feedback and filter gains and (2) a crzss compiler/macro as-
sembler which generates object code for the tarzst microprocessor systen.

A digital Equipment Corporation PDP 11/70 with & 0iIX Operating Systenm is
used for all high level program and data manageserz, and the target micro-
processor system is an Intel MDS (8080-bassd prccessor). Application to
the control of & two dimensional inverted pendul.= is presented and issues
in expanding the design/prototyping systen to ot-zr target machine
architectures are discussed.

I. INTRODUCTION

The potential impact of microprocessors on control t:chnology has been
widely acclaimed. Wnile control design methods Zur aﬂpled ~-data systems
have been known for a good many years (Xuo, (1); Zrvson and Ho, (2)), they

ah,

were until recently only economical for relativsl; lar ,e systems, where _ ‘e
the cost of A/D, D/A interfaces and minicomputer z2:ld be justified (typi- o
cally $20-30K). ' wever, the complexity of such lirge systems often made ]
testing and eval .»'.on difficult, further inpzsirs <=2 implementation of =
computer controls. X
While the microprocessor has indeced substantially rsiuced a major cost o
barrier, and more signfiicantly, opened up a wiZer range of simpler control %5
applications, we consider it premature to view <-z microprocessor as a \
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panccea for the experienced contrel engineer, let alone the college or
graduate student., TIronically, the microprocessor has presented new bar-

riers to the control designer: assembly-)anguage programming, coding for
real-time execution, and many other haraware synchronization problems.
These problems are by no means insurmountable but in our opinion they are
much alleviated by a development systen involving a larg:r machine with
higher lovel language and multiprocessing capability.

Our purpose herein will be to describe a prototype microprocessor design
facility and to communicate the key insights which have been gained thus
far in its development. The facility consists of high and low-level soft-
ware, computer hardware, and a continuous rarget apolication involving a
two degree of freedom inverted pendulus,

II. SOFTWARE DESCRIPTION
2.1 Design Goals

The utility of a laboratory microprocessor control design facility depends
critically on its software and hardware organization. At the outset of
this project, several goals were established to address both educational
and research needs of digital control system designers:

(1) High level languages shou)” be employed a* 2all design
levels, in flexible, multi user-interaccive (time-
sharing) environment;

(2) A control oriented symbolic language for reguired data
processing activities (control laws and filters) should
be available to simplify use of the systes;

(3) Software developed in the hich level language should be
applicable to many target machines;

(4) Object code generated should e optinmized for the target

machine to permi! exploitation of available processing
speed

with these as long term goals for the structure of desirable software,
a prototype system has been developed in the context of a specific
(PDP=11) opcrating system and target nicroprocessors (Intel 8080).

The MIT System incorporates several novel features which allow the user to
accomplish algoritha design in a higher-level language (FORTRAN), develop
real-time code in using powerful assermbly-languase macro commands, which
are translated into relocatable object code and finally cross-assembled

automatically for the micvoprocessor itself, and automatically down-loaded
into microprocessor memory.

2.2 110G Compensator Design

The organization of the higher-level Fortran routines for LQG compensator
design is shown in Figure 1. Note that other alternative design packages,
such as classical frequency-domain or nultivariable frequency domain
methods could be used equally well here. In the prototype system, the de-
signer doers off-line calculations of controller gains by writing vory
elementary FORTRAN programs using these higher-level routines; alternative-
iy he can employ a specially developed user-interactive program which
covers most infinite time horizon contipuous and discrete 1OG filter and
contrel problems.  The solution method for this off-line design phase in
the prototype system employs fairly standard eigenvalue decomposition
technigques which were developed at the MIT Electronic Systems Laboratory
(3). These PORTRAM programs in turn depend on tho "EISPAR" eigenvalue/
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eigenvector package developed at Argonne Laboratory; this is wddn]y available,.
User developed or available interactiv: prograns for post-processing of
control and filter designs (including simulation) &re useful before
proceeding to generate code for the target microcomputer systems.

2.3 Code Generator for Target Micro Computer Svsten

After completing the off-line design phase descri:zZ in 2.2, code to imple-
ment the control law and/or filter algorithm on the target micro computer
system is generated following the procedure outli:e? in Pigure 2. This
activity consists of three main parts: (1) Genera:ion of an assembly pro-
gram using a collection of previously defined conzrol-specific macros
(MACGEN Figure 3); (2) Cross assembly of the user generated program (a
source collection of macros) intos executable absolute object code (DOMIC
Figure 4); (3) down loading of the absolute code in%o the target systen,
The DOMIC program performs the steps illustrated in Pigure 4 vhich includes
binding of the relocatable user object files fron the (MICAL) cross as-
sembly with the previously defined control macros, and conversion of the
resulting files into absolute (executable) cods for the target micro-
computer system. The tedium of performing these procedures manually is
thus eliminated for the user. Note that the user-defined macre source
program written with MACGEN is canonical, in that by use of a different
cross assembler in MICAL, other target processors can be employed. For
example, in our prototype system, both Iniel 8030 and Motorola 6800
processors can be employed as the target system. Furthermore, the use of
special architectual units such as hardware multiply, array processors,
etc. can be made essentially invisible to the control designer since the
special needs of these units (or even I/0 devices) are encoded in the
library of MACGEN routines. All program generation in the above systen

is handled under the supervision of the host operatinyg system, which in

the MIT prototype was "UNIX" as implemented on & ZZC PDP 11/70. fThe power-
ful text editing and file handling capabilities of such systems (or
similar) are, in our view, essential in an educational or research environ-
ment so that the user (student or researcher) can concentrate on the
control/estimation aspects of the problem.

2.4 A Simple Example

It would be impossible in this space to enumerate all the capabilities

of the current system implemented at MIT. We will b2 content to illus-
trate the heart of the software, the MACCEN program, with a simple Ex-
ample. A program for a state reculator with (ssconi-order) dynamics (one-
input and two-outputs) is illustrated in Figure 5. The general flow of
this program is illustrated Figure 6, which also illustrates som2 addi-
tional spacial features in our prototype systen. Thre processor is
assumed to be interrupt driven by an external clozk. At each sample time
the interrupt routine (INT5:) is serviced. A/C conversions are performed
setting

x, = /D PORT ¢
= A/D PORT 1

Then OF POOR QU
o R ) o

is output th~ ugh port ¢ of the D/A converter; t:ne elements (g ,g?) of
"gain" are sct in the routine called "recady". = r=al time operation of
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this program as it resides in the target machine is expiained with the aid
of Figure S5u. When the hardware is initialized, the progranm sets up
specified conditions on 1/0 devices and fetches the required gain data and
puts it in a table. A real time monitor program (R2ADY) is then entered
which can accept simple commands from a terminal to run, quit, change the
gains, etec., all on-line. The control up-dates are accomplished by an
external (prioritized) clock interrupt, which causes the branch to “INT5".
The program then returns to the READY ronitor progran.

This example illustrates the relative simplicity of using the mnemonic
macros to generate code control updating for real-tire (interrupt-driven)
operation. More complex control laws including filters, observers, or
classical lead-lag compensators are casily constructed with the currently
available collection of macros.

III. HEARDWARE
3.1 Prototype System

The prototype software described above was implemented as shown in Figure
7 on a DEC PDP 11/70 with 64K of memory, 1. conjunction with an Intel 8080
based MDS-800 (Development) as the target micro computer system. The MDS
system employed hardware multiply, 16K of memory and was outfitted with
the Datel D/A and A/D cards shown. (32 A/D inputs, 16 A/D outputs). Two
precision D.C. servo amplifiers were provided to drive high power loads
(up to 10A, @ 28v.) for simple control designs. A number of custom soft-
ware modules were written or adapted from available software to handle
communications between the MDS monitor and UNIX at tha 9.6 K-band rate
(including down-load and plotting of hardware results). We believe that
our system is well above the minimal "threshold" to support the design
software, although no attempt was made to define what lower bound on hard-
ware would suffice. One the other-hand, more sorhisticated target systems
could have been employed.

3.2 An Applicaticn

The prototype system was applied to the desian of a two degree of frecdom
inverted pendulum. The pendulum was a 20" long aluninum pole mounted on

a gimbal as shown in Figure 8. The gimbal is mountel to a large (48" x 48'')
drafting-type X-Y plotter. it consists of a cart which can be translated
along an aluminum rail to obtain "X" displacement, an? the rail in turn

can be translated to obtain "Y" displacements. Motion is achieved with a
system of cables and pulleys connected to two 28 volt D.C. servo-motors
which can be driven with the amplifier outputs from the system described

in 3.1. Linearized analysis of the one-dimensional inverted pendulum is
well known and will not be repeated here. Extension to the two dime sional
case is straightforward and the reader is referred to Wahid (4) for details.
The state variables for the pendulum are:

- . .
- (xs;‘roxfexvYIYa eyley)
where the anjles and relative x,y coordinates are defined in Figure 8. The
unforced linearized dynamicc decouple between tie (x,8 ) and (y,0 ) co-
ordinates around x =0. Four observations are availe®»le via potcnxiometers:
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(The coupling between y, and y_ results from the georetry of the cable/
potentiometer connections). An"LQ (full-state fesisack) regulator was de-
signed as described in Wahid (4 ) (Figure 9). Pate variables were ob-
tained by digital "lead-lag" software (direct éifferencing with high-
frequency rolloff to prevent noise aliasing). This approach was adopted so
that sufficiently fast update rates could be achieved with a single 8080
C.P.U. A full-order Kalman filter or observer, could not be up-dated fast
enough with the 8080. Reduced order compensators, use of hardware multi-
pPly and two (parallel) processor implementations are currently being in-
vestigated with the single C.P.U. design. The pendulun was easily stabi-
lized with the L) gains obtained using an eighth=-oréer dynamic model.

3

IV. CONCLUSIONS

The prototype control system design tool describsd has served to meet at
least some of the goals outlined in Section 2. Wheres larger time sharing
systems are present, interactive high-level languazes for control algorithm
design, simulation, and laboratory evaluation provids a favorable en-
vironment for both educational and research needs. The essence of our
approach is the use of a library of macros for periorming a broad spectrum
of common control activities. The user can tailor these program modules
as his design needs dictate, with code that is relatively easy to use and
debug. A second generation of the MACGEN languagze is currently planned
which will provide an even more transparent collzction of mnemonics for
the required signal procossing activities.
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ABSTRACT

A laboratory design facility for digital microprocessor implementation of
Linecar-Quadratic-Gaussian feedback compensators is described. Outputs from
user interactive programs for solving infinite time horizon 10 regulator
and Kalman filter problems are conditioncd for implenentation on a labora-
tory microcomputer system. The software consists of two parts: (1) an off-
line high-level program for solving the LD Ricatti eguations and generating
assoclated feedback and filter gains and (2) a cross compiler/macro as-
sembler which generates object code for the target microprocessor system.

A digital Equipment Corporation PDP 11/70 with a UNIX Operating System i:
used for all high level program and data management, and the target micro-
processor sys'cm is an Intel MDS (8080-based processor). Application to
the control of a two dimensional inverted pendulun is presented and issues
in expanding tae design/prototyping systenm to other target machine
architectures are discussed.

I. INTRODUCTION

The potential impact of microprocessors on control technology has been
widely acclaimed. While control design methods for sampled-data systems
have been known for a good many years (Xuo, (1): Bryson and Ho, (2)), they
were until recently only economical for rolatively large systems, where
the cost of A/D, D/A interfaces and minicomputer could be justified (typi-
cally $20-30K). However, the complexity of such large systems often made
ter “ing and evaluation difficult, further impeding the implementation of
cor puter controls.

while the microprocessor has indeed substantially reduced a major cost
barrier, and more signfiic atly, opened up a wider range of simpler control
applications, we consider it premature to view the microprocessor as a
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panccea for the experienced control engineer, let nlone th: college or
graduate student. Tronically, the microprocessor has presented new bar-

riers to the control designer: assembly-language programming, coding for
real-time execution, and many other hardware synchronization problems.
These problems are by no means insurmountable but in our opinion they are
much alleviated by a development system involving a larger mathine with
higher level language and multiprocessing capability.

Our purpose herein will be to describe a prototype nicroprocessor design
facility and to communicate the key insights which have been gained thus
far in its development. The faci!)ity consists of high and ow-level soft~ :
ware, computer harvdware, and a continuous target application involving a
two degree of freedom inverteu pendulun.

S g . v

I1. SOFTWARE DESCRIPTION

S o, Vo B g

2.1 Design Goals

The utility of a laboratory nmicroprocessor control design facility depends
critically on its software and hardware organization. At the outsct of
this project, several goals were established to address both educational
and research needs of digital control system designers:

"
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(1) High level languages should be employed at all design
levels, in flexible, mult! 1 ser-interactive (time-
sharing) environment;

(2) A control oriented symbolic larguage for required data
processing activities (control laws and filters) should
be available to simplify use of the systen;

(3) Software developed in the high level language should be
applicabie to many target machines;
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(4) Object code generated should be optimized for the target
machine to permit expleitation of available processing
speed

o gl

With these as long term goals for the structure of desicable software,
a prototype system has been developed in the context of a specific
(PDP-11) operating system and target microprocessors (Intel 8080).

T =

T

The MiT System incorporates several novel features which allow the user to
accomplish algorithm design in a higher-level language (FORTRAN), develop
real-time code in using powerful assermbly-language macro commands, which
are translated into relocatable object code and finally cross-assembled
automatically for the microprocessor itself, and automatically down-loaded
into microprocessor memory.

2.2 1OG Compensator Design

The organization of the higher-level Fortran routines for LJG compensator
design is shown in Pigure 1. Note that other alternative design packages,
such as classical frequency-domain or multivariable frequency domain
meth s could be used equally well here. In the prototype system, the de-
signer does off-line calculations of controller gains by writing very
elementary FORTRAN programs using these higher-level routines; alternative-
ly he can employ a specially developed user-interactive program which
covers most infinite time horizon continuous and discrete LOG filter and
contr ] problems. The solution method for this off-line design phase in
the prototype system employs fairly standard eigenvalue decomposition
techniques which were developed at the MIT Electronic Systems Laboratory
(3). These VORFRAN programs in turn depend on the “"EISPAK"™ eigenvaluo/
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eigenvector package developed at Argonne Laboratory; this is widely available.
User developed or available interactive programs for post-processing of
control and filter designs (in'uding simulation) are useful before
proceeding to generate code fo. the targst microconputer systems,

2.3 Code Generator for Target Micro Computer Systen

After completing the off~line design phase described in 2.2, code to imple-
ment the control law and/or filter algorithm on the target micro computer
system is generated following the procedure outlined in Figure 2. This
activity consists of three main parts: (1) Generation of an assembly pro=-
gram using a collection of previously éefined control-specific macros
(MACGEN Figure 3); (2) Cross assembly of the user generated program (a
source collection of macros) into executable absolute object code (DOMIC
Figuve 4); (3) down loading of the absolute code into the target system.
The DOMIC program performs the steps illustrated in Figure 4 which includes
binding of the relocatable user object files from the (MICAL) cross as-
senbly with the previously defined control macros, and conversion or the
resulting files into absclute (executable) code for the target micro-
computer system. The tedium of performing theze procedures manually is
thus eliminated for the user. Note that the user-defined macro source
program written with MACGEN is canonical, in that by use of a different
cross assenbler in MICAL, other target processors can be employed. For
example, in our prototype sys'em, both Intel E030 and Motorola 6800
processors can be employed as the target system. Furthermore, the use of
special architectual units such as hardware multiply, array processors,
etc. can be made essentially invisible to the control designer sinze the
special needs of these units (or even I/C devices) are encoded in the
library of MACGEN routines. All progran generation in the above systen

is handled under the supervizion of the host operating system, which in

the MIT prototype was "UNIX" as implemznted on a DEC PDP 11/70. The pover-
ful text editing and file handling capsbilitics of such systoms (or
similar) are, in our view, essential in an educational or research environ-
ment so that the user (siudent or researcher) can concentrate on the
control/estimation aspects of the problen,

2.4 A Simple Example

It would be impossible in this space to enumerate all the capabilities

of the current system implemented at MIT. We will be contenc to illus-
trate the heart of the software, the MACGEN program, with a simple Ex-
ample. A program for a state regulator with (seccond-order) dynamics (one-
input and two-outputs) is illustrated in Figure 5. The general flow of
this program is illustrated Figure 6, which also illustrates some addi-
tional special features in our prototype systen. The processor is
ass.med to be interrupt driven by an external clock. At each sample time
the interrupt routine (INT5:) is serviced. /> conversions are performed
setting

x1 = A/D PORT ¢

Then OF POOR QUALITY
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is output through port ¢ of the D/A converter; the elements (g .92) of
"gain" are sct in the routine called "recady". The real time operation of
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this program as it resides in the target nmachine is ~xplained with the aid
of ¥Yigure 5a. When the hardware is initielizod, the program sets up
specificd conditions on I/0 devices and fetches the required gain data and i
puts it in a table. A reol time monitor program (RZADY) is then entored
which can accept simple cowmands from a terminal to run, quit, change the
gains, ete., all on-line. The control up-dates are accomplished by an
external (prioritized) clock iuterrupt, which causes the branch to “INTS".
The program then returns to the RETADY monitor program, J

This example illustrates the relative simplicity of using the mnemonic
macros to generate code control updating for real-time (interrupt-driven)
operation. More complex control laws including filters, observers, or

classical lead-lag compensators are easily constructed with the currently
available collection of macros,

III. HARDWARE
3.1 Prototype Syztem

|
The prototype software described above was implemented as shown in ¥igure |
7 on a DEC PDP 11/70 with 64K of memory, in conjunction with an Intel 8080
based MDS-800 (Development) as the target micro computer system. The MDS ‘
system employed hardware multiply, 16K of memory and was outfitted with :
the Datel D/A and A/D cards shown. (32 A/D inputs, 16 A/D outputs). Two ‘ 4
precision D.C. servo amplifiers were provided to drive high power loads ‘ |
(up to 10A. @ 28v.) for simple control designs. A number of custom soft- i ‘
vare modules were . :i.ten or adapted from available software to handle !
communications b - wuen the MDS monitor and UNIX at the 9.6 K-band rate f
(including dowa=-load and plotting of hardware results). We believe that
our £ stem is well above the minimal "threshold” to support the design H i
software, although no attempt was made to define what lower bound on hard- |
ware would suffice. One the other-hand, more sc; histicated target systems i 1
could have been employed. I
J
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3,2 An Application )

The prototype system was applied to the design of a two degree of freedom
inver «d pendulum. The pendulum was a £9" long aluminum pole mounted on
a gimbal as shown in Figure 8. The gimbal is mounted to a large (48" x 48'') ‘
drafting-type X-Y plotter. It consists of a cart which can be translated
along an aluminum rail to obtain "X" displacement, and the rail in turn
can be translated to obtain "." displacements. Motion is achieved with a '
system of cables and pulleys connected to two 28 volt D.C. servo-motors j
which can be driven with the amplifier outputs from the system described

in 3.1. Linearized analysis of the one-dimensional inverted pendulum is
well known and will not be repeated here. Extension to the two dimensional
case is straightforward and the reader is referred to Wahid (4) for details,
The state variables for the pendulum are:

X = (X:;‘ooxvéqual-h ayoéy)

where the angles and relative x,y coordinates are defined in Figurc 8. The
unforced linearized dynamics decouple between the (x,2 ) and (y,0 ) co-
ordinates around x = 0. Four observations are available via poton%iomctcrs:
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(The coupling between Yy and y_ results from the geometry ol the cable/

potentiometer connections). An"LQ (full-state feedback) regulator was de-

signed as described in Wahid (4 ) (Figure 9). Rate variables were ob-

tained by Jdigital "lead-lag" software (direct differencing with high- |
frequency rolloff to prevent noise aliasing). This approach was adopted so
that sufficiently fast update rates could be achieved with a single 8080 { f

— i P .

C.P.U. A full-order Kalman filter or cbserver, could not be up-dated fast
enough with the 8000. Reduced order conpensators, use of hardware multi-
Ply and two (parallel) processor implermesntations ave currently being in-
vestigated with the single C.¥.U. design. The pendulum was easily stabi-
lized with the 1) gains obtained using an eighth-order dynamic model.
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IV. CONCLUSIONS

The prototype control system design tool described has served to meet at :
least some of the goals outlined in Section 2. Where larger time sharing )
systems are present, inleractive high-level languages for control algorithm
design, simulation, and laboratory evaluation provide a favorable en-
vironment for both educational and resezrch needs. The essence of our
approach is the use of a library of macros for performing a broad spectrum
of common control activities. The uscer can tailor these program modules

as his design neoeds dictate, with code that is relatively easy to use and
debua. A second generation of the MACGZ! language is currently planned
which will provide an even more transparent collection of mnemonics for
the required signal processing activities.
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