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FOREWORD

The Third Workshop on Technical and Scientific Aspects of MST (mesosphere-
stratosphere-troposphere) radar was held in Aguadilla, Puerto Rico, on October
21-15, 1985. This was the first time that the Workshop was held outside the
continental United States; the previous Workshops (in May 1983 and May 1984)
were held in Urbana, Illinois. My Co-Organizer, Dr. C. H. Liu, and I are
extremely grateful to the staff of the Arecibo Observatory of Cornell
University for arranging and supporting a week of very intensive technical
activities. We would particularly like to thank the Director of the Arecibo
Observatory, Dr. Tor Hagfors, for the courteous and sympathetic reception he
accorded to the participants; and also Dr. Jurgen Rottger for his unstinting
efforts in the Workshop organization,

The MST radar technique for studying the dynamics of the middle atmosphere
continues to take bold strides. Particularly noteworthy is the extent to which
the technique is beginning to be used operatiomally for the measurement and
prediction of tropospheric weather. It will be interesting to see the extent
to which ST radars will supplant or complement balloon measurments of wind and
temperature during the coming years.

The subject of gravity waves and turbulence continues to be a dominant
topic; nearly one quarter of this volume is devoted to scientific and
methodological papers in this area. Now that we are learning more about the
phenomenor of gravity-wave saturation, and are beginning to measure momentum
fluxes, many previously obscure features of mesospheric gravity waves are
beginming to be understood. One clear lack in present measurements is the
absence of networks of MST radars at a suitable spacing for the determination
of horizontal wavelengths of gravity waves.

Many examples are given in this volume of intercomparison between MST
radars and other techniques. It is fair to say that none of these comparisons
cast serious doubt on MST radar measurements of winds and waves that are now
part ot the literature.

Technical aspects of the design of MST radar systems continued to be a
major preoccupation in this Workshop as new radars are planned, and as existing
radars are moved to new locations, where the parameters of the installation or
enviromment are different.

There is no doubt that development and exploitation of the MST radar
technique is one of the major contributions of the Middle Atmosphere Program.
As we move into the period of MAC (Middle Atmosphere Cooperation), it will
continue to be used by many scientists in developing an improved understanding
of stratospheric and mesospheric processes.

PRECIDING FAGE BLANK NOT FAMER
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1.1.1 ON THE POTENTIAL USE OF RADAR-DERIVED INFORMATION
IN OPERATIONAL NUMERICAL WEATHER PREDICTION ’

Ronald D. McPherson N 8 7 - 1 O 4 2 0

National Meteorological Center
Washington, D. C. 20233 ‘

HISTORICAL PERSPECTIVE OF OPERATIONAL NUMERICAL WEATHER PREDICTION

Operational numerical weather prediction has historically been concerned
with the prediction of atmospheric flow patterns and associated sensible
"weather"™, which have characteristic length scales of 2000 km and greater, and
periods longer than a day. The physical basis for this approach was
established in the late 1940s and early 19508, and rests upon the approximate
balance between the forces associated with the equator-to-pole gradient of
pressure and the earth's rotation, Mathematically, numerical weather
prediction is posed as an initial value problem. Its solution thus depends on
specifying the state of the atmosphere at the initial time of the forecast
period, providing a mathematical "model™ of the physical laws which govern the
evolution of the atmosphere, and access to sufficient computational power to
advance the model solution forward in time.

For the quasi-horizontal, quasi-balanced flows with relatively large
length and time scale which have been the principal focus of operational
numerical weather prediction, the initial state specification was provided at
the beginning of the operation NWP era by balloon-borne measurements of
temperatures and wind as functions of pressure. The measurements were taken at
locations mostly in populous areas of the Northern Hemisphere, with an average
distance between locations of 300-500 km. Soundings were obtained generally
twice per day. From these measurements were derived digital representations of
the three-dimensional mass distribution of the atmosphere at a given time.

Such representations served as the initial conditions for early prediction
models.

During the years since the beginning of operational numerical weather
prediction in 1955, the data base has expanded, especially from satellite-based
observing systems. Atmospheric models have steadily grown in realism, and
improved in accuracy. In parallel, the necessary computing technology has
advanced to enable the improvements in modeling. Nevertheless, the object of
numerical weather prediction has remained the same: the forecasting of large-
scale atmospheric flow patterns and associated precipitation. The data base
for this operation, while expanded, remains concentrated on sampling the slowly
evolving flow patterns twice per day. Such a data base cannot profit very much
from radar-derived information, where one of the principal advantages lies in
frequent temporal sampling. Indeed, radar measurements have played virtually
no role in numerical weather prediction thus far,

However, it is widely known that many important precipitation events occur
on a much smaller space and time scale than the flow pattern in which they are
imbedded. Such events are poorly predicted by present operational NWP methods.
This is manifest in the long~term performance records of operational NWP
centers: forecasts can be readily demonstrated. No such increase is apparent
with respect to numerical predictions of precipitation.

EXTENSION OF OPERATIONAL N4P METHODOLOGY TO SMALLER TIME AND SPACE SCALES
In recent years, major advances have occurred in understanding the

physical processes associated with many smaller-scale major precipitation
events coupled with advances in the numerical modeling of those processes. A
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. koales is feasible,

.grpwing conselsug, hag t&uﬁéd that an extension of operational MWP to smaller

nd in view of the deficiency in the skill of precipitation
forecasts, is highly desirable as well. To be successful, however, the recent
advances in modeling must be accompanied by an appropriate enhancement of the
observing system, and of course, more powerful computers. In an agreeable
conjunction of circumstances, modern computing and observing technologies
appear able to produce the required enhancements. In the latter, radar
technology will evidently play a major role.

This may be jllustrated by an examination of the requirements likely to be
placed on an augmented observing system by numerical weather prediction. Such
requirements cannot be specified with any accuracy very far in advance because
the frontier of our knowledge advances by a sequence of creative imbalances.
Thus, the recent advances in modeling have resulted in an imbalance between
models and observations, and efforts are being made to redress the imbalance by
enhancing the observing system. After information from the improved observing
system has been studied, it may be that deficiencies in the models will be
revealed, and the modelers will respond. Thus the process is a dynamic one
wvhich may result in frequent revision of the requirements. Nevertheless, we
may attempt some estimates.

One of the most important conceptual advances in recent years is the
recognition that major precipitation events, especially those in the warm
season, are usually associated with organized convective systems. Examination
of cloud imagery from geostationary satellites has revealed some of the
characteristics of these systems. They appear with a wide spectrum of
characteristic dimensions, ranging from a few hundred kilometers to almost
synoptic scale (>2000 km). It is difficult, and perhaps misleading, to assign
one number as a characteristic horizontal length, but for this discussion
perhaps 1000 km will serve. The convective systems generally occupy most of
the troposphere, so we may assign a characteristic vertical dimension of about
10 km, Sequences of satellite images, plus surface-based observations, show a
typical life cycle of perhaps 12 hours; occasionally, a system will persist
longer, but even so, often displays a diurnal variation in intensity. Thus we
may take 12 hours as a characteristic time dimension.

If we require that our observing system must sample the phenomenon of
interest at least 10 times per characteristic dimension, then the observing
network suitable for accurately describing the "typical" convective system as

outlined in the previous paragraph must have the following characteristics:

Horizontal resolution 100 km
Vertical resolution ~1 km*
Temporal resolution vl hr

*The vertical resolution should, of course, be substantially
higher in the planetary boundary layer.

By contrast with the existing large-scale observing network, where observations
are required only twice per day, the mesoscale observing system is required to
sample once per hour. It is in this connection that radar-based observations
will play a major role.

To summarize our estimates of the requirements likely to be levied on a
new observing system for mesoscale meteorology, observations of wind and
temperature are required with horizontal resolution of approximately 100 km,
and vertical resolution of at least 1 km in the free atmosphere and perhaps an
order of magnitude greater in the boundary layer. Atmosphere moisture

measurements are also required, but with greater spatial resolution in view of
the notoriously inhomogeneous character of moisture- fields.




In addition, it is important that the mesoscale model of the atmosphere
should know where and at what rate the real atmosphere is precipitating at the
initial time. This requires knowledge of the horizontal and vertical
distribution of precipitation, as well as the precipitation rate.

POTENTIAL OBSERVING SYSTEMS FOR OPERATIONAL NUMERICAL
WEATHER PREDICTION ON THE MESOSCALE

Several observing systems developed in recent years offer potential
application to the mesoscale numerical weather prediction problem., Summarized
in the list below are systems which have not been used or fully exploited in
operational meteorology.

Temperature

1. Thermodynamic Profiler: This is an experimental six-channel

radiometer, based at the surface and pointed upward, It derives profiles of

i temperature from infrared radiation emitted from relatively deep atmospheric

B layers. It thus has relatively coarse vertical resolution and is adversely
affected by precipitation at the observing site. Soundings can be produced
each hour, and the integrated measurements (e.g., heights of standard isobaric
surfaces) are quite accurate. The greatest accuracy is found in the lower
levels. Scanning is not possible, so horizontal resolution is limited.

2. VAS (VISSR Atmospheric Sounder): This is an infrared radiometer on
the Geostationary Orbiting Earth Satellite. Temperatures are derived from
upwelling radiation, in the same way as with the thermodynamic profiler. VAS
has the advantage of scanning, and thus offers good horizontal resolution. It
also offers high frequency soundings in time. The soundings are most accurate
in the higher atmosphere. VAS soundings suffer from coarse vertical
resolution, and are not available in cloudy areas.

Wind

3. Wind Profiler: This is a clear—air Doppler radar, surface-based, with
two orthogonal beams pointing upward at 15° from the zenith. Wind profiles can
be produced each hour or even more frequently, from about 500 m above the
ground into the lower atmosphere. The profiles have acceptable vertical
resolution above the boundary layer. Scanning is not possible, so horizontal
resolution depends on the spacing between instrument sites. Preliminary
estimates suggest that the wind measurements are of acceptable accuracy.

4, Doppler Surveillance Radar: The National Weather Service has embarked
on a program (NEXRAD) to install new weather surveillance radars at approxi-
mately 160 sites in the US. It will be possible to derive winds from the radar
measurements when precipitating clouds, or other targets such as insects, are
present. The accuracy is good, vertical resolution is good, and the data may
supplement the wind profiler in the boundary layer. Winds are not available
under all conditions; in particular, clear air in the cold season will be void
of data from this source.

5. Automated Aircraft Data: Modern wide-bodied commercial jet aircraft
are being equipped with communication devices which relay temperatures and winds
measured by the aircraft's sensors and inertial navigation systems to the
ground, Observations of wind and temperature will be available at roughly 100-
km intervals in level flight, and 10 mb intervals on ascent and descent. Slant
profiles will therefore be available in the vicinity of major airports. The
accuracy of the winds obtained from this source is good, but the temperatures
are less accurate.




Moisture

6. Moisture Profiler: A two-chennel radiometer has been developed to
provide frequent, accurate measurements of the total water content of the
atmosphere above the radiometer. Profiles are not available, No scanning is

done, so horizontal resolution is determined by the distance between observing
sites.

7. VAS: Frequent estimates of total water content can also be determined
from the VAS instrument, Scanning is done, however, so the horizontal
resolution is quite good.

It is clear from this brief summery that no single component listed above
satisfies all the requirements of the data base for operational mesoscale
numerical weather prediction, Instead, the requisite observing system will be
a composite of all the above elements, plus the existing network which is part
of the synoptic scale observing system,

The cornerstone of the network is likely to be the wind profiling radar.
Because of the accuracy and frequency of the radar wind observations, it will
be possible to estimate not only the wind field at any one time, but also its
tendency, with considerable accuracy. The former is extremely important,
indeed vital, to mesoscale prediction; the latter is important because it can
be used through the hydrodynamic equations to enhance the vertical resolution
of the coarsely resolved temperature profiles, thus indirectly enhancing the
accuracy of the prediction.

CONCLUDING REMARKS

The National Meteorological Center is convinced that a mesoscale observing
system, with elements as described above, will be & reality within a few years.
It thus becomes a matter of some importance to devise a four-dimensional data
asgimilation system capable of intelligently treating data from these various
sources. The Center has committed substantial resources to this development
project, and recognizing the long lead time necessary in such endeavors, work
is already underway. Experiments with simulated observations will begin in
1987. Read data experiments will begin with the availability of wind profiler
data from a 30-station demonstration network in 1989. As NEXRAD installations
proceed, efforts will be made to incorporate wind data from this source, also.
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1.1.2 A THEORY FOR THE RETRIEVAL OF VIRTUAL TEMPERATURE FROM WINDS,
RADIANCES AND THE EQUATIONS OF FLUID DYNAMICS
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ABSTRACT -
A technique to deduce the virtual temperature from the combined use of the
equations of fluid dynamics, observed wind and observed radiances is described.
The wind information could come e.g., from ground-based sensitive very high
frequency (VHF) Doppler radars and/or from space-borne Doppler lidars., The
radiometers are also assumed to be either space~borne and/or ground-based.
From traditional radiometric techniques the vertical structure of the
temperature can be estimated only crudely. While it has been known for quite
some time (GAL~CHEN, 1978; HANE and SCOTT, 1978) that the virtual temperature
could be deduced from wind information only, such techniques had to assume the
infallibility of certain diagnostic relations, The proposed technique is an
extension of the Gal-Chen technique. It is assumed that due to modeling
uncertainties the equations of fluid dynamics are satisfied only in the least
square sense. The retrieved temperature, however, is constrained to reproduce
the observed radiances. It is shown that the combined use of the three sources
of information (wind, radiances and fluid dynamical equations) can result in a
unique determination of the vertical temperature structure with spatial and
temporal resolution comparable to that of the observed wind.

1. INTRODUCTION

A few years ago, GAL-CHEN (1978) and HANE and SCOTT (1978) noted that if
sufficiently accurate measurements of the wind and its time history could be
obtained from Doppler radars, this information would, in principle, define also
the thermodynamic structure. In essence, this is done by requiring that the
data will also satisfy the momentum equations in the least square sense. This
has reduced the problem to a classical calculus of variation problem (COURANT
and HILBERT, 1953). The form of the momentum equations assumed in these
studies is quite general and is, in principle, applicable to small meso— and
large-scale atmospheric motions., While not immediately obvious, when the
approximations appropriate to large-scale atmospheric flows are employed, the
above variational formulation is reduced to solving a classical balance
equation (HALTINER and WILLIAMS, 1980) of obtaining the geopotential from the
wind,

GAL~CHEN and KROPFLI (1984), ROUX et al., (1984) and HANE and RAY (1985)
have tested the practical utility of the above-mentioned variational formu-
lation on a varlety of observed small-scale phenomena; planetary boundary layer
(PBL) convection in the Gal-Chen and Kropfli case; severe storms for the Hane
and Ray case, and a tropical squall line for the Roux et al. case. In all, the
three case studies of temperature and pressure are deduced from observed
Doppler radars wind, Satisfactory agreement with in situ thermodynamic
observations is reported in all three cases.

As GAGE and BALSLEY (1978) point out, sensitive Doppler radars can be used
to obtain mesoscale wind profiles under all weather conditions. The vertical
resolution is up to 100 m. The time resolution is about 1 hour and the
horizontal resolution is determined by the average distance between the
profilers. Comparable resolution is not obtainable from radiometric
measurements of the atmosphere either from the ground or from satellites. The
purpose of this paper is to extend and modify the GAL-CHEN (1978) technique to
satisfy the following requirements:



(a) The horizontal momentum equations are satisfied in the least
square sense (to be defined further below).

{b): The hydios atic cqns‘? :Lgt is satisfied exactly.

(c)-The' thermo ynamlc“eq& tion is satisfied in the least square
sense.

(d) The radiative transfer equation at various frequencies is
satisfied exactly.

(e) Given wind and radiances as input, virtual temperatures
should be obtained as an output, The retrieved temperature
should have horizontal and vertical resolution compared to
that of the observed wind,

In this paper only the theory is developed. The practical utility
remains to be checked. This should be done first by simulation studies and
then by examining real data. The task is vast and difficult and I hope that
the theory developed here will stimulate other researchers to check its
practical utility and to seek even better ways to estimate the virtual
temperature,

The technique discussed in this paper has some similarities to the
techniques considered by KUO and ANTHES (1985) and by BRUMMER et al, (1984).
However, it also has some potentially important differences. These include
inter alia:

(a) Lateral boundary conditions for the temperature are obtained
directly from the wind data rather than prescribed from a 12-
hour forecast as in Kuo and Anthes or, as in the Brummer et al,.
case, prescribed from a vertically smoothed temperature profile
obtained by pure radiometric techniques.

(b) In both the Kuo and Anthes and Brummer et al. techniques, the
horizontal divergence equation is used; as a weak constraint
in the Brummer case and as a diagnostic equation for the geo—
potential in the Kuo and Anthes case. In our case, attempt
is made to satisfy, albeit in the least square sense, all the
prognostic equations relevant to describing mesoscale motions.

(c) The Kuo and Anthes approach does not utilize the information
contained in the radiences. It is assumed that in nature the
divergence equation is satisfied exactly. This is not true even
if the wind measurements are error free. In the Brummer
technique, a temperature profile is sought that will, on the
one hand, satisfy the divergence equation as close as possible,
and on the other hand, is also not too far from the smooth
temperature profile retrieved from radiometric data. Our
technique, however, demands that the retrieved temperature satisfy
the radiative transfer equation, augmented by additional dynamical
constraints. Unlike the pure radiometric techniques, the above
set is mathematically well posed and no a priori smoothing or
statistical constraints need to be imposed on the retrieved
temperature,

2. MODELING ASSUMPTIONS

Governing equations. The governing hydrostatic primitive equations in
Cartesian x, y, z coordinates may be written as:

Continuity equationm,

Dp/Dt + pV-u = 0 (1)
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Horizontal momentum equations,

Du/Dt = —=(1/0)3p/3x + Fy + fv (2)

Dv/Dt

-(1/0)3p/3y + F, - fu 3
Here D/Dt is a symbol for total derivative
D/Dt = 3/3t + ud/dx + vd/dy + wd/dz (4)

f is the Coriolis parameter (f = 20sin¢; 2 is the earth angular velocity and
¢ is the latitude). For convenience we are displaying the equations using
Cartesian coordinates. Nevertheless, the extension of our ideas to spherical
coordinates is obvious and all our subsequent discussions (conclusions) are
valid for spherical geometry. The hydrostatic equation is given vis.,

3p/9z = -pg (5)

An approximate form of the thermodynamic equation neglecting the contribution
of moisture to the density p and to the heat capacity (under constant pressure)
C_is
P
cp DT/Dt - (1/0)Dp/Dt = Sy ' (6)

The heat capacity under constant pressure is given vis. (7/2)R with R
the gas constant for dry air. The equation for conservatfon of water vapor is

= )]
Dq/Dt = S
The equation of state is
= (8)
p = PRT,

Here u is the three-dimensional wind vector 4= (u, v, w). u is the horizontal
veloc1ty in the x direction; v is the veloc1ty in the y direction and w is the
velocity in the vertical direction, z. The density of dry air is denoted by

P; p is the pressure; g is the acceleration of gravity; F., and F, are

symbols for turbulent friction forces (of dimension Newton/kg) wﬁlch in this
study we assume that they can be either measured directly or parameterized
based on wind observations. T is a symbol for temperature; p is the pressure.
Tv is the virtual temperature defined vis.

T - T=0.61qT (9)

v
Here q is the water vapor mixing ratio (expressed in 10~3g/(kg of dry air)).
The symbol S, is for sources (or sinks) of heat energy. Since in this study
we are limiting ourselves to relatively short time scales (0-12 hours),
radiative processes are presumed to be of secondary importance (SMAGORINSKY,
1974) and the major source of heating in the free atmosphere is due to
precipitation. The major heating source in the planetary boundary layer (PBL)
is assumed to be fluxes of sensible heat. S_ is a symbol for sources or
sinks of water vapor and in accordance with our previous presumption that the
major contributor to S_ in the free atmosphere is the removal of vapor by
precipitation. In the PBL, the major source is evaporation from the ground.

The nature of the data and/or the parameterizations. Our major
assumptions about the nature of the observed data or the parameterizations
employed are as follows:




(a) Horizontal motions can be measured by means of powerful Doppler radars
{frequency range is 50-900 MHz). The measurements have accuracy of
+1 ms~l; are such that all motions with time scales with less
than 1 hour have been filtered and are possible under all weather
conditions (LITTLE, 1982).

(b) Vertical motions with scales described in (a) can be either deduced
from the horizontal motions (using the mass continuity equation) or
else can be measured directly by Doppler radars (NASTROM et al,,
1985). To be useful for predictions of synoptic scale motions, the
accuracy of the deduced (or measured) vertical motions must be of the
order of + 1 cms~1 (HALTINER and WILLIAMS, 1980).

(c) Remote sensing of temperature and moisture profiles using ground-
based and/or space platforms renders some useful information under
almost all weather conditions (WESTWATER et al., 1985). (This is true
only if the infrared channels are augmented by additional channels
from the microwave. Otherwise, contamination from clouds may be
severe. Furthermore, microwave measurements are contaminated under
the presence of heavy rain.) The temperature and moisture retrieved
from these measurements typically have poor vertical resolution. As
a result, the retrieved profiles have an accuracy of no better than
+ 3°C for temperature and + 5 g/kg for the moisture,

(d) At the minimum, it is assumed that the measurements described in (a)-
(c) are available in at least three spatial locations to be able to
define a triangle. The satisfaction of this requirement would enable
calculations of horizontal gradients. It must be borne in mind that
the distance between the stations also determine the smallest scales
that can be resolved by such a network. Thus, even though the
horizontal wind measurements described e.g., in (a) may contain
spatial scales of motions smaller than the distance between the
stations, the computed horizontal gradients cannot properly resolve
this information.

(e) As is customary in numerical weather prediction (MWP) models
(HALTINER and WILLIAMS, 1980), we assume that all motions and
processes with spatial and temporal scales that cannot be resolved
by the network can either be "parameterized" in terms of what is
observed or measured directly. For instance, F, and F., (in (2)
and (3)) which are turbulent friction terms may be estimated from
single Doppler radar data (KROPFLI, 1984). Alternatively, one may
attempt to parameterize it in terms of the larger scale winds. (The
simplest parameterization is to set F, = F. = 0.) Another example
is the precipitation rate and the vertical distribution of latent heat
release which may be evaluated using conventional radars (DOVIAK,
1981) or from satellite data (ATLAS and THIELE, 198l) or parameterized
(e.g., ignored).

3. ALGORITHM DEVELOPMENTS
Deduction of horizontal virtual temperature gradients. Taking into

account our assumption (a) and (b) in the previous section, we may write the
horizontal momentum equations (2) and (3) as:

(1/0) VP = ¢ (10)

Here, g = (G,,G,) is a given two—dimensional vector function (G, =

-Du/Dt + fv + FI; G, = -Dv/Dt — fu + F,) which, in principle, can be
computed from the o%served wind; V. is“the two—dimensional gradient
operator., Differentiating (10) with respect to z and using hydrostatic (5),
and the equation of state (8) one gets

v v =
(1/0) HPalnTv/az + g% 1nT, 3%/32.




Taking it into account (10)
= 3
GALnT /3z + gVylnTy 3§/ 2z (11)

(11) can be congidered as a generalization of the thermal wind relation in z
coordinates. In fact, for G = (fv;-fu) the thermal wind is reproduced.

Equation (11) expresses horizontal and vertical temperature gradients in
terms of observed quantities (i.e., winds and its derivatives)., Together with
other relations to be used further below, it can be used to infer the vertical
structure., Nevertheless, it is also useful to consider several approximations
of (11). First consider the ratio (denoted by R_) of gV, 1nT to
G31lnT /9z. Traditional scale analysis considersa(e.g.. §EDLXSKY, 1979, pp.

—lo)vdictates that the order of magnitude of the above-mentioned ratio is
given by

X - E8MT/L

a O(Q)F

Here, éhT is a typical horizontal temperature difference over a typical
length scale L and T' is the lapse rate (I = -3T /). We shall now try to
obtain for baroclinic weather systems a lower bound of R . We know that T
can hardly exceed the dry adiabatic lapse (g/Cp). Furthermore,

Max |6| = Max(u/t, v?/L, fu)

Here, U is a typical velocity associated with the scale L, f is the Coriolis
parameter, and T is a typical time scale. Thus, overall

h
(s T/L)Cp

Min (Ra) = 5
max(U/t,U°/L,£fU)

For large-scale flows in the middle latitudes, L ~ 106 m, U ~ 10 ms1,

f v10-4 s~1, 0(G) ™ fU. Also, a modest estimate of the large scale
temperature grgfﬁégf in a baroclinic flow is 3 deg/1000 km; in addition,

C_ = 1004 Jdeg kg ~, thus Min(R ) = 0(3). This means that in the

1th.s. of (11), the contribution®of the terms associated with the horizontal
temperature gradient typically dominate that associated with the vertical
temperature gradient. The net result is

gVylnT, = 3G/3z an:

For the geostrophic case, G = (fv,-fu) and (11)' is recognized as an approxi-
mate form of the themmal wind relation (e.g., HESS, 1959, p. 191). As long as
significant baroclinicity exists, the approximation (11)' continues to be valid
for mesoscale flows with L V105 m, U "~ 10 ms1, %l ~ U2/L and ShT/L =

0.3 deg/100 km.

Another useful form of (11) can be utilized if one recognizes that the
l.h.s. of (11) is actually gVylnT ) . Here the operator V, )p is the
horizontal gradient in x, y, p, t sgace (p is held constang). To see why this
is so, note (HESS, 1959, pp. 260-264) that

W, = vH'r)P + (9T/3P) VP

Using hydrostatic (5) and the chain rule, we obtain

3T/3P = -(1/pg) 3T/ 32
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We also know from (10) that, (1/p)VHP = %Jthus, overall,
g VHTV) z " gVHTv) P - %M'v/ 9z
The net result is
gVH1nT)p = 3G/ 9z an':

(11)" is an exact expression to calculate horizontal temperature gra-
dients; nevertheless, to utilize it, its r.h.s. must be known at selected p
levels. This requires knowledge of the pressure as a function of z. Typically,
in the absence of rawinsonde, this is accomplished by utilizing a crude first
guess of temperature from the radiometers, together with hydrostatic (5) and
the equation of state (8). This results in a crude first guess of the pressure
(typically + 10 mb)., Equipped with this information, one can interpolate
3G/3z which Is observed in X, ¥, 2, t space to an X, y, P, t coordinate. 1In
practice, this is accomplished by interpolating to those z which correspond to
constant p levels. Setting aside for the purpose of this discussion the
standard errors associated with interpolations, there is an error associated
with the fact that the pressure is inaccurately known; consequently, the z's
associated with the constant p levels are inaccurately known.

We will now proceed to evaluate the above-mentioned errors. From
hydrostatic we know that

3z/3ln p = -RTV/g

Integrating from sea level to some specified height (assuming for convenience
p (sea level) ~ 1000 mb) we get

z = (RT_/g)1n(p/1000)
Here T is some vertically averaged temperature in the interval (o,z) and p
is the'pressure at level z. In the lower troposphere 1n(p/1000) = 0(1) and
RTv/g = 0(8 km) (see e.g., HESS, 1959, pp. 75-77). Assuming a worst case

scenario that the errors in estimating T, and Tv strictly from radiometric
data are the same, we obtain for 8z (the error in z) that,

8z = (RGTv/g)O(l)
Taking GTV " 3°% we obtain 6z " 100 m. Now from (11)" and Taylor expansion
8(3G/3z) ~ 6z 326G/ 3z? (12)
~ n

Furthermore, for Rossby number not too large from unity (essentially
corresponding to large and mesoscale motion) g = 0(fuU) thus,

326/922 = 0(£u/D2) (13)

Here D is a typical vertical scale over which significant variation of

32u/ 322 are occurring. For the troposphere, D ~ 5 km, f n 10-4 s-1,

U ~ 10 ms™l, T o 273°K. Also as discussed above, 6z ~ 100 m. Substituting

the above results in (12) and (13) and also taking into account (11)" we obtain

ST, 0(10"2deg/100 km) (14)
&%T) in (14) is an estimate of the error in the evaluation of the

horizon alptemperature gradient in p coordinates due to interpolation errors
from x, y, z, t space to x, y, P, t space. As discussed above, these errors
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are the result of our inaccurate knowledge of p. The error appears to be quite
acceptable, Nevertheless, it should be remembered that our error estimate is
quite sengitive to the choice of D, the verticel scale. At any rate, the
algorithm to be described further utilizes (11) which is the exact form in x,
¥y, 2, t space rather than the approximate form (11)' or the form (11)" which is
exact but requires interpolation to x, y, p, t space.

Deduction of vertical virtual temperature gradients. So far we have
shown how to find horizontal virtual temperature gradients., To find the
vertical temperature gradients we will have to use the thermodynamic equation
(6). A difficulty arises because while T = T to within 1% (HESS, 1959, p.
44) the contribution of the moisture to the horizontal virtual temperature
gradient at the lower troposphere could be comparable to that of the horizontal
temperature gradients., To overcome this difficulty we will now derive an
alternative form of (6) containing only gradients of the virtual temperature.
We start by noting that the continuity equation (1) and the equation of state
(8) imply that

-(1/P)Dp/Dt = -RDT_/Dt + RT, div-u
This enables us to rewrite (6) as
- 1v e = 15
CpDT/Dt RDT /Dt + RT div.u = S, (15)
From the definition of virtual temperature (9) we obtain
DT/Dt = DT /Dt — 0.61 qDT/Dt -~ 0.61 (Dg/Dt)T (16)

Now, under all meteorological conditions q " 10~2 and less. Thus, the second
term ot the r.h.s. of (16) is always negligible compared to the first term.
Under conditions of strong moisture gradient (e.g., dry lines) the third term
may be important and is therefore retained. However, in the third term, we may
substitute T for T, Utilizing the above approximations we may substitute

(16) in (15)Y taking also into account the moisture equation (7) and the fact
that Cp -C, =Rto obtain

- - = 17
C,DT, /Dt - RT div. ‘o 0.61 CpSvTv S (17)

We next substitute (11) in (17) replacing the horizontal temperature gradient
in (17) by (Tv/g)Bs/az - (’(\;‘/g)QTV/Bz. The net result is

W/ Ty (18)

Here F is a symbol for presumably observed quantities, i.e.,

v
Cv('c)lnTv/Bt + wBlnTv/Bz) =F -8

F = 1/g(gH-a§/az) + Rdivey - 0.61 cpsv (19)

n
w is the modified vertical velocity given by

N

w=w+ (%H.ﬁ)/g (20)
The horizontal velocity vector is denoted by o [HH = (u,v)].

The next step is to obtain explicit expressions for BlnTv/ 9z which do
not contain temperature tendencies., This is accomplished by applying the
vector operator gV, + %3/ 9z on both sides of (18). The result using (11) and
calculus rules of t%e sort f'g = (gf)'!' — g'f are terms like

9/ ot (gVHlnTv) +G o/ 3t(31nTv/ 9z) = (;;VH + %3/ 3z) alnTv/ 9t
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" " "
= )

ng/Bz(VHlnTv) + g(VHw)alnTv/az gVH(walnTv)/ z

6w/ 3z (3lnT, /3z) + G(owW/9z)31nT /52 = G/ dz(WalnT, /3z)

~ v N v N v
Furthermore, from calculus

§9/3t(31nT /3z) = 3/3t(G31nT,/32) - (3G/3t)(31nT /3z)
Thus,

(8% = 6¥/32)3lnT /3t = 3/3t(g¥y + G3/9z)1nT,

- (3%/3t)81nTv/az
Using (11),
_ 32 _
(gvH + §9/%)31nT /3t = 376/ (3z3t) - (3G/3t)31nT, /32

Similarly,
BlnTv " BlnTv 33 BlnTv NBZG N 31nT

/S B ——n T \ -
(865 0V 52 gV * S5t ) w(dg/8z)

v
3z
Also utilizing (11)
sh 1
(8VH+Q3/3Z)T; = E;(gvﬂ+§a/az)sh - (SH/TV)ag/az
Overall, the net results are two separate estimates for the vertical

temperature gradient, namely

31nT

C, (8V,w+Gaw/9z - 3G/t - w(3g/32)—— = H (21)

where E is given by
= - (22
H = (gvy+63/32)F = (5,/T,)36/3z + (1/T,) (gV+¢3/ %)y )
Here F is given by (19). Since we have assumed that a first guess of T _ is
available from the radiometers and is accurate to within + 3°K it is

permissible to substitute this first guess in the r.h.s. of (22). The net
result is that H is an observed vector function.

It is now useful to put together the forms of the horizontal and vertical

virtual temperature gradients and their dependence on the observed winds. They
ares

The generalized thermal wind relation (11) rewritten here as
= (23)
(SVH+EQ/82)lnTV 3%/82
Equations for vertical temperature gradient (21) rewritten as
AdlnT /5z = H (24)
" v N
Here G are the horizontal accelerations (with a minus sign), namely
% = (-Du/Dt+fv+F1; —Dv/Dt—fu+F2 (25)
The term H is given by (22) and from (21)

N 4" N
Q,= cv(gvhw+§aw/az-ag/at—w(ag/az) (26)
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We close this section by noting that considerable simplifications of the
expressions for A, H, and F may be realized if either the approximation (11)'
is used or preséﬁre coordinates are utilized, In that latter case (11)" may be
employed., While we have shown that the above approximations are for the most
part reasonable, we prefer the use of the more exact forms because the
numerical solution of (23) and (24) does not become easier when (23) is
replaced by (11)' or (11)" and approximate forms for é and E are utilized,

Retrieval of the virtual temperature from the wind and radiances.
Relations (23) and (24) contain information about spatial gradients of the
virtual temperature. From this, as is discussed e.g., in GAL-CHEN (1978), a
second-order three-dimensional Poisson-like partial differential equation for
Tv may be obtained. To be solved in a limited domain, the boundary
conditions (BC) need to be prescribed. GAL-CHEN (1978) has shown that
Neumann-type boundary conditions (i.e.,, conditions on the virtual temperature
gradient in the direction of the normal to the boundary) may be obtained from
the observed wind (essentially from the components of H and ¢ in the direction
of the normal). Such a procedure appears to be better than using
Dirichlet-type BC which require the specification of the virtual temperature
itserLf on the boundaries. In the absence of radiosonde information,
Dirichlet-type BC are usually known very crudely (either from radiometric data
or from a guess from a larger scale model).

Regardless of what type of BC are used, the use of (23) and (24) may not
be optimal because it does not utilize the radiances from the infrared and
microwave channels., Also, retrieval techniques based solely on (23) and (24)
tacitly assume that the formulation of the dynamical equation (1)-(7) are
infallible, i.e., that the retrieval errors of the virtual temperature would
be attributed solely to observational uncertainties about the wind.

We shall now proceed to develop a formulation which incorporates the
observed radiances into the retrieval procedure, We start by noting that the
radiative transfer equation may be reduced often to a Fredholm intergral
equation of the first kind (e.g., WESTWATER and STRAND, 1972), namely,

J‘BV(T)K(v,z)dz = %v 27
o

Here, v is the frequency, By(T) is the flanck function, K are the weights and

v are observed radiances. The surface temperature contributions are included
in the r,h.s. of (27). These contributions can be determined from the "window
channel" measurements for space-borne radiometers and from the "big bang"
cosmic background of 2.9°K for ground-based observations., For a well mixed
gas, the function K(v,z) is known except perhaps for a small temperature
dependence. Traditional methods of determination of vertical temperature
profile rely on solving (27) for various channels (frequencies) having
different weights K(V,z). Thus, the contributions from different height layers
can be varied and a degree of height resolution can be achieved, Extensive
research (e.g., CHESTERS et al., 1982) have demonstrated the limitations of
such inversion techniques. In essence, the kernel K(v,z) acts as a vertical
smoother (low pass filter)., As a result, the retrieved temperature profile has
a poor vertical resolution (at least in the troposphere). However, if (27) is
combined with (23) and (24) the problem of vertical resolution is eliminated.
In essence, the large vertical scales may be determined from (27) and the
smaller vertical scales, which cannot be resolved by (27) would be determined
from (23) and (24).

Before we proceed with further mathematical developments of the idea
outlined above, we note that (27) has been formulated for temperatures while
(23) and (24) are valid for virtual temperature gradients, Furthermore, as has
been noted before, the moisture contributions to the gradient may be
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important, To express (27) in terms of the virtual temperature, observe that a
Teylor expansion of B\ (T ) around T, taking into account (9) and the
smallness of the virtual temperature correction would result in

B\(T,) = B,(T) + (3B,/3T)0.61 qT (28)

Now, the second term in the r.h.s. of (28) while small compared to the first,
may not be neglected if we desire at least + 1°K accuracy for temperature
retrievals; nevertheless, we may substitute the radiometers first guess about
the moisture and temperature in the second term, To justify this approxi-
mation, let us degfte by §() the first guess retrieval errors. We may recall
that 8q = + 6 gkg ~ and 6T = + 3°K, We~elso know that, T ~ 300°K and

(for the lower troposphere) q ~ 10 gkg ~. Therefore, substituting the
radiometers first guess in the second term of the r.h.s. of (28) would result
in virtual temperature error GT; of the order

§T, = 0.61 q8T + 061 Téq

Taking into account the order of magnitude of the various terms, the error is
ar most + 1°K. Furthermore, the contribution of this error to the radiances

[Iv,in (27)] is further reduced due to the averaging implied. Overall, we may
substitute (28) in (27) approximating the second term in the r.h.s. of (28) by

the radiometers first guess with the net result
(e}

JBV(TV)K(V,Z) = I, (29)
(o]

N
where the moisture correction to the radiances I, have been absorbed in the
term I,,.

The general retrieval algorithm may now be formulated as follows: Find
a Tv such that

2 2 _
/I 1(gv,#63/32) 1nT -3G/32]" + (A31nT /3z-F)" = Min (30a)
subject to the constraint that
= 30b
LB\,(TV)K(\),z)dz I, (30b)

This is a familiar calculus of variation problem (COURANT and HILBERT, 1953,
Vol. 1, pp. 164-274) whose solution will not be discussed here. We note,
however, that (30-a,b) attempts to satisfy the dynamical equations in the least
square sense while enforcing the retrieved virtual temperature to satisfy
everywhere the radiative transfer equation.

A potential weakness of the retrieval algorithm is that the terms A and
involves calculating higher order derivative terms in both space and time. The
estimate of such terms from the observed wind and its time history may be
"noisy". To alleviate this problem one may use the Kalman filter approach
(GHIL et al., 1980) where observations at more than two (or three) time levels
are used to improve the estimate obtained from the solution of (30-a,b).
Detailed examinations of the terms involved in (30-a,b) reveal that for the
most part only two time levels are required, The calculation of A (equation
26) requires knowledge of ag/at. Since is acceleration, this requires
knowledge of the wind at three time levels. Nevertheless, 3G/9t would be
dropped out if we utilize pressure coordinates and relation (11)" or use the
approximate form (11)'. As noted earlier (11)" is exact but the use of pressure

as a vertical coordinate requires some a'priori knowledge of the pressure
distribution.
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1.2.1 EXAMPLES OF MESOSCALE STRUCTURES AND SHORT-TERM WIND
VARIATIONS DETECTED BY VHF DOPPLER RADAR

oorme  N8T-10422

Department of Meteorology
The Pennsylvania State University -/
University Park, PA 16802 — \

INTRODUCT ION

The first of three wind profilers planned for operation in central and
western Pennsylvania began full-time, high-quality operation during July 1985.
It is located about 20 km south—southeast of University Park and operates at 50
MHz. Another 50-MHz rader and a 400-MHz radar are to be installed over the
next few months, to complete a mesoscale triangle with sides of 120~160 km.

During the period since early July, a number of weather systems have
passed over the wind profiler. Those accompanied by thunderstorms caused data
losses either because the Department computer system lost power or because
power went out at the profiler site. A backup power supply and an automatic
re-start program will be added to the profiler system to minimize such future
losses. Data have normally been averaged over a one—hour period, although
there have been some investigations of shorter-period averaging. In each case,
preliminary examinations reveal that the profiler winds are indicative of
meteorological phenomena. The only occasions of bad or missing data are
obtained when airplane noise is occasionally experienced and when the returned
power is nearly at the noise level, at the upper few gates, where a consensus
wind cannot be determined. Winds are being examined in high-resolution (close
range) mode and low-resolution (far range) mode. Range gates are separated by
about 290 m in the former and about 870 m in the latter. For the types of
examples presented in this paper, with emphasis on mesoscale variations,
illustrations below are normally taken from the high-resolution data.

SUMMARY OF ANALYSIS SCHEME DEVELOPMENT

Before the first Penn State profiler began operation, much effort was put
into the development of analysis and display schemee. These were first tested
on data obtained on tape from the Fleming radar of the Wave Propagation
Laboratory. Some of these techniques are illustrated with Penn State data in
the sections that follow. Among the schemes developed are:

— Power spectra displays

— Tabulations of wind components, returned power, consensus statistics

— Displays of u and v component vertical profiles

~ Time-height section displays of u, v, velocity vectors, wind speed,
wind direction, returned power

— Time series displays of u, v, wind speed, wind direction at a

selected level

Tabulations of vertical wind shear and component normal to the

shear vector

- Tabulations and profile displays of temperature gradient, temperature
advection, stability gradient, and stability advection

~ Hodograph displays

In the temperature gradient, temperature advection, stability gradient,
and stability advection calculations, it has been assumed, as a first ap-
proximetion, that the vertical shear of the wind is in geostrophic (i.e.,
thermal wind) balance, even though the individual winds themselves may have an
ageostrophic component. The idea of computing the shear vector at various
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levels and the wind components normal to these shear vectors is that (1) many

atmospheric banded features are oriented along the shear vector and (2) these
. \fea¢ures are steered,hy Fge normal component of the mean wind in the layer.
O AT A A

d W !

"‘CONFLUENCE ZONE ALONG WEST SIDE OF WARM CONVEYOR BELT

On 27 August 1985, at about 1400 GMT, a sharp wind shift occurred at the
8-9 km levels (Figure 1). The wind shift was accompanied by the passage of a
narrow band of cirrus clouds that marked the western edge of a warm conveyor
belt which was only partially filled with clouds. There was also a marked
decrease in wind speed at this time. While satellite imagery showed a near
discontinuity at this time, conventional upper—air analyses (Figure 2) did not
indicate that a wind shift would be expected over Pennsylvania., In fact, a
much more marked wind shift was evident across central Ohio. Knowledge of the
profiler wind would have allowed for a better interpretation of the hints of a
trough axis near Buffalo, New York, by allowing for a diagnosis that the main
part of the trough was negatively tilted (from near Buffalo to central
Pennsylvania) and was "lifting out" rapidly toward the northeast, leaving
behind the southern, positively tilted portion of the trough from central Ohio
to Tennessee and Louisiana. This shearing of the trough became apparent on the
next upper—air charts 12 hours later.

TAIL OF COMMA CLOUD

The extreme southern end of the tail of a comma cloud pattern passed over
the profiler at about 1000 GMT on 19 August 1985. Its approach was accompanied
by a weak trough (backing) in the wind field, and a sudden clockwise shift
(veering) of the wind at its rear edge (Figure 3). The comma was accompanied
by a wind speed maximum. The data suggest that the trough line was nearly
vertical from surface to upper troposphere.
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Figure 1. Time-height section of hourly wind vectors (one barb equals
5 m/s) and isopleths of wind direction from 1800 GMT on 26 August
1985 (right) to 1800 GMT on 27 August 1985 (left). Dots indicate
cloud band.
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Figure 2. Upper—air chart of the 400 m surface at 1200 GMT on
t 27 August 1985. Winds are in knots, and a flag is approxi-
mately 5 m/s.
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Figure 3. Isopleths of wind direction from 0000 GMT on 19 August
1985 (right) and hourly to 0000 GMT on 20 August 1985, Trough
line is shown by dots, and center of comma cloud tail by arrow.
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MINOR TROUGH AND CLOUD BAND

During the morning hours of 19 September 1985 an unexpected thin patch of
clouds drifted across central Pennsylvania., These accompanied a rather
dramatic pattern of wind shifts shown in Figure 4. The clouds occurred near
the axis of & minor short wave trough at the 3-5 km levels from about 0500-
1300 GMT, marked by a shift of the winds from N or M to almost westerly before
veering back to north. There was no reason to expect this trough, based upon
the previous 0000 GMT upper-air charts (Figure 5).

Some other types of displays are illustrated in Figures 6-9. Figure 6 is
a vertical profile of geostrophic temperature advection at 0600 GMT on 19
September. Note that veering and backing of the winds indicate warm/cold
advection by the geostrophic wind, Figure 7 is a hodograph of the
low-resolution (far range) winds at this time. Figure 8 shows an overlay of
three vertical profiles of the v component of the wind at 0000, 0600, and 1200
GMT on 19 September 1985, Figure 9 is a time series of the u component of the
winde at 5.12 km MSL from 0000 to 1800 GMT on 19 September 1985. Each of these
displays reveals that the temporal and spatial variations of the wind are rather
systematic and contain little apparent noise.

JET STREAM AND WARM CONVEYOR BELT

The rear edge of a warm conveyor belt cloud pattern passed over the
profiler at about 1200 GMT on 20 August 1985. Wind speeds were high within the
conveyor belt (Figure 10), in excess of 25 m/s at the 8-km level, and decreased
rapidly as the west edge of the cloud pattern passed. Wind directions also
began to veer abruptly aloft (Figure 11) as the edge of the clouds passed.
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Figure 4. Time-height section of hourly wind vectors and isopleths
of wind direction from 1900 GMT on 18 September 1985 (right) to
2900 GMT on 19 September 1985. Vertical scale is 0-10 km at 1-km
intervals.
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Figure 5. Upper—air chart of the 500-mb surface at 0000 GMT on
19 September 1985.
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Figure 6. Vertical profile of geostrophic temperature advection
at 0600 GMT on 19 September 1985.
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Figure 7. Hodograph of the low-resolution (far range) winds
at 0600 GMT on 19 September 1985.
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Figure 8. Sequence of vertical profiles of the v (north-
south) component of the wind at 0000, 0600, and 1200
GMT on 19 September 1985,
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Figure 9. Time series of the u (east-west) component of the
wind at 5.12 km MSL from 0000 GMT (right) to 1800 GMT
(left) on 19 September 1985.

Figure 10, Time-height section of the wind speed (m/s) from
0000 GMT 20 August 1985 (right) to 0000 GMT 21 August 1985
(left).
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Figure 11, Time-height section of the wind direction from
0000 GMT 20 August to 0000 GMT 21 August 1985.

COUPLED UPPER AND LOWER JET STREAK CIRCULATIONS

The exit region of an upper—tropospheric jet streak began to affect the
profiler about 1100 GMT on 1 September and apparently had maximum impact at low
elevations at about 1600 GMT., While there was little speed increase at the
2.5-km level, there was a marked backing of the flow to a direction from the
southwest (Figure 12), becoming almost normal to the prevailing flow in this
region to the west side of the trough axis. There had also been a previous jet
streak, which passed over the profiler at about 0600 GMT on 1 September (Figure
13). The flank of the secondary streak passed the profiler at about 1900 GMT.

The response of low-level winds to upper—-tropospheric jet streaks has been
discussed by UCCELLINI and JOHNSON (1979). Briefly, at low levels beneath the
exit region of an upper—tropospheric jet streak there is an indirect vertical
circulation and a transverse flow toward the cold side of the jet. In this
case, the transverse flow was from the southwest since the jet stream was from
the northwest.

UNEXPECTEDLY SHARP RIDGE AXIS

Figure 14 shows a rather rapidly evolving pattern of wind directions, even
if the noise in the upper left is ignored. The winds progressively evolved
from easterly to southeasterly at elevations below about 5 km MSL. At about
6 km, it can be deduced that the high-pressure center passed just to the north
of the profiler, allowing winds to retain an easterly component throughout the
period and to shift from ENE to ESE (compare to Figure 15, the 500 mb chart).

DIURNAL OSCILLATIONS/TRAVELLING MESOSCALE RIDGES

Pronounced wind variations have been observed during a quiescent period
dominated by a quasi-stationary ridge axis located several hundred kilometers
southwest of the profiler. Without cloud patterns to supply some independent
megoscale data, interpretation of the variations has been difficult. A good
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Figure 14. Time—height section of wind vectors and wind
direction from 0000 GMT on 20 September 1985 to 0000
GMT on 21 September 1985.

5850
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Figure 15. Upper—air chart of the 500-mb surface at 1200 GMT
on 20 September 1985. Notice the high pressure system
centered near Pittsburgh, PA.
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example is the north/west/north pattern at about 3 km on Figure 16, with
apparent period of about 18-19 hours. This is approximately the period of an
inertial oscillation at the latitude of the profiler (about 41.5°N). It is, of
course, well known that there is an oscillation of the wind induced by the
diurnal mixing cycle (BLACKADAR, 1957), wherein winds that are subgeostrophic
at the top of the boundary layer in late afternoon undergo an inertial
oscillation during the nighttime and become supergeostrophic at some time
before sunrise. In the case of Figure 16, the geostrophic winds were from the
northwest, such that the wind oscillation shown appears to have the proper
phase. However, there may also have been some substructure within the ridge,
with short-wavelength ridges or lobes travelling around its periphery. As
these approached, winds would become more northerly, and then become more
westerly as the mesoscale disturbance passed to the south of the profiler.
Upper-air observations were inadequate to definitively resolve these features,
if they did exist.

HIGH-TEMPORAL-RESOLUTION DATA

Figures 17 and 18 show about one hour of profiler winds comprised of about
2-minute averages. There is obvious noise in the 3 upper gates and the
contamination from aircraft near 6 km in the sixth profile. Some eddy-like
variations can be seen in the lowest three gates during the early minutes.
Otherwise, the 2-minute—sampled winds are quite steady. These winds were
measured during a meteorologically quiescent period, which suggests that (1)
random fluctuations may not pose a problem for short—term measurements, and (2)
the potential exists for accurate measurement of short-—term variations when
mesoscale features are present. Research on this topic and on the application
of VHF Doppler radar for nowcasting and very—short—term forecasting will
continue.

-

3¢6 \'\kk:
":'Q ¢ N < Q
WL L NINENS N
[N kx3§2x
324 N RN N
31Q (NN < C « 300 4
b ¢ 755y DAL 4
X & O 2«*
< AR ol A
< X ¢ ¢ AR Q\g
- PR SRR < ¥
= OGRS :
“
2“‘ &2 /
BN ]
N ’\m
20577 < 9
300
| I Y VRN PR U N NN U N U N N N S S S N N N U A . |

Figure 16. Time-height section showing oscillations in the
wind direction during the period from 0800 GMT on 7
September to 0800 GMT on 8 September 1985.



28

AIRCRAFT

N

L T T T IUTTITIoT >
v dddddipdiiadsssemmSNe-
S dddJNIIIIdddIIIII7 N
v ddddddWIIidddsIsIvY )]
Nddddd I IIdddIIvId 10w
A A SN Y Sy s SIS
o dddd IS I Nddd1ds s
ﬁ(:t:::tt.\.\.\.\\””
“ddddd I IIddddII s S
s usaiddid00d0000000 00
Yo Jddddd)IIdddddd1svm
v ddddd I iddddlddds s
Y 7 dddddidIiddi i iisr
et PP PUNEFPNNN RNl
WIdddddIIIiddddssssss
Y~ dddddddIIIddddsIsIvr
WNNNJJdJddIIdddddiIvIdI T
SNJdddddIIIddddIIIsN
t I A 3AIIDIIII IS I
S NNIL A V1IddddIs I
YN VMAddd I Nddddssss
IV dddddddIdddddss s
\V"ddJdddIIIldddIsvs

TTV A3 Idd A I
1 Ll ] 1 ] 1 ]

NOISE

®E VI ITIIITIIITTIIIIIT ~
x

te

inu

ds at about 2-m

in

intervals beginning about 0000 GMT on 12 September 1985.

Time—~height section of w

Figure 17.

Time-height section of wind direction at 2-minute

intervals beginning about 0000 GMT on 12 September 1985.

Figure 18,




-

Pl e T A 29

ACKNOWLEDGEMENTS

Art Person, Paul Neiman, Cathy Carlson, Scott Williams, John Cahir, Dennis
Thomson, Chris Fairall, Bob Peters and others have contributed directly or in~
directly to this research effort. The instrumentation acquisition and
deployment has been supported by D.0.D. University Research Instrumentation
Grant AFOSR-83-0275, and The Pennsylvania State University, which provided
almost 30%Z of the funds. This research has been sponsored by the Air Force
Geophysics Laboratory under contract F19628-85-K-0011.

REFERENCES

Blackadar, A. K. (1975), Boundary layer wind maxima and their significance for
the growth of nocturnal inversions, Bull. Am, Meteorol. Soc., 38, 283~
290.

Uccellini, L. W., and D. R. Johnson (1979), The coupling of upper— and lower—
tropospheric jet streaks and implications for the development of severe
convective storms, Mon. Wea. Rev., 107, 682-703.




o Ty N87-10423 |

1.2.2 WIND PROFILER DATA IN A MESOSCALE EXPERIMENT
FROM A METEOROLOGICAL PERSPECTIVE
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During May and June of 1985, the Oklahoma-Kansas Preliminary Regional
Experiment for STORM-Central (OK PRE~STORM) was carried out, with the major
objectives of learning more about mesoscale convective systems (MCSs) and
gaining experience in the use of new sensing systems and measurement strategies
that will improve the design of STORM-Central. Three 50-MHz wind profilers
were deployed in a triangular array with sides about 275 km (Figure 1). There
will be great interest in learning whatever we can from the profiler data from
these sites, especially in relation to mesoscale weather systems. It is far
too soon to report any results of this effort, for it has barely begun. The
purpose of this paper is to show some examples of the data, some of the
surrounding "conventional" data, to discuss some of the issues important to
meteorologists in evaluating the contribution of the profiler data.

We concentrate on the case of 10-11 June 1985, featuring a major squall
line system which crossed the dense observing network from northwest to
southeast, passing the Liberal site about 2230 GMT/10 June, the McPherson site
about 0100 GMT/11 June, and Wichita about 0300 GMT/11 June., Radar and satellite
data show that the system was growing rapidly when it passed Liberal, and was
large and mature when it passed through McPherson and Wichita. Figure 2 gives
the radar depiction of the system during this stage, with the McPherson site in
the intense convective echoes near the leading edge at 01 GMT and in the
stratiform precipitation at 03 GMT.

Figure 3 (Liberal) and Figure 4 (McPherson) show the profiler wind data
for a 9-hour period encompassing the squall line passage at each site. (Ignore
obvious noisy data, which is not the subject of discussion here; the two
systems have different antenna systems and sizes, different processing
algorithms, and were passed by different parts of the storm system.) Both
systems were unable to function during the 60-90 minutes of most intense
thunders torms. However, both clearly captured the major wind features ahead of
and, more interestingly, in the mesoscale stratiform precipitation region which
forms the rear half of the system. These include the northerly winds at low
levels, the increased southerly component in the upper troposphere (mostly
obscured by noise at McPherson) and a midlevel "jet" of inflow from the rear,
sloping downward from northeast to southeast (upward with time). The same
features are observed at nearby radiosonde sites, with Wichita chosen for
illustration (Figure 5). It is appropriate to compare times at Wichita with
those 2 hours earlier at McPherson to account for the later passage over
Wichita,

The increased time resolution of the profiler data is extremely important
in mesoscale research. One well-known problem is the difficulty of covering
the lowest kilometer —- in this case as in others, the wind structure here is

*The National Center for Atmospheric Research is supported by the National
Science Foundation.
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Figure 1, Location map for the wind
profiler network in OK PRE-STORM,
marked by "P" at Liberal, McPherson,
and Norman., National Weather Service
rawinsonde sites are given by black
dots, and supplemental sites by
"g". those surrounding the McPherson
site are named.

crucial to understanding the system. It is encouraging that the profiler
appears to be defining the midlevel jet in a disturbed region; it will be
important to establish reliability of the profiler data in the anvil outflow
region nearer the tropopause, in view of the large area covered.
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1.2.3 OBSERVATIONS OF MESOSCALE VERTICAL
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INTRODUCTION

We have analyzed vertical velocity and reflectivity data obtained with a
VHF Doppler radar over a 15-day period in October and November of 1981 (DENNIS,
1985). Standard radiosonde data and surface observations have been used to
locate two occluded fronts, two warm fronts, and a cold front that passed the
radar site. These fronts are also evident in the radar reflectivity data.

Most studies of the vertical circulation patterns associated with
mesoscale systems have used precipitation and cloud formations as tracers.
Unlike other observational techniques, the VHF radar permits the continuous
measurement of the three-dimensional air velocity vector in time and height
from a fixed location. With the beam in a vertically pointing position,
signals are scattered from turbulent variations in the refractive index with
half the scale of the radar wavelength and by regions with sudden changes in
the refractive index associated with horizontally stratified layers.
Generally, the strongest echoes occur at the meximum in the vertical gradient
of refractivity, usually at the base of a temperature inversion, such as the
tropopause.

VHF radars can also be used to locate atmospheric fronts, which are
characterized by static stability, large horizontal temperature gradients,
large vorticities, and vertical wind shears (LARSEN and ROTTGER, 1982, 1983,
1984). Since these radars are not restricted to clear—air observations, they
can provide the velocity field data needed to study wave motions associated
with fronts and to compare the actual vertical circulation to theoretical
predictions. These radars can provide data on the horizontal and vertical
components of the wind with vertical resolution of approximately 150 to 300
meters and temporal resolution of about 1 minute.

DESCRIPTION OF THE DATA SET

The SOUSY VHF radar is located near Bad Lauterberg, West Germany, and is
operated by the Max-Planck Institute, It is a pulsed coherent radar operating
at a wavelength of 5.6 meters. From 1600 GMT on October 28 through 1400 GMT on
November 12, 1981, the radar wind profiler was operated in the spaced antenna
mode using 196 Yagi antennas for transmission end three arrays of 32 Yagi
antennas for each reception. The spaced antenna technique uses vertically
pointing transmitters and thus detects echoes with a higher signal-to-noise
ratio than could be achieved with off-vertical beams. The applied average
transmitter power for this experiment was 20 kW with a height resolution of

*0n leave from Max-Planck-Institut fur Aeronamie, Katlenburg-Lindau, West
Germany.

0424



36

150 to 300 m and an effective antenna aperture of 2500 mB2., The height range
is limited to 3.6 to 21.67 km due to the signal-to-noise levels. Approximately
one minute is required for each profile, but the radar was not run continuously
in order to reduce the amount of raw data. Throughout the period, data were
tak%n for at least IZ’ﬁiqy es on the hour, but there were also two periods of
eontinubus data taken so that five 12-minute averages per hour were available
for ‘a detailed view of approximately 30 hours beginning at 1600 GMT on October
28 and of approximately 24 hours beginning at 1500 GMT on November 4.

POTENTIAL TEMPERATURES AND RADAR REFLECTIVITIES

Potential temperatures and reflectivities are shown in Figures 1 and 2
with contours at 5-K and 3-dB intervals, respectively. The tropopause heights
recorded by the radiosonde, represented as solid dots in each graph, agree with
the levels indicated by the grouping of the potential temperature contours and
by the higher reflectivity levels in these areas.

Frontal systems cause a packing in the potential temperature contour
lines. The contours sloping downward from left to right represent wam fronts
with upper-level effects occurring first while those sloping upward represent
cold fronts. The use of radiosonde potential temperature contours only give
the approximate location of frontal zones due to the poor time resolution.
There are many unexplained deviations in the contours that may be the result of
changes in the slopes of fronts or perhaps small fronts not established in the
data analysis. By comparing the potential temperature contour groupings to
breaks in the reflectivity contours, the location of frontal zones are more
accurately established. The major disturbances include an occlusion, a wam
front followed by a cold front, on October 29 and another occlusion on October
31; a warm front that arrives at the surface on November 3; a surface cold
frontal passage on November 4; and a warm front that passed the surface on
November 12. There are also two upper-level fronts that cause distinctive
breaks in the reflectivity contours. The warm front on November 7 and 8
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Figure 1. Potential temperature (K) with contours as indicated.
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stretches from 10 km down to 6 km, and the cold front on November 11 and 12
reaches up from 5 km to 8 km, These fronts have been sketched as dotted lines
in Figure 2.

Beginning around October 30, the tropopause began to rise rapidly. There
may even have been a separation of the lower tropopause as seen in the
splitting of the potential temperature contour lines. The disturbance near the
tropopause was present through November 4 and peaked around November 2. This
phenomenon has all the characteristics of a tropopause fold, although the
potential vorticity cross section will have to be calculated for confirmation.

VERTICAL VELOCITIES

The vertical velocities measured by the radar are contoured at 2-cm/s
intervals with upward velocities graphed in Figure 3 and downward velocities
graphed in Figure 4. The established fronts are drawn as dotted lines and the
radiosonde tropopause levels are shown as solid dots. The most striking
feature of these two graphs is the vertical stratification of the vertical
velocities., Some regions are dominated by vertically stratified waves of
upward velocities reaching to the top of the tropopause, while similar waves of
downward velocity dominate other regions.

Figure 2. Radar reflectivity (dB) with contours as indicated.
OCCLUSION

The occlusion on October 31 partially overlaps the less occluded front of
October 29 and may cause variations in the normal occluded circulation
patterns. There are waves of strong downward flow in the pockets between the
warm and cold fronts, where a zone of rising air was expected to be found. The |
downward flow becomes more intense at lower levels in the occlusions with
velocities reaching 26 cm/s at 3.6 km on October 29 and 40 cm/s at 4 km on
October 31, A column of strong subsidence reaches 26 cm/s on October 30
between the two occluded fronts, which is expected of air beneath a cold
frontal zone and beneath an approaching wam frontal zone.
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The occluded front is characterized by banded regions of subsiding air.
There are several areas with strong downward velocity throughout the entire
pocket of the occluded front at all levels of the troposphere. Two of these
columns of air begin in the stratosphere around 1400 GMT and 1800 GMT on
October 29. There are also cells of rising air alternating with cells of
subsidence above the cold front. These cells frequently contain velocities up
to 26 cm/s. The dominating downward flow in the occluded pocket, especially
above the cold front, is an unexpected feature but could be caused by the
complex circulation around the occluded frontal zone. The frequent intrusionms
of air across the tropopause is also an unexpected feature of the occlusion,

TROPOPAUSE FOLD

On November 2, the upward thrust of a column of air with wind speeds up to
16 cm/s seems to be the source of the tropopause rise. This region of rising
air may be caused by the associated wam front., Immediately following this
column of rising air is a strong downward flow of air which begins around 12 km
just behind the warm front. This stratified region continues downward across
the frontal zone where vertical wind speeds intensify up to 30 cm/s. The wamm
frontal zone may be the almost vertical boundary between the stratified
columns of rising and subsiding air, but, when drewn in Figures 3 and 4 as
derived from the reflectivity and potential temperature contours, the frontal
zone appears to be located in the column of rising air at upper levels.

COLD FRONT

The cold front on November 4 and November 5 causes four or five columns of
rising air, where the last two columns may be associated with the large wamm
front beginning on November 9 or with the upper-level front beginning on
November 7. The first column arrives eight or nine hours before the cold front
arrives at the surface, extends about ten or eleven hours past the surface
arrival, and has upward velocities up to 12 cm/s. There are also smaller
columns of rising and subsiding air on both sides of the major column.

The second column of air has stronger velocities than the first column and
begins about 23 hours after the cold front begins at the surface. This column
is beneath the cold frontal zone and has strong upward velocities at lower
levels up to 20 cm/s and upper-level velocities of only 15 cm/s.

The third column begins about five hours after the second column ends and
almost 40 hours after the surface frontal passage. Similar to the second
column, the highest velocities are in the lower regions of the column.
Velocities up to 20 cm/s are found in the lower levels compared to 10 cm/s in
the upper levels. The upper—level warm front on November 7 extends into this
column of air at about 9 km and thus influences the associated velocity
patterns,

The fourth column of air begins about eight hours after the previous
column ends and almost 70 hours after the initial cold front arrives at the
surface. Even though the positive velocities in this region only approach 8
cm/s, the column stretches through the tropopause and into the stratosphere,
The potential temperature contours in Figure 1 do not show any fluctuations
caused by the passage of air through this region. The upper—level warm front
extends through this column of air and may be the major influence in the
vertichl velocities in this region.

There are small columns of subsiding air between these columns of rising
air, but none of these regions have the spatial extent of the first four
columns. The downward velocities occur above and below the cold front and have
velocities up to 30 cm/s in a region beneath 4 km on November 7. Unfortu-
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nately, there are only 25 hours of continuous data associated with this frontal
passage. Only the. first column of rising air can be examined with these data,

"RAINBANDS"

With 12-minute velocity averages, the cold front on November 4 and
November 5 can also be examined in more detail. The velocity data from 1500
GMT on November 4 through 1536 GMT on November 5 are graphed in Figures 5 and 6
with upward velocities and downward velocities, respectively, contoured at 2
cm/s intervals. The location of the cold front is sketched in the contours.
This view of the cold front covers only the first of the five major columns of
upward velocity pictured in Figure 3. The most striking feature is the banded
structure of upward velocity that appears as only one column in the hourly
data. The columns seem to decrease in height as the front moves through the
area, but it is not clear how far beneath the front these columns extend.
Areas of downward velocity are between these columns, while other downward
bands extend across the front or are located beneath the front. One band of
upward velocity around 1000 GMT on November 5 rises through the tropopause.
Especially noticeable is the area of rising air towards the end of the data
set. One region of rising air has velocities up to 35 cm/s centered around an
intense cell near 10 km. Another cell of intense rising air lies below the
cold front and possibly stretches across the front.

The detailed view of the cold frontal system in Figures 5 and 6 shows that
even the large columns of rising air are composed of smaller, stratified
regions. The vertical velocity structure around the cold front supports the
rainband model shown in Figure 7 by HOBBS et al. (1980). The banded structure
in Figure 3 contains a column in the wamm region and columns straddling the
frontal zone, as does the rainband model, but the horizontal dimensions of the
columns in Figure 3 are much larger than those of the rainband model. The
entire horizontal scale of the rainband structure is only about 175 km,
compared to 300 km and 200 km for the first two columns of rising air for the
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Figure 5. Upward velocity (em/s) for the cold front with 12-
minute profiles and with contours as indicated.
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analyzed cold front in Figure 3, The first column is in the wamm section of
the cold front in Figure 3, and stretches across the frontal zone. Since this
colunn is also stratified into smaller columns, as seen in Figure 5, the
rainbands in Figure 7 are probably associated with this region of the cold
front.

The simulation of a cold front by HSIE et al. (1984) shown in Figure 8 has
a vertically banded structure 600 km in front of the surface cold frontal zone
and vertical bands above the frontal zone, but there are no bands stretching
across the frontal zone or located beneath the zone. The vertical columns in
Figures 3, 4, 5, and 6 are located in front of the surface frontal zone and
behind the zone. The banded structure in Figure 8 is supported by the
experimental results, but the model fails to simulate bands beneath and behind
the frontal zone.

6
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Figure 8. Cross section of the moist
model of a cold front at 78 h.
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WARM FRONT

The large wamm front extending over November 9, 10, 11, and 12 has similar
features to the other wamm fronts studied in this data set. A column of rising
air on November 11 is directly over a strong flow of downward velocities. The
upward velocities approach 14 cm/s, but the downward velocities reach 30 cm/s.
There are large areas of weak subsidence above the front, but there is a strong
column of downward velocities on November 12. The upper—level cold front of
November 11 also influences the velocity structure in this region, but it is
not possible to determine the extent of this influence.

CONCLUSION

Vertical velocity data and reflectivity data from the SOUSY VHF radar were
analyzed for a 15-day period in October and November of 198l. The analysis
supports the use of the VHF radar as an effective tool for locating the
tropopause and upper-level fronts and provides a detailed observation of the
vertical circulation around frontal systems.

The tropopause levels recorded by the radiosonde and those calculated from
the potential temperature contours and temperature contours correspond well to
the levels determined from the radar reflectivities., Likewise, the frontal
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systems, established from the potential temperature contours, the weather maps,
and the temperature, pressure, and refractivity data, are identifiable in the
reflectivity data as well. These results support the findings of LARSEN and
ROTTGER (1982, 1983, 1984) on the effectiveness of the VHF radar. The analysis
of the vertical velocity data reveals the stratification of rising and sub-
siding air columns around frontal zones., In regions of strong velocity the
stratification is intensified.

Circulation patterns around the warm fronts show rising air, especially at
the upper levels of the frontal zones. There is some stratification around
warm fronts, but the circulation is not as strong as the velocity near the cold
fronts. The overall patterns around the cold and the warm fronts were expected
results. The vertical circulation associated with the two occlusions, however,
contains much stronger velocities and a larger area of subsidence in the
pockets than was expected. These results indicate that occluded fronts may
play a more important role in mesoscale dynamics than wae previously believed.

The vertical circulation pattern near the tropopause folding event
consists of two vertically stratified columns of air moving in opposite
directions stretching below it, There is also a region of upward velocity
above the event that extends into the stratosphere. The tropopause is lifted
nearly 3 km at one point during the event and is effectively displaced for over
four days. Analysis of the associated potential vorticity is necessary to
determine whether a tropopause folding event actually occurred.
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1.2.4 COMPARISON OF VERTICAL VELCCITIES ANALYZED BY A NUMERICAL
MODEL AND MEASURED BY A VHF WIND PROFILER
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1. INTRODUCTION

The use of wind profilers for measuring vertical velocities in the
troposphere and lower stratosphere is potentially of great interest for
verification of forecasts, diagnosis of mesoscale circulations, and studies of
wave motions. The studies of profiler vertical velocities to date (ECKLUND et
al., 1981; LARSEN and ROTTGER, 1982; NASTROM et al., 1985; DENNIS et al., 1986)
have shown that the observed patterns of ascent and subsidence are reasonable
when compared to the synoptic conditions, However, difficulties arise when a
direct verification of the profiler vertical winds is sought. Since no other
technique can measure the vertical velocities over the same height range and
with the same claimed accuracy as the profilers, direct comparisons are

impossible. The only alternative is to compare the measurements to analyzed
vertical velocity fields,

In this paper, we will compare vertical velocity measurements made with
the SOUSY VHF radar over a period of 11 days at the beginning of November 1981
to the analyzed vertical velocities produced by the European Centre for
Medium-range Weather Forecasting (ECMWF) model for grid points near the radar
site.

2. PREVIOUS STUDIES

A number of studies have compared the overall characteristics of the
neasured vertical velocity fields to the synoptic conditions (e.g., ECKLUND et
al., 1981, 1982; LARSEN and ROTTGER, 1982; NASTROM et al., 1985; DENNIS et al.,
1986) and have found the expected trends. Thus, upward velocities were
generally on the warm side of the front and downward velocities on the cold
side. Also, the variability in the vertical velocities was found to increase
in connection with flow over nearby mountains, as opposed to prevailing winds
coming from the direction of flatter terrain.

Only one study that we are aware of has compared the measured vertical
velocities to the analyzed vertical velocity fields (NASTROM et al., 1985).
NASTROM et al., (1985) used measurements made with the VHF radar located at
Platteville, Colorado, and a temporary installation of three VHF radars located
in the Rhone Delta in connection with ALPEX. Radiosonde data were the basic
input to the analysis scheme which used the quasi-geostrophic omega equation,
the kinematic method, and the adiabatic method to calculate the vertical
velocity expected at the radar sites. The conclusion of the study was that the
measured velocities were generally many times larger, and sometimes an order of
magnitude larger, than the calculated values, although there was general
agreement between the measured and calculated directions. Perhaps the

°0On leave from the Max-Planck-Institut fur Aeronomie, Katlenburg-Lindau,
West Germany.
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difference in the magnitudes is not surprising because the radar measurements
are most likely associated with a smaller spatial scale than the vertical
velocity analysis., However, we will show that better agreement is possible
when a more sophisticated analysis scheme is used.

3. DESCRIPTION OF THE DATA SET

The radar data consiste of vertical velocity measurements made with the
SOUSY VHF radar located in the Harz Mountains near Bad Lauterberg, West
Germany. Data used in the comparison cover the period from November 1-11,
1981, and have a height resolution of 300 m above 3 km. The radar was operated
for 12 min beginning on the hour. A vertical wind profile was produced every
minute while the radar was operating, and 12 values were averaged to produce an
hourly wind profile. Only a few hours of data were missing during the ll-day
period.

The ECMWF data consists of analyzed vertical velocities at the 6 grid
points nearest the radar site. The model analysis uses the 12-~hour model
integration as the initial guess and updates the analyzed field once every 6
hours based on the standard meteorological observations, including radiosonde
data, pilot reports, satellite cloud motions, etc. (DELL'0SSO, 1984). The
analysis scheme is a normal mode initialization procedure which includes the
divergent motions associated with those gravity wave modes allowed by the
dynamics of the model. Vertical velocity data were available at all the
standard levels up to 70 mb.

4. MODEL AND RADAR COMPARISON

The synoptic situation during the 1ll-day period of the comparison has been
described in much greater detail by DENNIS et al. (1986) in this volume.
However, Figure 1 shows the radar reflectivities for the period with the
location of the frontal zones indicated by dashed lines. The location of the
fronts was determined by analyzing a combination of the surface and upper air
maps, the potential temperature cross sections, and the radar reflectivities.

Figure 2 shows the comparison of the radar vertical velocities and the
analyzed vertical velocities at nine standard levels from 700 to 70 mb. The
radar data are the barbed wire and the model analysis is indicated by the solid
line. The "hourly" radar data were averaged over a period from three hours
before to three hours after the model analysis time in order to decrease the
smaller time scale variations in the radar data.

The comparison shows that the amplitude of the radar and model velocities
are close in magnitude. The analysis used here produced vertical velocities 3
or 4 times larger than the velocities produced in the analysis used by NASTROM
et al. (1985). The overall trends in both sets of velocities are the same, but
there are short periods when the variability is larger and there are more
significant discrepancies. A comparison between Figures 1 and 2 shows that
periods when the disagreement is most pronounced are associated with times of
frontal passages. Finally, the variance of the vertical velocities can be seen
by inspection to decrease in both the radar and model data above the tropo-
pause.

5. CONCLUSION

Our comparison of analyzed model vertical velocities and vertical
velocities measured with a VHF wind profiler have shown good agreement in both
the overall magnitude and general direction. The most prominent discrepancies
occur at times of frontal passages. An earlier study by NASTROM et al. (1985)
which used a cruder analysis scheme did not find such good agreement with
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respect to the amplitudes. The implication is that the more sophisticated
normal mode analysis used by ECMWF preserves more of the divergence in the
analyzed fields and this leads to an improved estimate of the vertical
velocities,
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INTRODUCTION ! N

Although MST radars make it possible to study the dynamics of the middle
atmosphere (BALSLEY and GAGE, 1980), simul taneous observations of the
troposphere are also important, since various dynamical processes in the middle
atmosphere originate with meteorological phenomena in that region.

Sensitive VHF Doppler radars have the capability to detect echoes from
precipitation particles as well as refractive index irregularities. We have
used the middle and upper (MU) atmosphere radar at Shigaraki, Japan for
tropospheric observations of precipitating atmosphere (FUKAO et al., 1985a). We
have detected precipitation motions simultaneously with the ambient air motion
(FUKAO et al,, 1985b), and shown the capabilities of the MU radar in investi-
gating mesoscale structures of metearological phenomena such as air and
precipitation motions within a cold frontal system (WAKASUGI et al., 1985a).
More recently, a direct method for deducing the drop size distribution of
precipitation particles was developed using Doppler spectra of the MU radar
(WAKASUGI et al., 1985b)., This method is free from errors inherent in con-
ventional measurements using microwave Doppler spectra.

In the present paper, we will discuss the capabilities of the MU radar for
studies of the precipitating atmosphere. Meteorological microwave radar (i.e.,
non—-MST radar) data are also utilized for monitoring vertical and horizontal
structures of precipitatiom,

DOPPLER SPECTRA FROM THE PRECIPITATING ATMOSPHERE

Figure 1 shows typical altitude variations of Doppler spectra obtained in
the vertical direction during periods with and without perceivable precipi-
tation on the surface (FUKAO et al., 1985b). The rainfall rates at Kinose, 6.9
km north of the MU radar, provided by the Japan Meteorological Agency, is 1 and
0 mm b~1 in the respective periods. The rain is considered to be a weak
stratiform type.

Of the two spectral components in Figure 1(a), the minor one with large
positive (downward) Doppler shift does not exist while no precipitation is
observed, whereas the major one with near zero Doppler shift persistently
appears irrespective of the precipitation,

The vertical speed of the minor component is about 7 ms~! above 5 knm,
while it is less than 2 ms~1 above 6 km, The fairly large change with
altitude near 5-6 km is quite certain because the minor component is clearly
separated from the major one below 8.5 km. The minor component merges in the
major one above 9 km. The half-power spectral width varies by more than 3
times in the vicinity of 5-6 km, and is roughly constant elsewhere, i.e., 0.8
and 2.7 ms~l above and below the melting layer, respectively. These
features, which are consistent with those of precipitation particles observed
with meteorological Doppler radars (DOVIAK and ZRNIC', 1984), indicates that
the minor component of the MU radar echo originates from precipitation
particles, i.e., snowflakes above the melting layer and raindrops below it.
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Figure 1. Doppler spectra versus altitude obtained in the vertical
direction. The observational periods are (a) 0845-0851 LT and
(b) 0750-0756 LT on 22 August 1984, The power is in decibels
with an arbitrary reference level. Downward motions are positive
in this figure.

RADAR OBSERVATION OF A COLD FRONT

The three-dimensional motions of both air and precipitation particles can
be deduced when two off-vertical beams are used in addition to the vertical
one. Therefore, a modified VAD technique is used for the present observations
(WAKASUGI et al., 1985a).

The observations were made on 19-20 June 1984, during a period of a cold
front moving southeastward. Figure 1 shows the horizontal radar reflectivity
patterns observed with the Miyama microwave radar (5260 MHz). Several rain-
bands, which moved with the front, were several tens kilometers wide. These
rainbands can be attributed to wide cold-frontal rainbands as described by
HOBBS et al. (1980).

Figure 3 shows a time—altitude section of airflow perpendicular to the
front., The horizontal component is the relative speed of the front which is
assumed to move, on average, at a speed of 5.5 ms~l toward 150° azimuth (see
Figure 2). For the vertical component, the figure shows that upward motions
are predominant during most of the observation. A relatively strong updraft is
observed around 17, 21 LT on June 19 before the frontal passage. A deep strong
updraft, associated with the leading edge of the cold front, begins at 03 LT on
June 20 at the lowest level of data. The lifted air then ascends and reaches
above an altitude of 10 km at 05 LT. Upward velocities in the region are 2.0

00-10 LT,20 JUNE 1984

Figure 2. Radar reflectivity patterns
with the Miyama radar. The dot is
the location of the MU radar at
Shigarski. The circle diameter is
400 km.,
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Figure 3. Vertical and transverse airflow relative to a cold front.
Time resolution is ten minutes. The vertical and horizontal
speed scales are indicated in the upper right—hand corner.

ms—l. For the horizontal component, the figure shows that air flows into the
cold front region at low levels both from ahead and behind the front,

DROP SIZE ESTIMATION FROM DOPPLER SPECTRA

Measurements of the size distribution of precipitation are important in
studies of the growth of precipitation and cloud modeling, In this section,
we will show a direct method in deriving parameters of N(D) from the VHF
Doppler radar spectra (WAKASUGI et al., 1985b).

In the presence of the mean (up— or downdraft) velocity w, the Doppler
spectrum S can then be written as 5,(V) = P S (v-w)*S,(v) +
P,S,(v-w) where upward speeds are positive. P, and P, are the echo
powers associated with precipitation and refractive index irregularities., The
asterisk denotes the convolution operation between S, and S,. We have
assumed that S, is of Gaussian form, and S, of exponential ﬁrop size
distribution with parameter No and A.

Figure 4 shows examples of the 10-min average Doppler spectra obtained
with the vertical beam during the frontal passage. Although the exponential
function well approximates the size distributions during the observation, least
squares fit errors sometimes decrease when a truncated N(D) was used. Figure 4
also shows the temporal variations of the estimated parameters N , A and the
liquid water content M. Temporal variations are characterized by a sudden
decrease of N, and A with the passage of the front at 0400 LT. This cor-
responds to narrow size distribution of particles changing into much broader
distribution. However, the Doppler spectra of the precipitation before the
passage is wider than that observed after the passage. This is attributed to
the broadening due to turbulence and confirms that the information of spectral
broadening of the air component is essential to estimate precipitation particle
parameters accurately (HAUSER and AMAYENC, 1981).
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RADAR CALIBRATION USING PRECIPITATION ECHO

Finally, we will proceed to the calibration of radar sensitivity., A
direct calibration of the MST-type radars is difficult because the large
aperture antenna of MST radars can only be pointed to a limited number of
directions near the zenith. For the present observation, we have used the
radar reflectivity factor Z obtained by the Miyama meteorological radar to
calibrate the MU radar sensitivity,

The MU radar reflectivity factor is first calculated with an unknown
constant which is proportional to the sensitivity, and then, this constent is
determined by equalizing the two reflectivity factors. This method can be used
for the calibration of other MST radare especially when the microwave radar is
reliably calibrated, and both radars illuminate the same precipitating volume.
However, the resolution volume of the Miyama radar is about 500 times larger
than that of the MU radar over Shigaraki. Therefore, we conclude that the
accuracy is expected to within 5 decibels for our case. The MU radar reflec—
tivity factor is also estimated from the signal-to-noise ratio of the precipi-
tation component following the procedure proposed by VANZANDT et al. (1978).
The estimates generally coincide with that of the Miyama radar.
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I. INTRODUCTION st ) v

The Program for Regional Observing and Forecasting Services (PROFS) has
been using wind profile data in experimental forecast applications for over two
years, mostly in the form of real-time color displays on the PROFS forecast
workstation. The most ambitious test of the workstation to date, the 1985
PROFS Real-Time Experiment (RT-85), ran from 15 May-23 August, 1985. This
paper describes the use of wind profiler products during this and previous
experiments.

Data from the experimentel profiler network in Colorado (Figure 1) and
from the PRE-STORM profiler in Oklahoma reach PROFS via ERL's Wave Propagation
Leboratory, which operates the network. The data are in the form of hourly
averages. Arriving data frequently contain errors whose origins range from
interference by aircraft in the beams to highway truck traffic, Most of the
irregularities are apparent through visual inspection of profiler wind
observations plotted on & time-height cross section, but this method of quality
control is inadequate if the intended uses of the data involve numerical
calculations.

With the advent of the STORM program and plans for the Profiler Hub (a
facility for collection, quality control, and archival of all profiler data),
PROFS has been assigned responsibility for developing automated quality control
procedures for profiler wind observations. At present, the quality control is
rudimentary, including only a check for excessive vertical shear. The vertical
check is limited in that it can recognize only two consecutive bad data points.
Because as many as eight or ten vertically adjacent profiler wind observations
have been in error in some cases, a more stringent quality control is needed.
PROFS is refining the vertical quality control procedures and adding tests for
temporal and horizontal consistency.

II. PROFILER DATA ON THE PROFS WORKSTATION

Several products on the PROFS forecast workstation utilize profiler data.
Most popular with the forecasters is the time~height cross section of wind
observations from a particular profiler site. This 12-hour time series has
time increasing to the left to allow spatial interpretation of the data through
the principle of time—space conversion. Different modes of operation
(different pulse lengths and pulse repetition intervals) are color-coded on the
screen., Longer pulses at longer intervals allow probing higher in the
atmosphere, but at decreased vertical resolution. The utility of this display
during a PROFS' Spring 1984 forecasting exercise has been discussed by GAGE and
SCHLATTER (1984). In particular, with the increased spatial and temporal
resolution of tropospheric data over Colorado, forecasters became adept at
tracking short waves moving across the state and in detecting short-term
changes in their amplitude, including the formation of closed circulations.

Another display, added during RT-85, is a quasi-three-dimensional
depiction of wind profiles from all four Colorado sites projected onto a
regional map. Winds are color-coded as in the time-height cross section. This
is an hourly product that can be animated.

The Profiler Station Plot is a plot of the winds at all profiler stations
for one level, developed for overlay on a satellite image.
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Figure 1. The Colorado profiler network overlayed with
the kinematic analysis areas, The profiler triangle
is in dashed lines; the RAOB triangle is denoted by
dotted lines.

Smooth temperature and moisture profiles derived from a six—channel
radiometer (HOGG et al., 1983) supplement measurements by the wind profiler.
Accurate estimates of the geopotential height and total precipitable water have
been obtained from these profiles, and several color displays are based upon
them, but they will not be discussed further here.

Profiler data provide input to the Mesoscale Analysis and Prediction
System (MAPS) and the Kinematic Analysis Model (KAM). MAPS is a mesoscale
analysis/short-range forecasting system, utilizing data from rawinsondes, VAS
soundings, aircraft reports, and wind and temperature profiles (BENJAMIN et
al., 1985). MAPS will provide upper-level guidance to PROFS forecasters in the
form of frequent analyses and 12-hour wind forecasts over the contiguous United
States and adjacent areas.

The Kinematic Analysis Model, which was brought to PROFS from Purdue
University, calculates vertical profiles of vorticity, divergence, and vertical
velocity. The computer code was originally written for use with RAOB data in
prediction of Great Lakes snowstorms (AGEE, 1983). KAM uses data from a
triangle formed by three sounding stations. At each station, the u and v
components of the wind are expanded in a first—order Taylor's series
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where the zero subscript refers to the middle of the triangle. These are six

equations in six unknowns, Uos Vo and their partial derivatives. Once the
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equations are solved, the vertical component of vorticity and the horizontal
divergence can be calculated. Pressure data, required to determine the
vertical velocities, are unavailable from the profiling system. As an
expedient, the pressure/height correspondence for the closest RAOB is
calculated and applied to the profiler data heights to get a good approximation
of the actual pressure, If the RAOB data are missing, the radiometric profile
at Denver is used (HOGG et al., 1983). The vertical velocity can be derived by
integrating the boundary conditions. At present, the vertical velocity is
assumed to be zero at the lowest level, about 1500 meters above the ground,
This is a shortcoming, particularly in summer, because it is known that most of
the convergence which initiates thunderstorms occurs in the first kilometer
above ground. We will attempt to remedy the situation by using PROFS' surface
mesonet data in specification of the lower boundary conditions.

Another liability in the computation of kinematic quantities from three
profiler sites is the data availability. If any of the three instruments is
inoperative or transmitting unreliable data, then the analysis cannot be run --
an annoying situation which arose on some of the more interesting days last
summer, Improved automatic quality control of the data will help to solve this
problem.

III. PROFILERS IN USE: AN RT-85 CASE STUDY

The Kinematic Analysis Model was first used extensively with profiler data
during RT-85. Two consecutive days, 1 and 2 August, provide an interesting
comparison of synoptic vs mesoscale influences. In the following paragraphs,
we refer to profiles of convergence and vertical velocity computed from
soundings made at the vertices of two triangles. The small triangle (Figure 1)
includes the profiling sites at Platteville, Flagler, and Fleming, Colorado.
The large triangle (western portion shown in Figure 1) includes the rawinsonde
sites at Denver, Colorado, North Platte, Nebraska, and Dodge City, Kansas.

On the afternoon of 1 August, a typical flow pattern existed over the
Colorado Rockies. In Figure 2, a broad band of clouds depicts a weak flow of
wam and very moist air extending from the Mexican border north-northeastward
to Colorado. At 500 mb, a trough of cool air lies to the northwest over
Washington and Oregon. Profiles of convergence and vertical velocity from the
large and small triangles (Figures 3 and 4, respectively) show similar patterns
—— slight divergence and subsidence at all levels. Although very little
convective activity occurred inside either triangle, strong convection occurred
to the west: the Cheyenne, Wyoming, hailstorm and flash flood caused fatalities
between 0200 and 0400 GMT 2 August; another cluster of thunderstorms caused
excessive rainfall and hail south of Denver.

By 2 August, the trough aloft had moved east to the northern Rockies
(Figure 5), and the flow over Colorado had become more westerly, although still
moist. The early evening profiles from the large triangle (Figure 6) show very
weak divergence in the lower troposphere and weak convergence above 500 mb.

The vertical velocity is correspondingly weak, mostly downward. A much
different situation exists within the small triangle (Figure 7), with moderate
convergence aloft and rising motion, Thunderstorms developed during the
afternoon and moved into the triangle by early evening. They dropped hail both
outside the triangle —— on the foothills northwest of Platteville —— and
inside. Near the western corner of the triangle, hail up to 2 cm in diameter
lay in drifts along the roadside.

The correspondence between profiles of vertical velocity and thunderstorm
activity is by no means perfect, in part, because the 50-MHz profilers cannot
obtain measurements close to the ground and because surface wind observations
are not yet being used. We expect to remedy the latter problem soon.
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IV. FUTURE WORK

Applications of the profiler winds are continuing to be discovered and
developed. BLECK et al. (1984) have developed a method for using the profiler
winds to put better vertical resolution into the radiometric profiles of
temperature. The radiometer is capable only of smooth profiles because the
radiation it measures emanates from thick layers, Any sharp kinks in the
temperature profile such as a frontal inversion are undetectable. Using
variational calculus and the profiler wind data, Bleck and his colleagues
expect to build such details back into the temperature profile. In an
operational setting, this technique could be used to upgrade the quality of
radiometric or satellite soundings.

Visiting forecasters who operate the PROFS workstation often recommend
extensions to existing products. One useful suggestion is & time series of
divergence, vorticity, and vertical velocity at a given level. We are also
adding the capability of making an hourly product of the kinematic fields, so
that it can be loaded for animation, to give the observer a dynamic view of the
temporal changes.

If we can trust the early indications, profiler data displayed in a great
variety of ways will prove to be a boon to very-short-range forecasting. PROFS
will be continuing its application of profiler data to the problems of
forecasting during its next cool-season exercise in early 1986,
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/\07 3 7’3 1.4.1 THE INFLUENCE OF VELOCITY VARIABILITY ON THE
DETERMINATION OF WIND PROFILES

Jurgen Rottger* /} ‘?‘: 2. ’; ?) oY/

Arecibo Observatory _--
Box 995
Arecibo, Puerto Rico

High sensitivity radars allow the determination of velocity estimates at
time resolutions down to one minute or better., Because of the variability
introduced to the mean wind due to turbulence and waves, the high resolution
profiles may not be too useful for forecasting applications, although they
yield the most realistic estimate of the instantaneous wind profile., Figure 1
shows profiles of wind speed and direction, vertical velocity and echo power,
which were deduced in real-time on 23 August 1981 with the spaced antenna drift
mode of the SQOUSY-VHF-Radar (ROTTGER, 1984). Whereas these profiles were
measured within 1 minute, the operating routine allowed the selection of
variable (longer) measuring periods, and one has to search for the optimum
duration of the data averaging period,

Figure 2 shows a high time resolution wind vector diagram which gives an
idea of the temporal variability (from ROTTGER, 198la). The data were obtained
with the spaced antenna technique, which allows a good estimate of the
horizontal wind without having to correct for the vertical velocity component.
The wind vectors of Figure 2 specifically indicate a quasi-periodic variation
in direction. This is assumed to be due to gravity waves since also the
vertical velocity (Figure 2b) shows periodical variations with the same period.

In addition to the variability due to waves we have to regard the
variability due to turbulence as well as the variability introduced to the
analysis due to statistical variations of echo power and correlation time. We
have applied very stringent selection criteria, allowing only 5% of the latter
"ingtrumental™ or "analysis" effects diluting the data when deducing the
distributions of wind speed and direction (Figure 3). These results indicate
that the meteorological variability (due to waves and turbulence) can still be
up to several 10% of the centre value, even at these fairly low wind
velocities., Less stringent criteria allow a display of the total profile but
introduce larger "analysis"™ variability (see Figures 4 and 5 of ROTTGER and
CZECHOWSKY, 1980).

The selection or quality criteria (for the spaced antenna method: the
relative difference between time lags around the spaced antenna triangle, the
amplitude of the cross correlation maximum and the signal-to-noise ratio) can
be used to weight the significance of velocity estimates when deducing a mean
profile., 1In all our analyses only median values were used instead of mean
values, since this procedure disregards large singular deviations which may
occur due to analysis or meteorological effects (e.g., at 9:22 UT above 21 km
in Figure 2). We also use half the difference between the upper and lower
quartile instead of the variance. If the selection criteria did discard all
data in one range gate, a spline function was used to interpolate these data.
This procedure yielded mean wind velocities, which are shown in the profiles of
Figure 4 and the time series of Figure 5. The consistency of these spaced-
antenna VHF radar results with the radiosonde data allows us to be convinced
that the method, which is only briefly outlined in this note, is quite suitable
for wind profiling applications.

*On leave from Max-Planck-Institut fur Aeronomie, Katlenburg-Lindau, West
Germany.
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Figure 1. First real-time velocity and power (reflectivity) profiles

recorded at intervals of 1 minute with the spaced antenna drift
mode of the SOUSY-VHF-Radar: instantaneous wind direction and

speed, and vertical velocity. The power profile allows an im—

mediate determination of the tropopasuse height (here 10 km),

defined by an intermediate power increase larger than 10 dB
(ROTTGER, 1984).

The averaging time period Tv’ to obtain a mean velocity profile, should
be determined by the characteristic time scale T_ of the velocity
fluctuations, The time scale T_ can be deduced ¥orm the time lag T at which
the autocovariance function of the velocity time series has fallen to a
specified (absolute) value. In order to reduce the statistical variations due
to turbulence, waves and analysis uncertainties, the averaging time T must
be larger than the characteristic time T_, The latter can be deduced’in
real-time allowing to select also the ve?(ocity averaging period T in real
time. Since a short time T  can be due to highly turbulent fluctuations,
their large rms variations have to be smoothed out by averaging over a

sufficiently large number of samples. Typical averaging time periods are
between 5 and 30 minutes (Figure 5).

On the other hand, we also have to use as good a height resolution as
possible, because serious velocity errors can occur when applying too coarse a
height resolution. As was shown by SATO and FUKAO (1982), the wind velocity is
considerably biased (of the order of 10 ms~l for resolution of 3 km) when the
wind shear is large and the echo power profile has strong gradients within the
resolution volume, An appropriate height resolution appears to be 150-300 m.
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1.4.2 PERFORMANCE CHARACTERISTICS OF WIND PROFILING RADARS
R. G. Strauch, A. S. Frisch, B. L. Weber
NOAA/ERL /WPL . ’
325 Broadway IN 8 7 - 1 0 4 2 g
Boulder, CO 80303
INTRODUCTION

Doppler radars used to measure winds in the troposphere and lower strato—
sphere for weather analysis and forecasting are lower—sensitivity versions of
MST (mesosphere-stratosphere—troposphere) radars widely used for research., We
have used the term "wind profiler" to denote these radars because measurements
of vertical profiles of horizontal and vertical wind are their primary
function, It is clear that wind profilers will be in widespread use within
five years: procurement of a network of 30 wind profilers is underway
(CHADWICK, 1986). The Wave Propagation Laboratory (WPL) has operated a small
research network of radar wind profilers in Colorado for about two and one—
half years (STRAUCH et al., 1985). Table 1 lists the transmitted power and
antenna aperture for these radars. Data archiving procedures have been in
place for about one year, and we are able to use this data base to evaluate the
performance of the radars.

Table 1. WPL wind profilers (1985)

Wavelength Average Power Antenna area
Site (m) W) (M2)
Stapleton Airport 0.3 450 100
Platteville, CO 0.74 400 54
Platteville, CO 6.02 400 10,000
Fleming, CO 6.02 400 2,500
Flagler, CO 6.02 400 2,500

One of the prime concerns of potential wind profiler users is how often
and how long wind measurements are lacking at a given height. Since these
"outages"™ constitute an important part of the "performance" of the wind pro-
filers, they are calculated at three radar frequencies, 50—, 405-, and 915-MHz,
(wavelengths of 6~, 0.74—, and 0.33-m) at monthly intervals to determine both
the number of outages at each frequency and annual variations in outages. This
study on the monthly performance of the wind profilers (i.e.,, measurement or no
measurements at various heights) is based on the more recent archived data from
the Colorado Wind Profiler network. It does not consider the accuracy of the
wind measurements.

RADAR SENSITIVITY COMPARISONS

The three radars operated with pulse widths of 3- and 9-pus. (The 405- and
915-MHz radars also have a 1-us pulse mode.) We can compare the sensitivities
of the various radars and their modes using the meteorological equation.

First, when we compare pulse widths for the same radar, we find relative
sensitivity is proportional to [ARf’t\q] where AR is the range resolution
P_ is the average transmitted power and T, is the observation time, For
our radars the 9-pm mode is more sensitive than the 3-Us mode as shown below:
50 MHz, + 6.4 dB
405 MHz, + 7.3 dB
915 MHz, + 7.1 dB
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These relative sensitivity values are important for evaluating the performance
of a given radar with different pulse widths.,

Second, when we compare the three radars and assume scattering from
‘homoggneous, isotroﬁic'turbulence in the optically clear atmosphere with the
+radar hal f-wdvelengtlf ifiithe inertial subrange, then relative semsitivity is
proportional to

T A ar /T AY6
t e [s]

(Top) L

where A_ is the effective antenna aperture, ) is the radar wavelength, T,

is the system noise temperature and L is the total loss (rf losses and r&eiver
losses). For the 9-us pulse mode, the 50~-MHz radar is 6.5 dB more sensitive
than the 405-MHz radar. These numbers are important in comparing the per-
formances of the different radars.

PROFILER OUTAGES

Figure 1 shows an example of the outage in hourly-averaged wind profiles
for the 3- and 9- s modes of the 405-MHz radar. Each vertical dash represents
available data for that height and hour; no symbol is printed if data are not
available. The periods that show no data at all heights are due to equipment
failures including loss of power, loss of telephone transmission, etc.; these
outages are not included in the statistics. The 9-us mode shows fewer outages
below 10 km than does the 3-usmode because the sensitivity of the 9-us mode
is about 7 dB greater. Where both modes show outages the scattering is too
weak to detect. Since there is no signal the "depth of fade" is unknown., If
the loss of signal is related to an increase in the inner scale of turbulence,
the fade could be very large and increased radar sensitivity could yield little
reduction of outages, If the loss of signal is related to weak scattering
where the fade is on the lower tail of a normal distribution, then the
reduction of outage with increased sensitivity can be inferred.

One of the statistics used to measure the performance of the profilers is
the percent of time that the profiler was "down" at each height (no wind data,
given that the radar is operating) for three or more consecutive hours.

Samples of these down-time statistics for January 1985 at the three frequencies
are shown in Figures 2-4, The 50-MHz profiler at Fleming (Figure 2) had no
outages to 6 km in either the 3- or 9-us mode, and none until almost 14 km in
the 9-us mode. In comparison, the 405-MHz (Figure 3) Profiler had outages
starting at 6 km in the 3- s mode, and at 9 km in the 9-us mode; the 915-MHz
Profiler (Figure 4) had outages starting at a little over 5 km in the 3-us mode
and at 6 km in the 9-us mode. All radars are in the same geographical area and
all radars have about the same sensitivity increase for the 9-us pulse mode
relative to the 3-us pulse mode (the 50-MHz radar has the least sensitivity
increase). However, the 50-MHz radar has a 6~7 km increase in height coverage
for the 9-us mode compared to the 3-us pulse mode whereas the 915-MHz radar and
405-MHz do no show nearly as much increase. This difference in performance
indicates a frequency-dependent profile of backscattering cross section,

To evaluate the height performance of the profilers and determine whether
this frequency-dependent difference in height performance for the two modes was
congistent, the lowest height where the probability of an outage for three or
more consecutive hours reached 0.1 was calculated based on monthly statistics.
These heights for the two modes are shown in Figures 5-7. The 915-MHz Profiler
consistently shows the smallest height difference for the two modes (Figure 5).
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Figure 1. Height-time display of 3- (top) and 9-us (bottom)
modes for Platteville 405-MHz wind profiler. Vertical dashes
indicate that there was a wind measurement at that time and
height.
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Figure 5. Lowest height where the probability
of an outage for > 3 consecutive hours is
0.1 for the 3- and 9-us modes (915 MHz).

(The radar did not operate with a 9-us pulse width in October 1984,) Note that
the difference in height resolution for the two modes is about 900 m; therefore
an increase of about 500 m would occur in the data even if there were no actual
height increase. The actual height difference for the 915-MHz Profiler for the
summer of 1984 is therefore very small. The height difference for the 50-MHz
radar (Figure 6) shows a small height increase for the 9-us mode for the summer
of 1984 and 6-7 km for other months. Preliminary analyses of summer data for
1985 also shows a 6-7 km difference, The 405-Miz radar started operating in

January 1985, and its height coverage and the difference between the two pulse
widths falls between the other two radars (Figure 7).
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Figure 6. Lowest height where the probability
of an outage for >3 consecutive hours is
0.1 for the 3~ and 9-us modes (50 MHz).



70

20
18
16 O s
. 13
3
% 12
E 10
£ 8 Figure 7. Lowest height where the probability
kT of an outage for > 3 consecutive hours is
6 0.1 for the 3- and 9-us modes (405 MHz).
4
2
0
J F M A M
fa————1985
CONCLUSIONS

The height performance of radar wind profilers at upper—tropospheric and
lower-stratospheric altitudes is important because the radar sensitivity
required to measure winds at these altitudes is a major factor in determining
the cost of the profiler. The profilers must reach these altitudes to provide
the wind data needed for synoptic meteorology and commercial aviation. The
specification of performance of a wind profiler must be a statistical
specification because of the variability of backscatter cross section; if a
profiler is required to measure winds to height H with height resolution of AH
in time T under all meteorological conditions, the cost would be prohibitive
for H, AH, and T needed for operational applications,

The upper-tropospheric/lower-stratospheric performance of wind profilers
operating at 50—, 405-, and 915-MHz has been evaluated according to statistical
criteria. The results of the evaluation indicate a wavelength-dependent
backscatter cross section profile that favors longer wavelength radars for
upper tropospheric wind measurement. For years it has been noted that 10-cm
wavelength radars are not very useful clear-air radars above the boundary
layer. The 33-cm (915-MHz) radar (with less sensitivity than that of a 10~cm
wavelength meteorological Doppler radar) has dramatically different
performance in that it can measure winds routinely to 9-10 km MSL. However,
the 915~-MHz radar has a much lower increase in height coverage when the
sensitivity is increased compared to the height increase found with lower
frequency radars. Both the fact that the 915-MHz radar can measure winds to
much greater altitude than 3-GHz radars with equal sensitivity, and the fact
that increased sensitivity with the 915-MHz radar does not produce the same
increase in height coverage that is found with lower frequency radars, support
the concept of a frequency-dependent backscatter cross section that is related
to the increase in the length of the inner scale of turbulence as height
increases, or that the wavelength dependence in theory of scattering is
incomplete. The 405~MHz radar, with sensitivity equivalent to the 915-MHz
radar, was able to obtain wind data to about 3 km greater altitude. The 50-MHz
radar, with 6-7 dB more sensitivity than the UHF radars was able to measure
winds to 15-16 km except during the summer months of 1984, (Summer data from
1985 show measurement capability to 16 km.) In case studies it has been noted
that the 50-MHz profiler has marginal sensitivity for some meteorological
conditions; a 3-dB increase in sensitivity should be sufficient to satisfy most
requirements.
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The 405-MHz radars being procured for a 30-station network (CHADWICK,
1986) will be about 9 dB more sensitive than the 405-MHz radar used in this
study. The performance of these network radars would exceed that of the
SO0-MHz radar used in this study if the backscatter cross section is not
frequency dependent. However, the data from this study indicate a frequency
dependence that may limit the increased height coverage due to increased
sensitivity, so a conservative statement regarding the upper altitude
performance of the network radars is that they will clearly exceed the
performance of the 405~MHz radar analyzed here and should be able to measure
wind profiles to greater than 14 km MSL using statistical criteria similar to
those used here.
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1.4.3 A LOOK AT PROFILER PERFORMANCE
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INTRODUCTION

Since about 1974, Doppler radars operating in UHF and VHF ranges have been
used increasingly to study atmospheric winds. Historically, large systems
capable of obtaining data from high altitudes have focused attention on the
mesosphere and stratosphere, rather than on the troposphere (MST) wherein
abides most of the weather considered by most meteorologists. Excellent
histories and exposition of the technology involved have been given by GAGE and
BALSLEY (1978) and BALSLEY and GAGE (1982). Perhaps the most recent compre-
hensive collection of MST studies is the HANDBOOK FOR MAP (Middle Atmosphere
Program) Volume 9 (BOWHILL and EDWARDS, 1983).

Refinement of smaller systems with down-to-earth capabilities has
stimulated investigation of their application to meteorological problems as
evidenced by the existence of the session on forecasting applications at this
Workshop. The prospect that vertical profiling radars would provide accurate
wind information frequently and automatically is very intriguing to meteorolo~
gists at a time when data processing and communicating capabilities are
advancing rapidly with commensurate development of numerical meteorological
models. One scenario, for example, envisages that a network of wind profiling
radars, substantially denser than the present day rawinsonde system but no more
expensive, would transmit wind data as often as hourly to a central station,
where a grand numerical model would fuse kinematic details with thermodynamic
data gathered from weather satellites and perhaps a few ground-based thermo-
dynamic profilers, and produce a weather outlook updated hourly. No weather
system 100 km in size or larger would escape detection with this network;
incipient storm triggers would be incorporated into the forecasts, and we would
only very rarely be much surprised by weather developments.

Since this session includes papers by experts who indicate practical
approaches to this meteorological utopia (see especially the outline of mathe-
matical synthesis of diverse data given by Gal-Chen, this volume), we do not
dwell on this further here. Rather, we address some questions the meteorologist
must logically ask first, viz., what is the actual performance capability of
these systems, how accurate is the wind data of interest to meteorologists, and
from what altitudes in the troposphere are the data reliably obtained?

LITERATURE ON ACCURACY OF WIND FINDING BY PROFILING RADARS IN THE TROPOSPHERE

CLARK et al. (1985) cite 11 references that present some analysis of the
accuracy with which wind profiling radars measure the winds. The findings of
these studies are summarized in Table 1 and our list of references includes
their sources. From these papers we have drawn the following conclusions:

a. There is a remarkable paucity of solid tests, Most tests involve

one or more of the following limitations: check data unfortunately

distant in time and/or space; too few cases to be definitive; winds

too light to be definitive; test conducted in region where winds are

quite variable.
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b. In a few cases (5, 8, 9, 11) with radar beams quite narrow (+1° or
less), results are excellent, differences with other reported winds being
indisputably within the range of uncertainty attributable to the other
wind-finding method.

c. Almost all of the test data concern VHF. There are only three papers
treating results in the 400-MHz region, and these apply to unusual and
markedly superior equipment, not of the economical type being recommended
for development and deployment in a meteorological network.

d. The typical deviation of radar-measured and comparison winds is near
5 m s~1, This is not small enough to give ease but not so large that

it cannot be largely explained by spatial and temporal separations in the
data acquired.

e. There are not enough data for us to be confident about possible
systematic differences between true winds and data gathered with VHF
radars of the type proposed for meteorological use. It appears, however,
that bias, if it exists, is not greater than about 2 m s-1,

£. Study (4) in Table 1 is persuasive in its indication that vertical
velocity conteminates the indications of horizontal winds at the Sunset
site and in its suggestions of means to reduce such contamination greatly
with mul tibeam systems. This paper, in a milieu of other meteorological
inputs, is also persuasive in its evidence for a substantially smaller
magnitude and persistence of vertical velocities in the plains than in the
Rocky Mountains.

g. Data collected by the 50-MHz systems deployed for weather studies are
in the layer between about 2 km AGL and 17 km,

As we interpret these data to reach our conclusions, we should refer
to studies of wind variability and of rawinsonde accuracy; rawinsondes
represent usual means for measuring and studying winds. During 1968, during
the NSSL spring program of observations, paired soundings were released within
five minutes of each other at two sites and tracked with independent tracking
systems within a few hundred feet of each other on the ground. Seven pairs at
each site produced comparative wind data. The standard deviation of wind speed
differences near Fort Sill, Oklahoma, was 1.43 m s~1, and near the television
antenna for WKY north of Oklahoma City it was 2.55 m s~l; standard deviations
of directional differences were 6.00 and 7.68 degrees, respectively. Since the
balloons were launched in fair weather, it is estimated that practically all
the differences are attributable to properties of the procedures and equipment
used to gather the data. In particular, the larger value given for the WKY
site probably reflects some difficulties there that were especially noticeable
(BARNES et al., 1971). Also in 1968, at 10-—station rawinsonde network near the
National Severe Storms Laboratory in Normean, with station spacing ranging from
25 to 132 km and average spacing of 39 km, provided 573 soundings appropriate
for study of wind structure, of which 104 soundings were made during periods
devoid of local storms (BARNES and LILLY, 1975). The rms vector wind dif-
ference measured at the 46 km distance significant for the current study was

less than 3 m s~1 at each of the altitudes examined —— 1500, 3000, and 5700 m
MSL.

Finally, there is the study of HOEHNE (1980) who found 3.1 m sl to be
the standard deviation of the difference between wind speeds measured with
separate tracking systems that tracked pairs of sondes suspended from single
balloons. Hoehne's value seems large in view of the results from the NSSL data
described above.

Clearly, work remains to define both the wind-profiling performance
envelope of the 50-MHz and 405-MHz systems proposed for meteorological use, and
the spatial variability of actual winds.
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50-MHz PROFILER IN OKLAHOMA

In a project involving cooperation between the Wave Propagation Laboratory
in Boulder, Colorado, and the National Severe Storms Laboratory, a 2-beam 50~
MHz profiler wae installed during Spring 1985 at Great Plains Apiaries, 34°58'N
x 97°31'W, This is in Section 21, Township 6 North, Range 3 West, McClain
County, Oklahoma, 46 km south of the Oklahoma City Weather Service Forecast
Office, where rawinsonde data are obtained twice daily. It is a region of
rolling hille with slopes averaging near 2°; and valley bottoms are about 35
meters below hilltops about 2 km apart. The radar is at an elevation of 330
meters MSL and surrounding hilltops are typically 355 meters MSL. In order to
minimize displacement of earth during installation and subsequent erosion
problems, the 50-m—square dipole arrays were oriented along azimuths 11.3° and
101.3°, referenced to true north, with Earth's surface at the site tilted
upward 2.1° toward azimuth 11,3°, The dipoles oriented toward 11.3° project a
beam toward azimuth 109.4° and elevation angle 75.4°; and the dipoles oriented
toward 101.3° project a beam toward 191,3° and elevation angle 73.4°, The two~
way beamwidths are about 5° to half power., The radar was placed "on the air"
about May 10th with software applicable to installations on a level surface;
software properly accounting for the tilted terrain and beam angles given above
was installed on July 15th. Data collected before the revised software was
installed can be corrected.

The radar operates automatically, with data transmiseions hourly to
computers at the Wave Propagation Laboratory in Boulder, Colorado, and at the
University of Oklahoma in Norman. The archival data are represented in Table
2. The winds are drived from a composite of up to 12 determinations during the
previous hour; the computer selects contributions to the composite on the basis
of a sufficiently large signal-to-noise ratio; processing details and other in-
formation have been presented by STRAUCH et al. (1985). Details on the Doppler
spectra are available but must be requested specifically. A dedicated line
will facilitate more comprehensive recording and in-depth study of the Oklahoma
data.

SOME COMPARISONS INVOLVING DATA FROM THE OKLAHOMA 50-MHz PROFILER

We have compared rawinsonde data acquired at Oklahoma City on 39 occasions
from August 8 to September 8, 1985, and on 11 occasions from October 1 to
October 8, 1985, with profiler data acquired at the same times (within one hour
of 00 Z and 12 2). (Obviously erroneous data in both sets, such as the point
indicated in Table 2 were excluded.) A majority of the soundings in the first
set are characterized by light winds and week shear throughout the troposphere,
The second set is marked by substantially stronger winds and vertical shear,

Vertical interpolation is necessary for comparison of the rawinsonde data
with profiler data. Data from one sensor were linearly interpolated to the
height of the data from the other sensor. This interpolation is a source of
error in the comparison; its magnitude is surely small because of the small
vertical separation between data (290 m for the short pulse and 870 m for the
long pulse). At the higher heights the long pulse data are sometimes sparse,
with larger interpolation errors.

The root-mean—square (rms) average difference for the 39 comparisons of
the first set, for both the u (positive to the east) and the v (positive to the
north) wind components are listed in Table 3a. The average rms differences of
the components are about 2,5 m s~1 for the rawinsonde/short pulse comparison,
3.5 m s~1 for the rawinsonde/long pulse comparison, and 1.5 m s~1 for the

long pulse/short pulse comparison. The rms vector differences are the square
roots of the sum of squares of the average rms differences.

C -~

.




Table 2.

ORIGINAL

et ol e
YUk e

OF POOR QUALITY

SITE: OKLAROMA
DATE: 85 § 23
TINE: 23 0 0

NPRO: 12 NTDA: 350 NOSP:

HAX HOR VEL: 62.87
FIRST HT (AGL): 1,64
NUMBER OF HEIGHTS: 24
DELTA HEIGHT (KM): .29
POUER ANTENNA: EV
GATE SPEED DIRECT HEIGHT RE
1 -999.00 -999.0 1,97 2
2 3.37 301.5 2,26 9
3 7.57 297.5  2.54 12
4 7.88 303.6 2.83 12
S 7.42 307.2  3.42 12
é 7.84 322.9 3.4 12
? 8.17 338.4 3.70 12
8 3.45 343.3  3.99 12
9 4.88 323.7 4.28 12
10 §.80 304.3 4.57 12
3] 8.12 299.9 4.86 12
12 J3.43 300.4 5.14 12
13 4.60 294.8 5.43 12
14 3.89 294.3 5.72 12
15 3.27 293.4 4.0t N
14 3.46 302.1  6.30 11
17 9.74 302.0 4.59 11
18 10.34 299.2 4.88 12
19 10.84 294.2 7.17 12
20 11.43 293.2 7.48 10
21 11,22 292.2 7.7% ¢
22 13.54 287.7 8.03 8
23 13.61 288.7 8.32 8
24 2.25 3143 8.41 S
SITE: OKLAHOMA
DATE: 85 § 23
TIME: 23 0 ¢
NPRO: 12 NTDA: 124 NOSP:
HAX HOR VEL: 62.85
FIRST HT (AGL): 2.65
NUMBER OF HEIGHTS: 18
DELTA HEIGHT (KM): .87
POUER ANTENNA: EY
GATE SPEED DIRECT HEIGHT ME
1 7.22 310.7  2.98 12
2 7.35 317.8 3.84 12
3 6.70 314.4 471 12
4 5.85 305.8 §.58 11
H 6.20 309.1  4.44 11
é 7.59 301.9 2.31 1
7 7.83 294.t1  8.18 10
8 8.82 287.3 9.05 ¢
14 6.36 291.2 9.9t %
10 11.75 294.6 10.78 8
11 20.44 289.1 11.45 8
12 19.53 292.0 12.51 8
13 19.65 287.5 13.38 7
14 18,03 285.5 14.25 S
15 10.4% 291.9 15,11 &
16 11.79 303.7 15.98 7
17 10.82 279.2 146.85 5
18 -999.00 -999.0 17.7t 5
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12
12
12
12
12
12
12
12
12
12
it
1"
13
10

10
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LL]
12
12
11
10
12
12
12

10
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LA D®ONN VO

PULY:

POUER
-999.0
48.3
38.9
89.4
72,0
65.4
§7.2
32.3
49.1
44,3
43.3
48.3
48,2
42.7
36.1
35.2
38.0
38.0
35.7
3.3
27.2
5.0
23.6
34.8

PULV:

POUYER
45.8
8.9
41.8
541
46,2
42.3
3.8
32.0
28.4
23.9
4.4
2.8
2.4
0.6
23.2
1.7
19.9
2.4

3.67 PRPRs

9.67 PRPR:

238.00

672.00
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Table 3a., Average RMS difference of the u and v wind components for 39
comparisons during August 8 - September 8, 1985.

Comparison Average RMS difference RMS vector wind
difference
u v ms™
Rawinsonde/short pulse 2.55 2.44 3.5
Rawinsonde/long pulse 4,15 2.93 5.1
Long pulse/short pulse 1.73 1.17 2.1

Table 3b, Average RMS difference of the u and v wind components for 11
cases during October 1-8, 1985.

Comparison Average RMS difference RMS vector wind
diffefence
u v ms”
Rawinsonde/short pulse 2.8 2.3 3.6
Rawinsonde/long pulse 4.3 3.3 5.4
Long pulse/short pulse 3.1 1.5 3.4

In order to learn if the average rms differences include a systematic
bias, we also computed the mean wind speed at all the points for which
comparative data existed (approximately 400 from each sensor). These mean
winds for the first set of data are listed in Table 4a. Note that the average
profiler winds, both with long pulse and short pulse, are smaller than the mean
winds estimated by rawinsonde. In the rawinsonde/short pulse comparison the
difference between the mean wind estimates is 1.9 m s~1; the speed of the
short pulse winds averages 74.3% of the rawinsonde winds. Similarly, the long
pulse winds average 71.9%2 of the rawinsonde winds or 2.5 m s—1 less than
corresponding rawinsonde winds.

The findings from the August 8 — September 8 period are reinforced in the
October data, represented in Tables 3a and 4a. The October period was one of
substantially stronger winds, as shown by the u component listed in Table 4a.

All in all, these comparisons of rawinsonde and profiler data indicate a
bias toward zero in the profiler winds. More comparisons with other sensors
ag well as in—depth analysis of Doppler spectral data with collocated profiler
and rawinsonde should be informative. It will be particularly important to
determine whether the rawinsonde/profiler differences represent a comnstant
offset or a percentage bias,

It should be noted that the average differences discussed here are
compounded of rather widely different situations. Thus, Figure la shows a case
with marked systematic differences between wind speeds at the rawinsonde and
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Table 4a. Mean wind speeds for the three comparisons in Table 3a,

Sensor Mean Wind Sensor Mean Wind Difference
Rawinsonde 7.24 m s~1 short pulse 5.38 ms~1 1.86m s-!
Rawinsonde 8.94 long pulse 6.43 2.51

Long pulse 5.22 short pulse 5.11 0.11

Table 4b. Mean wind speeds for the three comparisons in Table 3b,

Sensor Mean Wind Sensor Mean Wind Difference
(u comp.) (u_comp.) of means
Rawinsonde 14.2 short pulse 12.8 1.4
Rawinsonde 18.1 long pulse 15,2 2.9
Long pulse 15.5 short pulse 13.4 2.1

profiler sites, but 1b shows that wind directions reported on the same occasion
agree quite well. On another date, shown in Figure 2a and 2b, rawinsonde and
profiler wind speeds are in remarkable agreement except in the layer from 7.5
to 11 km, where differences are up to about 15 m s~1, while directions are in
close agreement except differences up to about 60° in the layer from 3 to 6 km!
We certainly must identify the reason(s) for such features since they represent
very large deviations in implied kinetic energy and are correspondingly
significant for forecasting; such interesting characteristics are present in
practically every sounding pair.

POSSIBLE EXPLANATIONS FOR DISCREPANCIES IN OKLAHOMA DATA

The following possible sources of differences noted above are: ground
clutter contamination; interference from stray electromagnetic transmissions
during oil field operations, rawinsonde errors, spatial and temporal varia-
bility of the wind, hardware and software discrepancies in the profiler radar:
backscatter from edges of the main beam and from sidelobes, and contamination
by vertical velocities associated with standing and/or migratory waves., At
this writing we are just beginning to investigate these possibilities and to
look for others.

The authors believe that the differences presented are significantly
larger than can be explained by spatial varisbility of the wind. We plan to
evaluate this definitively during Spring 1986 with aid of a rawinsonde unit at
the radar site.

The sometime differences between profiler indications on long and short
pulse illustrated in Figure 3 may be relatable to nonlinear vertical
distributions of wind shear interactive with the different pulse lengths.
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rawinsonde (0) and Oklahoma profiler (other symbols) on
13 August 1985, 00 GMT. Abscissae show wind speed in
incremente of 5 m s~1 and direction in increments of 50°,
respectively. Ordinates show heights MSL in km.

Concerning variations of reflectivity with elevation angle, it has been
noted that since VHF reflectivity declines with increasing zenith angle, the
measured velocities are biased low by the more reflective patches that have
smaller radial velocities in the more elevated portions of the beam. Although
formulations by DOVIAK and ZRNIC' (1984) show this effect to be negligible at
zenith angles larger than about 8° (Figure 4), consideration of sidelobes may
alter first impressions. A useful experiment in this regard would involve
addition of switchable phase shifters to the profiler antenna system and
study of backscattered power from a beam scanned in elevation,

GENERAL CONCLUSIONS

Highly accurate wind finding is confirmed for radars with narrow beams,
especially when VAD scanning is employed. Systematic differences up to 2 m
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Figure 2. Seme as Figure 1, except 19 August 1985, 00 GMT.

s~1 between wind data from rawinsondes and profilers of the inexpensive type
recommended for widespread use, average random variations up to 5 m g~1
between wind data from these sensors, and occasional differences up to 15 m
s~1, are not well explained in much of the data reported so far. This is not
reason to be discouraged, however, because confidence in the basic profiler
method is well founded (KOSCIELNY et al., 1984), and the studies that leave us
with concerns, including this one, are insufficiently definitive., We are -
stimulated to concentrate our efforts toward quantifying the differences in
observations by profilers and other sensors, and then seeking their causes, so
that large variances can be understood and data of known and acceptable
accuracy can be produced routinely. We can be confident that a much better
situation will develop as we direct our resources strongly to this problem.

SUMMARY

The Workshop provided a valuable exchange of information among meteorol-
ogists and engineers, Clearly, advances in communicating, data processing, and
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mathematical modeling of meteorological phenomena have brought the meteorol-
ogical community to the threshold of effective use of kinematic and thermo-
dynamic data gathered more frequently and on a finer grid than heretofore.
Such additional data provided routinely should lead to improved models and to
improved forecasts of precipitation and other weather variables.

Conference papers demonstrate a wide range of interesting studies ongoing
with profilers, but the performance envelope of wind profiling radars needs
better definition. In particular, further address is needed toward questions
concerning possible bias in profiler wind data, measurement of winds in the
planetary boundary layer, and the accuracy of wind estimates in relation to the
time period over which averages are calculated.

In view of great interest in boundary layer parameters and their
importance to interpretation of individual profiler data, as well as to
forecasting with network data, it is urged that profiler programs identify and
implement means for providing boundary layer data, especially on wind and
precipitation, at profiler radar sites.

The meteorological community is interested in prospects for studying
lightning and precipitation processes with VHF and UHF profiler radars because
Doppler signatures of meteors and of the air motion itself may be apparent
simultaneously.
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2.1.1 HARDWARE REQUIREMENTS: A NEW GENERATION PARTIAL REFLECTION RADAR
FOR STUDIES OF THE EQUATORIAL MESOSPHERE
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-

A new partial reflection radar is being developed for operation at the
proposed Equatorial Observatory. The system is being designed to make maximum
use of recent advances in solid-state technology in order to minimize the power
requirements. In particular, it is planned to use a solid-state transmitter in
place of the tube transmitters previously used in PR systems. Solid-state
transmitters have the advantages that they do not need high voltage supplies,
they do not require cathode heaters with a corresponding saving in power con-
sumption and parts are readily available and inexpensive; the cost of high
voltage vacuum tubes is becoming prohibitive., It should be possible to achieve
25 kW peak powers with recently announced fast switching transistors. Since
high mean powers are desirable for obtaining good signal-to-noise ratios, it is
also planned to phase code the transmitted pulses and decode after coherent
integration.

All decoding and signal processing will be carried out in dedicated
microprocessors before the signals are passed to a microcomputer for on-line
analysis. Recent tests have shown that an Olivetti M24 micro (an IBM
compatible) running an 8-MHz clock with a 8087 coprocessor can analyze data at
least as fast as the minicomputers presently being used with the Adelaide PR
radar and at a significantly lower cost. The processed winds data will be
stored in nonvolatile CMOS RAM modules; about 0.5 to 1 Mbyte is required to
store one week's information.

By using solid state, a modularized construction and keeping the use of
moving parts to a minimum (i.e. no tape or disk drives) the system will be more
rugged and compact than previous systems and will be significantly more power
efficient. These are important considerations when the system will be used in
a hot and humid environment.
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The purpose of this paper is to point out the need for, and the benefit
that can be derived from, a national wind profiling facility located in the
subtropics. At present no such facility exists. There are several advantages
associated with a low-latitude location, The first is that wave motions and
large-scale circulations unique to the tropics can be studied. The second is
that the relatively steady mean flows in the subtropical belt may provide a
"cleaner" environment for studies of waves common at all latitudes. Examples
will be given below. We suggest the Arecibo Observatory as an ideal site for a
wind profiling facility since the land and much of the computing, technical,
and scientific support is already available.

LARGE-SCALE WAVES

The Arecibo Observatory in Puerto Rico is located at 18°N and has a sub-
tropical climate. Large-scale disturbances affecting the island are typically
associated with waves in the easterlies., The ITCZ (Intertropical Convergence
Zone) is usually considerably south of Arecibo but does reach that far north on
occasion. Hurricanes and tropical storms sometimes track across or very near
the island.

An example of the research topics that a wind profiler system at Arecibo
could be used to investigate is the observation of quasi-inertial waves. SATO
and WOODMAN (1982) obtained radar data in the upper troposphere and lower
stratosphere over a period of 48 hours. Their analysis indicated a long period
wave in the lower stratosphere with amplitude of several m/s. Further analysis
of the same data set by MAEKAWA et al. (1984) has shown that the intrinsic wave
period is very near the inertial period, although the earth-fixed period is
nearly twice as long. The wave behavior is particularly evident between 14 and
20 km altitude. A graduate student at Cornell (C. R. Cornish) is just finish-
ing his analysis of a 6-day data set obtained in May 1982, Again there were
wind perturbations with a period very near the inertial period for the latitude
of Arecibo. The preliminary results indicate that the waves are generated near
the height of the subtropical jet and propagate upward into the lower strato-
sphere. The wave is dissipated significantly by the time it reaches an alti-
tude of 20 km due to its short vertical wavelength of the order of 1 km.
Amplitudes of 3-5 m/s are significant in the lower stratosphere, and the dissi-
pation of the waves implies that there is a redistribution of energy and
momentum so as to decrease the subtropical jet maximum., The wind profiler
array, together with radiosonde data from the region, would provide information
about the intermittency of the waves, the dependence of wave amplitude on the
wind speed maximum or local shear, and the effect of wave dissipation on the
flow at higher altitudes.

The observations of CADET and TEITELBAUM (1979) and BARAT (1983) indicate
that quasi-inertial waves are strongly affected by the mean flow when the wind
speeds increase. The steady easterly flows in the subtropical regions provide
a good Mlaboratory" for studying the interaction of waves and the background
medium under conditions that are less complicated than those typically found at
midlatitudes.
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EFFECTS OF TROPICAL CONVECTION AND LOCAL HEATING

Other topics of interest would include the dynamics of locally generated
tides as first observed by WALLACE and HARTRANFT (1969) and WALLACE and TADD
(1974). They noted that the tidal motions in the lower stratosphere in the
Caribbean were not migrating tides but appeared to be generated by local
surface heating. To our knowledge, still very little is known about such an
effect. Data could also be provided to support land/sea breeze studies and
modeling. Land/sea breezes have been reviewed extensively by ATKINSON (1981)
who points out the connection between this type of circulation and the develop-
ment of local convection.

A great deal was learned about the dynamics of waves in the easterlies in
the GATE experiment (NCAR, 1977). However, further observations can still be
useful for the purpose of better defining the interaction between large and
small scales and for improving our understanding of the effect of the
enviromment on clouds. Also, measurements of vertical velocity fields within
developing clouds can be used to improve parameterizations of the effects of
clouds on their environment (ANTHES, 1983). Vertical velocity measurements
will not be possible once heavy precipitation develops since even the echoes at
the relatively long wavelength of 6 m will then be dominated by the precipita-
tion, Cloud studies will be particularly effective if they are carried out
with the VHF radar in conjunction with other instrumentation to determine
temperature and moisture fields. On a longer time scale, a climatology of the
vertical velocity can be developed in order to improve our understanding of the
dynamics responsible for the vertical velocity fields in the subtropics.

Dr. Joanne Simpson of GLAS (Goddard Laboratory for Atmospheric Sciences)
has indicated (private communication, 1984) that observations of the horizontal
winds and vertical velocity fields prior to the development of cumulus over the
island would be valuable input to and for comparison with & numerical cloud
model that Dr. Simpson has developed at GLAS. Dr, Bruce Albrecht of the
Pennsylvania State University has pointed out (private communication, 1984)
that our understanding of how convection develops could be improved signifi-
cantly if the Penn State portable 0.5-cm radar was brought to Puerto Rico for
the purpose of observing clouds and the dynamic environment in which they
develop in conjunction with the profiler measurements. The wind profiler data
could be used to study land/sea breezes and for comparisons with models such as
the one developed by Dr. Roger Pielke of Colorado State University.

TURBULENT PROCESSES

Recently, there has been considerable controversy about the underlying
dynamics responsible for mesoscale kinetic energy spectra. There appears to be
agreement about the spectral slope of the energy spectrum of the horizontal
wind (BALSLEY and CARTER, 1982; LARSEN et al., 1982; NASTROM and GAGE, 1983;
LILLY and PETERSEN, 1983). A number of observations have shown the slope to
follow a k=5/3 power law from some undetermined small-wavelength or low-fre-
quency limit out to scales as large as 500-1000 km and periods out to 12 hours,
There is little doubt that the motions are not three-dimensional at such large
scales, at least not in the sense required for a Kolmogoroff inertial subrange.
The competing interpretations argue that the observations indicate either a
two-dimensional turbulent process (GAGE, 1979; LILLY, 1983) or that it is a
manifestation of a universal spectrum of gravity waves similar to what is
observed in the oceans (VANZANDT, 1982).

Analysis by LARSEN et al. (1985) of several of the 3 to 8 hour time series
of velocity obtained earlier at Arecibo has shown an instance of a strong spec-—
tral peak near the Brunt-Vaisala period during a period of active convection.
The spectrum a few hours later shows an enhancement of the energy at lower
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frequencies. This example is far from conclusive, but it is suggestive of a
two-dimensional turbulent process in which energy cascades from smaller to
larger scales. More extensive observations during and following periods of
convection are needed to determine whether the effect is repeatable. It is
possible that the enhancement of low frequency power is associated with an un-—
related process. Simultaneous frequency and vertical wave number spectra of
the horizontal and vertical velocities would also help to resolve the problem
of the interpretation of mesoscale kinetic energy spectra since the predictions
of the universal gravity-wave spectrum theory, in particular, could then be
tested.

In addition, the VHF array can provide information about the frequency of
occurrence and spatial distribution of turbulent layers in the lower strato-
sphere. The theoretical analysis of WOODMAN and RASTOGI (1984), based on
earlier Arecibo 430-MHz observations, has already shown that vertical transport
by turbulence is a much more important process than had been thought earlier.
The crucial paremeters determining the magnitude of the transport are the fre-
quency of occurrence and distribution of widths of the layers, information that
the radar can provide. Also, the relationship between the layers and waves in
the medium is still an open question, although it appears that the layers occur
at certain phases of the long-period, near—inertial waves seen in the lower
stratosphere. Dr. P, K. Rastogi of Case Western Reserve University is inter—
ested in obtaining more statistics on the intermittency, width, and height of
occurrence of turbulent layers in the lower stratosphere in order to refine a
model of turbulent transport due to such layers,

VERTICAL MOMENTUM FLUXES

At present there is great interest in upward momentum fluxes due to
gravity waves (VINCENT and REID, 1983) since it is believed that gravity waves
breaking in the mesosphere account for the momentum sources needed to explain
the general circulation of that region (LINDZEN, 1983; LINDZEN and FORBES,
1983). The wind profiling array at Arecibo could be used to study both the
momentum fluxes out of the troposphere and their variation with height in the
mesosphere. The antenna array will probably not be sensitive enough to detect
turbulent scatter from the mesosphere directly, but it should be possible to
use it as a meteor radar (S. K. Avery, private communication). Whenever detec-
tion of turbulence in the mesosphere is required, the 430-MHz facility may be
applied.

METEOR RADAR

In addition to studying the momentum fluxes in the mesosphere, an
important research topic, it is also important to obtain a better climatology
of the mesospheric circulation above Arecibo. The data could be used to calcu-
late momentum fluxes and accelerations of the mean flow due to gravity waves
(s. K. Avery, private communication, 1984) and to study tidal characteristics
at those altitudes.

CONCLUSION

The research topics described above are only representative, but they
indicate the unique characteristics of the subtropical region as a site for a
wind profiling system.
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INTRODUCTION

The recent recognition of the important role played by gravity waves in
the large-scale circulation and thermal structure of the mesosphere and lower
thermosphere (HOUGHTON, 1978; LINDZEN, 1981) has stimulated considerable
research on their properties and their middle atmosphere effects. For example,
these studies have begun to provide important information on gravity wave
scales, propagation, filtering, and the processes responsible for saturation
and turbulent diffusion. There remain, however, many areas in which our cur-
rent understanding of middle atmosphere gravity waves is deficient. The
purposes of this paper are to review the progress that has been made to date
and to suggest areas in which additional studies are most needed.

Major motivations for studies of gravity waves in the middle atmosphere,
of course, are the roles of such motions in providing both a drag on the large-
scale flow and a turbulent diffusion that acts on the heat and constituent
distributions as well as the need to incorporate these effects in dynamical,
chemical, and radiative models of these regions. In the mesosphere and lower
thermosphere, gravity-wave drag results in a reversal of the vertical shear of
the zonal mean wind, driving a strong mean meridional circulation and a
reversal of the mean meridional temperature gradient near the mesopause. The
effects of gravity-wave drag in the stratosphere, while not as significant as
at higher levels, appear to be important nevertheless in maintaining the large-
scale circulation of this region. Likewise, turbulent diffusion due to gravity
wave saturation contributes significantly to maintenance of the heat and con-
stituent distributions in the mesosphere and lower thermosphere and may be
important in the stratosphere as well. The theory and observations relating to
gravity-wave saturation were reviewed by FRITTS (1984).

RECENT PROGRESS IN GRAVITY-WAVE STUDIES

A number of studies in the last few years have addressed various aspects
of gravity-wave propagation, saturation, and effects in the middle atmosphere.
As a result, we are beginning to understand in more detail the role of gravity
waves in middle atmosphere dynamics. Several studies have examined gravity-
wave scales and phase speeds, yielding an indication of those wave motions that
are likely to be most important in the middle atmosphere (VINCENT and REID;
1983; SMITH and FRITTS, 1983; MEEK et al., 1985a). Typical motions were found
to have horizontal wavelengths that range from v 10 to 103 km, observed
periods of " 10 to 103 min, and phase speeds of ~ 10 to 102 ns~l. 1In
most cases, these values were associated with wave motions having vertical
scales { 10 km due to resolution constraints of the various observing systems.
There is also evidence, however, of motions with much smaller vertical scales,
and likely much smaller horizontal scales and phase speeds as well, from high-
resolution rocket, radar, and balloon soundings of the stratosphere, meso—
sphere, and lower thermosphere (PHILBRICK et al., 1983; FRITTS et al., 1985;
SATO and WOODMAN, 1982a; BARAT, 1983; and others).
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Other studies have examined the mechanisms responsible for gravity-wave
saturation in the middle atmosphere and the amplitude limits implied by these
mechanisms. The dominant saturation mechanisms appear to be convective and
dynamical instabilities, with nonlinear wave—wave interactions contributing,
perhaps, at small vertical scales (FRITTS and RASTOGI, 1985). These wave field
instabilities seem to limit wave amplitudes, as assumed by HODGES (1967) and
LINDZEN (1981), but to amplitudes somewhat smaller than monochromatic
saturation values due to wave superposition (ORLANSKI and CERASOLI, 1981;
FRITTS, 1985). Indeed, the amplitude limits imposed by saturation appear now
to account for the shape of the vertical wave number spectrum of gravity-wave
motions (DEWAN and GOOD, 1985; SMITH et al., 1985) and thus may explain the
apparent universality of the atmospheric motion spectrum (VANZANDT, 1982).
These studies have also shown the gravity-wave spectrum to be saturated
throughout the lower and middle atmosphere, with a characteristic vertical
scale and energy that increase with height (SMITH et al., 1985).

We are also beginning to understand the processes responsible for turbu-
lence production and turbulent diffusion. These are the convective and dynam-
ical instabilities mentioned above, and they appear, in many instances at
least, to result in the generation of strong, local turbulence at preferred
locations within the wavefield (SATO and WOODMAN, 1982b; BALSLEY et al., 1983;
BARAT, 1983; COT and BARAT, 1985; FRITTS et al., 1985). The convective insta-
bility is thought to predominate for high-frequency wave motions (with w >> £)
while the dynamical instability appears more likely for low—frequency motions
(with w v £). In either case, the wave motion is believed to be most unstable
where Tz' is a minimum rather than where u ' is a maximum (FRITTS and
RASTOGI, 1985). The resulting distribution of turbulence throughout the wave
field appears to result in a large turbulent Prandtl number (JUSTUS, 1967) and
a reduction of the effective turbulent diffusion of heat and constituents due
to gravity—wave saturation (FRITTS and DUNKERTON, 1985; STROBEL et al., 1985).

Finally, recent studies have begun to address the distributions of gravity
wave energies and momentum fluxes with height and time. Studies of the former
by MEEK et al. (1985b) and VINCENT and FRITTS (1986) suggest significant
seasonal variations as well as short—term fluctuations., The seasonal
variations of gravity-wave energies correlate well both with variations in the
turbulent diffusion of H, 0 inferred from SME O, fluctuations (THOMAS et
al., 1984) and with obseTrved seasonal variations of turbulence intensities
(Vincent, private communication, 1985). Short-term fluctuations appear to cor—
relate with variations in the mean winds at lower levels,

Observational studies of gravity-wave momentum fluxes by VINCENT and REID
(1983), REID (1984), and FRITTS and VINCENT (1985) have provided estimates of
zonal accelerations due to gravity-wave drag "~ -50 ms—lday~l, largely con-
sistent with expectations based on the observed zonal wind structure (HOLTON,
1983). In addition, the latter studies have found considerable variability of
the momentum flux due to high—-frequency gravity waves with time-of-day, sug-
gesting a modulation of this flux by tidal motions, A model of the modulation
and of its implications for mean flow accelerations and tidal measurements was
proposed by FRITTS and VINCENT (1985). This study also found the majority
(v 70%) of the gravity-wave momentum flux and flux divergence to be associated
with motions with periods < 1 hr, suggesting that the dominant flux is due to
motions with small horizontal scales as well (VINCENT and REID, 1983),

NEEDED STUDIES

The gravity-wave studies described above have contributed substantially to
our knowledge of the role of such motions in middle atmosphere dynamics. How—
ever, there remains a great deal that is unknown or poorly known concerning
gravity-wave propagation, saturation, and effects in the middle atmosphere.
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The purpose of this section is to highlight several areas in which our
knowledge is particularly limited.

As noted above, some attention has focused on the dominant gravity-wave
scales in the middle atmosphere, but the identified motions number only ~ 100.
And because these studies were performed at only a few locations, the results
may not be representative of the global gravity-wave distribution. Most
observational facilities are located in or near mountainous terrain, which
might bias wavelength and/or phase speed distributions. Preliminary motion
spectra in the equatorial Pacific, for example, exhibit a somewhat different
character than those obtained over significant topography (BALSLEY, personal
communication, 1985).

The character of the gravity-wave spectrum will have a major influence on
the response of the middle atmosphere, however, and should serve to motivate
additional studies of this sort, hopefully representing a more diverse global
coverage than is presently available. An indication of the geographic
variability of gravity-wave sources and of the middle atmosphere response is
provided by the model studies of MIYAHARA et al. (1985), which show consider—
able variability in the gravity-wave momentum flux extending to upper levels
due to localized regions of convective activity. And this is in a model that
does not resolve what are now thought to be the dominant temporal and spatial
scales (FRITTS, 1984). Presumably, smaller spatial scales would produce even
more localized middle atmosphere effects.

Other areas of major uncertainty are the causes and effects of variability
of the gravity-wave spectrum. Variability imposed by planetary-wave motions
were examined by DUNKERTON and BUTCHART (1984), HOLTON (1984), SCHOEBERL and
STROBEL (1984), and MIYAHARA et al. (1985). Observational studies have
likewise provided evidence of considerable variability of gravity-wave
energies, momentum fluxes, and turbulent diffusion (REID, 1984; THOMAS et al.,
1984; MEEK et al., 1985b; VINCENT and FRITTS, 1986; FRITTS and VINCENT, 1985;
FRITTS et al., 1985). Yet our knowledge of these processes remains primitive
due to the extremely limited observations. Of particular importance, perhaps,
are observations addressing the variability due to gravity-wave sources and
filtering, as these appear to operate on the planetary-wave scales of relevance
to the middle atmosphere circulation and structure.

Another area requiring additional study is the generation and subsequent
evolution of turbulence resulting from gravity-wave saturation, Again, while
preliminary studies of the mechanisms responsible for turbulence generation
have been performed, we know little about either the primary products of tur-
bulence decay (secondary gravity waves, 2-D turbulence, or heat), and thus
their role in middle atmosphere dynamics, or the role of such turbulence in the
diffusion of heat and constituents,

Finally, our understanding of the role of nonzonally propagating gravity
waves is very limited, Most numerical and observational studies to date have
considered primarily zonal propagation in zonal flows. Yet there is no reason
to suppose that meridionally propagating motions are not equally important.
Indeed, studies by SMITH and FRITTS (1983), MEEK et al. (1985a), and VINCENT
and FRITTS (198%) indicate that meridional propagation may be preferred, per—
haps due to zonal filtering by large zonal winds.

Thus, there are numerous valuable studies remaining to be done which may
keep us all busy for quite some time.
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TOPIC 3 SUMMARY: GRAVITY WAVES AND TURBULENCE

Papers presented in this session revealed that we have made considerable
progress in understanding a number of important problems concerning gravity
wave and turbulence processes in the lower and middle atmosphere since the last
MST workshop. Advances were made in understanding the spectral description of
the motion field, including the effects of anisotropy and Doppler shifting on
gravity-wave spectra, the mechanisms leading to saturation and their effects on
wave amplitudes and turbulence intensities, and the causes of the apparent
universality of the gravity-wave spectrum and the variation of this spectrum
with height. Other studies revealed significant variability of gravity-wave
and turbulence parameters and effects, on small to large (annual) temporal
scales, associated with changing forcing conditions or propagation environ-
ments. Of particular significance in this regard were annual climatologies
of gravity-wave energy and turbulence intensity in the mesosphere suggesting
a reduction of turbulent diffusion during equinoxes., Evidence was also pro—
vided that the more dynamically significant gravity-wave motions (in terms of
energy and momentum transports) are those with small horizontal wavelengths
(< 200 km) and high intrinsic frequencies. Finally, a number of studies
addressed characteristic gravity-wave and turbulence parameters and their
variability as well as various means to distinguish between gravity-wave and
turbulence motions.

Despite recent progress in understanding gravity-wave and turbulence
processes, there remains much that is not known about these motions, their
variability, and their effects in the lower and middle atmosphere,
Particularly important in this regard are studies (both case studies and
climatologies) that address gravity-wave sources, including the dominant
temporal and spatial scales and phase speeds, and their long- and short-term
variability.




It is important to examine, with whatever systems are available, the
climatologies and variability of gravity-wave energy and momentum fluxes and
the role of turbulence in the diffusion of heat and constituents throughout the
atmosphere. A major factor in the annual climatologies of gravity waves and
turbulence in the mesosphere, and one requiring considerable study, is the
filtering of the gravity-wave spectrum by local mean winds at lower levels,
which causes significant modulations in the energy and momentum fluxes (and in
the associated turbulent diffusivities) at higher levels.

The momentum flux divergence due to gravity waves is also likely to be
important in the upper troposphere and stratosphere, though the magnitude is
expected to be much smaller on average than in the mesosphere and contributions
due to various sources may be very localized. This requires high-resolution
observations capable of inferring these contributions in a wide range of
conditions and locations. It is also important to exercise care in estimating
the momentum flux due to mountain waves as these motions are nearly stationary
and may not be able to be studied using the dualbeam technique on short time
scales.

In addition, further studies are required of the mechanisms and effects
of gravity-wave saturation and of the evolution of the motion spectrum by
processes other than gravity-wave filtering. With a little luck, our progress
in understanding these motions in the next two years will be as significant as
in the last twol!
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3.1.1 A MODEL FOR GRAVITY-WAVE SPECTRA OBSERVED BY DOPPLER SOUNDING SYSTEMS

T. E. VanZandt
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It has been proposed that mesoscale fluctuations of wind and temperature
in the free atmosphere are due to internal gravity (buoyancy) waves (VANZANDT,
1982). Critical tests of this hypothesis must involve the comparison of models
based on the theory of gravity waves with suitable measurements, The MST radar
technique is particularly attractive for this purpose, because it can measure
several independent power spectra simul taneously. However, because of the com-—
Plexities of the geometry of the MST radar experiment, which measures the
radial velocity as a function of radial range and time, and the particular geo-
metry of buoyancy waves, the relation between the observed spectra and the
usual description of buoyancy wave spectra is not simple.

In this paper a model for MST radar spectra is developed following the
formalism presented by PINKEL (1981). Expressions for the one-dimensional
spectra of radial velocity versus frequency and versus radial wave number are
presented, Their dependence on the parameters of the gravity-wave spectrum and
on the experimental parameters, radar zenith angle X and averaging time T
are described and the conditions for critical tests of the gravity-wave
hypothesis are discussed (VANZANDT, 1985). SMITH et al. (1985) compare the
model spectra with spectra observed in the Arctic summer mesosphere by the
Poker Flat radar.

av’®

This model applies to any monostatic Doppler sounding system, including
MST radar, Doppler lidar and Doppler sonar in the atmosphere, and Doppler sonar
in the ocean.
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3.1.2 HALF-DAY AND FOUR-DAY WAVES IN THE STRATOSPHERE
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Further analysis of spaced-antenna measurements of 3-dimensional velocity
in the stratosphere (ROTTGER, 198l) was performed over a period of 10 days and
compared with meteorological observations,

A quasi-four-day wave in the lower stratosphere can be shown to originate
in planetary wave/synoptic scale disturbances in the troposphere. Its phase
propagates downwards and its amplitude decreases strongly with height in the
lower stratosphere. The wave features are most pronocunced in the meridional
wind component, but they show up also in the vertical component (Figure 1).

A 12~h oscillation with downward phase progression and about 1.5 ms—1
velocity amplitude is also detected in the meridional component above 18 km,
but there is no comparable feature seen in the troposphere.
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3.1.3 TROPOSPHERIC TURBULENCE PARAMETERS MEASURED BY USING THE MU RADAR
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INTRODUCTION

The spectral width of the Doppler radar echo has been used to estimate the
atmospheric turbulence parameters (CUNNOLD, 1975; SATO and WOODMAN, 1982;
HOCKING, 1983a), because it is directly related to the kinetic energy contained
in the turbulence. However, sufficient care must be taken in deriving the
turbulence parameters since the measured spectral width can be easily affected
by undesired factors such as beam broadening, shear broadening, and the
temporal variation of the wind field (SATO and WOODMAN, 1982; HOCKING, 1983b).

Here we examine these factors in the case of the MU radar observation of
the upper troposphere, and present preliminary results obtained so far.

METHOD AND DATA

The MU radar has a relatively broad antenna beam among existing radars
(see FUKAO, et al., 1985 for details of the system), thus suffers mainly from
the beam broadening effect. The shear broadening does not cause any trouble
because the antenna beam can be pointed to the zenith. It is even possible to
estimate the strength of the shear inside the turbulent layers by comparing the
spectral width in the vertical and off-vertical directions. The temporal
variation of the wind field may add to some error, but it is not the major
factor since the time resolution is as good as 1 min, The magnitude of mms
fluctuation within 1 min is estimated to be about 0.2 m/s based on the record-
to-record valiability of the radial wind velocity.

In order to estimate and correct the effect of the beam broadening, it is
important to measure the horizontal wind accurately. We used five antenna
beams in the present observation; one pointing vertically, and remaining four
toward north, east, south, and west at a zenith angle of 10°. The zonal and
meridional wind components derived from the line-of-sight velocity in these
directions are used to correct the beam broadening effect.

The solid line in Figure 1 shows the result of a numerical simulation
which relates the true and observed spectral width 0 and the horizontal wind
velocity V., The broken line shows the case where the antenna beam pattern
is approximated by a Gaussian. In this case, the effect of the beam broadening
is expressed simply as

2 2 2o 2

0obs = c,true +C Vh

(1)

where C = 0.044 is a constant determined for the MU radar antenna. Thus, it
can be easily removed if the horizontal wind velocity is known. This
approximation is used in the following. The spectral width and the mean
Doppler shift are determined by fitting a Gaussian to the observed spectra.
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Figure 1. Numerical calculation showing the
effect of the beam broadening.

After subtracting the beam broadening effect, the energy dissipation rate
k and the eddy thermal diffusivity kh can be estimated as (SATO and WOODMAN,
1982; HOCKING, 1983b)

€ = 0.49 0%k (2)
_ 2
ky = €/3u, (3)
vhere k= w, /0 ig the outer scale wave number of the turbulence
(WEINSTOCK, 9981). and w is the Brunt-Vaisala frequency.

The data were taken for four days in July, 1985, when the stratospheric
jet was weak, The time and height resolutions are 1 min and 150 m,
respectively, and the height range in which the meaningful data are obtained
was 4.8-16 km,

RESULTS

Figure 2 shows a 24-hour mean observed spectral width at 5 beam directions
and the beam broadening factor obtained from the horizontal wind velocity. An
interesting feature is that no appreciable difference exists between the spec—
tral width in the vertical and off-vertical directions, which means that no
ghear broadening effect is observed. This is probably due to the convective
structure of the troposphere where large shear cannot last for a long duration
over a large vertical dimension.

Figure 3 is the resultant 24-hour mean profiles of the derived parameters,
The Brunt-Vaisala frequency is estimated from nine temperature profiles
obtained by rawinsondes launched at Hamamatsu, about 150 km east of the MU
radar, The values are slightly larger than those obtained at Arecibo, Puerto
Rico (SATO and WOODMAN, 1982).
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The fairly large outer scale of turbulence, which is close to. the height
resolution of 150 m, seems to be consistent with the macroscopic behavior of
the layers found in the time-height variability of the echo power structure.
However, the turbulence parameters obtained here must be treated with care,
because the temperature profiles observed by rawinsondes do not reflect local

structures, although the radar itself has a high resolutionm.
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3.1.4 SIMULTANEOUS VHF AND UHF RADAR OBSERVATION OF THE MESOSPHERE AT ARECIBO
DURING A SOLAR FLARE: A CHECK ON THE GRADIENT-MIXING HYPOTHESIS
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INTRODUCTION

The physical mechanism responsible for backward scattering of radio waves
from the middle atmosphere depend on the microstructure of small-scale
refractivity fluctuations in the vicinity of the Bragg scale, and the spatial
distribution (or morphology) of this microstructure within the scattering
volume. The electromagnetic part of the scattering process now appears to be
reasonably well understood. Characterization of refractivity microstructure,
however, is only possible in a statistical sense through simplified models for
turbulent gradient—-mixing of passive scalars. Such models were originally
applied to early tropospheric radio propagation experiments (see e.g. BOLGIANO,
1968), and with slight modification form the basis for the MST radar technique
(ROTTGER, 1984). Radar experiments at multiple wavelengths can provide useful
informaticn on the refractivity microstructure and its dependence on scales
associated with turbulence (BOLGIANO, 1963; RASTOGI and MATHEWS, 1984). Such
experiments are feasible only at select facilities.

In this paper, we discuss the results of a two wavelength (VHF and UHF)
mesosphere experiment performed at the Arecibo Observatory on January 5, 1981.
The 46.8-MHz VHF radar (3.21 m Bragg scale) was operated by the Max-Planck-
Institut fur Aeronomie (MPI) to provide spectral measurements of signals
scattered from refractivity fluctuations due to turbulence (ROTTGER et al.,
1983). Other physical parameters such as radial velocities (V.), scattered
signal power (P ), and Doppler spread (W_) due to turbulence can be derived
from signal specgra. The 430-MHz UHF rada? (0.36 m Bragg scale) was used for
D-region electron-density (N) measurements using the incoherent scatter
technique with a comparable height resolution (MATHEWS, 1984). The radars were
pointed symmetrically about the vertical with a beam spacing of 5.5 degree in
the meridional plane. Occurrence of a type 4 solar flare during the experiment
produced enhanced D-region electron—density gradients. This was a unique
circumstance that provided the possibility of testing the basic premises of the
turbulent gradient-mixing hypothesis.

The behavior of physical parameters derived from the VHF experiment is
analyzed in the next section. We focus on the evolution of a strong layer of
turbulence at 71 km immediately after the flare onset. It is argued that the
turbulent layer existed prior to the onset of flare, but was rendered visible
through enhanced electron-density gradients established after the onset.
Incoherent-scatter electron—density measurements described in Section 3 clearly
show substantial enhancement of D-region ionization after the flare. In
Section 4, we briefly outline the turbulent gradient-mixing hypothesis. The
VHF and UHF observation are then used to show that the development of the layer
at 71 km is almost entirely due to enhanced gradients,
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VHF OBSERVATIONS DURING THE FLARE

., Details of the MPI VHF experiment at Arecibo and the salient results for
ihp Decenber—-January 1981¢?eriod have been reported by ROTTGER et al. (1983).
We review the observations for January 5, 1981, and present the results of
further analyses.

Figure 1 shows contours of constant received signal power as a function of
height and time. The ST region from 9 to 27 km shows several thin persistent
layers, The mesospheric signals are weaker in comparison, but layers in the
vicinity of 65, 71, 73, and 77 km can be distinctly seen. The layer at 71 kam
appears suddenly after 12:16 AST, coincident with the occurrence of the flare,
but vestiges of it could be seen even earlier. A weak (1~2 dB) but abrupt
enhancement of received signal power at this time occurs at all heights, and is
probably due to enhanced solar radio emission seen through a secondary lobe of
the antenna radiation pattern (ROTTGER, 1983). Details of flare occurrence are
shown in Figure 2.
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Figure 1. Contour plots of the total received signal power (P_ + P ) at
2 dB increments as a function of height Z and time in AST TUT _n4 hr) for
the MPI VHF experiment at Arecibo. Noise enhancement at 12:16 hr AST and
subsequent development of the echoing region at 71 km is attributed to
the occurrence of a Type 4 Solar Flare. (ROTTGER et al., 1983).

Figure 3 shows the linearly scaled spectra of the received signal and
profiles of the noise power P, signal power P_, radial velocity V_, and
Doppler spread Ws in the mesosphere just before and just after the flare
onset. A new layer with a near 10 dB enhancement in P, appears to form at 71
km, but the weak layers at 68 and 73 km do not show any significant variation
in the signal power. Enhancement of incoming ionizing radiations (Lyman Alpha
and hard X~rays) during the flare cannot produce turbulence, but it can amplify
the refractivity structure within an already turbulent layer by creating
steeper gradients in the ambient electron densities.

The inteneity of turbulence within a layer of thickness L is characterized
by the parameter € denoting the rate at which energy is dissipated per unit
mass by turbulence. € can be related to overturning by buoyancy of the largest
eddies (of size L) within the layer. Mean background wind shear produces a
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Figure 2. Solar X-ray fluxes in the 1-8 A band (upper) and 0.5-4 A band
(lower) recorded by the SMS GOES satellite for January 4-5, 1981. A
Type 4 solar flare occurred at 16:13 hr UT (12:13 hr AST) on January
5. It reached a maximum at 16:16:30 hr UT and lasted for 11 min.
(Solar-Geophysical Data Comprehensive Reports, No. 443 pt II, July
1981, NOAA).

velocity differential across the layer which is mixed by eddies of successively
smaller sizes, The velocity profile in the vicinity of the layer is slightly
deformed to maintain a supply of energy to the layer at the rate €. Details

of this process have been considered by LINDEN (1979) and ROTTGER (1981). The
distribution of turbulent velocity fluctuations across the layer is mapped into
the Doppler spectrum of the scattered signal, and the Doppler spread W_ is
linearly related to €. A small contribution to W_ due to wind shear is
negligible for radar pointing directions close to vertical (SATO, 1981).

Figure 4 shows the time evolution of received signal power P_ and Doppler
spread W_ in the vicinity of the 71-km layer. At 70.8 km, estimates of W
(without any noise correction) are slightly less than 1.5 m/s for noise alone.
The statistical variation in this parameter is about 0.2 m/s and remains at
about the same level for time intervals 11:30-12:15 AST and 12:15-13:00 AST.
We conclude, therefore, that the average energy dissipation paremeter <£>
remains reasonably constant before, during and after the occurrence of the
flare.

ELECTRON-DENSITY MEASUREMENTS

Profiles of electron densities obtained with the incoherent-scatter
technique are shown in Figure 5, The time resolution for these measurements is
typically 10 min and height resolution is typically 0.5 km. The profiles have
been rescaled from total signal power profiles that are smoothed and filtered
to remove the effect of external interference. A typical uncertainty in
electron-density measurements is of the order of 10 electrons cn3. The
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Figure 3, Received signal spectra in the mesosphere, linearly rescaled
for each height, are shown on the left for the VHF experiment.
Derived parameters P, P, V_, and W_ (see text) are shown
in the right panels. Top two panels cover the period just before
the flare reached its peak., The two lower panels are after the
flare peak. Appearance of the layer at 71 km is discussed in the
text.

profiles are not obtained at equal time spacing. The actual averaging
intervals are tabulated in Figure 5. Profiles 1 and 2 correspond to periods
just before and just after the flare onset. Profiles 3 to 5 are for
successively later periods. At a height of 71 km, electron density abruptly
increases from A80 cm™3 to 700 cm3 durin§ the first 10 min of the flare,
and then gradually decays back to “100 cm > over the next half hour.
Electron-density gradients dN/dZ in the vicinity of the layer show a local
maximum, and a similar pattern of enhancement after the flare onset.

DISCUSSION OF TURBULENT GRADIENT MIXING
The local gradients dN/dZ in electron density N (any passive scalar in

general) are mixed by turbulence, producing a spatial power spectrum of
fluctuations in N. The scattered signal is obtained as a component of this
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Figure 4. Time variation of total received signal power P_ + P
(top panel) and Doppler spread W without noise correction
(bottom panel)., Flare occurs at agout 12:15 hr AST. The
statistical variation in W is about the same over 11:30-
12:15 hr as over 12:15-13:56nfor the 70.8 km altitude. For this
al titude PB + P jumps by about 9 dB at 12:15 hr.

spatial fluctuation spectrum evaluated at the Bragg wave number. It follows
that the scattered signal power P_ would depend on [dN/dZ]2. The energy
spectrum of velocity fluctuations that mix the scalar gradient has several (two
or more) cutoff scales associated with it., The smallest of these scales
depends on the energy dissipation parameter €, The exact wave number
dependence of the energy spectrum, hence the wavelength dependence of P_ is
decided by the location of Bragg scale in relation to the cutoff scales.
RASTOGI and BOWHILL (1976a,b) discuss wavelength dependence of Ps from
dimensional considerations. BOLGIANO (1968) and others have pointed out that
potential concentrations of the passive scalars should be considered in mixing
theories, HOCKING (1983) has derived improved relations for wavelength
dependence of P_ in the mesosphere for inertial range turbulence. For
discussion of eXperiments at Arecibo we consider only the [dN/dZ]2 term,

since no information can be obtained on wavelength dependence.

On the basis of earlier discussion, we assume that the turbulent layer
at 70.8 km has constant thickness L and constant energy dissipation parameter
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Figure 5. Time evolution of electron—density profiles on January 5,
1981, using the incoherent-scatter technique at 430 MHz. The
averaging time corresponding to each profile is shown in the
table. For the entire time interval shown, the solar zenith
angle remained within 41.0 to 41.6 degrees.

e for about 0.5 hr before and 0.5 hr after the flare onset. We will consider
the following form for the signal power:

= A F(e, L, £) [dN/dz]2

where A is a constant, F contains the dependence on ¢, layer thickness L, and
radar frequency f . B is an additive correction term that may be important
in more exact formulations using potential quantities. We will assume that
B=0.

Figure 6 shows the time variation of the total signal power at 70.8 km in
the VHF experiment, and electron-density gradients at 2-km scale derived from
the UHF experiment. Suppose that at two closely spaced times t, and t,
signal powers are P, and P , and gradients are [dN/dZ], and [dN}dZ]

If all other parame%ers are constant and B=0, then the ratio R glven by:

R= [P, dB - P, dB] / log,, {[an/dz], / [an/dz],}?

should be 10, In applying this test to data of Figure 6, we face the problem
that the power and gradients have disparate time scales. This problem can be
circumvented by considering transitions in gradients (labeled 1 to 4) and using
appropriate values of P.. The noise level is reasonable constant at 40 dB.

For transition 1, we find that R = 8. Transition 2 has only a small change in
gradient associated with it, so we combine it with 3. These two transitions
give R = 8.7. Transition 4 cannot be used, as a decrease in gradient is
associated with enhancement in power. This suggests that the assumption of
constant € and L may have become untenable for intervals exceeding 1 hr.
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Figure 6. Time variation of the total VHF received signal power
PS o for the 71-km layer at 3 min intervals (upper panel),
afid the electron-density gradients obtained with the
incoherent-scatter method with variable averaging intervals
as shown (lower panel). Gradients are obtained with a 2~km
scale. Labels 1-4 in the lower panel indicate transitions
in gradients that are referred to in the text.

We note that the value of R found in the two cases are both less than and
close to 10. This suggests that the assumptions made in our analysis hold
reasonably well, and that enhanced electron-density gradients associated with
the flare were the principal reason for the layer seen at 70.8 km. A value of
R>10 is physically unrealistic as it does not allow dependence on other
parameters. The deficit from R=10 can be attributed to following plausible
reasons: (a) variability in e, L, (b) local gradients steeper than average
gradients, and (c) non-zero additive terms derived from mixing of potential
scalars. In view of intermittent nature of turbulence, we expect (a) to be
most significant.
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3.1.5 EVIDENCE OF ATMOSPHERIC GRAVITY WAVE PERTURBATIONS OF THE
BRUNT-VAISALA FREQUENCY IN THE ATMOSPHERE

R. E. Good, R, W. Beland, J. H. Brown, and E, M. Dewan

Air Force Geophysics Laboratory

'y N87-10438

A series of high altitude, medium resolution, measurements of temperature,
pressure and turbulence have been performed by the Air Force Geophysics
Laboratory. These measurements were conducted using the VIZ Manufacturing Co.
microsondes with attached AFGL micro-thermal probes measuring the temperature
structure coefficient CT (BROWN et al., 1982). A typical atmospheric temper—
ature measurement is shown in Figure 1. Several small temperature inversions
are evident in the troposphere. The stratosphere is marked with numerous
fluctuations in the temperature profile. Microsondes provide temperature and
pressure measurements every 4 seconds up to a maximum altitude of 30 km (MSL).
Since the average ascent rate is 5 m/s, the altitude interval between the
measurement reports is 20 m. The potential temperature is calculated from the
temperature and pressure from the definition (COLE, 1970):

‘1000 R/C,
6 =T 5

where T is the temperature in Kelvins with a resolution of 0.1 K and P is
pressure in millibars, R is the ideal gas constant and C_ is the specific
heat of air at constant pressure. This equation defines®the potential
temperature for adiabatic displacements relative to the 1000 mb level. The
nominal ratio of R to CP has the value 0,286.

The Brunt-Vaisala frequency squared, N2, is defined by

2 _gdé

N 8 dz

A problem of computing the Brunt-Vaisala frequency from the microsonde
data is thus one of numerical differentiation, Some smoothing of the data is
essential due to the tendency that numerical differentiation has in amplifying
high frequencies, and hence, noise. Such filtering reduces the spatial
resolution of N2. However, the competing interests of maximizing resolution
while minimizing noise must be balanced. The filtering adopted here has two
steps. The first filter is a simple 5-point moving average filter. Smoothed
potential temperature (§) is computed by:

2
6, = ) ej_k/s
k=-2
The transfer function of this filter is:

_ 1 sin(5k/2)
Alk) = 5 sin(k/2)

The transfer function is displayed in Figure 2. This is a simple low-pass

fil tering scheme that reduces the vertical resolution of the data from 20 m to
approximately 50 m (one half the wavelength of the first null in the transfer
function). The sidelobes of this filter are significant, After a differenc-—
ing, these lobes are much larger than the main peak due to the fact that
differentiation corresponds to multiplication by k in the Fourier domain. To
overcome this sidelobe problem, a second-stage filter is employed. This stage
is a 13-point least squares parabola, i.e., the previous and succeeding 6
points are used to smooth the center of the data. The transfer function of
this parabolic filter is also shown in Figure 2. This too is a form of a low~
pass filter which reduces the resolution of the data to approximately 75 m.
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Figure 1. Microsonde temperature profile,
Flight M6483 on August 3, 1985 at noon
local time, using a standard rod
thermistor.

The useful feature of this two-stage filter is that the parabolic sidelobes
tend to cancel the moving average sidelobes. This cancellation holds only for
certain combinations of orders of the parabola and moving average. The net
two-stage transfer function is shown in Figure 2. The potential temperature
is smoothed in this two—stage fashion, A further useful feature of the second-
stage parabolic filter is that the filter form is a polynomial which is easily
differentiated. The transfer function of this differentiating filter is shown
in Figure 2. The spatial resolution of the differentiator is approximately
100 m. This is the method of detemmining the vertical potential temperature
gradient; the least squares parabola is differentiated after the first
smoothing with the moving average. The Brunt-Vaisala frequency is then
calculated using this derivative and the two-stage smoothed potential
temperature. The actual derivative can be considered as having occurring over
dz of about 300 m. Shorter wavelengths are attenuated,

A typical Brunt-Vaisala frequency squared profile is shown in Figure 3.
Depending upon the atmospheric boundary layer conditions, there may exist
static instability conditions as indicated when the Brunt-Vaisala frequency is
negative. Above 5 km altitude, the Brunt-Vaisala frequency averages to around
0.01 sec-l, while in the stratosphere, the frequency was about 0.025 sec—1,
The wave-like structure apparent throughout the atmosphere exhibits different
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characteristic scales in the troposphere and the stratosphere. An examination
of Figure 3 indicates a visual periodicity of 1 to 3 km in the stratosphere and
less than 1 km in the troposphere. The Brunt-Vaisala frequency transition
between the troposphere and the stratosphere generally occurs over a 1- to 4-km
altitude region.

A power density spectra was obtained of the Brunt-Vaisala frequency
squared to examine possible periodicities in the wave-like structures. The
procedure applied was to use the Blackman-Tukey approach of (1) de-trending
the data by removing a mean, (2) obtaining the truncated autocorrelation, (3) |
Hamming the autocorrelation and then (4) computing the power spectral density
(PSD) of N2, § (rad/s)4/(cy/m), as a function of wave number, k (cy/m). |
Note that no pre-whitening and subsequent post-darkening is applied. The |
reason for not doing this is that we are interested only in the low
frequencies. Furthermore, the data have been extensively smoothed which avoids
aliasing errors in the PSD. We have also used a minimum entropy method linear
predictor with 20 and 40 coefficients. The 20 coefficients are used to obtain
smooth PSD plots to examine the envelope. The 40 coefficients are used to
identify specific wave number contributions.
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Figure 3. Calculated Brunt-Vaisala frequency,
Flight M6483.

Figures 4a and 4b represent the PSD of the vertical spatial profile of the
squared Brunt-Vaisala frequency for the microsonde flights shown in Figure 3.
The stratospheric region is defined as being between 17 km to 27 km and the
troposphere is defined as between 2.5 and 14 km. The spectral envelope is one
of constant PSD to the maximum wave number, k*, The PSD degfeases as the wave
number increases from k* to the filter cutoff, k. = 1/200m ~. A detailed
look at the spectrum shows 2-4 identifiable peaks. This is interpreted as
indicating a narrow selection of gravity waves in the stratosphere and not a
continuous array of wavelengths, This can be visualized in Figure 5 which is
an expanded graph of the Brunt-Vaisala data.

Finally, we have combined the spectra from four soundings (M5309, M6472,
M6474, and M6483) and obtain an average PSD for the troposphere and the
stratosphere shown in Figure 5. Shown here is the fact that the spectra can be
considered to have a -1 slope between & km and the 300-m wavelength of the
filter. The stratosphere amplitude is about an order of magnitude larger than
the troposphere amplitude.

FRITTS (1984) and WEINSTOCK (1984) have indicated that gravity-wave
saturation should occur simultaneously with the existence of convective
instability regardless of whether or not the saturation mechanism is due to
Kelvin-Helmholtz instability, nonlinear wave interactions, or direct
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convective instability. The fact that we do not see convective instabilities
above the boundary layer (as indicated by negative Brunt-Vaisala frequencies),
may be due to the following reasons. First, the instability produces
turbulence at scales less than 100 m and have been filtered out of this
presentation. This is consistent with the detailed turbulent layer measure-
ments of BARAT and BERTIN (1984)., Second, the microsonde thermistor rod has a
long time constant (t ~ 15 seconds at 25 km, 7.8 sec at 15 km) and is unable

to accurately respond to the presence of 20- to 40— m thick regions exhibiting
adiabatic lapse rates. We are presently conducting experiments using both bead
and rod thermistors. The hope is that the bead thermistor, while having errors
in absolute temperature, will indicate the small-scale regions of adiabatic
lapse rate owing to their fast time constant (t ~ .3 second).

The source of the wave-like structure is assumed to be gravity waves.
DEWAN and GOOD (1985) have suggested that gravity waves grow in amplitude
during passage up through the atmosphere. However, a maximum growth is reached
when the saturation conditions occur., The saturation instability leads to the
production of turbulence. The spectra of vertical profile of horizontal winds
observed in the stratosphere has been shown by DEWAN and GOOD (1985) and SMITH
et al. (1985) to exhibit a -3 slope for all wavelengths greater than the
dominate wavelength, k*, The question that needs to be answered is, What is
the mechanism for producing the wave-like structure in the Brunt-Vaisala
frequency? An explanation is that the gravity waves themselves alter the
Brunt-Vaisala frequency in the atmosphere. HODGES (1967) estimates the density
and temperature perturbations of a gravity wave. It can be shown that the
squared Brunt-Vaisala power density spectrum under gravity-wave saturation
hypothesis will have a slope of -1.

Thus, the temperature changes that can be produced by a gravity wave are
small unless nonlinear effects are occurring. Such nonlinear interactions can
occur and themselves limit the growth of gravity waves. FRITTS (1984) has
shown that these nonlinear interactions can produce a gravity-wave spectrum
similar to the saturation theory.
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CONCLUSIONS

Spectral analysis of atmospheric Brunt-Vaisala frequencies reveal spectra
similar to the velocity spectra of DEWAN et al. (1984), DANIELS (1982), and
ENDLICH and SINGLETON (1969). The Brunt-Vaisala spectra indicate existence of
separate, distinguishable wave modes,
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3.1.6 ATMOSPHERIC WAVES AND THE NATURE OF BUOYANCY TURBULENCE IN THE
CONTEXT OF THE WAVES VS 2D-TURBULENCE DEBATE

Edmond M. Dewan y

'

Air Force Geophysics Laboratory N C)
Optical Physics Division (
Hanscom AFB, MA 01731

INTRODUCTION -

An interesting question is "How does one empirically distinguish between
velocity fluctuations due to turbulence and those due to waves?" The subject
is more interesting at present because there is a controversy between those who
interpret such velocity fluctuations as being due to 2-D turbulence (GAGE,
1979; LILLY, 1983) vs those who attribute them to waves (VANZANDT, 1982; DEWAN,
1979). Is there a way to determine by means of experiment which view is cor-
rect, or when one or the other is more appropriate? Unfortunately, the power
spectral density (PSD) does not help very much with this problem.

The goal of this and the companion paper to follow is to address this pro-—
blem. It will, however, be necessary to first discuss the physical differences
between waves and turbulence. One of the main purposes of this paper is to
digplay certain new theoretical ideas on the subject of buoyancy range turbu-
lence in this context. The companion paper presents a proposed empirical test
to distinguish between 2-D turbulence and gravity waves.

WAVES VS TURBULENCE

Inertial range turbulence (IRT) involves an energy cascade or, to put it
another way, strong mode interactions. The PSD has a k—53/3 dependence where
k is the wave number. IRT also involves strong mixing and it is isotropic.
The cascade was vividly described by TENNEKES and LUMLEY (1972) in terms of a
3-D vortex stretching interaction between scales. RICHARDSON (1972) used
poetry for the same purpose.

In contrast, buoyancy range turbulence is not isotropic but is strongly
affected by buoyancy. It was described by Bolgiano (1959) who gave a k-11/5
dependence for the spectrum, and by LUMLEY (1964) who gave k™3 for the
dependence, There were other prominent contributors as well, but, the main
point is that thig Y?Ek led to a particular length scale known as the buoyancy
length lB = (e/N_) where € is the dissipation rate and the
buoyancy frequenty. This scale separates IRT from BRT according to these early
authors. As we shall see, this is indeed correct, but a slight extension of
this concept leads to a scale which separates waves from BRT.

Table 1 summarizes some basic differences between waves and turbulence. A
particularly useful distinction involves the interaction time between modes.
BRT can be best regarded as a field of wave modes which interact so strongly
that a given mode dies within one period or so of oscillation. In contrast,
the fluctuations which can properly be called waves oscillate for very many
periods and do so in a linear fashion i.e., without significant mode inter—
action.

INTERACTION TIME AND THE BRT/WAVE SEPARATION SCALE

While there is very little interaction between waves, Phillips and others
have shown that under certain resonant conditions (PHILLIPS, 1977) there is
indeed some interaction., He has shown (PHILLIPS, 1960) that the interaction
time, T,, is to a certain approximation,




~ -1/2
Ti- (k1 v, k, v,)
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where k. and v, refer to the wave numbers and particle velocities of compo-
nents of a resomant triad of interacting waves, If one ignores constants of
order unity and if we let k and v refer to the primary wave, then we can, for
our purposes, use the approximation

T, ¥ (v) ! (2)
i
The dispersion relation for an incompressible buoyancy wave is simply
= -1 3
Tw = (NB cos 8) )

where T is the wave period, 0 is the angle between the wave vector k, and
the horizontal. In this paper, we shall ignore factors of 2.

In view of the above discussion, we shall characterize waves by

T. << T (4)
i w
and BRT by the reverse of this inequality. It follows that the boundary be-—

tween the two regimes is given by 'I'i = Tw. From this it follows that at
the boundary

(NB cog 8) = (kv) (5)

from (2) and (3).

It is useful to eliminate v from (5). For this purpose we consider the
case where 6 = 0, As will be shown below, this leads to the transitional scale
that separates horizontally propagating waves and IRT. We next assume that at
this scale all the energy of this borderline wave with velocity v is fed into
the IRT cascade and that the energy emerges from the small scale end of that
cascade in the form of €, i.e., dissipation. With this in mind, and using the
definition that a borderline wave dumps all of its energy in one period, we
obtain

T (6)

This is used in Equation (5) to eliminate v and hence

e,1/2 7)
Np = kg ¢
B
or
ky = w3/e)t/3 (8)

an equation which has what may be a surprisingly familiar look to it. It is,
of course, the inverse of the well-known buoyancy length, but it appears in a
novel context., At first it seems to contradict the assertion that this length
separates IRT and BRT; however, the seeming contradiction will soon be
resolved below.

To address the above paradox, we now turn to the general case where 0
is allowed to be arbitrary., In this case, the borderline condition which is
given by Tw = Ti leads to

ky = (g cos” /en)1/2 ©
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where ¢ has been replaced by €' in anticipation of the discussion to follow.
For BRT we claim that the clearest physical description is that it consists of
a cascade of strongly interacting waves of large amplitude. This cascade
resembles IRT in the sense that, for the most part, the flow of energy is down
the scale. (The subharmonic instability is a good candidate for the mechanism
of interaction). Now an interesting observation is that, as 6 is increased,
Tw is also increased (in accordance with the dispersion relation). This
means that for any T. one can find a T such that T, = T . In princi-

. W
ple, as 6 goes to 90°, T goes to «, ¥t is these waves where 6 > 0 but
where T < T, which are not proper waves in the usual sense but are,
rather, the %trongly interacting buoyant modes which constitute what is
designated at BRT.

As promised, we now discuss ¢'. In BRT, there are two additional ways
for energy to be dissipated in contrast to IRT which has only €. These are,
namely, €. which ies the dissipation rate of potential energy brought about
by mixing in the stratified fluid, and ¢ which is due to the radiation of
energy in the form of gravity waves that are generated by a certain amount of
"up scale" energy flow caused by mode interactions. Thus,

e' = €pg ¥ €pap * € (10)

Unfortunately, the numerical values of € and € g are not known. As can
be seen from Equation (9), BRT can existRégr wavefengths ranging from the usual
"buoyancy length border™ or, the outer scale of IRT, to scales that are bound-
less for 6 close to 90°, The very large wavelengths and associated long
periods correspond to nearly horizontal particle motion as can be seen from
the incompressibility condition K . v = 0. In other words, as 6 is increased,

becomes more vertical, the period lengthens, and particle motion becomes
horizontal. Thus, the question arises, "Does this type of BRT represent what
is usually called 2D-turbulence?" The answer seems to be "no" for the follow—
ing reason. The 2D-turbulence in the literature involves a cascade in the
direction of small to large scale, which is to say, a reverse cascade. BRT
does not seem to fit this description.

We leave as an unanswered question "Where does 2-D turbulence fit as
strongly interacting buoyancy-affected modes such that

k < (NB3 cos3e/e')1/2

Equation (11), in principle, could lead to an empirical test between BRT and
waves. Further discussion will be given in the companion paper.

Table I

Physical distinctions between waves and turbulence

Waves Turbulence

1. Linear Superposition 1. NonLinear "Promiscuous"
Mode-Interaction
("Cascade" in k-space)

2. No Fluid Mixing 2. Fluid Mixing (Dispersion)
3. Wave Pattern is Global 3. Eddies are Local
(In Space & Time (In Space & Time)
Propagation No Propagation
Lasts many periods Decays in about one period
Coherence Incoherence

4. Obeys Dispersion Relation 4. No Dispersion Relation
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3.1.7 A PROPOSED EXPERIMENTAL TEST TO DISTINGUISH WAVES FROM 2-D TURBULENCE

| 705

Edmond M. Dewan

Air Force Geophysics Laboratory
Optical Physics Division
Hanscom AFB, MA 01731

While the companion paper on buoyancy range turbulence given here leads to
a unique scale, , that allows one to differentiate between waves and tur-
bulence for the special case of 8 = 0 (i.e., horizontally propagating waves),
it does not seem to lead to a practical empirical distinction for the general
situation. This is due to the fact that, as 6 is increased, one has the
ever-increasing presence of BRT for longer wavelengths (see Figure 1 below).
The fact that the numerical values of €' are not yet available compounds the
difficulty. In addition, it does not appear possible to encompass true 2-D
turbulence in the above picture. We are thus driven to a test which circum—
vents all these difficulties.

Our proposed test is based on the idea shown in Table 1 (of the companion
paper) that waves are coherent and propagate while in turbulence we have the
opposite situation. In particular, our test is suggested by the following
quotation from MULLER (1984), on the nature of such turbulence: "The turbu-
lence in each horizontal plane is independent from the turbulence in the other
planes.™ If this statement were to be taken literally, it would imply that the
temporal coherence between horizontal speeds, separated only in altitude, would
be zero. Any vertical separation would be enough to destroy coherence.
Naturally, in the real world, one would be forced to take into account the
ef fects of viscosity; that is to say, a specific finite vertical separation
would be needed to destroy coherence., In order to estimate this distance, L,
one can use (see PRANDTL, 1952, P. 107)

L = cv/s)l/2 (1)

where v is the kinematic viscosity, S is the shear scale, and C is a constant
of order unity., Thus, if the coherence were very close to zero for vertical
separations somewhat larger than L, then this would constitute strong evidence
for two—dimensional turbulence and against other types of fluctuations such as
gravity waves or three-dimensional turbulence over that frequency range.
Numerically, L is of the order of 10 m in the troposphere and stratosphere,

If however, v in Equation (1) is replaced by turbulent eddy viscosity, then L
would be increased by something like an order of magnitude. If C = 5, we would
have something like 500 m. Perhaps, then, L = 1 km would be a safe value,

In view of the practical importance we will now present some of the
mathematical details of ﬁhe above test (see BENDAT and PIERSOL, 1971, 335-
339). The coherence ng between two time series x and y is defined by

2
2 loy () . )
Yy 79, (£ )0 (Fm)

Here the x and y time series %re obtained at N discrete times separated by the
sampling time interval At. The frequencies fm are given by

£ =

m N
o = Nac . (m—0,1..‘2) (3)
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Figure 1. A polar plot of A/JLB as a function of 9 - )‘B = kB_l,
Ly = (%)1/2. Regions of turbulence and waves are indicated.
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Note that here we take AB = (NB cos~ 8/¢) but to be

strictly correct AB = (NB3 :::os3 e/e')l/z. (e' is
unknown). Note that BRT can extend to long wavelengths in the

vertical direction when 6 approaches 90°.

The cross spectrum, ¢xy(fm) is defined by

¢)xy(fm) s z—fflx*(fm)Y“m)l @
where

(5
X(fm) = Xxnexp[—j 2—;@]

and this would be computed by means of the "fast Fourier transform" and then
smoothed by means of standard windowing and averaging methods as described by
BENDAT and PIERSOL [1971]. The Y(f,) is related to y by the same relation,

X = is the complex conjugate of X_. The PSD, ¢x(fm.)’ is obtained

from (4) by setting y = x and using only the x series. A similar thing is done
to obtain ¢y. In other words,
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*
¢x(fm) ] IXm xmI (6)

and similarly for ¢y.

At the meeting, we shall discuss the caveats associated with this test,
and perhaps we can arrive at that time at a numerical specification of coher-
ence which will satisfy most people in regard to a definitive test between
waves and 2-D turbulence.

As a final remark, it should be pointed out that a certain amount of care
is needed in order to avoid artifact when calculating the coherence. In par—
ticular, a sipgle unsmoothed data set would automatically lead to a value of
unity for Y . In this way, an enthusiast for the gravity-wave interpre—
tation woulﬁyunwittingly delude himself into thinking that he had proven his
case. To circumvent this artifact the procedure is to (a) calculate ¢_ ,
¢x' and ¢ on a significantly large number of data records, or (b) to use

appropria%e smoothing. Bendat and Piersol point this out on p. 339 of their
book in Section 6.6.

REFERENCES

Bendat, J. S., and A, G, Piersol (1971), Random Data, John Wiley, New York.

Muller, P. (1984), Small scale vortical motions, in Internal Gravity Waves
and Small Scale Turbulence, edited by P. Muller et al., 249-264, Hawaiian
Institute of Geophysics.,

Prandtl, L. (1952), Essentials of Fluid Dynamics, Hafner, New York.




-
)

L7 - (fb
..J 8 - 125
4 e 10 4
3.2.1 PROPAGATING TIDES IN THE MESOSPHERE 4 1

S. A, Bowhill and K. 0. Merewether

Areonomy Laboratory
Department of Electrical and Computer Engineering
University of Illinois
Urbana, Illinois

A preliminary search has begun for evidence of tides in the 1-hr average
line-of-sight mesospheric velocity data from the Urbana radar in the period
1978-1982, inclusive. Since the Urbana antenna has only a single pointing
direction, 1.6 deg away from vertical toward the southeast, observations are
restricted to the southeasterly component of those velocities. Since observa-
tions are only available for a fraction of a day due to the absence of night-
time ionization in the Urbana mesosphere, it was decided to adopt an unusual
procedure in the search; namely, to perform a Fourier analysis in the vertical
direction and look for rotation in phase of vectors representing spatial fre—
quency components. Propagating tidal modes would then show as vectors with a
net rotation corresponding to their downward phase velocity.

Figures 1 and 2 show 5-year monthly averages of hourly mean horizontal
velocities inferred from the Urbana data. Consistent djurnal variation is seen
for a number of months. These data were analyzed for vertical spatial periods
of 3, 4.5, 6, 9, 12, and 24 km, When plotted as 8 function of time of day,
many of the phasors tended to show a net rotation; for example, Figures 3 and 4
show data for January and June at a period of 24 km,

The sense of rotation of a spinning vector in the complex plane can be
detemmined objectively by computing the signed area swept out by the vector in
moving from point to point. This calculation, performed on two separate com-—
ponents, indicated downward motion in 8 out of 12 months for the 9-km component
and in 11 out of 12 months for the 24-km component. A comparison of the magni-
tudes of the 6 modes showed that the primary component was the 24-km component,
a result confimed by the tidal models of Forbes.
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3.2.2 GRAVITY WAVES IN SEVERE WEATHER ( ‘/} LtL 7)V
- N -
/8 C/(}/ S. A. Bowhill and S. Gnanalingam ](’J ¥4

. L
Aeronamy Laboratory

Department ot Electrical and Computer Engineering
University of Illinois
Urbana, Illinois

During 1983, the Urbana radar operated essentially every day gathering
stratospheric and mesospheric gravity-wave data, for two hours centered around
local noon. This paper presents some preliminary analyses of those data.

Figure 1 shows plots of the noon gravity-wave amplitude for April -
December 1983, derived by subtracting the hourly mean for each day and averag-
ing the residual minute-by-minute data. Considerable variability is seen from
day to day and with season in both the stratosphere and mesosphere. Strato-
spheric data have been revised using the Tukey algorithm (BOWHILL and
GNANALINGAM, 1986).

Annual average climatology is shown in Figure 2 between the stratosphere
and mesosphere. On average, the mms gravity-wave velocity is about 15x larger
in the mesosphere than in the stratosphere.

Figure 3 shows the relationship between the stratospheric and mesospheric
gravity-wave amplitudes on a daily basis. Correlation between them is fairly
strong, indicating that much of the variation in mesospheric wave amplitude is
produced by gravity waves propagating from the stratosphere.

With a view to determining the role of severe weather in producing gravity
waves, two tests were made. In the first, the wind speed measured at two near—
by radiosonde stations, Peoria and Salem, was correlated with the stratosphere
gravity-wave intensity at Urbana. Figures 4 and 5 show the results for May and
August 1vy83. Although the gravity-wave intensity fluctuated greatly from day
to day, there is little if any correlation with the stratospheric wind speed.
This suggests that orographic forcing is not a factor in generating gravity
waves in Urbana,

On the other hand, Figure 6 shows a scatter plot of gravity-wave intensity
vs the heights of the highest cloud tops associated with precipitation within
100 miles of Urbana. A clear correlation is found between cloud top heights
exceeding 20,000 ft and an increased gravity-wave amplitude in the strato-
sphere.

Two examples are now shown of the correlation of gravity-wave intensity
with radar summary charts. Figure 7 shows a set of summary charts for May 7,
1983, with strong convective activity centered over Urbana starting at 1235
Cs'. Figure 8 shows an explosive growth of stratospheric gravity waves shortly
following 1230 CST, suggesting that convective activity wae the cause of the
gravity waves seen.

On the other hand, Figure 9 shows summary charts for September 9, 1983,
with no convective activity within about 1000 km of Urbana, but Figure 10 shows
strong wave activity in the upper stratosphere. It is noticeable that there is
a strong wind shear between 12 and 13.5 km, evidenced by the change in mean
level of the line-of-sight velocity measurements. The fact that the Urbana
antenna is tilted at an angle of 1.6 deg to the southeast suggests the exist-—
ence ot a strong shear in the southeasterly velocity just above 12 km, and this

is probably responsible for the generation of the gravity waves seen at alti-
tudes up to 22.5 km.
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S. A. Bowhill, and S. Gnanalingam (1986), The Tukey algorithm for enhancing MST
radar data, this volume.
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L{ yé 3.2.3 SIMULTANEOUS ROCKET AND MST RADAR OBSERVATION

| y ’K‘_ OF AN INTERNAL GRAVITY WAVE BREAKING IN THE MESOSPHERE
NN
i Steven A, Smith* and David C. Fritts
/5705 13l
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University of Alaska 1) 5'»"
Fairbanks, AK 99701 7‘} v
Ben B. Balsley ,//‘
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National Oceanic and Atmospheric Administration 2 0 )
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Hanscom AFB, MA 01731

INTRODUCTION

In June, 1983, the STATE (Structure and Atmospheric Turbulence Environ—
ment) rocket and Poker Flat MST radar campaign was conducted to measure the
interaction between turbulence, electron density and electron density gradient
that has produced unusually strong MST radar echoes from the summer mesosphere
over Poker Flat, Alaska (PHILBRICK et al., 1984)., During the campaign, the
Poker Flat MST radar was operating with a spatial resolution of 300 m and a
time resolution of 1 1/2 to 3 minutes to obtain radial wind velocities along a
vertical beam and two oblique beams directed 15° off-zenith and toward azimuths
of 334°E (the ‘north' beam) and 64°E (the 'east' beam). Several rocket salvos
were launched consisting of passive spheres, electron density probes and
accelerometers. In this paper, we present the analysis of radar wind
measurements and a concurrent wind and temperature profile obtained from a
rocket probe carrying a three-axis accelerometer. The two data sets provide a
fairly complete (and in some cases, redundant) picture of the breaking (or more
correctly, the saturation) of a large-amplitude, low—frequency, long~wavelength
internal gravity wave. The data show that small-scale turbulence and small-
scale wave intensity is greatest at those altitudes where the large—scale wave—
induced temperature lapse rate is most negative or most nearly unstable, but
the wind shear due to the large-scale wave is a minimum.

A brief review of linear gravity-wave theory will be presented in the next
section as an aid to the identification of the gravity-wave signature in the
radar and rocket data. A more complete review of gravity-wave saturation
theory can be found in FRITTS (1984). Analysis of the time and height cross
sections of wind speed and turbulence intensity observed by the Poker Flat MST
radar will follow. Then, the vertical profile of temperature and winds
measured by a rocket probe will be examined. Finally, the use of the
independent but complimentary data sets provided by the rocket and the radar
will be discussed and implications for theories of wave saturation will be
presented.

*Currently at the Cooperative Institute for Research in Enviromnmental Sciences
(CIRES), University of Colorado, Boulder, CO.
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i

ABBREVIATED GRAVITY-WAVE THEORY !

Application of the linear perturbation method to the ‘equations of motionm,
continuity and thermodynamic energy produces gravity-wave solutions with waves

of the form ez/ZHe_"(kx + mz - ket) where H is the density scale height,

k (= 27/X ) and m (= 2n/)_ ) are horizontal and vertical wave numbers,

¢ (= w/k)“is horizontal phase speed and x, z and t represent horizontal and
vertical distances and time. For simplicity, it is assumed that the wave is
propagating in the x direction. The ez/2H factor maintains a constant energy
flux for waves propagating vertically through the atmosphere with density
decreasing exponentially with height, Mean quantities will be denoted by
overbars, perturbation quantities will be primed and subscripts (except on 1)
will represent derivatives with respect to the subscript.

Substituting solutions of this form in the equations yields ‘a dispersion
relation

N
I oW

where N is the Brunt-Vaisala frequency defined by N2 = %%—2— (g is the
acceleration due to gravity and 8 is potential temperature) and U is the mean
horizontal wind in the direction of wave propagation. This is & simplified
dispersion relation obtained by assuming an intrinsic frequency, w (= k(u-c)),
far from the inertial frequency, f, and from N, or £ << w << N, assuming that
the waves are hydrostatic (i.e., k << m) and also by neglecting vertical shear
of the horizontal wind and neglecting terms of the order of 1/4HZ2 which
implies that, kz < 4THV90 km. The approximate dispersion relation yields an
estimate of G-¢ from measurements of N and vertical wavelength.

Since radars and rockets measure two orthogonal, horizontal wind
components and temperature, relations between these variables are needed to
concisely identify a gravity wave., A relation between horizontal and vertical
velocity perturbations comes from the continuity equation

' m e

u' = -2y (2)
k
u' and v' (the transverse wind component) are related by
v' = _% u' (3)

which comes from solution of the horizontal component equations of motion,
This relation demonstrates that as w approaches f, the transverse wave
perturbation component increases and the perturbation velocity vector traces
out an ellipse., Such elliptical waves are known as inertio- or rotary-gravity
waves,

Finally, from the thermodynamic energy equation relations for temperature
perturbations are obtained:

u'd u'T

Yoo s z Voo s z (4)

6 i T i—y
With these relations for temperature variables, a saturation limit on wave
amplitude can be obtained. When, (8 + 6') < Oor 8," < - B, the atmosphere
is convectively unstable. Taking derivatives gives

mu' — =

N ez f - ez (5)



138

substituting for m = N/u-c we obtain
'] 2 15 - el ®

Thus, whenever the wave perturbation velocity exceeds the intrinsic wave phase
speed, convective instabilities are initiated in that portion of the wave field
where 62' < - 6_ which also corresponds to that point in the wave field where
u' is maximum in the direction of wave propagation., Thus, the wave breaks down
where the velocity perturbation is a maximum and the shear is a minimum., 1In
the case of rotary waves, there is a shear of the transverse component at the
point where u' is maximum. This transverse shear contributes to lowering the
local Richardson number and instabilities can develop at amplitudes smaller
than G-c (FRITTS and RASTOGI, 1985).

From the above discussion, a possible scenario for a propagating wave is
that it will grow in proportion to e2z/2H as it ascends until it reaches the
saturation amplitude of G-c., At that height, turbulence will be produced by
instabilities, which will prevent the wave from growing further and hence the
wave amplitude will be fixed at the saturation amplitude. This scenario was
originally proposed by HODGES (1967).

Wave structure will be determined using the above relations and different
aspects of the data. From both the rocket and radar measurements of the
horizontal winds, the direction of wave propagation can be obtained. Both
radar and rocket data yield estimates of the vertical wavelength and thus
approximate intrinsic phase speeds from equation 1. Then it is possible to
check the saturation condition with equation 6. The rocket probe provides an

additional check on the saturation condition since 6' and 6;' can be
observed.

POKER FLAT MST RADAR DATA

The horizontal winds observed by the Poker Flat radar near the mesopause
on June 15, 1983, are shown in Figure 1. The plotted vectors are computed from
15-minute averages of the oblique, radial winds that have been converted to
horizontal by assuming the vertical wind is zero for a 15-minute average.
Notice also, that only measurements at locations where the signal was
significantly above the noise floor were used in the averages. Thus, it is
possible to see two regions of strong signal propagating downward with time
near 1400 and 2100 AST (Alaska Standard Time) which are separated by a blank
region of no signal. This blank region implies either that the 3 m (radar half
wavelength) component of turbulence was weak or that the electron-density
gradient was weak or both.

The wind pattern in the latter half of the day reveals the presence of an
inertio-gravity wave since the wind vectors rotate clockwise with time at any
given height and also rotate clockwise with height at any given time. This is
the sense of rotation corresponding to an upward propagating wave with ¢ > 1 or
a downward propagating wave with ¢ < u in the Northern Hemisphere. Estimates
of U by direct observation and u - ¢ from equation 1 reveal that c > u,
implying upward energy propagation.

A quantitative picture of the wave came from least squares fitting of sine
curves to the time series of radial velocities measured at each height in each
beam is shown in Figure 2. These fits gave the amplitude and phase (or time
of maximum) and the best fit period of the wave. The period was found to be 7
hrs, Combining the phase and amplitude parameters from the two orthogonal

beams revealed the fact that the rotating wind vector traced out an ellipse
with a maximum amplitude of 38 m/s horizontal with the major axis of the
ellipse along a line from 50° to 230°., 1In principle, knowledge of the time of
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Figure 1. Time-height cross section of horizontal winds estimated from

Poker Flat MST radar data, Blank spaces occur where the return
signal was too weak to yield reliable wind estimates.

maximum vertical velocity would determine the direction of wave propagation but
during the STATE campaign the Poker Flat MST radar's Doppler velocity
resolution was insufficient to reliably measure the small vertical velocity

component of this wave

. The propagation direction was determined through use

of the rocket data as will be mentioned below.

Measurement of the change of phase with height, apparent in Figure 2, led
to an estimate of 19 km for the vertical wavelength of this wave. With our

estimate for N of 0.03

rad/s from the rocket—measured temperature profile and

the observed value for m, U-c is found to be 90 m/s using the approximate

dispersion relation.

This implies that the wave amplitude is at about 40% of

the saturation amplitude. Thus, it appears that this wave is not large enough,

by itself, to produce

the turbulent mixing of the electron-density gradient to

which the MST radar is sensitive. However, the wave amplitude, shown in Figure
3, is not growing exponentially with height, implying that some of the wave
energy is being dissipated in the 82-89 km region.
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NIKE-HYDAC ROCKET DATA

At 2051 AST on June 15, 1983, a Nike-Hydac rocket boosted an instrumented
sphere to an altitude of about 75 km. The sphere continued in free flight to
an altitude of 130 km. Data were obtained from both the upleg and downleg
flights providing a continuous profile of winds and temperature from 75 to 130
km. The one instrument in the sphere relevant to this study was a 3-axis
accelerometer used to measure accelerations due to density changes and changes
in the winds. The temperature profile was obtained through integration of the
measured density profile,

The resultant meosphere/lower thermosphere temperature profile is shown in
Figure 4, There is a deep temperature minimum of 130°K at the summer mesopause
near 86 km., The wind component profiles obtained from the accelerometers
appear in Figure 5. Again, the presence of an inertio-gravity can be inferred
from the wind data since the wind vector rotates clockwise with height above
about 90 km.

130
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Figure 4. Temperature profile obtained by accelerometer
sphere at 2055 AST, June 15, 1983, Note the cold
summer mesopause with a temperature of 130°K near 86
km,

Before attempting to fit sine waves to the temperature and wind profiles,
the data were differenced to remove linear trends such as the steady increase
of temperature with height in the lower thermosphere. The differenced profiles
appear in Figure 6. Fits were only made to the data above 85 km to avoid any
influence the notch at the mesopause might have on wave amplitude or phase.

The best fit vertical wavelength was found to be 30 km. Combining the
wave amplitudes and phases from the wind data led to the conclusion that a wave
with an amplitude of 82 m/s was propagating towards 6° or 186°, with the
maximum velocity occurring at 92 km. The propagation direction can be
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Figure 5. Wind profiles from the accelerometer sphere
flight at 2055 AST, June 15, 1983.
and V the meridional wind component.

U is the zonal
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Figure 6., Differenced data from the profiles of Figures 4 and 5. Note the

large variance in all three profiles at heights of 85 and 115 km,
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determined through use of the temperature data and the fact that the most
negative temperature gradient will occur at the height at which the
perturbation velocity is in the direction of propagation. This occurred at 85
km where the wind vector is directed towards 295°. Thus, the two direction
estimates from the rocket data bracket the direction inferred from the radar
data. Uncertainties in the rocket data, principally the uncertainty introduced
when removing the linear trend in the velocity profiles without actually
knowing the mean wind profile, produce large uncertainties in the wave
direction. However, the location of the most negative temperature gradient
coincides with a wave velocity maximum in the radar data directed towards 230°.
This fact and the nearly constant propagation direction profile in Figure 3
suggest that 230° is the most probable direction of wave propagation.

The wave amplitude and u~-c inferred from the vertical wavelength imply the
wave is near 75% of saturation amplitude. The percentage of saturation
amplitude from the velocity estimates agrees rather well with the degree of
saturation from the temperature measurements. The ratio of the perturbation
temperature lapse rate to that of the mean plus adiabatic lapse rate gives a
figure of 73% of saturation amplitude. The analysis by FRITTS and RASTOGI
(1985) yields a saturation amplitude of 0.82 (u - c¢) due to the transverse
shear of the wave and the corresponding decrease in the local Richardson
number. Thus, this wave was very near saturation at upper heights. This
seems to contradict the radar data that suggested the wave was at only 40% of
saturation amplitude. However, the radar data are centered near 85 km while
the wave parameters from the rocket data were computed for the region from 85
to 130 km. The wave amplitude increase with height is consistent with the
radar data in Figure 3.

Another discrepancy between the two data sets is the vertical wavelength
of 19 km from the radar data and 30 km from the rocket data. This difference
is to be expected since the steep temperature gradient above the mesopause and
larger values of N act to suppress vertical motion and lead to a compression of
vertical wavelenghts relative to the less steep gradients and smaller values of
N in the thermosphere as can be seen from the approximate dispersion relation
(equation 1).

The wave parameters are summarized in Table I along with 95% confidence
limits from the least squares fitting of sine waves. The larger values of
@ - ¢, in Table I come from use of a more complete dispersion relation than
equation 1, which has been used in the preceding paragraphs.

DISCUSSION

Analysis has shown that both the rocket payload and the radar were
observing the same low-frequency (7 hr period), long-wavelength (19-30 km),
large-amplitude (.4 - .8 of saturation amplitude) inertio—-gravity wave. Both
data sets also exhibit manifestations of wave saturation or breaking.

The variance of the difference profiles of Figure 6 is much greater at
heights of 85 and 115 km than elsewhere and this is true for all three
profiles. These heights are also the heights at which the wave-induced
temperature perturbation lapse rate is most negative and the atmosphere is most
nearly unstable. The increased variance appears to be due to the presence of
smaller scale wave activity.

The radar data show that the regions of greatest S/N coincide with the
locations of the most unstable lapse rate and of the maximum velocity
perturbation in the direction of wave propagation as can be seen in Figure 7.
The contours are of S/N averaged over both oblique beams. The solid lines mark
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Table I

Large~scale wave characteristics on June 15, 1983

Radar data Rocket data
Data window 1200-2400 AST 2055 AST
82 - 89 km 85 -~ 130 knm
Period 7 hr
Az 19 km 30 km
u' 38 + 5 m/s 82 + 9 m/s
T 59 + 5°
T' (using u' and
polarization relations) 20° 69°
propagation dir. 230 + 10° 186 or 295 + 55°
assumed N 0.03 rad/s 0.023 rad/s
U-c¢c 121 m/s 110 m/s
c 151 m/s
W /U-c 0.26 0.75
Tz' / (Tz + g/cp) 0.73
u' / v' 1.48 1.98
intrinsic period
using U - ¢ 8.74 hr
using u'/v' 9 hr 6.67 hr

the location of the most negative temperature gradient determined from the
rocket temperature data (to be at 85.4 km at 2055 AST) and the vertical phase
speed estimated from the radar data. Clearly, the largest radar signal
strengths (and presumably the largest 3 m turbulence intensity) come from
regions detemined by the near saturation of the inertio-gravity wave. Recall
that the single wave by itself was not large enough to saturace and produce
turbulence, but FRITTS (1985) reported a numerical simulation demonstrating
that a superposition of waves can lead to saturation, even though none of the
waves possess saturation amplitude independently. Thus, gravity-wave
saturation near the mesopause involves a broad spectrum of internal gravity
vaves.

This phenomenon of largest S/N appearing where the wave field is most
nearly unstable and also where the perturbation velocity vector is in the
direction of wave propagation allowed the determination of wave parameters for
a 3-hr period wave on June 17, for which temperature measurements were not
available.
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Figure 7. Contours of S/N averaged over both oblique
radar beams. Crosses are locations of the maximum
amplitude of the 7-hr inertio-gravity wave. Dot
at 85 km is location of most unstable lapse rate
from rocket data and solid line indicates motion
of that lapse rate with the phase speed of the 7-
hr wave.

Both of these cases imply that the regions of intense mixing of the
electron-density gradient are closely coupled to the saturation of large—scale
inertio-gravity waves. The scenario developed by BALSLEY et al. (1983) of
gravity waves being vertically compressed as they approach the summer mesopause
and thus approaching instability thresholds, holds for the inertio-gravity
waves observed during STATE.

This study has benefited tremendously from the combined data sets obtained
by rocket and MST radar. Future analysis of mesospheric dynamics and chemistry
should involve different, yet complimentary data-acquisition methods, i.e., the
radar provides a time history of winds while rockets provide a more extensive
height profile of winds and temperature. Substituting a lidar for the rocket
measurements would permit acquisition of a very complete picture of gravity-
wave dynamics.
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3.2.4 OBSERVATIONS OF THUNDER WITH THE ARECIBO VHF RADAR
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ABSTRACT

An experiment was carried out at the Arecibo Observatory in Puerto Rico in
August 1985 to study Doppler velocities in a thunderstorm environment with a
beam pointed 2.5° off-vertical. We have detected two types of echoes
associated with lightning. The first is associated with scattering from the
lightning channel itself and has characteristics similar to those observed
previously with meteorological radars. The second appears to be due to
scattering from the turbulence organized by phase fronts of an acoustic wave
generated by lightning. The observation described here is consistent with a
wave traveling at a velocity near the speed of sound and having a vertical
phase velocity component of 40 m/s.

INTRODUCT ION

A number of investigators, including LIGDA (1950), ATLAS (1958), HOLMES
et al. (1980) and MAZUR et al. (1984), have observed transient echoes
associated with lightning at shorter wavelengths typical of meteorological
radars (e.g., S band). These transient echoes are generally attributed to
scattering from the plasma in the lightning channel itself, as described by
DAWSON (1972). The plasma is expected to move with the surrounding air, and,
indeed, the transient echoes at S band (MAZUR et al., 1984) and our
observations at UHF have mean Doppler shifts typical of the air motions inside
a cloud and the spectral widths are in agreement with the broadening expected
due to the effects of atmospheric turbulence.

- ROTTGER (1981), GAGE et al. (1978), and FUKAO et al. (1985) have already
shown that both the precipitation echoes and the "clear air" echoes due to
scattering by turbulent variations in the refractive index can be detected at
wavelengths near 6 m. The relative contributions of the two scattering
mechanisms depend on the radar wavelength, the intensity of the turbulence, and
the intensity of the precipitation, but usually it is not difficult to separate
the effects since the precipitation and air motions will be different, except
for the smallest droplets.

There have been very few observations of Doppler velocities in a
thunderstorm enviromment at wavelengths longer than a few tens of centimeters.
Exceptions include the experiments of LARSEN et al. (1982) at UHF and those of
ROTTGER (1981), GAGE et al. (1978), and FUKAO et al. (1985) at VHF. In most of
the experiments, the coherent integration has been sufficiently long to exclude
the observation of effects on a time scale comparable to the scale of lightning
or acoustic waves. In August 1985, we carried out an experiment with the new
VHF radar located at the Arecibo Observatory in Puerto Rico in which the raw
pulse-to-pulse data were recorded for later analysis. The observations show
what we believe is the first detection of acoustic waves generated by
lightning.

DESCRIPTION OF THE DATA
The VHF radar with a frequency of 46.8 MHz and UHF radar with a frequency

of 430 MHz were operated on five separate afternoons in August 1985, We will
focus on the VHF radar data for the afternoons of August 4th and August 7th.
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The VHF transmitter operates at 50 kW peak power. The system uses the 300-m
diameter dish, of which the Yagi feed at the focus illuminates 200 m for an
effective beamwidth of less than 2°. The beam was pointed at 2.5° zenith angle
in this experiment and operated in one of two data-taking modes. The first
used a l-psec pulse length and coherent integration online to give an effec-—
tive sampling time of 92 msec. The second mode used a 2-usec pulse length and
an interpulse period of 750 usec. The raw data were then recorded on magnetic
tape in this mode, so that the IPP and sampling interval were the same, or we
could coherently integrate off line to produce a smaller Nyquist frequency if
desired.

An electric field change meter and two tipping-bucket rain gauges were
also installed at the site and operated in conjunction with the radar
measurements. The field change meter was used to determine the time of
occurrence of lightning, as well as a qualitative estimate of the distance of
the discharge from the radar.

DOPPLER SPECTRA

Figure 1 shows an example of Doppler spectra over a range of heights
obtained with Mode I when a thunderstorm was overhead. The heights in range
gates 48 through 81 show a contribution primarily from the "clear air™ scatter.
These spectra are wider than the spectra observed in a nonconvective
environment. The upper heights, e.g., gates 82 to 95, show spectra that are
broadened to such an extent that it is difficult to discern a peak. The power
profile at the right of Figure 1 shows that these heights are characterized by
high rather than low power levels.

The maximum unambiguous velocity using Mode I was +8.7 m/s. The
lightning-associated spectra have widths which are of the order of the spectral
window since the power is essentially constant across the window. A possible
explanation is that the mean Doppler velocity is much greater than the maximum
resolvable velocity. We expect that the spectral width would scale in some way
with the mean velocity and would account for these observations. Although a
large velocity would cause aliasing, the aliasing itself would not account for
the increase in the width of the spectra. We infer that lightning was present
in the beam when only some of the range gates show the broad spectra, as in
Figure 1.

An exemple of the spectra obtained using Mode II is shown in Figure 2.
The increased time resolution made it possible to attain much larger
unambiguous velocity detemminations, We found no evidence of lightning in the
beam on the days when data were taken with Mode II. However, the electric
field change data did show evidence of more distant lightning discharges.
Figure 2 shows such spectra recorded at the same time as a more distant dis-
charge. Of particular interest are the features with velocities near +30 m/s
in gates 19 to 23 which appear only for the time required to produce the
spectra (less than 4 sec). The change in sign of the vertical Doppler shift
between gates 20 and 21 could be attributable to vertical phase variation in
the wave or to the geometrical relation between the observing angle of the
radar and the location of the source, as we will show in the next section.

INTERPRETATION OF MEASURED VELOCITIES

The signals measured at VHF will have a component due to the scattering
from the lightning channel itself, a component due to the backscatter from
refractive index variations, and a component due to the scatter fram liquid or
frozen droplets. The first does not appear to affect the observations on
August 4th, based both on the characteristics of the spectra and the electric
field change records which did not indicate any lightning nearby. It is
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Figure 1. VHF Doppler spectra integrated for nine seconds, with spectra plotted
for gates 44 through 91 and a height profile of mean velocity, total power,
and noise level for 256 gates. Positive Doppler velocity (toward the radar)
is to the right of center, each spectra is scaled to its own peak.

Note the large variance in the upper gates (above 90) as compared with the
lower ones.

unreasonable to expect that either solid or liquid precipitation will travel at
velocities close to 40 m/s since temminal velocities, even for hail, are less
than 20 m/s (PRUPPACHER and KLETT, 1980) and would be only downward directed;
further, no precipitation was recorded by the rain gauges.

Vertical motions of 40 m/s inside the cloud cannot be excluded absolutely
but appear unlikely. It would be easier to explain the observed velocities as
being due to the vertical projection of a near-horizontal acoustic phase
velocity. However, it cannot be that we are scattering from 3-m acoustic
wavee, because in that case only waves propagating parallel to the radar beam
contribute to the backscatter. Also, a wavelength of 3 m is not consistent
with the wave properties derived below. A possible explanation is that 3-m
irregularities are acting as a tracer of the motion of the acoustic front.

The observations can be interpreted in terms of the dispersion relation
for acoustic-gravity waves (YEH and LIU, 1974).

2 2 2.2 . 2,2
kh (1—uub/uo)-l~kz -ko (1 wa/w).

The behavior will be complicated by the background temperature gradients and
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Figure 2. VHF Doppler spectra taken in mode II (see text). Note the large
i Doppler shift in gates 19 through 23. The spectra are integrated for 3.8
seconds, the ancmalous echoes did not appear in the previous spectra nor in
the next. The time of these spectra is coincident with a lightning
discharge as indicated by an electric field change meter.

other effects not accounted for in this simple form of the dispersion relation.

Here, k =w/co. w o= co/ZH is the acoustic cut-off frequency, and
is the Bfunt-Vai%ald frequency. The local speed of sound is c_, the scale
height is H, .and and k_are the horizontal and vertical wave number

components, respectively.” The background parameters were calculated from the
San Juan radiosonde data closest to the time of the observations.

We can only look at the behavior of the wave solutions in certain limits
eince we do not know the horizontal wave number. The first limit corresponds
i to a horizontal wave number that is much smaller than the vertical wave number
i which we calculate from the power profile to be k. = 27/2400 m, The solution
! for the wave period then gives a value of T = 7.9 s, which is on the acoustic
branch of the dispersion relation. The total phase velocity is close to the
speed of sound as determined from the sounding and has a large horizontal
component,

If we assume that the horizontal and vertical wave numbers are comparable
in magnitude, one solution corresponds to a period of 7.3 min which is in the
gravity regime, the other solution corresponds to a period of 5.6 s which is
also on the acoustic branch. However, the phase velocity of the gravity wave
is much lese than the observed velocity, and the observation could only be
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explained if the mean air motion over the pulse volume was of the order of
30-40 m/s.

A point source at same distance laterally will produce an acoustic wave
that is propagating more or less horizontally above the vertically pointing
radar., A wave traveling at the speed of sound (V300 m/s) can produce a
vertical component of the phase velocity of ~30-40 m/s if it enters the pulse
volume at a large zenith angle, say 85°. Also, there would be upward and down—
ward velocity components above and below the height corresponding to the height
of the source., Figure 3 shows the geametry of a single source, displaced
horizontally 6 km and downward 0.2 km. The downward displacement accounts for
the larger upward velocities observed in the upper range gates. The
temperature profile to the right indicates an inversion at an altitude of
around 11 km, The inversion may have provided same ducting of the acoustic
wave which would explain the appearance of the anomalous echoes in only a few
gates.

CONCLUSION

Experiments carried out with the 46.8-MHz Arecibo radar during August
1985, have shown that there is a component in backscattered signals produced in
connection with lightning events that are not observed at shorter wavelengths,
e.g., S band. There are many unknowns in the analysis of these new echoes, as
detailed above, but is plausible that the echoes are due to scattering from
refractive index variations associated with acoustic waves generated by

e 13 kn (msl)

-t 12

ACOUSTIC
f |/ SOURCE

-t 11

VERTICAL VELOCITY
COMPONENTS = 10

= 9 km (msl)

-69° -40° -20°
Temperature - Celsius

Figure 3. Schematic representation of lightning produced acoustic wave
as measured by vertically pointing VHF Doppler radar. The distance
from the source is estimated to be 6 kilometers, horizontally, where
the angles have been enlarged for the sake of clarity. The tempera—
ture profile on the right is taken from the San Juan radiosonde.
Note the inversion that occurs at approximately 11 km msl.
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lightning, The data taken when lightning was some distance from the radar
shows a pattern of positive and negative velocities with amplitudes on the
order of 20~40 m/s. The observations can be explained if the velocity is the
line—of-sight component of the acoustic phase velocity traced by 3-m
irregularities and the source was some 6 km away. The data taken when
lightning is in the beam are more difficult to interpret, partly because in
that particular data-taking mode, & smaller value for the maximum unambiguous
velocity resulted in aliasing of the Doppler spectra. We cannot rule out that
acoustic waves were responsible for these echoes, as well.
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Two campaigns took place in 1984 with the PROUST Radar operating in a
bistatic mode, the transmitting antenna pointing at the vertical and the
receiving one, 1° off the vertical axis, The antenna beam intersection covers
an altitude range between 3 and 9 km. A complete description of the radar
characteristics can be found in BERTIN et al., (1986)., The first of these
campaigns are analysed here. .

1. LEE WAVES OBSERVATION DURING AN "AUTAN WIND" SITUATION.

The "Autan™ wind is a strong southeasterly wind observed in the southwest
of France, generated by a typical synoptic situation: high pressure over
Scandinavia associated with low pressure over Spain. Radiosonde measurements
yield a horizontal wind contribution of at most 0.2 m/s along the radar line—
of-sight, The dashed line in Figure 1b gives the observed vertical wind
profile, and the vertical line, the estimated horizontal wind contribution.
The observed wind can be regarded as mainly due to the vertical component.
Over the whole range of observed altitude, a downward wind is detected with an
amplitude that decreases from 1.2 m/s (at 3 km) to 0.25 m/s (at 7.2 km). The
horizontal bars give the error on the vertical wind, inferred from the Doppler
shift estimation, This profile shape might be interpreted as due to the
interaction between M"Autan" wind and "Massif Central" topography. In order to
test this assumption, the lee wave model of QUENEY (1948) is used (Figure la).
This model gives a downward vertical wind above St Santin up to 7 km. For
comparison, this theoretical wind profile is also plotted in Figure 1b, A good
agreement is found between observation and theory, the systematic difference
between the two profiles being probably due to the horizontal wind contribu~
tion.

2. OBSERVATION OF WAVE - TURBULENCE INTERACTION IN A STORMY WARM FRONT

On June 6th, 1984, a stormy wam front was crossing over St Santin. The
echo power profiles associated with this front show an intemnse turbulence
observed both on the refractive index (signal-to-noise ratio) and on the
vertical wind fluctuations (spectral broadening). Figure 2 shows the spatio—
temporal evolution of the radar echo intensity and Doppler shift in the
altitude range 3-10 km. In each gate, the echo power (S/N ratio expressed in
dB) is scaled according to a dashed code. The Doppler shift is scaled in m/s
on the vertical axis, while the local time is scaled in hours on the horizontal
axis, The contribution of the horizontal wind is, in this experiment, never
greater than 0.1 m/s. The mean value of the Doppler shift gives evidence of a
global upward wind of about 1 m/s during the front crossing. Associated with
this global upward movement, a very active turbulence gives rise to the
observed radar echoes.

2.1 Estimation of the energy dissipation rate. For the strongest echoes
(occurring in gates n® 6 and 7), a spectral broadening of about 0.5 m/s is
observed. It is noteworthy that the spectral broadening due to the
deformations introduced by the antenna beam gecmetry (and detailed in
SPIZZICHINO, 1975) is estimated to be never greater than 0.1 m/s. In these
conditions, the observed spectral widths give an estimation of the rms value of
the turbulent wind fluctuations w' along the vertical. The energy dissipation
rate e can be easily inferred from w' by using the following expression
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Figure la. Vertical velocity field and Figure 1b., Vertical wind
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proposed by WEINSTOCK (1981).

e = 0.4 Wiy (1
where wp is the Brunt-Vaisala frequency.

Figure 3 shows the Brunt-Vaisala period (BVP) profile, obtained from
radiosonde data. Finally, relation (1) yields an energy dissipation rate value
in the range

1,103 < € < 2,103 w253

for the strongest echoes observed in gate n°7. This is a typical value for a
very active turbulence (LILLY et al., 1974).

2.2 Waves and turbulence. Besides the global upward movement of the air
along the front, oscillations are observed in the vertical wind intensity,
period and amplitude of which vary versus altitude. In gates n®°8 to 10, oscil-
lations with a range period of 8-9 minutes are clearly observed, while a 3-
minute period appears in gates n°6 and 7 just after the strong intensification
of the turbulent activity mentioned above. Comparison between these periods
and the BVP profile plotted in Figure 3 exhibits a striking agreement. This
observation is consistent with theoretical studies on gravity waves generated
by turbulence in stratified fluids. WEINSTOCK (1978, 1981) has shown that, in
a stratified atmosphere, the time evolution of the vertical velocity spectrum
implies the emission of gravity waves, generated by the vertical motion of the
air particles, with a frequency Wy given by:

Ky (2)

Wg = g ¢—
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where K is the wave number and

its horizontal component.

The good

correlation between BV and observed frequency seems to indicate that the wave

propagation is mainly horizontal.
found by METAIS (1984) with a numerical model.

CONCLUSION

These propagetion characteristics are also

The first results analysed above show the capability of the PROUST Radar
to measure the turbulent parameters and study the turbulence-wave interaction.
In its present configuration (bistatic mode and 600 m vertical resolution), it
has been necessary to make some assumptions that are known not to be truly
fulfilled: homogeneous turbulence and constant vertical wind intensity over
a 600-m thickness. It is clear that a more detailed study of the interaction
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between wave and turbulence will be possible with the next version of PROUST
Radar (30-m altitude resolution and monostatic mode) that will soon be
achieved.
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The study of the interaction between waves and turbulence in the
troposphere and lower stratosphere requires continuous fine structure
observation of both wind and temperature profiles. The radar technics (ST
radars) allow a continuous observation of wind profiles with a vertical
resolution of at least 150 m, while balloomborne measurements of temperature
and wind are potentially able to provide a spatial resolution as short as 0.1 m
along the balloon trajectory. The use of balloomborne technics, concurrently
with radar observations, is necessary to understand the generation mechenisms
of turbulence and to improve our knowledge about the radar measurement physics
FRITTS et al., 1984; THOMAS et al., 1985).

INTRODUCT ION ,’ V. \ | g

EXPERIMENT

A simultanecus campaign of balloon and radar measurements took place on
March 14-16th, 1984, above the Arecibo 430-MHz radar. This radar was operating
with a vertical resolution of 150 m following two antenna beam directions: 15°
from the zenith, respectively,in the N-S and E-W directions (WOODMAN, 1980).
The balloons (5-m diameter) were equipped with sonic anemometers (accuracy of
0.05 m/s) and temperature sensors (accuracy of 0.1 K). The vertical velocity
of the balloons was of about 4 m/s. One of the three balloomns, launched
during this campaign, flew only 3 km apart the radar beam in the altitude range
14-15 km (Figure 1).

RESULTS

We analyse here the main results concerning the comparison between the
flight and simultaneous radar measurements obtained on March 15, 1984,

1) The radar return power profile (8/N ratio in dB) exhibits mexima which
are generally well correlated with step~like structures in the potential
temperature profile (Figure 2). These structures are generally considered as
the consequence of the mixing processes induced by the turbulence.

2) A good correlation appears in the altitude range 12.5 - 19 km between
wind shears induced by a wave structure observed in the meridional wind and the
radar echo power maxima. This wave structure is characterized by a vertical
wavelength of about 2.5 km, and a period in the range 30-40 hours. These
characteristics are deduced from the twice daily rawinsonde data launched from
the San Juan Airport by the National Weather Service (ROE, 1981).

CONCLUSION

These results have pointed out an example of the interaction between wave
and turbulence in the upper troposphere and lower stratosphere. Turbulent
layers are observed at locations where wind shears related to an internal
inertia-gravity wave are maxima, Wind and turbulence radar measurements will
allow to obtain the temporal variation of this interaction and to estimate the
amount of kinetic energy dissipated by this wave. A comparison between the

C-
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energy dissipation rate deduced from the velocity variance and the spectral
width of the radar echoes is now in progress.
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A campaign for simul taneous in situ and remote offervation of both
troposphere and stratosphere took place near Aire-sur-1'Adour (in southeastern
France) on May 4, 1984. The aim of this campaign was a better understanding of
the physics of radar echoes. The backscattered signal obtained with an ST
radar both at the vertical and 15° off vertical is compared with the velocity
and temperature measurements made in the same region (about 10 km north of
the radar site) by balloon-borne ionic anemometers and temperature sensors.

Radar Description Balloon Characteristics
Frequency: 47.8 MHz ()X = 6.3 m) Diameter: 20 m
Antenna: coaxial collinear, 2560 m2 Ascending velocity: 3 to 5 m/s
Beamwidth: 8.8° Ionic anemometer, accuracy: 0.02 m/s
Range resolutions: 300, 750, 2400 m Temperature sensor, accuracy: 0.0l K
Duty cycle: 0.5 to 1% Balloon trajectory: given in Figure 1

The detailed analysis of the results obtained is not yet achieved. We present
here some preliminary results.

1. RADAR RESULTS

Typical examples of radar power return are given in Figure 2, in oblique
(Figure 2a) and vertical (Figure 2b) directions. The vertical line at -10 dB
corresponds to the limit of detectability. The signal~to-noise ratio is 5 to
10 dB stronger in the vertical than in the oblique direction. An enhancement
of the radar power return is observed in the lower stratosphere both in oblique
and vertical directions, but in the latter direction, the enhancement is
affected by a temporal variability.

2. BALLOON RESULTS

A comparison between velocity and temperature variance profiles is given
in Figure 3 and suggests the following comments:

- As a general rule, the velocity variance is much smaller in the
stratosphere than in the troposphere because of the hydrostatic stability in
the former. On the other hand, temperature variance is far greater in the
stratosphere than in the troposphere. This is the consequence of the
atmospheric stratification.

- Six turbulent layers (labelled from 1 to 6 in Figure 3) are clearly
observed both in velocity and temperature profiles.

=~ In the stratosphere, maxima in temperature variance are not always
associated with maxima in velocity variance. In these regions, the temperature
fluctuations are not compatible with the classical turbulence theory, although
they contribute to the radar power return.

The temperature gradient profile obtained from the balloon-borne
temperature sensors (Figure 4a) exhibits a rather complex structure in the
stratosphere: wvery strong gradients may arise in very thin layers (few meters
width). The horizontal extent of these thin layers is not known but, as a
general rule, it is observed (Figure 4b) that in regions where the mean
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gradient (over 150 m) is highly positive, the standard deviation of the local
gradients is important, its value being of the same order as the mean gradient
itself.

3. COMPARISON BETWEEN RADAR BALLOON RESULTS

3.1 Oblique direction. The theoretical radar reflectivity n(k) and the
C‘_l parameter have been estimated (under the classical quasi-isotropy
agsumption) from the temperature fluctuation spectra computed in successive 30-
m width layers. The amplitude of the spectra for the value ko = 47n/ ) gives,
after integration througg the appropriate radar weighting function, an
estimation of (k) and Cn . The following expressions (OTTERSTEN 1969) are
used:

1

(k) = 5/3 (7/8) kS (k)

0.38 Cn

In (1), S (k ) is the normalized one-dimensional spectrum of turbulence,
while in equation (2), a k spectrum is assumed.

The n(k) profile so obtained is compared in Figure 5 with the radar
results., For this comparison, the n(k) values calculated from balloon
measurements are systematically divided by ten. It can be seen on this figure
that radar and balloon n(k) profiles exhibit a remarkably similar shape. This
good general agreement confirms that the radar echo power is strongly
correlated with the amplitude of the temperature fluctuation spectra. However,
as shown in Section 2, the assumption used in equations (1) and (2), (isotropy
of the turbulent field and spectra in k—5/3) for calculating the radar
reflectivity, are certainly not always fulfilled. This discrepancy with
respect to the classical theory may explain the systematic difference between
the n values respectively calculated from radar and balloon-borne measurements.

In fact, the one-dimensional spectrum S_(k) of temperature fluctuations
along the balloon trajectory is an integral in the Fourier space and in a plane
perpendicular to the k vector. Note that all these contributions are coming
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from k vectors greater or equal to k . On the other hand, the radar samples
the three-dimensional spectrum ¢(k) at the particular mode k¥ in the radar
radial direction. So, the observed difference between radar and balloon
estimation of N(k) could be the consequence of the three-dimensional spectrum
anisotropy for k values greater than k_ i.e,, for wavelength A < 3 m. However,
this assumed small-scale anisotropy is in contradiction with turbulent fields
generally observed that appear to be quasi-isotropic for scales smaller than
10 m (BARAT and BERTIN, 1984). Consequently, the above assumed small-scale
anisotropy could be associated with the nonturbulent fine structure of the
temperature profiles observed in stratified fluids. This hypothesis is
supported by the balloon observation of strong increase of the temperature
gradient variance in highly stratified regions (see Figure 4b).

3.2 Vertical direction. The observed radar signal is 5 to 10 dB stronger
at the vertical than in the oblique direction but is affected by a greater
variability. The intensification of the echo power at the vertical is
generally interpreted as the result of a partial reflection on stable layers in
the stratosphere. The particular thermal structure of the stratosphere
observed in Figure 4a and 4b may explain the two main characteristics of the
vertical radar return power profile:

— spatial stability of the enhanced echoes which occur in regions where
the mean temperature gradient exhibits maxima

- temporal variability of these enhancements which could be explained by a
limited spatial extent of the thin layers where the strongest gradients occur.
An estimation of the radar reflection coefficient (GAGE and BALSLEY, 1980)
computed from the temperature gradient profile is given in Figure 6. In this
estimation, the contribution of the individual layers have been incoherently
added in the radar resolution range. The shape of this profile is in general
agreement with the radar vertical profiles of signal-over—noise ratio. This
result, obtained with simultaneous meassurements, confirms the strong correla-
tion between mean stratification and strengthening of radar vertical echo power
already mentioned by GREEN et al, (1980). Moreover, the detailed temperature
profile shows that these regions of strong stratification are also regions of
highly layered temperature gradient (see Figure 4b), leading to an increase of
reflection coefficient in the vertical direction.
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CONCLUSION

In situ measurements clearly indicate that the temperature fluctua-

tions are not always consistent with the standard turbulent theory. Never-
theless, the assumptions generally made (isotropy and turbulent field inm k)

and the classical formulation so derived for radar reflectivity (equations

1 and 2) are able to reproduce the shape of the radar return power profiles in
oblique directions. Another significant result is the confimmation of the role
played by the atmospheric stratification in the vertical echo power, It is
important to develop these simultaneous in situ and remote experiments for

a better description of the dynamical and thermal structure of the atmosphere

and for a better understanding of the mechanisms governing clear-air radar
reflectivity.
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3.3.1 A STATISTICAL MODEL Tg ESTIMATE REFRACTIVITY TURBULENCE
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INTRODUCTION

A computer program has been testeg and documented (WARNOCK and VANZANDT,
1985) that estimates mean values of C_“ in the stable free atmosphere from
standard National Weather Service balloon data or an equivalent data set, The
program is based on the statistical model for the occurrence of turbulencs
developed by VANZANDT et al. (1981). Height profiles of the estimated C
agree well with profiles measured by the Sunset radar with a height resofution
of about 1 km. The program also estimates the energy dissipation rate €, but
because of the lack of suitable observations of €, the model for € has not yet
been evaluated sufficiently to be used in routine applications.

MODEL

There is considerable evidence that in the free atmosphere there are many
thin horizontally stratified turbulent layers embedded in the large-scale
laminar flow. They are thought to be due to local dynamic shear instabilities
in regions where the large-scale flow itself is stable (BRETHERTON, 1969;
ROSENBERG and DEWAN, 1974; WOODMAN, 1980; BARAT, 1982; VANZANDT, 1983; GOSSARD
et al., 1984). The value of the Richardson number, Ri, describes Ehe stability
of the flow; it is defined as the rati. of the static stability, N, to the
square of the vector wind shear, S, i.e., Ri = N2/S2 where N is the Brunt-
Vaisala frequency. In most regions Ri is greater than its critical value,
which is usually taken to be 1/4, and the flow is dynamically stable.

In the model, we make the following basic assumptions consistent with the
above scenario: (1) the fine structure in N2 and S2 is horizontally
stratified and is superimposed on their large-scale mean vertical profiles.
This leads to fine structure in Ri; (2) turbulence occurs where the local
small-scale value of Ri < 1/4, so that thin horizontally stratified turbulent
layers are formed. Because the fine structure is not observed directly, we
estimate the occurrence of turbulence indirectly by using a statistical
approach. We parameterize the fine structure of S2 and N2, and therefore,
Ri, in terms of the large-scale observable data. Because the fine structure is
thought to be due to a spectrum of gravity waves (VANZANDT, 1982), the
parameterization equations are consistent with gravity-wave theory. The
thickness of these layers is usually a few tens of meters,

COMPARISONS WITH RADAR DATA

Vertical profiles of model C 2 have been compared with profiles
measured by both radar and opticaf remote sensors. VANZANDT et al, (1978,
1981) found good agreement between profiles measured by the well-calibrated ST
Sunset radar and an earlier version of the model; furthermore, they found that
the model correctly tracked rapid changes of C_“ measured during the
passage of a jet stream over the radar site. BAGE et al. (1978) found satis-—
factory agreement between an earlier version of the model and profiles measured
at four different radar sites operating at UHE and VHF. More recently, GREEN
et al. (1984) compared model profiles of C measured simultaneously by the
Sunset radar and by the double star scintilldmeter operated by Jean Vernin of
the Universite de Nice. Excellent agreement was found between the radar and
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model profiles; however, at times the scintilliometer measurements were less
than both the radar and model values.

In all of the above comparisons the model C 2 profile was derived from
a single balloon sounding. WARNOCK et al. (1985) donducted an observing
campaign during both the winter and summer of 1982; they compared the model and
radar measurements of the minimum, median, and maximum of 12 winter profiles
and 22 summer profiles. The model profiles agreed well with the data in both
magnitude and variability; futhermore, the calcuaations gave insight into the
meteorological conditions responsible for the Cn variability.
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3.3.2 DETERMINATION OF THE BRUNT-VAISALA FREQUENCY
FROM VERTICAL VELOCITY SPECTRA
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Recent work on the spectra of vertical velocity oscillations due to
gravity waves in the troposphere, stratosphere and the mesosphere has revealed
a typical feature which we call the "Brunt-Vaisala cutoff", Several observers
(RASTOGI, 1975; ROTTGER, 1980a,b; ECKLUND et al., 1985) noticed a spectral peak
near the Brunt-Vaisala frequency. This peak often is characterized by a very
steep slope at the high frequency part, but a fairly shallow slope towards
lower frequencies. Some example spectra of stratosphere observations are shown
in Figure 1. This distinct spectral shape (most clear at the upper height
22.5 km) can be explained by the fact that the vertical velocity amplitudes of
atmospheric gravity waves increase with frequency up to their natural cutoff at
the Brunt-Vaisala frequency. ROTTGER and IERKIC (1985) showed that this peak
around the 4-6 min period is very definitely due to gravity waves. VANZANDT
(1982) suggested that the total spectra of vertical velocity variations is a
manifestation of a universal spectrum of gravity waves.

RASTOGI (1975) found that the upper cutoff frequency of his mesospheric
observations is consistent with the Brunt-Vaisala frequency deduced from model
temperature profiles. ROTTGER (1980 a,b) compared the cutoff directly with the
profiles of the Brunt-Vaisala frequency deduced from radiosonde temperature
profiles of the troposphere and stratosphere. The spectrum—contour plot of
Figure 2 shows a typical example, indicating the consistency of the cutoff with
the Brunt-Vaisala frequency.

The observed spectral shape (Figure 1) almost exactly resembles the model
spectra (Figure 3, vertical = 0°) of SCHEFFLER and LIU (1985), when one
disregards here the low-frequency cutoff at the inertial frequency in the
model. It was pointed out by FRITTS (1984) and VANZANDT, LIU and GAGE
(personal communications, 1985) that Doppler shifts can substantially distort
the spectra. LIU and SCHEFFLER (personal communication, 1985) recently did
some model computations and showed that the spectral energy is redistributed
through the spectrum due to a Doppler shift., Although Liu and Scheffler used
the Boussinesq approximation in their simplified calculations to determine this
effect of the Doppler shift, it is reasonably evident that it will also be
revealed in the full wave solutions. The Doppler shift is most pronounced for
just those waves with frequencies very close to the Brunt-Vaisala frequency.

We assume that the distribution of gravity~wave phase velocities is
isotropic in azimuth with respect to the wind velocity (within a suitable
observation period). Then about one quarter of the waves are shifted to higher
frequencies, one quarter to lower frequencies and two quarters are not very
little shifted because their phase velocities are (exact or almost)
perpendicular to the wind velocity. The effect is that the spectrum is well
smeared out, but the peak at the Brunt-Vaisala frequency still remains
unghifted (due to the perpendicular waves) although it becomes less
distinguishable from the spread-out background spectrum, Another effect, wave
steepening due to amplitude growth of gravity waves can also have an influence
on the spectral shape. It was pointed out by WEINSTOCK (1985) that the wave

*On leave from Max-Planck-Institut fur Aeronomie, Katlenburg-Lindau, West
Germany.
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Figure 1. Power spectrum of vertical velocity,
measured with the SOUSY VHF Radar (see
ROTTGER, 1981, for details). The large
tickmarks on the log scale indicate the
position of the spectral peak, which is
supposed to be at the Brunt-Vaisala
frequency.
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Figure 2. Contour plot of vertical velocity and spectral density
(right-hand side). The continuous curve indicates the pro-
file of the Brunt—Vaisala frequency deduced from radiosonde
temperature profiles (from ROTTGER, 1980a).
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the Boussinesq solution and the continuous
curves are for the full gravity wave solu-
tion (from SCHEFFLER and LIU, 1985).




171

25
5 Sep 1980
12 UT
20F -
Z/km
15r 1
N\
/)
\f{\
i0 .

0 10 20 30 Up/ms?
60 -5 -5 ~a5 T/

Figure 4. Radiosonde profiles of wind speed U
and temperature T measured at a time in the
interval 5/6 Sept. 1980, when the spectra of
Figure 1 were obtained.

velocity steepens before it breaks. The steepening is because of harmonics
which also tend the spectrum to be shifted towards higher frequencies. A cut-—
off above the Brunt-Vaisala frequency, however, is still apparent.

This effect may have influenced the velocity spectra observed by ECKLUND
et al. (1985) during disturbed conditions (high wind), but their spectral power
increased conspicuously, which may be attributed to spill-over from the
horizontal velocities through a wide antenna beam width or sidelobes. The
spread-out expected without the power increase can be noticed in the spectra of
heights 13.5 km and 16.5 km in Figure 1, where a substantial amount of spectral
energy if found at periods of a few minutes, i.e., at frequencies higher than
the Brunt-Vaisala frequency. (This is particularly evident when one compares
the spectra of different heights,)

Figure 4 shows the profiles of the mean wind U and temperature T. We
notice a wind maximum of 22 ms~l at 13 km, and a gradual decay of the wind
velocity down to a few ms~l at 20 km. It was found by ROTTGER and IERKIC
(1985) that the gravity waves at the 4-6 min period have phase velocities of
about 40 ms—1 and horizontal wavelengths of about 10 km. A wind velocity of
20 ms—1 can consequently yield a Doppler shift towards higher or lower
frequencies by up to almost a factor of two. The low wind velocity of a few
ms—1 above 18 km has only a negligible influence on the spectral shape. This
effect of cutoff-steepening during low-wind velocities is clearly noticed when
comparing Figures 1 and 4. The peak near the Brunt-Vaisala frequency is rather
seen at z = 13.5 km, but it gets more salient with height, It is also shifted
towards lower frequencies with height. Since a Doppler shift only widens but
does not shift the peak, this frequency shift can be attributed only to a
change of the Brunt-Vaisala frequency itself, which is equivalent to a change
of the vertical temperature gradient, This is quite apparent in Figure 4,
where we notice a highly stable temperature profile, i.e., & large Brunt-
Vaisala frequency, between 12 km and 16 km, and a lower-stability profile,
i.e., lower Brunt-Vaisala frequency, above 16 knm.
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We thus regard the measurement of the frequency of the peak in a vertical
velocity spectrum to yield most directly the Brunt-Vaisala frequency from MST-
radar measurements., Knowing the Brunt-Vaisala—frequency profile, one can
deduce the potential temperature profile, if one has a calibration temperature
at one height, However, even the uncalibrated profile will be quite useful,
e.g., to determine fronts (defined by temperature inversions) and the tropo-
pause height. It has to be noted, however, that this method fails for super—
adiabatic lapse rates when the Brunt-Vaisala frequency is imaginary. Examples
can be found in the spectral plots published by ROTTGER (1980b). The applica-
tion of this method will also be difficult when the wind velocity is too high,
causing the Doppler effect to smear out the total spectrum and blur the Brunt-
Vaisala cutoff. A similar deficiency will also appear if the gravity-wave
"distribution has a maximum in wind direction,
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3.3.3 THE USE OF THE EXPERIMENTALLY DEDUCED BRUNT‘VAfSALA FREQUENCY AND
TURBULENT VELOCITY FLUCTUATIONS TO ESTIMATE THE EDDY DIFFUSION COEFFICIENT
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P.0. Box 995
Arecibo, Puerto Rico

The determination of the turbulent energy dissipation rate or the eddy
diffusion coefficient from radar observations can be done through the
turbulence refractive index structure constant, deduced from calibrated echo
power measurements, or through the turbulent velocity fluctuations, deduced
from the echo spectrum width, Besides the radar parameters, power and
spectrum width, the first approach needs knowledge of profiles of temperature
(and electron density in the mesosphere) and the fraction of the radar volume
filled with turbulence, and the latter approach needs knowledge of the
temperature profile, namely, the Brunt-Vaisala frequency. HOCKING (1985b) has
recently reviewed these techniques. WEINSTOCK (198la) has shown that the
energy dissipation rate is of turbulence in the stable free atmosphere:

€= 0.4 * <w2> s W, (1)

B

The mean squared velocity <W2> can be directly reduced from the width of the
radar power spectrum, provided that the effects of wind shear and beam width
broadening are negligible. It is shown by ROTTGER (1985a) that also the Brunt-
Vaisala frequency wB can be estimated from radar observations. Thus, the
energy dissipation Tate e can be directly deduced from radar data without the
need of any supplementary data or assumptions. The eddy diffusion coefficient
K, similarly is given by radar observations (e.g. WEINSTOCK, 198lb).

0.8

wBZ

The factor of 0.8 in Equation (2) is not well known yet, however,

K = -0.32 <wr2>/mB (2)

Mesospheric data were taken during an ATMAP campaign, in November 1981,
with the SOUSY VHF Radar at the Arecibo Observatory using an average power of
6 kW on 46.8 MHz and a height resolution of 1.2 km, applying an 8-bit
complementary code. The main dish of the Observatory was used as an antenna
yielding a hal f-power beam width of 1.7°, The beam was pointed 2.3° off the
zenith such that a quasi-vertical velocity was measured, allowing to
investigate short-period gravity waves. The beam was kept fixed at the E- or
N- direction for about one hour, such that also the mean horizontal wind could
be measured.

Figure 1 shows the average horizontal velocity profiles, and Figure 2
shows the spectra of the quasi-vertical velocity variations deduced from
velocity time series (see ROTTGER, 1985a). We notice fairly low horizontal
velocities smaller than 20 ms™!, and we also notice a clear cutoff of the
spectra at periods of a few minutes. Following the arguments of ROTTGER
(1985a), we assume that this cutoff is at the Brunt-Vaisala frequency. Since
the mean wind velocities were fairly low, only a small Doppler shift did result
and the spectra mostly indicate a clear cutoff. This is also seen in the
spectra intensity plots of Figure 3. To accentuate the consistency of the
cutoff with height and time, the spectra intensities are normalized separately
for each hour and altitude. The cutoff deduced from Figure 3, which is assumed
to be consistent with the Brunt-Vaisala frequency wB, is shown in Figure 4.

*On leave from Max-Planck-Institut fur Aeronomie, Katlenburg-Lindau, West
Germany.
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Figure 1. Average profiles of zonal (U) and
meridional (V) winds in the mesosphere.
Time (numbers) is AST.

This is an average over 8 hours of mesospheric observations from 08 to 16 UT.
Since we have not observed an apparent anisotropy of the wave phenomena, i.e.,
the E- and N-beam spectra were not significantly different, data of all 8 hours
were combined in Figure 4 to yield the average W,, We clearly see a
significant increase of the average w, with height above 77 km. This

increase is expected to be an indication of the mesopause, which we estimate
from these data to be around 80 km. Furthermore, we can deduce the profiles of
mean square wave velocity <W2> from the velocity time series, and the mean
square turbulent velocity <W2> from the spectral widths (average over 50 s).
The latter deduction can be done without applying corrections, since beam width
and wind shear broadening effects are estimated to be small (see HOCKING,
1985b).

"

Since the mean square wave velocity <W2> is about constant with height
and does not follow the exponential increase (continuous curve in Figure 4), we
assume that the waves were dissipated (see also ROTTGER, 1985b). This is
consistent with other mesospheric observations (e.g., FRITTS et al., 1984). If
we assume that the gravity waves are dissipated into turbulence, we would
assume an increase in the energy dissipation rate., This quantity can be
deduced from the mean square turbulent velocity and the Brunt-Vaisala frequency
profiles (see Equation (1)). The energy dissipation rate is proportional to
the eddy diffusion coefficient, which is shown in Figure 5. It apparently has
a maximum between 70 and 78 km, where the wave velocity stays almost constant.
Above 78 km, the eddy diffusion coefficient is small and constant. This is
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Figure 5. Profile of mean eddy diffusion
coefficient (solid line) deduced from
Figure 4. The dashed lines is from
HOCKING (1985).

quite consistent with the observation that the mean wave velocity again starts
to increase with height above 78 km.

In Figure 5, also the mean eddy diffusion coefficient (dashed line) from
HOCKING (1985a) is included for heights above 80 km. It is about a factor of 2
larger than our values and it appears to be in the minimum of the mean values
given by HOCKING (1985a). Since our data are averages over one day only, they,
however, may not be representative for an average energy dissipation rate but
also large variations around mean values may occur, Since we are fairly
confident on the exact and well-defined deduction of the spectrum width, a
Brunt-Vaisala frequency 2 times smaller than our deducted w, would be neces-
sary to increase the eddy diffusion coefficient K. Such a Iow Brunt-Vaisala
frequency (~ 102 Hz) cannot be found from our spectra. We therefore
conclude that our profile of K is the most exact estimate available from radar
observations,
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3.3,4 THE RELATION OF GRAVITY WAVES
AND TURBULENCE IN THE MESOSPHERE

Jurgen Rottger*

Arecibo Observatory
P.0. Box 995
Arecibo, Puerto Rico

Gravity-wave saturation in the middle atmosphere is widely assumed to be
due to the increase of wave amplitude or from the encountering of a critical
level such that convective and/or shear instability limits the wave growth
(e.g., FRITTS, 1984). The growth of wave amplitude first results in a
steepening of wave velocities, i.e., in the generation of harmonics before the
wave eventually breaks into turbulence and gets saturated. As pointed out by
WEINSTOCK (1985), the saturation of the wave is accompanied by a near adiabatic
lapse rate and turbulence.

VHF MST radars with suitable sensitivity can detect turbulence in the
mesosphere if the electron density and its vertical gradient is sufficiently
strong. It is unquestionable from many experiments that the radar-detected
turbulence is intermittent in space and time. Figure 1 shows an example of
layers of mesospheric echoes detected with the SOUSY VHF Radar at the Arecibo
Observatory (ROTTGER et al,, 198l; CZECHOWSKY et al., 1984). A clear feature
in this figure is the splitting into several, periodically arranged layers.
Many authors have reported an apparent downward progression of such structures,
which is not readily apparent in Figure 1, however. These discrete layers can
be due to turbulence or due to very persistent steep electron-density
gradients. We cannot imagine that the latter can endure in the daylight
ionosphere if they were not controlled by some kind of neutral atmosphere
effect. It is often observed that long-period atmospheric gravity waves or
tides can give rise to turbulence layer generation (e.g., FRITTS et al., 1986).
The layers then should move downward which we do not observe. It is also
reported that layers occur preferably in strong wind shear regions (e.g.,
RUSTER, 1984). Figure 2 shows the simultaneously measured mean wind profiles.
These indicate a downward moving shear (trace the zero-crossings, particularly
in the meridional component), which is likely to be due to the diurnal tide.
Since the shear moves downward, we have to exclude that the observed
height-stationary turbulence layers of Figure 1 have to do with the tidal
variation of velocity or temperature.

We also cannot believe that these fairly thin and persistent layers
(better to be called sheets or laminae because of their narrowness) are
generated by short-period gravity waves. A common explanation is that gravity
wave breaking causes turbulence (e.g., FRITTS and RASTOGI, 1985) which we
should see in our records. Figures 3a and 3b show time series of spectra—
intensity plots for different altitudes. The intensity is printed in an
absolute reflectivity scale, such that the height and time dependence of
turbulence intensity (assuming no substantial electron-density profile change),
spectral width and mean radial (= almost vertical at 2.3° zenith angle)
velocity can be identified. We notice quite a substantial wave activity at
many different periods from 4 minutes upwards. If wave breaking would occur,
we should see an increase of intensity and spectrum width at certain phases of
these oscillations. Except occasionally in some upper heights, where some
intensity bursts are apparent (above 78 km in Figure 3b), we cannot clearly
detect such phenomena. The intermittency in space and time of the turbulence

*0n leave from Max-Planck-Institut fur Aeronomie, Katlenburg-Lindau, West
Germany.
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echoes appears in the majority of times and heights not related to these short-
period gravity waves. When carefully viewing the velocity oscillations, we,
however, often find clear indications of a nonsinusoidal variation. This
indicates a nonlinear steepening effect (WEINSTOCK, 1985), which transfers
energy from the fundamental into harmonics -- in our case mostly without
leading to breaking into turbulence. Another peculiar effect is seen some-
times, when a high-frequency wave is superimposed on a low-frequency wave
oscillation (e.g., at 69.6 km after 13 AST). KLOSTERMEYER (1984) has explained
similar observations at thermospheric heights to be due to parametric
instabilities.

There is apparently no distinct amplitude growth of these wave oscil-
lations (e.g., fairly clearly seen from 12-13 AST between 69.6 km and 76.8
km, as well as in Figure 4 of ROTTGER, 1985). We, therefore, have to imply a
saturation process if we assume that these are vertically propagating waves.
Since in our case study we seldom observe a clear indication for wave breaking
into turbulence, we have to invoke other dissipation effects which limit the
wave growth, such as energy transfer into higher harmonics (nonlinear
steepening), parametric instabilities, radiative dampening or dissipation due
to kinematic viscosity and heat conduction. We also could assume that the
observed short-period gravity waves are locally generated or guided in wave
ducts, since most of the oscillations are confined to height ranges of a few
kil ometers only.

1 | I ! 1 | ! | I

NOV. 21, 1981 ol Nov. 22, 1981 :
108 — S L e -
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Figure 4. Height-time-intensity plots of mesospheric VHF-radar
echoes detected at the same time on two different days.

Since we cannot prove that the mesospheric turbulence layers (Figure 1)
are generated by the simultaneously existing short-period gravity waves (Figure
3), we have to invoke other generation mechanisms than wave breaking. Possible
mechanisms like lateral convection (ROTTGER, 1980a), quasi-geostrophic flows at
mesoscales (LILLY, 1983) or vortical modes of motion as seen in the ocean
(MULLER and PUJALET, 1984) could be candidates. We are inclined to see a
connection of these layers or laminae with very-long-period internal waves
because of the periodicity in their vertical structure and their long mean
persistency (see Figure 5, which shows their appearance at two time periods
separated by 24 hours). ROTTGER (1980b) had proposed that such structures are
due the modulation of the mean temperature and wind profiles by internal waves.
The superposition of random or short-term wave-induced wind and temperature
fluctuations with the background profile, modulated by very-long-period waves
(quasi-inertia waves) then would yield the observed effects, namely could
explain the vertical periodicity, the long-term mean persistency as well as
some short—term variability of their intensity. Note that this phenomenon
does not need the short-term gravity waves to break into turbulence, rather
than to add a small shear of temperature variation to the background profile




modulated by long-period waves (which cannot be detected with the radars), to
lead to very thin laminae where the Richardson number is smaller than its
critical value to initiate turbulence.
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3.3.5 CAN STOCHASTIC, DISSIPATIVE WAVE FIELDS
/ X o / BE TREATED AS RANDOM WALK GENERATORS? ~
4
y,

J. Weinstock

Aeronomy Laboratory
NOAA, Boulder, CO 80303

A suggestion by MEEK et al. (1985) that the gravity wave field be viewed
as stochastic, with significant nonlinearities, is applied to calculate
diffusivities.

In a talk given in Boulder, REID (personal communication, 1985) described
the mesospheric wave field to be predominantly stochastic in character. In
fact, a recent paper by MEEK et al. (1985) quoted the BRISOOE (1975) descrip-
tion of the ocean wave field as ",,.an intermittent stochastic process with
significant... nonlinearities”, and suggested that this view should be adopted
in atmospheric studies. Others have noted the random character of the gravity
wave field as well (e.g., Vincent, Balsley).

If the Meek et al. point of view is adopted —— and account is taken that
the gravity wave field is often dissipative —— then one might be able to apply
the stochastic methods of turbulence transport theory to the gravity wave
field. That is, the wave field may be viewed as causing a random walk (of air
parcels) in the manner of turbulence: an irreversible process. However, since
the waves are not as dissipative or random as turbulence, the random walk can
only be an approximation —— an approximation that improves with increasing
dissipation and randomness.

Aside from this uncertainty, there is the obvious difference that the wave
field "eddies" (which we picture as dissipating gravity waves) are strongly
influenced by stratification whereas the neutral turbulence eddies are not.
This difference can be accounted for in expressions of turbulent diffusion by
replacement of turbulent eddies with gravity wave Fourier components. The
question that remains is whether or not such a stochastic wave model is
significant for diffusion in the mesosphere.

The purpose of our article is to calculate the diffusivity for that
stochastic model and compare with previous diffusivity estimates. We do this
for an idealized case in which the wind velocity changes but slowly, and for
which saturation is the principal mechanism by which wave energy is lost., A
related calculation was given in a very brief way (WEINSTOCK, 1976), but the
approximations were not fully justified, nor were the physical pre-suppositions
clearly explained. The observations of MEEK et al. (1985) have clarified the
pre-suppositions for us, and provided a ratiomalization and improvement of the
approximations employed.

The derivation begins with the diffusivity tensor D of a stochastic,
dissipating velocity field given by TAYLOR (1921) as R

. 2
R=lim< G -3 > /2t
E = Jo dt<,¥' (x, t'),\\rl'(;é, + X t' + t)> 1)
= ) 1 L L _]_- T (] Tyt '
= Jo dt {:E Jo dxl Jo dx2 T Jo dt Y (Kf’ t ),\\{ (%t, t+ t")}

where X,' (:,;\’, t') is the velocity fluctuation at point % at time t', . is the
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position a particle will be at time t + t' given that the particle was
previously at point x at time t' (the orbit of a particlé in the combined
velocity field of mean flow and waves), the angular brackets denote an average
over time t' and over horizontal spatial coordinates x, and x,, L is the

length scale of the spatial average and T is the time 8cale o% the time
average. The time scale T is taken to be much larger than largest gravity wave
period 2N/w(T >> 2I/w), and L is much larger than the largest wavelength under
consideration. Equation (1) also occurs in the theory of Brownian motion.

For a spectrum of gravity waves, the (stochastic) velocity fluctuation can
be represented by

' 'y = : . '
v (%, t') = ilxkl exp(lflé1 x + imlt )
(2)
v "y = : . : '
v (,§t, t+t') i"‘{k& exp[l}éz Xt 1w2(t +t")],
A2 V2

where kl is the wave vector of a wave fluctuation, xkl its amplitude, and
Wy ite frequency. Note that <Q¥')2> = Exklxk;, where the asterisk

denotes the complex conjugate, and we use X(ﬁ%l) = ¥§1 to ensure that (2)

is real.

Substitution of (2) and (1), it is found in a detailed derivation that

D, the vertical diffusivity is given by

D ®NI-—3— (3)

where wy, is the vertical component of wave velocity Xk' and w is the
frequen&y of wave k. This equation was derived for a 'saturated wave field, and
dissipation was required for its derivation.

To generalize (3) to the case of a not completely saturated wave field, it
can be shown that H need be replaced by ho in (3)

*
<VJkV7‘k >

b, 0% @
zz Yk h w

X

where h  is the "dissipation length" of the wave field, i.e., the length over
which the wave energy decay e-folds owing to saturation.

Whether or not this "stochastic wave" model of diffusion is useful for the
atmosphere we are not sure., Perhaps it may be useful as an upper bound -— the
more dissipative the waves, the more justified its application. Numerically,
the model gives values of D__ in conformity with chemical model estimates
(e.g., VINCENT, 1984), but Z%cther this is more than a coincidence, we do not
know. It is a straightforward way in which to apply the suggestion of Meek
" et al, to the problem of diffusivity.
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3.4.1 OBSERVATIONS AND A MODEL OF GRAVITY-WAVE

D2y_y
ks VARIABILITY IN THE MIDDLE ATMOSPHERE .

David C. Fritts

Geophysical Institute and Department of Physics,
University of Alaska
Fairbanks, AK

and

Robert A. Vincent

(%
Department of Physics 6‘\"\ 5&? 7 /
University of Adelaide X b
Adelaide, S. Australia —

I. Introduction

The recent recognition of the important role of gravity waves in middle
atmosphere dynamics has stimulated renewed interest in their propagation and
effects. The most significant effect, perhaps, is the drag that results from a
vertical divergence of the gravity-wave momentum flux due to wave saturation.
Initial studies of this momentum flux and divergence were performed by VINCENT
and REID (1983) and REID (1984). The purpose of this note is to report on a
more recent study that addressed the gravity-wave momentum flux, and its
variability in space and time, in detail.

II. DATA PRESENTATION AND DISCUSSION

As in the studies cited above, the data used in this study were collected
with the HF radar in Adelaide, Australia. The system capabilities and momentum
flux measurement technique were described by VINCENT and REID (1983).

A major goal of the present study was to determine what portion of the
gravity-wave frequency spectrum accounted for the majority of the momentum flux
and divergence, as this has important implications for the middle atmosphere
response. It was found that ~ 702 of the total flux and divergence was due to
wave motions with observed periods < 1 hr, consistent with expectations based
on the shape of the observed gravity-wave spectrum (FRITTS, 1984)., This
dominance of the momentum flux and divergence by high-frequency motions implies
a potential for the modulation of those quantities by large-amplitude motions
at lower frequencies.

A second, striking aspect of the velocity and momentum flux data is its
dramatic diurnal variability, particularly at certain levels. This variability
is illustrated with the momentum flux, computed in 8-hr blocks, in Figure 1.
Note the large negative values occurring at 0000 local time at upper levels and
the phase lag at lower levels. As indicated above, the dominant contributions
here are due to waves with periods < 1 hr. The variability with height and
time of the mean square velocity in the west beam and the momentum flux,
averaged over the 3-day period, are illustrated in Figure 2. Note here the
rapid growth of wave amplitude (and momentum flux) below 90 km during the 8-hr
period centered at 0000 local time.

We have performed a detailed analysis of the various tidal motions present
during this data interval and have determined that variations in the zonal wind
profile imposed by the diurnal tidal motion likely are responsible for the
modulation of the gravity-wave amplitudes and momentum fluxes. The modulation
appears to proceed as follows. For most of each 24~hr period, the tidal winds
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Figure 2, West mean square velocity and momentum flux profiles for 8~hr
intervals averaged over the final three days of the observation
period.
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do not alter substantially the zonal wind shears, which are normally negative,
causing a gradual reduction in @ - ¢ (for westward propagating gravity waves)
and a gradual constriction of the momentum flux due to such waves, as shown
schematically in Figure 3a. These are the dominant gravity waves as evidenced
by the momentum flux data presented by VINCENT and FRITTS (1985). During the
interval centered at 0000 local time, however, the tidal winds during this
3-day period acted to reverse (make positive) the vertical shear of the zonal
"gean" wind, producing an enviromment in which high-frequency easterly wave
motions experience a considerable increase of U - ¢ with height. Because the
amplitude needed for saturation scales as u — c¢, these waves now propagate
upward largely without saturating, resulting in am amplitude and momentum flux
as shown in Figure 2 (see Figure 3b). Near 90 kn, however, the waves again
encounter an adverse shear, causing a rapid amplitude reduction and a large
momentum flux divergence.

The implications of this tidal modulation of the high-frequency momentum
fluxes are illustrated in Figure 4, The diurnal tidal amplitude at 90 km is
shown in Figure 4a and reaches a maximum near 0000 local time, at which time
the momentum flux and flux divergence below and at 90 km achieve large values.
The strong diurnal variation of the momentum flux divergence results in large,
temporarily localized zonal flow accelerations which may themselves alter the

(a)

c
P
1 } |
HEIGHT (km) O S HEIGHT (km) &

1
©
o

Figure 3. Schematic of saturated gravity-wave amplitude and
momentum flux in an enviromment with u-c decreasing (a) and
increasing (b). Note that the implied zonal drag is very
large above 90 km in the lower figure.
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Figure 4. Schematic illustrating the effects of a diurnally
varying zonal drag on the inferred tidal structure, The
results are an altered amplitude and an advanced phase
of the apparent tidal motion.

tidal structures or at least our ability to infer the tidal amplitudes and
phases. This mechanism suggests an advance of the phase of the diurnal tidal
motion during periods of particularly large diurnal tidal amplitudes,
consistent with tidal observations made during this period. This mechanism may
also be expected to contribute to the variability of tides and other low-
frequency components of the motion spectrum at other locations.
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3.5.1 CLIMATOLOGY OF GRAVITY WAVES OVER POKER FLAT, ALASKA FOR 1983
Ben B. Balsley

Aeronomy Laboratory ‘
National Oceanic and Atmospheric Administration
Boulder, Colorado 80303

and

Rene Garello

E.N.S.T.Br., Z.I. de Kernevent
Plouzane B. P. 856
29279 Brest-Cedex, France

An analysis of short-period wind fluctuations over Poker Flat, Alaska,
obtained using the Poker Flat MST Radar is presented in Figure 1. Results are
shown for the troposphere and lower stratosphere as well as for the upper
mesosphere and lower themmosphere. Contours depict various levels of wind
variance (m2s—2)., These results pertain only to wind fluctuation periods
lying between one and six hours. These particular fluctuations are generally
considered to arise primarily from atmospheric gravity waves., Insofar as this
is true, the figure thus describes a general climatology of gravity waves at
high latitudes.
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Figure 1. Showing the variance of short-period wind fluctuations versus height

time for 1983.

Note that blank regions correspond to regions of no data.
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3.5.2 CLIMATOLOGY OF TROPOSPHERIC VERTICAL VELOC{TY SPECTRA
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In this brief report, we show vertical velocity powe/p/?Fectra obtained
from Poker Flat, Alaska; Platteville, Colorado; Rhone Delta, France; and
Ponape, East Caroline Islands using 50-MHz clear-air radars with vertical
beams. The spectra were obtained by analyzing the quietest periods from the
one-minute-resolution time series for each site. The lengths of available
vertical records ranged from as long as 6 months at Poker Flat to about 1 month
at Platteville.

The quiet—time vertical velocity spectra are shown in Figure 1. Spectral
period ranging from 2 minutes to 4 hours is shown on the abscissa and power
spectral density is given on the ordinate. The Brunt-Vaisala (B-V) periods
(detemmined from nearby socunding balloons) are indicated by the arrows. All
spectra (except the one from Platteville) exhibit a peak at periods slightly
longer than the B-V period, are flat at longer periods, and fall rapidly at
periods less than the B~V period. This behavior is expected for a spectrum of
internal waves and is very similar to what is observed in the ocean (ERIKSEN,
1978). The spectral amplitudes in Figure 1 vary by only a factor of 2 or 3
about the mean, and show that under quiet conditions vertical velocity spectra
from the troposphere are very similar at widely different locations,

Preliminary spectra from Liberal, Kansas and Christmas Island, Kiribati
are indicated by hatched areas in Figure 1. These spectra were obtained from
time series covering only 1 or 2 days and cannot be taken as being represen-
tative of quiet periods. It should be noted, however, that the shapes and
amplitudes of the spectra from these two sites are similar to the spectra from
the four other sites displayed in Figure 1.

REFERENCE

Eriksen, C. C. (1978), Measurements and models of fine structure, internal
gravity waves, and wave breaking in the deep ocean, J. Geophys. Res.,
83, 2989-3009.




194

—
e

Power Spectral Density (m? s=2 Hz™Y)
3

o0 0 0 0 Plattevilie
Rhéne Delta
=== = Ponape
&= Poker Flat

10°1— + BV Period

L)

@ O]

30 15

Period
Minutes—(Hours)

Figure 1.




S.TN87-10456 ¢ "
% f u_ . A‘r‘; i3 & 7 - ,
3.5.3 MESOSPHERIC GRAVITY-WAVE CLIMATOLOGY AT ADELAIDE

R. A. Vincent

Physics Department
University of Adelaide
Adelaide, South Australia, 5001

The MF Adelaide partial-reflection radar has been operating continuously
since November 1983. This has enabled a climatology of gravity-wave activity
to be constructed for the mesosphere. In accordance with recommendations of
the GRATMAP Steering Committee, the data have been analysed for a 'medium-
period' range of 1 to 8 hr and a longer period range between 8 and 24 hr,
covering the inertio-period waves. The tidal motions have been filtered out
prior to analysis.

For the data analysed so far (Nov 1983 — Dec 1984), a number of interest-
ing features have emerged. Firstly, the wave activity at heights above 80 km
shows a small semiannual variation with season with the activity being
strongest in summer and winter. At heights below 80 km however, there is a
similar but more marked variation with the weakest amplitudes. occurring at the
time of the changeovers in the prevailing circulation. If breaking gravity
waves are responsible for much of the turbulence in the mesosphere, then the
periods March-April and September-October might also be expected to be periods
of weak turbulence. These predictions appear to be supported by direct
observations of turbulence dissipation rates (HOCKING, private communication).

Another important feature of the gravity waves is that the wave field
appears to be partially polarized, The meridional amplitudes are larger than
the zonal amplitudes, especially in winter, and there is a small but finite
u'v' the sign of which changes with season. By calculating the "Stokes
parameters™ for the gravity-wave field, in analogy to a partially polarized
electromagnetic wave field, it is found that the degree of polarization is
about 15% in summer and 30% in winter. The polarized component is found to
propagate in the opposite direction to the background flow in the stratosphere
which suggests that the polarization arises through directional filtering of
the waves as they propagate up from below.
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3.5.4 HORIZONTAL WIND PERTURBATIONS AND THEIR RELATION To TRANSIENT
INTERNAL GRAVITY WAVES
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ABSTRACT

Horizontal winds as measured with the Saskatoon MF radar exhibit wind
fluctuations which have preferred directions toward north or south in the
period range 0-60 min at heights between about 60 and 110 km. Longer period
perturbations (" 1-6 h) tend to have an additional maximum of direction
frequencies in the E-W sector. The polarization effect analysed for more than
6 years shows regular changes with season.

The main features of the seasonal variations of the direction
distributions can be explained by directional fil tering of vertically
propagating nonstationary gravity waves and appropriate changes of the wave
source strength and position in the troposphere. The N-S polarization of the

gravity-wave field appears to result in meridional wind reversals with height
above the mesopause.

1. Introduction

A statistical study (over height and season) of wind perturbation
directions, measured by the MF radar at Saskatoon (52°N, 107°W) is made. The
direction (mod T7) of maximum perturbation is found from © , 9., and P__.

The variance as a function of direction is an ellipse, and the axial ratio in
conjunction with the number of wind values used defines a significance level
(by comparison with randomly generated sequences), viz. the probability that
the perturbations are not isotropic, The two kinds of perturbations used are
those within an hour (WH) with respect to the hourly mean, and differences of
consecutive hourly means (HD) occurring during a day -- the periods are
approximately ¢ 1 hr, and ~ 1-6 hr, respectively (data gaps within the hour
cause some smearing of the period ranges).

On the assumption that these directed perturbations are a result of
gravity waves (GW) propagating in the direction of maximum perturbation, an
attempt is made to duplicate their measured total and seasonal characteristics
with a combination of background wind fil tering and (possibly) anisotropic GW
direction distributions incident on the mesosphere from below.

2. DATA

Figure 1 shows the total (over height and month) histograms (number per
10° direction box) for the HD and WH perturbations with no applied confidence
level (solid line) and all data falling below 80% confidence (dashed line).
As expected, the theoretically more isotropic ellipses are distributed more
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Figure 1. Histograms of ellipse tilt
angle directions for long (HD)
and short (WH) period wind per—
turbations at all heights (60—
110 km): all data (solid line),
and data below 80% confidence
level (dashed line).

uniformly in direction. Also, the HD and WH data have different features;

the former having peaks in N-S and E-W and the latter one peak at10° E of N.
Figures 2a and 2b show monthly % occurrence histograms for two years (these
have been smoothed by a 1,1,1 filter before contouring). The HD data show
that the E-W peak occurs mainly in the winter, whereas the N-S peak is present
most of the year. The WH data show that N-S perturbations are more likely in
the summer. Both types tend towards flatter distributions at the equinoxes.

Figures 3a and 3b divide the data into three height regions (the
confidence limit had to be discarded in order to obtain sufficient data
quantity).

3. MODELS

Five background wind filters are considered (Figure 4) by superposition of
troposphere and stratosphere/lower mesosphere wind conditions. Except in model
A, winds are assumed to vary from O to the maximum speed in each region. Model
A assumes a minimum speed of 20 m/s (e.g., for tropospherically generated
waves). Model A' (not shown) is the same as model A except that the minimum
speed is 0 m/s. The hatched areas in this figure indicates forbidden phase
velocities (the smallest circle excludes quasi-stationary waves in all models).

Three GW direction distributions are used: isotropic, predominantly E-W
[1 + cos? (¢- 90°)}, and northward biased [1 for ¢ = 90° - 270°, and
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1 + 0.3cos (¢) otherwise]. The last might simulate an increased northward flux
created by thunderstorms and tornadoes in the summer. The phase speed
distribution is Gaussian:

G(e) = exp(c2/20c2)
where N is 30 m/s.

Predicted direction distributions created by combinations of filter and
source assumptions are shown in Figure 5.

CONCLUSIONS

In such a short paper, it is impossible to discuss the results fully, but
the following points may be made. For the WH data, it appears that filtering
action by the predominant northwesterlies in the troposphere could be the cause
of the bias towards NE perturbations in the mesosphere; also the fact that this
bias is strongest in summer indicates an increase in N-S propagating waves,
possibly due to thunderstorms or tornadoes. The HD data peak in the E-W

direction is not easily explainable, unless the incident GW distribution has an
E-W bias at these longer periods.
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3.6.1 POSSIBILITY OF MEASURING GRAVITY-WAVE MOMENTUM
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VINCENT and REID (1983) proposed a technique to measure gravity-wave
momentum fluxes in the atmosphere by MST radars using two or more radar beams.
Since the vertical momentum fluxes are assumed to be due to gravity waves, it
appears possible to make use of the dispersion and polarization relations for
gravity waves in extracting useful information from the radar data. 1In
particular, for an oblique radar beam, information about both the vertical and
the horizontal velocities associated with the waves are contained in the
measured Doppler data. Therefore, it should be possible to extract both V
and V. from a single beam observational configuration, In this paper, we z
propose a procedure to perform such an analysis, The basic assumptions are:
the measured velocity fluctuations are due to gravity waves and a separable
model gravity-wave spectrum of the Garrett—-Munk type that is statistically
homogeneous in the horizontal plane, Analytical expressions can be derived
that relate the observed velocity fluctuations to the wave momentum flux at
each range gate. In practice, the uncertainties related to the model
parameters and measurement accuracy will affect the results.

Let us consider an MST radar configuration. For an oblique beam, the

radial velocity contains information of both vy and v,. The polarization
relations (SCHEFFLER and LIU, 1985)
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On the other hand, the polarization for the observed radial velocity is given
by
Rob = Rxcos¢BsineB+Ry sin¢BsineB+choseB (2)

From (1) to (2), we obtain

R
* * = 2
R.R R R, f(k,w,¢B)|R0b|

where
mz-miz o, (3)
(Zg?:;z) khkz[cos¢+sin¢-1-;— (cos¢—s1n¢)]

f =

ol—w 2 0. Z
i 2,1 2 -
[khcos(¢—¢B)sineB + :gy:ay kz coseB] + ZFr—kh sin OB sin(¢ ¢B)

Spectral representation of the velocities can be written as a Fourier—Stieltjes

integral:
> 3
v = f R (Q,m) ei(k-r-wt) dv(f,w)
X x
> >
v. = [R (f,w) ei(k-r-wt) dv(f,w)
y y
> >
v, = f Rz(f,m) ei(k.r-Mt) dv(i,w)

1(K o=wt)

Vo, = f Rob(f,w) e dv(f,w)

Therefore

> +>
vv, >+ v, f (Rsz*+Rsz*)E(k,m)dk dw

[ £, 0) |Rg |2 E(K,0) dk du. (4)
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where the relation
<dv(l.<'1,w1)dv(122,w2)> = E(l‘c'l,ml) 6(121—122)G(ml-wz)df('ldfc)zdwldwz

has been used.

On the other hand, we have

<v°b2> = | iR0b|2 E(R, w)dK du

\ mbz_mz 1/2k mz_wiz 1/2 kz 2
IRObI = [(;2_'—&1—2) k—COS(¢-¢B)SineB- (W) 'k— COSeB]

w 2o g2 w 2
+ (;rm:z) v (m_) Siﬂ2(¢'¢3) sinzeB (5)

Procedure proposed for computing the momentum flux:

>

1. Assume a model spectrum E(k, w) with several parameters, including possible
anisotropy.

2. Fit the theoretical spectrum E . (w) to the observed radial velocity
spectrum to determine the best Bet of parameters for the model. This
determines the model.

3. Use this model, compute through equations (4) and (5)

Discussion:

1. This procedure assumes the spectral shape remains approximately the same at

: different heights and they are due to gravity waves.

| 2. The spectral fitting procedure depends on how sensitive is the spectrum due
to changes of model parameters. This should be studied.

3. It is expected noise in observed spectra due to the uncertainties related to
the model parameters and measurement inaccuracy may greatly affect the
results,

4, In principle, the procedure should also apply to cases with Doppler shift.
However, unless one has information about the background wind vector, the
model may contain too many parameters for realistic spectral fitting.
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The capability of ST radars to provide direct measurements of the momentum
flux presents an opportunity for major advances in atmospheric science. Some
of the issues, needs, and techniques surrounding the measurement of momentum
flux are discussed by FRITTS (1984) and SCHOEBERL (1984), among others. The
vertical momentum flux was first measured using the two-beam technique by
VINCENT and REID (1983), who used mesospheric observations. They also
presented the body force due to the vertical divergence of the vertical
momentum flux, CORNISH and LARSEN (1984) examined the vertical momentum flux
at 14,5 km over Arecibo, but did not look into the momentum flux divergence.
It appears that no other results from the troposphere and stratosphere are
available.

The purpose of this paper is to present preliminar§/;;;;1ts of momentum
flux and momentum flux divergence calculations made using data from the Sunset
radar. In an attempt to illustrate changing conditions, we present results
from a day when the background wind speeds aloft changed abruptly.

DESCRIPTION OF THE EXPERIMENT

The Sunset radar (GREEN et al., 1985) is located in a narrow mountain
canyon 15 km west of Boulder, Colorado, and is just east of the Continental
Divide. The array antenna of this VHF (ST) pulsed Doppler radar can be steered
in the east-west or north-south vertical plane. During the experiment reported
here, five antenna beam positions were used: vertical and 15° to the east,
west, north, and south. Three consecutive observations were made at each beam
position at 90-second intervals and then the beam was moved. A full cycle
could thus be made each 20 minutes, The relative locations of the radar
volumes are illustrated in Figure 1.

The synoptic situation early in the day chosen, January 28, 1985, was
characterized by light winds throughout the height region sampled by the radar
(from about 4 to 14 km). After about 15 UT, a weak jet stream sagged southward
with winds at 10 km over the radar increasing from 10 m/s to over 30 m/s by 18
UT. Winds at all levels above 4 km were primarily from the west; surface wind
data were not available,

The method of VINCENT and REID (1983) was used for this calculation. The
vertical momentum flux, u'w' or v'w', is found from

u'w'(z) = [V2(6 ,R) — V2(-0,R)] / (2 sin 26)

where V is the radial velocity, 6 is the antenna beam angle, R is the range
and z is the altitude, Altitudes from 4 to 14 km were sampled at 1-km inter—
vals. Decreasing signal-to—noise sometimes rendered the upper level useless.,
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Figure 1. Schematic depiction of the radar beams positions at Sunset.

The calculation was made at a given height only if all beam positions were
sampled every cycle during a full hour. Averaging periods of one hour and
three hours were used; as the results are similar except that the three-hourly
values are obviously smoothed, we have chosen to present the one-hour results
in order to capture as much detail of the effects of transients as possible.

Figure 2 shows the hourly momentum flux from 00-18 UT. Values for the
meridional component (v'w') are typically a few tens of cm2/s2 from about
00-09 UT, and then increase in magnitude to on the order of a m2/s2 after
09 UT. The most notable event is found below 5 km at 10-12 UT, when v'w!'
reached over -20 m2/s2. The values for the zonal component (u'w') are
usually less than a few m2/s2 before 09 UT, although a few magnitudes
exceed 10 m2/s2, These results can be compared with the aircraft measure—
ments given by LILLY and KENNEDY (1973). They report horizontally averaged
momentum flux values of about 8 dynes/cm2 (which corresponds with 2 m2/s2
for mean density of 5 x 10~%4 g/cm3); although their traces of integrated
momentum flux show large variability, indicating local values range far from
the mean. At 10-12 UT a maximum is found in u'w' at the same location where a
minimum was found in v'w', After 12 UT the values of u'w' generally exceed 10
mn2/s2 ebove 8 km, with a local minimum found at 11 km at 18 UT.

Figure 3 shows the vertical flux divergence of meridional and zonal
momentum. These results were computed from the data in Figure 2 by taking
differences across layers 1 km apart. No smoothing has been applied in an
effort to preserve as much detail in the results as possible. The units used,
10-3 n/s2, correspond to 3.6 m/s/hour (e.g., the contour labelled
10x10~3 m/s2 is the same as 36 m/s/hour). In Figure 3, the large values
of zonal and meridional momentum flux divergence occur near 6 km at 10-12 UT.
Otherwise, the meridional values are nearly all less than about 3 units.
Alternating periods of large zonal values are found above 10 km at 14-18 UT.
After about 11 UT, the contours of zero zonal momentum flux divergence slope
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Figure 2. Time-height section of the vertical momentum flux at Sunset on
January 18, 1985. Units: m2/s2. (a) meridional (b) zonal.

upward to the right, while at the same time the contours of zero meridional
flux slope downward to the right. The significance of this pattern, if any, is
not yet clear,

CONCLUSION

We have presented preliminary results of the momentum flux and flux
divergence during a transient episode, as a jet stream moved over the radar.
The zonal and meridional momentum flux and flux divergences displayed remarkable
continuity with altitude in time, increasing in intensity as lee waves and
other gravity-wave activity developed while the jet stream approached. The
momentum flux values observed compare favorably with aircraft measurements made
over similar topography, at least during the early part of the day. The
accelerations due to the momentum flux divergence seem rather large at first
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Figure 3. Time-height section of the vertical divergence of the vertical
momentum flux at Sunset on January 28, 1985. Units: 10~3 m/s2,
(a) meridional (b) zomnal.

glance, especially for the late part of the day. However, we note that there
may be compensating forces due to effects not considered here, such as trans-
verse circulations or, likely more important, scales of motion too small to be
resolved by these data.
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3.7.1 EFFECTS OF ANISOTROPY ON THE FREQUENCY SPECTRUM
OF GRAVITY WAVES OBSERVED BY MST RADAR

C. H. Liu

Department of Electrical and Computer Engineering
University of Illinois at Urbana~Champaign ‘
Urbana, IL 61801

In the investigation of gravity waves using MST radar data, model gravity-
wave spectra have been used, In these model spectra, one usually assumes
azimuthal symmetry. The effect of spectral anisotropy on the observed spectrum
is studied in this paper. It will be shown that for a general Garrett-Munk-
type spectrum, the anisotropy does not affect the frequency spectrum observed
by the vertically beamed radar. For the oblique beam, however, the observed
frequency spectrum is changed.

Let us consider a general gravity wave spectrum including azimuthal
anisotropy:
> 1 w2_w12 1/2
T cve— - 1
E(k,w) = Eg A(kz) B(N)F(‘b)G[kh ( W ) Ikzll 6D

Next, let us consider the following two parameter model of anisotropy:

F(¢) = l+a cos2($-bg) (2)

Then it can be shown that the observed spectrum is given by (SCHEFFLER and

LIu, 1985),
Eob(u)) = Eoﬂ((ﬂ) 'B((ﬂ) (3)
(1)2‘(1)-_[2
where H(w) = —5——5 cos ZGB
wp Wy
0. 2-u2
| + 2 sin 20_[1-3(1-w,2/w?) (1-2 cos 2(¢.-6))] @)
2 2 B 2 i 2 B "0
Yy TOy

6.: zenith angle of radar beam, ¢.: azimuth angle of radar beam. The
e?f.eéts of anisotropy are included in (4). It is possible to determine a and
¢0 of the anisotropy model in the following manner,

For any BB#O. take three beam measurements at $5,=0°, ¢BZ=90°. and
¢ ,=45°,
B3
Let 2 )
A= <vob12> - v ® (5)
B = 1/2 [<V0b12> + <V0b22>] (6)
C=<vgqa®> -8 €))

A\
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where <v0b_2> is the variance of observed velocity fluctuation along the j-th

beam position.

Then we have

1

do =Yptant &5 (8)

- 3A 9
& T Eocos2gsin “8g

E,, the total power associated with the wave spectrum, can be determined from
tge spectrum, or additional vertical beam measurement.

We note from equation (4), for vertical beam, 6,=0°, the anisotropy
does not affect the observed spectrum. The two parameter anisotropy model,
equation (2) is a rather simple one. It does, however, contain some of the
most important features of an anisotropic spectrum. Therefore, the results in
(3) and (4) are expected to present some of the important effects on observed
gravity-wave spectrum due to anisotropy.
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3.7.2 THE FREQUENCY SPECTRUM OF an FROM MST RADAR DATA

G. D. Nastrom

Control Data Corporation
Minneapolis, MN 55440

INTRODUCTION

In a recent study (NASTROM et al., 1986),,the variability of the
refractivity turbulence structure constant, C “, was examined using
observations from the ST/MST radars at Poker glat, Alaska, and Platteville,
Colorado. Variations of c? with height, season, and weather conditions were
exgmined. Also, the autocorrelation functizon and the frequency distribution of
C_“ were studied, and it was shown that C “ follows a log-normal fre-
qﬁency distribution. The interested reader is referred to that paper for
details. One of the more fentative results given in that paper is a first look
at the spectrum of log Cn as a function of frequency at Poker Flat. This
spectrum, shown in Figure 1, appears to obey a power law relation with
frequency, P(F) " Fk. with k near -5/3 at periods between about 4 hours and
6 days, and with k near -1 at shorter periods. Power law behavior of a
spectrum often helps us to infer the underlying dynamics which give rise to
this spectrum, and it is thus of some concern to establish further confidence
in the spectral shape. For example, is the shape displayed in Figure 1
representative of other altitudes or locations, and does it change with season
or background weather conditions. The purpose of this contribution is to
address these questioms.

SPECTRAL ANALYSIS RESULTS

Figure 2 shows the spectra of an in the troposphere at Poker Flat
(8.2 km) and Platteville (7.3 km) over the range of periods from about 9
minutes to 24 hours. These results are based on a larger data set than that
used in Figure 1 as indicated by N in the figure. N is the number of 9-hour or
36-hour data segments used to estimate the spectrum. The lag correlation
method was used. The lines with slopes -5/3 and -1 have been added at the same
coordinates as in Figure 1 to aid comparison. At both stations in Figure 2,
the spectral shape is approximately the same as in Figure 1, with a change in
slope found near the 2-4 hour period. The spectral amplitude at Platteville
is higher than that at Poker Flat at periods less than about 2 hours. Note
that all spectra show a markedly decreased slope at periods less than about 15
minutes. As discussed by NASTROM et al. (1986), this behavior may be due to
noise or aliasing, or may arise from reduced spectral fidelity due to
occasional gaps in the data (BAER and TRIBBIA, 1976).

Figure 3 shows the spectra at Poker Flat at 12.5 km for periods from about
9 minutes to 6 hours for summer (May-August) and winter (October—April). There
is no obvious change with season, except that the spectral amplitude appears
slightly higher in summer than in winter.

The Eesults in Figures 1-3 strongly suggest that the shape of the spectrum
of log C “ is fairly universal, and shows little dependence on season,
location, or across the tropopause. As a check on possible synoptic weather
dependence, the mean spectrum was formed for the 97 cases when the background
wind speed near the tropopause was in excess of 21 m/s~l. The results, not
shown, are nearly identical to the winter results in Figure 3 and show that
strong background wind does not distort the spectrum.

The -1 slope region of the spectrum was not anticipated, and warrants
further attention. Current theories of gravity wave motions and quasi-two—
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Figure 1. The variance power spectrum of log C 2 at 12.5 km at
Poker Flat (NASTROM et al., 1985). n

dimensional turbulence do not predict a -1 slope region. However, due to its
robust statistical character and firm observational basis, it cannot be
jgnored. Beside the present results, a -1 slope region was noted by BALSLEY
and CARTER (1982) in the spectrum of radial velocities. Also, a -1 slope
region was found by NASTROM and GAGE (1983) in the wave number spectrum of
winds encountered by airplanes during and immediately after encounters with
moderate turbulence. HARRINGTON and HEDDINGHAUS (1974) noted a -1 slope in
winds near the surface at periods below about 2 hours. Finally, the spectrum
of ozome in the upper troposphere shows a -1 slope region at wavelengths less
than about 100 km as found by NASTROM et al. (1985), and as shown in detail in
Figure 4. These results are based on data collected during GASP from aircraft
and represent the average spectrum over N flight segments, where N is given in
the figure. Mean ozone values less than 150 ppbv or so are typical of the
troposphere.

DISCUSSION

In summary, the shape of the frequency spectrum of log C 2 is fairly
universal; showing a —5/3 slope region at long periods and a —1 slope region at
periods below 4 hours or so. Other meteorological data have also shown a -1
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Figure 3. Power spectrum of log an at 12.5 kn at Poker Flat during
summer (May-August) and winter (October—April), over the range of
periods from about 9 minutes to 6 hours,
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slope region, indicating this signature is not specific to C 2. The -1

slope region is not anticipated by current theories. Important clues toward
understanding it may be that it is associated with rather high levels of
turbulence in the airplane wind data, and is the most apparent in ozone near
the tropopause where folding processes may contribute significantly to the
variance of ozonme. LILLY (1983) predicted that two~dimensional decay spectra
propagate in wave number space with the wave number and amplitude of the spec-—
tral peak following an approximately k™l curve. When many such events are
superposed, it is presumed that the net spectrum follows k=573, However, it
may turn out that when intense individual events are combined, as done here,
the average spectrum retains a k1 dependence. This issue will clearly
require more attention in the future.
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3.7.3. A STUDY QF GRAVITY-WAVE SPECTRA IN THE TROPOSPHERE AND
STRATOSPHERE AT 5-MIN TO 5-DAY PERIODS WITH THE POKER FLAT MST RADAR

R. S. Bemra, P. K. Rastogi

/fg&? Electrical Engineering and Applied Physics Department

Case Western Reserve University
Cleveland, Ohio 44106

and
B. B. Balsley

Aeronomy Laboratory
National Oceanic and Atmospheric Administration
Boulder, Colorado 80303

1. INTRODUCTION

The wind field in the middle atmosphere can be decomposed into a continuum
of spatial and temporal scales. At short time scales (of the order of 0.1-3
hr) the wind field is dominated by transient buoyancy waves with horizontal
wavelengths of a few km to several hundred km., With recent improvements in the
MST radar technique, it has become possible to measure, almost continuously,
the velocity field at fixed altitudes for periods longer than a month (GAGE and
BALSLEY, 1984; LARSEN et al., 1982). Instrumented aircrafts provide similar
measurements along flight paths that are at least a few thousand km long (see
e.g. LILLY and PETERSEN, 1983; NASTROM and GAGE, 1983).

Kinetic—energy spectra of the horizontal wind field obtained from several
sets of such measurements show distinct power-law behaviors with frequency and
wave number over wide range of scales extending to several days in time and
several thousand km in the horizontal. A simple and direct scaling between the
frequency and wave-number spectra exists under the Taylor Hypothesis, that the
perturbations move with the mean horizontal wind without deformation (in a
statistical sense). This makes possible first—order comparisons of frequency
an wave—number spectra.

A mesoscale power—law behavior, S(f) ~ f*n or S(k) ~ ktn of the
frequency (f) and the horizontal wave-number (k) spectra (S) has been reported
in several studies with values of the spectral index (or slope) n in the
vicinity of -5/3 (see e.g. GAGE, 1979; BALSLEY and CARTER 1982; NASTROM and
GAGE, 1983, 1985). It has been suggested that the associated horizontal
velocity perturbations in the atmosphere are either a manifestation of
two—~dimensional turbulence (GAGE and NASTROM, 1984) or of a universal cascade
of buoyancy waves (VANZANDT, 1982).

In this paper, we present an analysis of frequency spectra at periods of
about 5 days to 5 min from two 20-day sets of velocity measurements in the
stratosphere and troposphere (ST) region obtained with the Poker Flat MST radar
during January and June, 1984.

In Section 2, we outline a technique based on median fil tering and
averaged order statistics for automatic editing, smoothing and spectral
analysis of velocity time series contaminated with spurious data points or
outliers. The validity of this technique and its effects on the inferred
spectral index has been tested through simulation, Spectra obtained with_this
technique are discussed in Section 3. The measured spectral indices show
variability with season and height, especially across the tropopause. The
discussion in Section 4 briefly outlines the need for obtaining better
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climatologies of velocity spectra and for refinements of the existing theories
to explain their behavior.

2. MEDIAN FILTERING, EDITING, SMOOTHING, AND SPECTRAL ANALYSIS OF VELOCITIES

MST radar provide measurements of radial velocity at selected ranges from
spectral moments of the scattered signal. Spectra of the scattered signals are
often contaminated with external interference, which produces spurious
estimates of radial velocities. These spurious velocity values often occur as
large, single or multiple spikes. Unless the spurious values, called outliers,
can be successfully detected and removed, they would tend to introduce a
whitening of high-frequency components in the velocity spectra, The velocity
spectra are commonly obtained through discrete Fourier transform (DFT) of the
uniformly sampled velocity time series using the fast Fourier transform (FFT)
algorithm.

The spectrum S(£f) is usually approximated by the time-averaged periodogram
[P(£)], which is the squared magnitude of the Fourier transform. Periodogram
provides only a distorted estimate of the spectrum. This distortion is most
severe in the presence of trends or a slowly varying mean value component and
arises due to aliasing of the autocorrelation function. Presence of a trend in
the velocity data is likely to produce spectra with an inverse-square frequency
dependence, or a spectral index n = -2. The simplest way to remove trends is
to subtract the dc value from each segment of the velocity time series before
spectral analysis. This has been done for the analysis described in this
paper.

The spectral index (n) is obtained by a least-square error fit or
regression of the form: log S(f) = n log £ + ¢, where ¢ is a constant., Equi-
spaced frequency points tend to become clustered at high frequencies along the
log f axis, This tends to bias n towards the high-frequency end, where the
effect of outliers is likely to be most serious. To minimize this bias, it is
necessary (i) to implement a scheme for locating outliers, and interpolating or
smoothing through their locations and gaps; and (ii) to obtain the spectra of
smoothed velocity time series in several bands of approximately equal width on
the log f axis, with a proportionate number of points in each band.

Figure 1(a) shows the radial velocity time series at 10.3 km height for an
of f-vertical antenna. This series was sampled at 1-min intervals over 16.3 hr
or 1000 min, Many outliers can be seen distinctly since they clearly do not
belong with the rest of the data. If the velocity changes associated with the
outliers are real, they would imply accelerations that cannot be justified on
physical grounds. There also was a gap of about 5.5 hr near the middle.

Figure 1(b) shows a filtered and interpolated time series that has been
smoothed through a 30-min window, at 15-min intervals. The filtering and
interpolation procedure is briefly outlined below,

Since some smoothing of time series is desirable, we prefer to look at all
the N points within a smoothing window collectively. Suppose these points are
sorted by their numerical values in an ascending or descending sequence.
Outliers occur mostly near the top and the bottom of this sequence, whereas
most of the valid data points tend to be clustered about the median, Median is
a robust indicator of location with respect to outliers. If we reject x% of
the highest and x% of the lowest points, and average over the remaining then
this average will be almost unaffected by outliers. It is not necessary to
sort (or order) all the N points. Sorting is needed for only x% of the highest
and x? of the lowest values. Two types of errors can occur in this averaging
scheme ¥epending on N and x: a valid data point may be mistaken for an
outlier, and an outlier may be mistaken as a valid data point. These errors
are analogous to those encountered in transmission of signals over noisy
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Figure 1. (a) Unedited time series of radial
velocity for a 1000-min period observed
with the Poker Flat MST radar, showing
outliers and a 5.5-hr data gap. (b) Same
time series after 30-min median fil tering,
smoothing, and interpolation with cubic
splines. (Data for receiver 2, 13 June,
1984, 00 hr 00 min to 16 hr 39 minj;
Height 10.33 km.)
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communication channels. Prior statistical information about data points and
outliers (if available) can be used to minimize these errors. An alternative
approach is to experiment with different values of rejection levels x. In the
analysis of Poker Flat data we have found that for N = 30, rejection levels x =
7.5, 10 and 20%Z did not produce a significant effect on smoothed averages. A
rejection level of 10%Z was used in subsequent analyses. For small values of
N(<10) smoothing is not desirable, but median still provides reasonable outlier
rejection. In many of the cases examined, the outlier-rejection schemes based
on median and order statistics, perform as well as a human editor.

A few long gaps can be filled by interpolation of data smoothed through a
median filter discussed above. We have used Cubic Splines (DEBOOR, 1978) as
interpolating functions. To avoid instabilities in interpolation, it is
recommended that the average slopes at the end points of each gap should be
calculated separately and used to constrain the interpolated results. Most
stable results are obtained by setting this slope to zero, e.g., by duplicating
the end points in the gap.

Figure 2 shows a composite spectrum of meridional wind obtained from
radial velocities measured along three pointing directions, one of which is
close to vertical and two are 15 deg off vertical in two orthogonal planes.

The spectrum was obtained from 20-day long, almost continuous velocity
measurements with a 1-min time resolution. It covers a frequency range of over
3 decades for periods corresponding to 5 days—5 min and was obtained separately
over three overlapping bands, each over a decade wide.

PERIOD "
g 87 40 20 (0 Mg oM M 4H 50" ysM 5
10 1 1 T 1 ™ T T 1 1 T
POKER*FLRT
MST RADRAR
] 1984 DAY | 1-DAY 20
6 \\\\\& SLOPE=-1.p8
10 LOG(Y-INT.{= 7.44
] HT.=10.33kM. DIR.=2
10t
SPEC. A
DENSITY
(n2s~24z"1)
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Figure 2. A composite spectrum of meridional winds obtained in three
overlapping bands, each about 1 decade wide. Arrows show the
frequency range (periods about 1 hr to 5 days) over which a spec-
tral index was obtained through linear regression, Uncertainties
in the spectrum estimates are also shown. (Data for January 1 to
January 20, 1984,)
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For the low and intermediate frequency bands, first the radial velocities
were subjected to median filtering through a 30-min running window at 15-min
intervals. The radial velocities were further smoothed for each frequency
- band, and decomposed into the three orthogonal velocity components: zonal,
meridional and vertical. This decomposition is possible only for velocities
smoothed over time scales of 1 hr or more. The spectrum was then computed as
the averaged periodogram over each band. The number of periodograms averaged
was 4 for the low and 15 for the intermediate frequency band.

For the high frequency band, the radial velocities cannot be resolved into
orthogonal components due to the presence of short-period gravity waves. It is
possible, however, to combine and rescale the spectra of radial velocities to
obtain the spectra of the orthogonal components. The radial velocities were
screened through a 5-point running median fil ter, with the output sampled at
2.5-min intervals., No attempt was made to interpolate through gaps.
Approximately 80-90 periodograms obtained from short continuous segments were
averaged over the entire 20-day period. The averaged periodograms of radial
velocities were combined and rescaled to obtain the spectra of orthogonal
velocity components.

The uncertainties in the estimation of the composite spectra are shown by
the error bars for each frequency band (see e.g., BLACKMAN and TUKEY, 1958 or
OPPENHEIM and SCHAFER, 1975) at one standard deviation level. The uncertainty
is smallest at the highest frequencies due to the larger number of periodograms
averaged in this band. In conventional methods of spectral analysis all the
frequency points are equispaced, and the uncertainty in the spectrum magnitude
is uniform throughout. The uncertainty in estimating the spectral index (n)
through exponential regression (linear regression of log S(f) versus log £f) is
described in statistical texts (e.g., BROWNLEE, 1965). Through the use of
composite spectra the uncertainty in spectral magnitude is considerably reduced
at higher frequencies, Within an uncertainty of one standard deviation in
spectral magnitude, composite spectra provide estimates of spectral index to
within +0.1 over three decades and to within +0.15 over two decades. The
composite spectra shown in Figure 2, show a distinct power—-law behavior over
three decades of frequency. In this example the spectral index obtained by
regression (at 5 day — 1 hr periods) was -1,88. We have, however, tried to
obtain additional confidence in the performance of analysis methods outlined
above as follows.

The spectra and spectral slopes were also independently estimated by the
correlation method. The results obtained by the two methods were almost
identical and did not show any systematic differences, This indicates the
ef fectiveness of trend removal used in the periodogrem method in reducing
distortions of spectra.

As an alternative check, time series for spectra with known spectral
indices were synthesized as the sum of a large number of sinusoids in random
phase. To these, random outlier values and data gaps were added with about the
same statistics as in the original data., Median fil tering and spectrum
analysis of the synthesized time series recovered the spectral index to within
5Z to 10% in all cases considered. We, therefore, conclude that the departures
of spectral index from the 5/3rd shape as shown for example in Figure 2, are
significant.

3. VARIATION OF SPECTRAL INDEX WITH HEIGHT AND SEASON
The composite spectra for several ST heights (8 - 23 km at 2,2 km step)

and for all the three orthogonal velocity components are shown for 20 days of
January, 1984 data in Figure 3. For clarity, the spectra for different heights
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have been displaced upward by a constant amount. The behavior of zonal and
meridional spectra is similar, with a power-law behavior extending to periods
below 1 hr. The corresponding spectra for the vertical velocities are almost
flat, with a hump between 3 hr and 24 hr at some altitudes. The spectral index
for each height is also given. There is a weak indication of the presence of a
semidiurnal (12 hr) tide in the spectra of the horizontal velocity components
(see Figure 3, zonal).

Figure 4(a) shows the profiles of spectral index for each component for
January, 1984. Figure 4(b) is a similar plot for June, 1984, The spectral
index of the horizontal components reaches a minimum value of about -2 near the
winter tropopause. A similar behavior is seen for June, 1984, except that the
minimum value of spectral slope is about -1.4. The behavior of zomal and
meridional spectral slopes is similar. The slope of zonal spectra appears,
however, to be slightly steeper than that of the meridional spectra; the
difference in their slopes is more pronounced during summer. The spectral
index of vertical velocity is usually -0.5 to -1.0. Its height variation is
much more erratic during winter,

Therefore, we conclude that the spectral index of about -5/3 for the
horizontal velocities is exceptional. Indeed, the only case when it is close
to this value is for 12-km altitude during January, just above the winter
tropopause.
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4, DISCUSSION

The analysis of velocity spectra described above shows that the spectral
index of the horizontal velocity components varies with altitude and season.
The spectral index tends to approach a minimum value in the vicinity of the
tropopause., The altitude variation of spectral index is similar in winter and
summer, except that the indices have higher values (less negative) in the
summer, There does not seem to be a preferred tendency for a -5/3rd spectral
slope, though this slope does occur in the 15-20 km range during winter. The
variability of spectral index of horizontal velocities is also evident in the
Poker Flat ST data analyzed by LARSEN et al. (1982), On the basis of the two—
dimensional turbulence hypothesis, a spectral index of —-5/3 is predicted for
horizontal velocity spectra (GAGE, 1979). We conclude that the observations of
spectral index reported here do not provide sufficient evidence for this
hypothesis.

The time—scales considered in this analysis range from about 5 days to 1
hr., For a mean horizontal wind of 10 m/s that is typical for winter, the
corresponding horizontal scales are 4500 km to 36 km. Mean winds during the
summer are only about 2.5 m/s and the horizontal scales are smaller by a factor
of 4. The steep slopes (-3) that have been reported in aircraft measurements
for scales longer than about 1000 km (NASTROM and GAGE, 1985) have not been
discerned in the spectra reported here. It is conceivable that the assumptions
under which this simple scaling is possible are not valid at scales much longer
than a day and 1000 km.

The spectral index of vertical velocities shown in Figure 4 is typically
about -0.5 during winter. The average index is closer to -1 during summer. In
both seasons, this index shows a large variability with values ranging from
-1.4 to -0.2. LARSEN et al. (1985) have reported similar values of spectral
index of vertical velocities measured at Arecibo with an average value of -1.
Vertical wave number spectra obtained by KUO et al., (1985) using high-
resolution data from the SOUSY radar show a similar behavior, with a distinct
variation across the tropopause. According to LARSEN et al. (1985) an index of
the order of 1/3 should be expected for a universal spectrum of buoyancy waves
along the vertical direction provided that the horizontal spectra exhibit a
-5/3 slope.

The universal buoyancy wave spectrum hypothesis (VANZANDT, 1982) attempts
to seek relations between spectra of velocity components as functions of
vertical and horizontal wave number, Though our observations do not appear to
provide conclusive evidence for this hypothesis, they certainly suggest the
need for a better climatology of horizontal and vertical velocity spectra and
their comparison with improved models. SCHEFFLER and LIU (1985) and VANZANDT
(1985) have proposed models for acoustic~gravity wave spectra of radial
velocities, Doppler shifted by fluctuations in the background wind., There also
is a need for improved radar experiments to provide measurements for valid
comparisons with theoretical models.

Finally, it should be stressed that mesoscale spectra can possibly be
influenced by several mechanisms viz. two-dimensional turbulence, a universal
behavior attributed to buoyancy waves, and Doppler shifts of buoyancy waves
through variable background winds. A clear-cut distinction between these

mechanisms may not be readily possible, unless additional measurable parameters
are introduced in theoretical models.
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3.7.4 ON THE VARYING SLOPE OF VELOCITY SPECTRA

Jurgen Rottger#*
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Spectra of zonal, meridional and vertical wind velocity, measured during a
24-hour period with the spaced~antenna technique indicate quite a variable
slope as a function of height (Figure 1, from ROTTGER, 198l). It is found that
the spectral slope (1h-24h) of all three components correlates with the mean
horizontal wind velocity (Figure 2). A possible conclusion is that the
frequency dependence of power density of horizontal and vertical fluctuation
component apparently depends on the mean wind velocity. However, the vertical
spectra at periods larger than about 1 hour can also be influenced by
spillover (due to finite radar antenna beam width) from the horizontal
fluctuation component or by a Doppler shift.
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3.7.5 DOPPLER EFFECTS ON VELOCITY SPECTRA
OBSERVED BY MST RADARS
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1. INTRODUCTION -

Recently, wind data from MST radars have been used to study the spectra
of gravity waves in the atmosphere (SCHEFFLER and LIU, 1985; VANZANDT et al.,
1985). Since MST radar measures the line-of-sight Doppler velocities, it
senses the components of the wave-associated velocities along its beam
directions. These components are related through the polarization relations
which depend on the frequency and wave number of the wave. Therefore, the
radar-observed velocity spectrum will be different from the original gravity-
wave spectrum. Their relationship depends on the frequency and wave number
of the wave as well as the propagation geometry. This relation can be used to
interpret the observed data. It can also be used to test the assumption of
gravity-wave spectrum (SCHEFFLER and LIU, 1985).

In deriving this relation, the background atmosphere has been assumed to
be motionless. Obviously, the Doppler shift due to the background wind will
change the shape of the gravity-wave power spectrum as well as its relation
with the radar-observed spectrum. In this paper, we attempt to investigate
these changes.

2. DOPPLER-SHIFTED FREQUENCY SPECTRUM

Let us first assume that the background wind is constant, blowing in the
x—direction. In the rest frame coordinate of the atmosphere, the frequency
is related to the frequency w of the laboratory frame through the relation

Q= w—khvocoso (1)

where k, is the horizontal wave ngmber. vy is the wind speed and ¢ is the
angle the horizontal wave vector makes with the x—axis., Following the
derivation in SCHEFFLER and LIU (19Y85), the frequency spectrum of the observed
velocity fluctuations along a radar beam pointed at zenith angle SB can be

written as
o @

Eop(w) = { ) Q(¢,9)E(1€,n)6(n-wrkhvocoswdml? (2)
where
QZ-wiZ %2-92 wi2 . .
Q¢ Q) = E;y:;;y coszeB + :;1:3;7 [1-(1- ?Fr-)sin2(¢-¢3)]sin 8y (3)

E(f, Q) is the power spectrum of the gravity wave in the rest frame (Lagrange
freme). We further assume that the wave spectrum has the same form as that in
the laboratory frame such that
Eo mz—m 2 1/2
2,0) = 1 (%)
E(k,Q) Z‘Iﬂﬁ" A(kz)B(ﬂ)Clkh + ( —m:qz ) Ikzl]

vhere




229
(t-1 )kz*t‘l

A(k ) B —
2 (ki |©
Z z

- | P
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Here, isotropy of the spectrum has been assumed, Equation (2), together
with equations (3), (4), and (5), yields the observed frequency spectrum of the
velocity fluctuation. We note that because of the two Sé-functions, the
original 4-fold integration in (2) is reduced to 2-fold which can be integrated
numerically.

3. RESULTS

Figure 1 shows an example of numerical computation for the frequency
spectrum, This is for the case where the radar beam is pointed vertically.
The Doppler effect redistributes the wave energy so that the spectrum spreads
out beyond the original limits (wi, ). The level is depressed and a
slope is introduced in the high frequency end of the spectrum. These effects
become more apparent as the background wind speed v, is increased, Figure 2
shows the result for an oblique radar beam with 6,=10°, Again, the spectrum
spreads out beyond @, and mB‘ The redistribution of energy due to the
Doppler effect in this case makes the spectrum shallower. In a certain
frequency range, the level can be higher than that for the case with no
Doppler.
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Figure 1. Model vertical frequency spectra (6_.=0) for three different values
of B, where B=vok /wb. B=0 is solid curve, B=5 is dashed curve, 8=10
is dotted_and a8sfed? Other_garameters are p=2, t=2.25, E =31 J/kg,
£.=7.2x10 “Hz, znd £,.=3,0x10 "Hz. Typical values of kz* afe of the
i -4 -1"b
ofder of 27x10 m
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4, CONCLUSIONS

The results show that the radar-observed frequency spectrum of velocity
fluctuations due to gravity waves will be affected by the Doppler shift due to
the background wind. The numerical results are for the case of isotropic
gravity-wave spectrum in a constant background wind. The technique could be
applied to the more general cases.
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3.7.6 OBSERVATIONS OF VERTICAL VELOCITY POWER SPECTRA
WITH THE SOUSY VHF RADAR
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1. INTRODUCTION

Recently LARSEN et al. (1985) have shown that the line-of-sight velocity
power spectra measured at an oblique angle have a significant contribution from
the vertical velocity out to periods close to 1 hr, in agreement with the
earlier result of BALSLEY and CARTER (1982). The spectral slope of the
inferred vertical velocity frequency spectrum was close to -1. The inferred
vertical velocity vertical wave number spectrum had a slope that lay b