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OUTLINE

This paper describes the design of a candidate flutter suppression (FS) control

law for the symmetric degrees of freedom for the DAST ARW-2 aircraft. The results

shown here illustrate the application of several currently employed control law

design techniques. Subsequent designs, obtained as the mathematical model of the

ARW-2 is updated, are expected to employ similar methods and to provide a control law

whose performance will be flight tested. This study represents one of the steps

necessary to provide an assessment of the validity of applying current control law

synthesis and analysis techniques in the design of actively controlled aircraft.

Mathematical models employed in the control law design and evaluation phases are

described. The control problem is specified by presenting the flutter boundary pre-

dicted for the uncontrolled aircraft and by defining objectives and constraints that

the controller should satisfy. A full-order controller is obtained by using Linear

Ouadratic Gaussian (LQG) techniques (Refs. i-4). The process of obtaining an imple-

mentable reduced-order controller is described (Refs. 5,6). One example is also

shown in which constrained optimization techniques (Refs. 7-11) are utilized to

explicitly include robustness criteria within the design algorithm.

e MATHEMATICAL MODELING

e ARW-2 FLUTTER CHARACTERISTICS

e CONTROLLER DESIGN OB3ECTIVES AND CONSTRAINTS

e FULL-ORDER CONTROLLER DESIGN

e REDUCED-ORDER CONTROLLER DEFINITION

e MAXIMIZATION OF ROBUSTNESS OF REDUCED-ORDER CONTROLLER

28o C



SENSOR SIGNAL INPUTS TO SYMMETRIC FLUTTER SUPPRESSION CONTROL LAW

The symmetric FS control law described here receives a feedback signal obtained

by differencin_ the output of two vertical accelerometers located as shown on the

outboard portion of the wing. Antisymmetric contributions are removed by summing

signals from each wing semispan. The signal, properly compensated, is fed to each

outboard aileron actuator. The objective of the FS design is to determine the

compensation required to suppress flutter while satisfying other design criteria such

as control power and robustness constraints.

Note that the control law is single-input/single-output (SISO). Furthermore,

the sensor signal accentuates the observability of predominantly torsional modes at

the expense of predominantly bending modes. It is planned, in a subsequent study, to

investigate the benefit of including the sum of the accelerometer outputs as an

additional feedback signal.
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MATHEMATICALMODELING

Mathematical models were developed using the ISAC (Interaction of Structures,
Aerodynamics and Controls, Ref. 12) program. A modal characterization of the air-
craft was employedwhich resulted from performin_ a free-free vibration analysis with
symmetric constraints. Twelve symmetric modeswere retained for the modeling: mean-
body vertical translation and pitch plus i0 symmetric elastic modes.

Unsteady aerodynamic forces were computed for oscillatory motion by usin_ a
doublet lattice technique (Refs. 13,14) for several Mach numbers (M) and, at each
Machnumber, for a range of reduced frequencies (k). Reduced frequency satisfies the
relationship k = m b/U where b is a reference length (chosen here to be one half
the meanaerodynamic chord of the wing), U is airspeed and m is frequency in rad/sec.

A third-order transfer function representation of the actuator was employed
which provided a good fit to its experimentally determined frequency response below a
frequency of 300 rad/sec.

Approximate unsteady aerodynamic forces for arbitrary motion were _enerated in
order to obtain a linear, time invariant (LTI) state space model. A least squares
curve fit was made, at each Machnumber, of the complex matrix of frequency dependent
aerodynamic force coefficients, using a matrix function (Refs. 15-19). Constraints
were imposed upon the rigid body and gust columns of AO, AI and the CI matrices
which required that the curve fit match the tabular data and its slope at k=O
(Ref. 20). In addition, the column of A2, corresponding to forces due to gust
inputs, was constrained to be zero.

The resultin_ LTI state space evaluation modelwas 77th order. (Four lag terms
were employed in the s-plane fit and a second-order Dryden representation (Ref. 21)
of the gust spectrum was used.)

0 MODAL CHARACTERIZATION OF STRUCTURE (2 RIGID BODY AND 10

FREE-FREE ELASTIC MODES)

0 DOUBLET LATTICE COMPUTATION OF UNSTEADY AERODYNAMIC FORCES

o 3RD ORDER REPRESENTATION OF ACTUATOR

o S-PLANE APPROXIMATION OF UNSTEADY AERODYNAMICS (q LAG TERMS)
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DESIGN MODEL

A reduced-order model of the plant was developed in order to lower the cost of

the control law design. Only two la_ terms were used in the s-plane approximation.

Modes with natural frequencies below or near the open-loop flutter frequency which

were observed to have little effect upon the flutter characteristics were truncated.

Modal residualization (Refs. 3,10,22,23) was employed to retain the static effects of

the highest frequency modes. Five modes were retained in the design model, which had

a 25th order state space representation (i0 vehicle, I0 aerodynamic, 3 actuator, 2
_ust).

| TRUNCATE NONCRITICAL MODES IN FLUTTER FREOUENCY RANGE

OR BELOW

| REMOVE HIGH-FREQUENCY MODES BY MODAL RESIDUALIZATION

e TWO LAG S-PLANE AERODYNAMIC FORCE APPROXIMATION

| 25 STATE DESIGN MODEL
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AMPLITUDE OF SENSOR OUTPUT/CONTROL INPUT TRANSFER FIJNCTION

Bode plots of the symmetric signal sent to the controller per unit commanded

control input were generated for the analysis and design models. The design model

sensor signal amplitude is in good agreement with that of the full-order evaluation

model. Phase angle comparisons, not shown, also exhibit excellent agreement at

frequencies below 500 rad/sec.

The evaluation model Bode plot was actually generated using the second-order

form of the equations of motion. The unsteady aerodynamic forces computed using

the doublet lattice technique are in the proper form for this frequency domain

analysis. Therefore, no s-plane approximation is needed.
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FLUTTER BOUNDARY, FS-OFF; NOMINAL STABILITY MARGIN BOUNDARY

AND FLUTTER BOUNDARY, FS-ON

The predicted flutter boundary (FS-off) is shown as the solid line. Flutter

occurs, for the uncontrolled aircraft, to the right of this line. The dashed line

identifies a boundary to the left of which the FS control law should provide

stability with ± 6 dB gain margins and ± 45 ° phase margins. In addition, to the left

of this dashed boundary, the root mean square (rms) control deflection should be less

than 15 ° and the rms control rate should be less than 740°/sec in the presence of

random turbulence (Dryden spectrum with rms velocity of 12 ft/sec). The remaining

curve defines a boundary to the left of which the FS control law should provide

stability.

This paper presents results that show control law performance at the two points

noted. Reference 24 gives more details about the FS design discussed here and also

defines the performance over a range of flight conditions of a control law for which

the overall gain is scheduled as a function of dynamic pressure.

The nominal design point, identified with a square, is at M=0.86 and an altitude

of 15,000 ft. Note that the uncontrolled plant is unstable at this condition, which

is at a dynamic pressure 16.5 percent above the open loop flutter point.

The point identified with a circle defines the flight condition at which

constrained minimization techniques are employed to maximize control law robustness.
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CONTROLIERDESIGN

Two control law design approaches were employed. In the first of these, optimal
regulator theory was employed to determine a full-state feedback gain matrix. In
this phase of the design the state weighting matrix was set to zero and the control
weighting matrix was set to the identity. This choice of weighting matrices, plus
the constraint that the closed-loop system be stable, results in the minimumcontrol
effort solution which stabilizes the system (Ref. 5). The controller also reflects
unstable poles about the imaginary axis while leaving stable poles fixed. The next
step in the design was to construct a steady-state Kalman estimator based upon the 12
ft/sec rms gust input and a nominal set of measurementerror statistics. The robust-
ness of the resulting LQGdesign was then improved by using the robustness recovery
technique of adding fictitious noise at the input (Ref. 4). The ORACLS(Ref. I)
software was utilized to obtain the LQGdesigns. The 25th order controllers found
were reduced to implementable sizes. The order reduction was accomplished by trans-
forming the controller state space representation to block diagonal form and examin-
ing the poles, zeros, and residues of the full-order controller. Modal truncation
was performed in the transformed domain to obtain candidate reduced-order control-
lers. It was found (Ref. 24) that the controller could be reduced from 25tb order to
9th order with minimal degradation in controller performance.

The second design approach, which will be discussed after some specific LOG
results are presented, made use of a nongradient-based, nonlinear programming
algorithm (Refs. 25,26) to maximize robustness properties.

t MINIMUM CONTROL EFFORT LQ SOLUTION (ZERO STATE WEIGHTING)

I STEADY-STATE KALMAN ESTIMATOR

I DOYLE-STEIN ROBUSTNESS RECOVERY

e SELECTION OF REDUCED-ORDER CONTROLLER (9TH ORDER CHOSEN)

I ROBUSTNESS MAXIMIZATION
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CLOSED-LOOP BLOCK DIAGRAM

This block diagram defines parameters that will be shown in subsequent figures

to demonstrate controller performance. The output, y, is the FS sensor signal. G is

the uncontrolled plant transfer function, y/u. The full model in frequency domain

form (no s-plane approximation) was employed to perform a "one time" computation of G

(im) at a discrete set of frequencies. H, here and in the results to follow, is a

reduced-order controller. The white-noise inputs included in the design process are

gust (WG), measurement (WM) and control (Wu). Controllers were designed for a

range of controller input noise intensities in order to determine an acceptable

trade-off between robustness recovery, control power requirements and controller band-

width. Results will be shown for two input noise intensity levels; zero and a "nomi-

nal" level selected as resulting in an acceptable design. The controller performance

results are presented in terms of Nyquist plots which are polar plots of HG with the

loop broken as indicated and with frequency as the independent variable.

W G

WU _/ WM

I NPUT "_"
PLANT

LOOP
BREAKING
POINT uFS HCONTROLLER

Y

OUTPUT

287



NY0111ST PLOT OF HG TRANSFER FUNCTION

(ZERO INPUT NOISE DESIGN)

This Nyquist plot is for a controller designed by applying LQG techniques with

zero process noise intensity at the control input followed by controller order reduc-

tion (from 25th to 9th order). Since the uncontrolled plant is unstable with a com-

plex conjuKate pair of unstable poles, the Nyquist plot must, for closed--loop

stability, encircle the -1 point once in a counterclockwise direction as m varies

from 0 to _. The arrow indicates the direction of increasing frequency. Gain mar-

gins of ± 6 dB are achieved. However, the 45 ° phase margin constraint is violated.

Reference 24 contains additional data, such as the control power requirements and the

frequencies corresponding to the gain margin and phase margin points.
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NYOUIST PLOT OF HG TRANFER FIINCTION

(NOMINAL INPUT NOISE DESIGN)

Additional full-order LQG controller designs were obtained with process noise

intensity as a variable. Nyquist plots and controller Bode plots were examined for

each of the resulting full-order controllers. A "nominal input noise" design was

chosen which met the performance specifications, and order reduction techniques were

employed to obtain an implementable controller (9th order). The Nyquist plot shown

here, which is constructed by using the frequency domain evaluation model and the

"nominal noise intensity" reduced-order controller, meets the gain margin and phase

margin specifications. Both gain margins and phase margins are better than those

achieved by using the "zero input noise intensity" controller of the previous figure.

The rms control deflection and rate requirements of both controllers were within the

constraints.
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AMPLITUDEOFCONTROLLERTRANSFERFUNCTIONVERSUSFREOUENCY

The phase margin and gain margin improvements that were obtained by increasing
process noise at the input were not achieved without cost. A Bode plot of the "zero"
and "nominal" input process noise controllers reveals that increasing the noise has
degraded the controller high-frequency rolloff characteristics.
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ROBUSTNESS MAXIMIZATION

An alternate design approach which allows explicit consideration of design

criteria will now be described. The approach, which requires that the form of the

control law be specified, is particularly applicable in modifying an existing control

law when small changes occur in the plant or in satisfying criteria not fully consid-

ered in a previous design. Nongradient-based constrained minimization techniques are

employed to maximize the minimum singular value of the return difference transfer

function subject to explicit constraints on stability, gain margins, phase margins

and control power requirements. A similar approach (Ref. 11), which employs a

gradient-based optimizer, has been applied to improve the robustness of a lateral

stability augmentation control law.

The method is applied to determine a controller for a flight condition having a

Mach number of 0.91 and an altitude of 15,000 feet. The reduced-order controller

found for the M = 0.86, 15,000-foot altitude flight condition was chosen to define

the control law form and the initial values for the design variables. Nine of the

controller coefficients were selected as design variables. Fixed-controller elements

were lumped into a filter T(s). Stability was determined by computing the number of

counterclockwise encirclements of the -1 point as m varied from 0 to =. The phase

margin requirements for this condition were relaxed to ± 40 ° .

In performing the constrained optimization, it was observed that control power

requirements never reached their available limits. Control power constraints were,

therefore, removed from the computations. This allowed the remaining constraints to

be evaluated based solely upon the computations required for generation of Nyquist

plots.
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NYOUIST PLOTS OF HG TRANSFER FUNCTION

(M = 0.91, H = 15,000 FEET)

The initial controller stabilized the system but gain margin constraints

(± 6 dB) and phase margin constraints (± 40 ° ) were violated. The minimum singular

value is indicated by the heavy line. The constrained optimization solution has a 26

percent larger minimum singular value; gain margin and phase margin constraints are

satisfied to within a 2.5 percent tolerance. Control power requirements (rms

requirements) are also reduced with the optimized controller.
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SUMMARY

Coupling the ISAC program (for definition of plant design and evaluation models)

with the ORACLS LOG methodology provided an effective tool for design of full-order

controllers. Addition of process noise at the input allowed stability margin cri-

teria to be met. The rms control deflection and rate requirements were also within

their constraints. Controller order reduction from 25th to 9th was successfully

accomplished with minimal sacrifice in controller performance.

Robustness maximization using nongradient-based constrained optimization tech-

niques substantially increased the minimum singular value of the return difference

transfer function for an off-nominal flight condition. Stability was determined at

each iteration by computing the number of counterclockwise encirclements of the -i

point as m varied from 0 to =.

New FS control laws will be designed for both symmetric and antisymmetric

degrees of freedom when the mathematical model of the ARW-2 is updated.

|

|

9TH ORDER CONTROLLER DEVELOPED USING LQG TECHNIQUES AND ORDER

REDUCTION ACHIEVED DESIGN OB3ECTIVES

ROBUSTNESS MAXIMIZATION USING NONGRADIENT-BASED CONSTRAINED

OPTIMIZATION TECHNIQUES INCREASED MINIMUM SINGULAR VALUE

SUBSTANTIALLY

DESIGN WILL BE REPEATED FOR BOTH SYMMETRIC AND ANTISYMMETRIC

FLUTTER WHEN UPDATED STRUCTURAL MODEL IS COMPLETED
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