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SPACE STATION AS A VITAI. FKUS 
FOR ADVANCING THE TECHNOLOGIES OF 

AUTOMATION AND ROBOTICS' 

G i u l i o  VarsiZ 
and 

Daniel  H. Herman 

NASA Headquarters ,  Washington, DC 20546 

ABSTRACT 

A major  g u i d e l i n e  f o r  t h e  des ign  of the United 
S t a t e s '  Spoce S t a t i o n  i s  t h a t  t h e  Space S t a t i o n  
a d d r e s s  a wide v a r i e t y  of func t ions .  These 
f u n c t i o n s  inc lude  t h e  s e r v i c i n g  of unmanned 
a s s e t s  i n  space,  t h e  suppor t  of commercial la-  
b o r a t o r i e s  in space  and t h e  e f f i c i e n t  management 
of t h e  Space S t a t i o n  i t s e l f ;  t h e  l a r g e s t  space  
a s s e t .  For t h e  Space s t a t i o n  to a d d r e s s  suc- 
c -ss f t i l ly  t h e s e  and o t h e r  f u n c t i o n s ,  t h e  opera t -  
ing c o s t s  must be minimized. Furthermore,  crew 
time i n  space  w i l l  b e  an exceedingly s c a r c e  and 
v a l u a b l e  c o m o d i t y .  The human o p e r a t o r  should 
perform only  those  t a s k s  t h a t  a r e  t iniqut i n  
dmanding  t h e  use  O E  t h e  h u m n  c r e a t i v e  cnpa- 
b i l i t y  i n  coping w i t h  u n a n t i c i p a t e d  events .  

The technologies  of Automation and Robot ics  
(ALR) have t h e  promise t o  h e l p  i n  reducing  Space 
S t a t i o n  o p e r a t i n g  c o s t s  and t o  achieve  a h ighly  
e f f i c i e n t  use  of t h e  human i n  space.  The use  of 
advanced automation and a r t i f i c i a l  i n t e l l i g e n c e  
techniques ,  such a8 e x p e r t  systems, i n  Space 
S t a t i o n  subsystems for a c t i v i t y  planning and 
f a i l u r e  mode management w i l l  enable  us  t o  reduce 
dependency on a miss ion  c o n t r o l  c e n t e r  and could 
u l t i m a t e l y  r e s u l t  i n  breaking  t h e  u d i l i c a l  l i n k  
Cram E a r t h  t o  t h e  Space S t a t i o n .  The a p p l i c a t i o n  
of r o b o t i c  technologies  wi th  advanced percept  ion 
c a p a b i l i t y  and h i e r a r c h i c a l  i n t e l l i g e n t  c o n t r o l  
t o  s e r v i c i n g  systems w i l l  enable  u s  eo s e r v i c e  
a s s e t s  e i t h e r  a t  t h e  Space S t a t i o n  or i n  s i t u  
wi th  a high degree  of human e f f i c i e n c y .  

T h i s  paper p r e s e n t s  t h e  r e s u l t s  of s t u d i e s  con- 
ducted by NASA and i t s  c o n t r a c t o r s ,  a t  t h e  urg ing  
of t h e  Congress ,  l ead ing  toward t h e  formula t ion  
of an automation and r o b o t i c s  p lan  f o r  Space 
S t a t i o n  development. 

KEYWORDS 

Space S t a t  ion; Automat ion; Robot ics ;  A r t i f i c i a l  
I n t e l l i g e n c e ;  C r e w  P r o d u c t i v i t y .  

? I t  has  become customary t o  r e f e r  to c o g n i t i v e  
and manipula t ive  t a s k s  by t h e  terms "automation" 
and " r o b o t i c s , "  r r s p r c t i v r l y .  T h i s  convent ion 
w i l l  b e  used throughout  t h i s  paper.  

%n assignment  to NASA Headquar te rs  from t h e  J e t  
Propirlsion Labora tory ,  C a l i f o r n i a  I n s t i t u t e  of 
Techno 1 ogy . 

INTRODUCTION 

The United S t a t e s '  Space S t a t i o n  i s  a permanent 
mul t ipurpose  f a c i l i t y ,  w i t h  an i n i t i a l  crt'w of 
s i x  t o  e i g h t  a s t r o n a u t s ,  t h a t  w i l l  s e r v e  a s  a 
r e s e a r c h  l a b o r a t o r y ,  a permanent observa tory ,  a 
t r a n s p o r t a t i o n  node, a s t o r a g e  depot ,  and a b a s e  
f o r  s t a g i n g  miss ions  t o  h i g h e r  o r b i t s ,  t h e  pla-  
n e t s  and beyond. I t  i s  a l s o  a f a c i l i t y  for  
assembling complex payloads and f o r  s e r v i c i n g  
s a t e l l i t e s  and ins t ruments .  To f u l f i l l  t h i s  
v a r i e t y  of f u n c t i o n s ,  t h e  S t a t i o n  i s  designed a s  
a very complex system c o n s i s t i n g  o f  a modular 
manned base  and s e v e r a l  unmanned f ree  f l y r r s  
provided by s e v e r a l  n a t i o n s ,  Fig. 1. 

Fig. 1.  I n i t i a l  Space S t a t i o n  Complex 

I n  t h e  words of t h e  Nat iona l  Commission on Space 
(NCOS, 1986), t h e  S t a t i o n  is the  f i r s t  of 1 2  
t e c h n o l o g i c a l  m i l e s t o n e s  i n  space eoward a b r i d -  
ge  between worlds  and t h e  beginning of t h e  E a r t h  
Spaceport :  f o r  such a "port" we can e a s i l y  
e n v i s i o n  a r i c h  and always growing ferment of 
v a r i e d  a c t i v i t i e s .  Because of t h e  s i z e  of t h e  
investment  i n  the Space S t a t i o n  and t h e  expected 
long l i f e  o f  t h i s  f a c i l i t y ,  v e r s a t i l i t y  of a r -  
c h i t e c t u r e  and c a p a b i l i t y  to add new f e a t u r e s  
must be provided from t h e  beginning i n  t h e  des ign  
of t h e  system and i t s  subsystems. 

ROLE OP AUTOMATION AND ROBOTICS 

Two resources  t h a t  a r e  c r i t i c a l  for t h e  con- 
s t r u c t i o n  and o p e r n t i o n  of t h e  S t a t i o n  a r e :  
payload i n  o r b i t  and crew t i m e .  Because of t h e  
legacy of t h e  d e s t r u c t i o n  of Chal lenger  and t h e  
l i m i t a t i o n s  of c u r r e n t  trchnology, both a r e  
becoming more p r e c i o u s  a s  we impose s t r i c t e r  
l i m i t a t i o n s  t o  enhance s a f e t y .  While t h e  
payload l i m i t a t i o n s  may be ovrrcome i n  t h e  n o t  
too  d i s t a n t  f u t u r e  by t h e  development of heavy- 
l i f t  v e h i c l e s  and performance improvmcmts to 
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the shuttle, the availability of crew time will 
always be at a premium. 

The judicious application of the technologies 
of automation and robotics can overcome the 
limitation of this vital rcsource as  shown in 
Fig. 2, which summarizes one result of a recent 
study (Boeitig, 1986) .  The study indicates that, 
by implementing a series of A6R applicationa 
consibtent with the advancement of technology 
and the scope of the station program, a given 
crew can increase the number of its members 
devoted to prductivc functions by a factor of 
two to thrce. (Although the Skylab technology3 
uscd in tlie comparison is not a realistic option 
for the Station, it is the only I1.S. long term 
experience and, therefore, a useful baseline 
for comparisons). As we shall see again later, 
such a productivity increase by a factor of two 
to thrce has been noted by other analysts. 

The issue o t  which specific A6R technologies 
h a w  tit* greatest levrrage on Space Station 
productivity waq studied by the Automation and 
Robnrics Panel (UP), a group of over 30 leading 
technologists. The results of their six-month 
analysis arc sumarized in F i g .  3 (NIP, 1985).  
For each one of the three broad classes, the 
panel indicated the specific technologies where 
NASA should. respectively, load, leverage, and 
exploit. As we examine this table, we find 
tlint. in thr r a n p  of .ititm~wiv d ~ ~ v ,  1-pmt.nt shown - ,,,y 
r :  1 suppomd 

* c t m w d  

Tekop.cmd 

lupmvhrd 

n w  

Fig. 2. Space Station Productivity Projection 

~ . . . .. - - ._ - - - 
RWuilW Use of rupportin machinary or fadlitkc to 
momplhh assigned tasks la. .. manned m a ~ ~ r m h  
units and fwt reatr.int devlcasf 

Amptiflutlon of humin Icnsory or motor u ablllUes 
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in Fig. 4, the Space Statiun thrust is in 
teleoperated and supcrvisod control. Those 
technologies are at the leading edge for appli- 
cations to flexible manufacturing and informa- 
tion management, the major frontiers in terres- 
trial applications. 

CHARACTERISTICS OF SPACE STATION 

There are four characteristics of the Space 
Station that render it an excellent setting for 
developing the technologies described. 

Costa and Benefits 

The cost of implementing any one of the ABR 
applications currently considered for the Sta- 
tion is comparable to that of implementing the 
equivalent terrestrial one and is quite sub- 
stantial, ranging from the low IO6 dollars to 
the high IO7 dollars. However, on Space Sta- 
tion, the ensuing productivity gains have ex- 
traordinary value: IO4 - IO5 dollarslwork-hour 
saved, depending on whether it is for IVA or 
EVA, and also depending on the valuation method. 
Thus, tlie high initial investment is much more 

-or example: Open-cycle life support system; 
semi-active thermal control; inertial, solar, 
and ?,-vertical attitude control. No self-check- 
ing, trcnd analysie, etc. (NASA, 1977) .  
Manual 1 Unaided WAfEVA.nith dmoleIun(Miclsdlh.ndf~l~ 

lndmpwdd Brslr~4y reif-actuatlnp. self heallnp. Independen; 
operations mlnlmlrinp requiremen$ for dirQrt human 
InterventIan (dependent on autometian and aniflde4 
hlt.llip.lKe) 

Fig. 4. Range of Autonomous Operation 
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r e a d i l y  j u s t i f i a b l e  i n  space than i n  t e r r e s t r i a l  
a p p l i c a t i o n s  where a t y p i c a l  work-hour i s  worth 
10 - lo2 d o l l a r s .  

i: iiv-ci L2pznL 

'rile. r p a r r  vnvircww nt i s  r c l a t i v c i y  w r l  I s tr i ic-  
t u r d  and f o r r s r c e b l e ,  by comparison wi th  t h a t  of 
a n  urban o r  an o f f i c e  s e t t i n g ,  where a mul t i tude  
o f  l i v i n g  e n t i t i e s  i n t e r a c t  unpredic tab ly ,  and 
t lws ,  i t  lends  i t s e l f  t o  t h e  modeling t h a t  is 
ind ispensable  t o  autonomous systems.  I t  is a l s o  
very complex, w i t h  m i l l i o n s  o f  p a r t s ,  i n t e r s e c t -  
inp c o n t r o l  loops ,  cascading  i n t e r a c t i o n s  from 
subsystem to subsystem, and m l t i - l a y e r e d  Iiicr- 
a r c h i e s  of f u n c t i o n s  t!rat a r e  very tax ing  f o r  
humans, s p e c i a l l y  when working under  p r e s s i n g  
tier! c o n s t r a i n t s .  F i n a l l y ,  because of i t s  com- 
pla-xi cy and notwi ths tanding  i t s  r e l a t i v e  predic-  
t a b i l i t y ,  t h i s  environment has  a s u f f i c i e n t l y  
l a r g e  v a r i e t y  of p o s s i b l e  c o n f i g u r a t i o n s  t h s t  
pr-programmed automation or even d e t a i l e d  proce- 
dura1  p r e s c r i p t i o n s  for  a l l  foreseeable  eventu- 
a l i t i e s  are. no t  f e a s i b l e .  Thus, humans can be 
very  e f f e c t i v e l y  e l e v a t e d  t o  the superv isory  
r o l e ,  once t h e  machines a r e  endowed wi th  autono- 
mwis l o c a l  seirsors and feedback, wi th  s u f f i -  
c i e n t l y  compreliensiJe d e c l a r a t i v e  models, and 
w i t h  o v e r r i d e s  f o r  u n t e s t e d  or unmodelrd circum- 
s '3ncrq .  

If* ' rs  

The e x c e p t i o n a l  q u a l i f  i c a t i o n s  of the  space 
u s e r 8 ,  who a r e  a l l  e x p e r t  and t r a i n e d  tech- 
n o l o g i s t s  and s c i e n t i s t s  a b l e  and i n t e r e s t e d  i n  
c o n t r i b u t i n g  t o  t h e  development of t h e  rech- 
nology, a r e  of s i g n i f i c a n t  advantage i n  de- 
ve loping  t h e  o p e r a t o r  i n t e r f a c e s ,  o f t e n  one of 
t h e  most d i f f i c u l t  and l i t t l e  understood a r e a s .  

S t a t e  of tlie Art 

The s i t u a t i o n  presented  i n  F ig .  3, which shows 
t h a t  t h e r e  a r e  a r e a s  whitre NASA must lead ,  o t h e r s  
where i t  can  adapt  and leverage  c u r r r n t  advances, 
and o t h e r s  y r t  which i t  can  e x p l o i t ,  i n d i c a t e s  
t h e  brcadth  of t h e  range of approaches a v a i l a b l e  
f o r  RLD and t h e  ample p o s s i b i l i t i e s  f o r  advaticing 
t h e  s t a t e  of t h e  a r t .  

- -  

HISTORICAL SUMMARY 

The Congress  of t h e  United S t a t e s  sought to t a k e  
advantage o f  t h i s  unique s e t t i n g  and of t h e  
h i s t o r i c  oppor tuni ty  t o  f o s t e r  A6R by reques t -  
ing  i n  1984, t h a t  tlie O f f i c e  of Technology 
Assessment condiict a workshop (March 1984) to 
e x p l o r e  t h e  r e l a t i o n s h i p  between t h e  Space 
S t a t i o n  Program and advanced ALR (OTA. 1985) and 
by i n c l u d i n g  A6R i n  t h e  Space S t a t i o n  enabl ing  
l e g i s l a t i o n .  

Puhl ic  Law 98-371 mandates t h a t  NASA i d e n t i f y  
Space S t a t i o n  systems t h a t  would advance ALR 
technologies  beyond what i s  i n  u s e  i n  c u r r e n t  
s p a c e c r a f t .  ConRress f u r t h e r  reques ted  t h a t  a n  
Advanced Technology Advisory Committee (ATAC) 
be  e s t a b l i s h e d  to f u l f i l l  t h e  mandate and t o  
r e p o r t  t o  Congress  every s i x  months on NASA's 
progress .  

A t  NASA's d i r e c t i o n ,  f i v e  aerospace  f i rms  ex- 
amined, "without r r g a r d  to cos t , "  t h e  ALR ap- 
p l i c a t i o n s  t h a t  might be included i n  t h e 6 t a t i o n  
a s  i t  evolves .  The c o n t r a c t o r s '  six-month 
s t u d i e s  focused on t h e s e  a reas :  

Boeing Companies: Operator-system i n t e r f a c e  
(WEING. 1984); 

General  E l e c t r i c  Company: Manufactur ing i n  
space (GE, 1984); 

Hughes A i r c r a f t  Company: 
ground stipport  (HUGHES. 1984); 

Mar t in  M a r i e t t a  Aerospace: Autonomous systems 
and assembly (MARTIN, 1984); 

TRW: S a t e l l i t e  s e r v i c i n g  (TRW, 19841. 

In a d d i t i o n ,  NASA funded SRI I n t e r n a t i o n a l  to 
conduct  an assessment  of t h e  s t u d i e s  from t h e  
viewpoint  of a r t i f i c i a l  i n t e l l i g e n c e  technology 
(SRI, 1985) and t h e  C a l i f o r n i a  Space I n s t i t u t e  
l o  organize  t h e  ARP - mentioned e a r l i e r  - and 
conduct  an independent  study. T h i s  panel  con- 
firmed t h a t  advanced ALR would improve produc- 
t i v i t y  on t h e  S t a t i o n  and y i e l d  b e n e f i t s  nn- 
t ionwide; recommended a major NASA investment  
i n  r e l a t e d  R6D (c l imbing  r a p i d l y  to between 100 
t o  200 m i l l i o n  d o l l a r s l y e a r ) ;  and s t a t e d  c l e a r -  
l y  t h e  requirement  t h a t  t h e  S t a t i o n  program must 
be designed f o r  growth from t h e  beginning  (ARP, 
1985). 

'flu f i n d i n g s  of a l l  t h e s e  s t u d i e s  were con- 
s o l i d a t e d  by t h e  ATAC i n  i t s  f i r s t  r e p o r t  t o  t h e  
U.S.  Congress  (ATAC, 1985a). The committee, 
recogniz ing  t h e  d i f f i c u l t y  of a c c o m o d a t i n g  t h e  
ambi t ious  proposa ls  and t h e  p r o j e c t e d  budgets  
a r t i c u l a t e d  i t s  p o s i t i o n  i n  13 recommendations 
segrega ted  i n t o  two groups.  The f i r s t  group of 
e i g h t  - to be implemented w i t h i n  t h e  n o a i n a l  
budget - focused on: ALR a s  a s i g n i f i c a n t  
element of; t h e  Space  S t a t i o n  Program; maximm 
adopt ion  of c u r r e n t  RLD; t h e  requirement  t o  
des ign  € o r  e r o v t h ;  t h e  importance of v e r i f i c a -  
t i o n  and v a l i d a t o n ;  and t h e  use  of A6R f o r  t h e  
management process .  Thr  second group of f i v e  
r e c o m r n d a t i o n s  focuaed on a g g r e s s i v e  develop- 
ment of advanced ALR,  c o n d i t i o n a l  on budget 
augmentat ion.  

In November 1985, t h e  U.S.  Congress expressed  
d e s i r e  t h a t  g r e a t e r  and f a s t e r  progress  b e  made 
i n  ALR than  what would be p o s s i b l e  w i t h i n  t h e  
normal Space S t a t i o n  budget  and provided,  i n  
s u c c e s s i v e  augmentat ions,  a d d i t i o n a l  funding 
f o r  a f l i g h t  t e l e r o b o t .  T h i s  w i l l  b e  a versa-  
t i l e  sys t rm to be used as a n  a i d  i n  S t a t i o n  
assembly and maintrnance,  and i n  payload s e r -  
v i c i n g  t a s k s ,  and i t  w i l l  be t r a n s p o r t a b l e  irr  
space  by a v a r i e t y  of carriers based on S t a t i o n  
and on s h u t t l e ,  Fig.  5. 

Addi t iona l  i n s i g h t  i n t o  tlie need and r o l e  of ALR 
is pr0vidc.d by a White Paper  from t h e  Ast ronaut  
O f f i c e  (ATAC, 1985b), which recommended: ap- 
p l i c a t i o n  to r e p e t i t i v e ,  time consuming, time 
c r i t i c a l ,  t a x i n g ,  hazardous,  bor ing  t a s k s ;  per-  
formance of e a r l y  f l i g h t  t e s t s ;  p r o v i s i o n  f o r  
human o v e r r i d e .  

More r e c e n t l y ,  the nerd f o r  ALR w a s  a l s o  present  
i n  t h e  c a l l  for  t h e  development of t e l e s c i e n c e  
by t h e  Space and E a r t h  Sc iences  Advisory Com- 
m i t t e e  (SESAC, 1986) through i t s  Task Force on 
S c i e n t i f i c  u s e s  of Space S t a t i o n .  S p e c i f i c -  
a l l y ,  t h e  t a s k  f o r c e  recognized t h e  p r o j e c t e d  
e v o l u t i o n  from space s c i e n c e  ( p r i n c i p a l l y  ob- 
s e r v a t o r y  i n  c h a r a c t e r )  t o  labora tory  s c i e n c e  
i n  space  ( p r i n c i p a  1 ly exper imenta l ) .  T e l e s c i -  
ence is d e s c r i b e d  a s  t h e  a b i l i t y  t o  conduct  

Subsystem c o n t r o l  and 
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experiments and reprogram them quickly - and 
remotely - as current rewlts are understood and 
nvu opportunities uncovered. This also re- 
quires advanced forms of telecoaraunications and 
. I V L C ~ . I I  inn i iring supcrvirury control. 

Fig. 5. Plight Tclerobotic System:' A Concept 

APPROACH TO AUT@MTION AND ROBOTICS 
AND STATUS 

The Space Station is now nearing the end of the 
definition and preliminary design phase which 
will be complcted in December 1986. The four 
Space Station Lead Centers: Marshall Space 
Flight Ccnter, Johnson Space Cmter. Coddard 
Space Flight Center, and Lewis Research Center 
and their eight industrial conttactors have 
been prrforming prel iminaw designs and eval- 
uations of over a hundred different A6R concepts 
for spec if ic applications. Evaluation criteria 
include: reduction of crew tine devoted to 
operations and maintenance; initial costs and 
operation savings; system avai lab i1  icy; safcty ; 
terrcstrial spin-offs; design risk; and impact 
on ground operations. 

In addition. experimental and tliroretical R6D 
efforts are led by the Amrs Research Center (for 
cognitivr functions) and by the Jet Propulsion 
Laboratory (JPL) (for manipulative functions). 
Demonstrations of their R6D are planned at 
approximately two to three year intervals in 
collaboration with the Space Station Lead Cen- 
ters. The first demonstration is scheduled to 
be by JPL, on telerobotics, in 1988. 

NASA contractors (BOEINC. 1986; CE. 1986; MAR- 
TIN, 1986; KCDONNELL. 1986; RCA. 1986: ROCKET- 
DYNE, 1986; TRU. 1986: ROCKWELL, 1986) have 
identified ovrr  LOO usrful A6R applications for 
the initial cnnfi@iration of the Station and 
ATAC (1986) Itas culled the list to about 18 
cognitivr. eight manipulative and four addi- 
tional applications requiring nore advanced 
trchniqurs. Of principal interest in the first 
category, we find: system management and crew 
activity planners; data base management; power 
system control and management; and m i t o r i n g  
and fault detection for life support systems. 
In the second category: Space Station assenbly. 

inspection and repair: payload srrvieing; and 
docking. 

The studies conducted at the NASA Centers, and 
at the contractors, confirm the selection of 
this approach to A6R for the Space Station: the 
human operator, who is in charge of the task at 
all times. assigns to the machine. directly or 
by default, those operations that, in his jud- 
g m n t .  cau be well perforned automatically at 
that time. The operator reserves the option to 
res- control during the execution and com- 
plete the operation directly. The "level of 
abstraction" of the operator's actions can be 
adjusted dynrmkally: the machine functions 
similarly to the apprentice of a master crafts- 
man. Thus. the terminology: "astronaut assis- 
tant" or "aide." This spproach is well suited 
to the traditions and needs of the manned space 
endeavor8 and is conceptually and technically 
different from that generally followed in the 
unmanned space flight (Pivirotto, 1986; Varsi. 
Han, and Rodriguez. 1986). where machines are 
given cmplete autonoay. but within narrouer 
bounds. specified in advance (e.&, Viking's 
landing sequence). 

Technically. the general area of intelligent 
autonomy is being pursued'vigorously with spe- 
cial focus in the areas OF sensors and world and 
knculedge representation. As s consequence of 
the approach chosen, the key technology of 
shared or "traded" control between operator and 
machine is being developed and, within it. 
particular emphasis is given to the control 
architecture and the nan-machine interfaces. 

Prograraostically, the guidelines to  the con- 
tractors for the next phase of work: deaign. 
development and construction, are expected to 
emphasize the themes discussed here and require 
a plan for the implementation oE A6R applica- 
tions. Information from the preliminary plans 
available now indicates that levels of autonomy 
that are technically achievable by 1993 - 1994 
can increase productivity on the Station by a 
factor of two to three and allow recovery of the 
investment in about two to three years for the 
majority of applications. It has been s h o w  
(THURIS. 1984) that it is necessary to pay 
particular attention to the sequence according 
to which applications are developed and imple- 
mented: in financial terns, the investment 
hurdle of an application can be reduced by 
several-fold if that application is implemented 
as a part of a group of related applications. 

AUTOMATION AND ROBMICS BEREFlW 

We shall now review three specific applications 
and sumwarire the analyses. albeit preliminary. 
of expected benefits. 

System Management 

This application is varinusl7 conceived and 
called "System flanager." "Station Coordinator." 
"Operation Manager," In its broad conception. 
it ha8 the function of translating Station 
performance and acheduling requirements into 
task sequences for subsystems. It can be 
considered an "expert systrm" hierarchically 
controlling other expert systems. 

It contains a representation of the Station and 
of the systems it interacts with. receives real 
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tinic inforni,itinn on t h e  s t a t u s  o f  tlrr crcw, tltc 
h.irdvatc and soCtwarr e f  the S t a t i o n .  arid tlic 
opt 'rnt  inn . i i i d  s c i r n c r  rt.gfiiirc*mrnts, and con- 
s t r u c t s  and updates  scl i rdulcs  of a c t i v i t i r s .  One 
conf i s u r n t i o n  of tli i s a p p l i c a t i o n  (MCDONNELL, 
1986)  is expec t rd  to r q i i i r c  a b w t  8,000 "rulrs" 
and to  c o s t  40 m i l l i o n  d o l l a r s .  I t s  y e a r l y  
b r n r f i t s  have b rcn  e s t ima tcd  a t  90 EVA hours, 
1,350 I V A  hours ,  and 32,000 work-hours on t h e  
ground: w i th  a to ta l  v a l u e  of about  60 m i l l i o n  
d o l l a r s .  

Powr-r Management 

Ihr-c c p t i o n s  can  be  considnred:  a ground based 
o r  "maniia I" s y s  t cm; a "ronvrn t iona 1 .iu toma t ion" 
( " . e , .  , on-board load shedding on tlic b a s i s  ot 
prcproj:rnmed p r i o r i t i e s ) ;  and a more advanced 
managrmvnt ( ' - . . g . ,  on-board r e sources  opt imiza-  
t i o n  and f a i l u r e  r ecove ry ) ,  based on e x p e r t  
s y s t m  tPcIinnlogy. On a uniform b a s i s ,  tlie 
i n i t i a l  cr*+:s  a r e  e s t ima ted  a t :  4 5 .  75 ,  and 8 5  
m i l l i o n  d o l l a r s .  r e s p c r t i v - l y ;  and the  o p e r a t i n g  
c u s t s  a t :  111. 1 3 .  10 m i l l i o n  d o l l a r s / y c a r  
(t::.\SA/LcRt, . 1986 1 .  T hi s exaiapl e i I Ius t r a  t e s  
v i v i d l y  the  programmatic dilemma o f f e r 4  by ACR 
a p p l i c i t i o n s :  01: one hand, tlir 20 i n i l l i on  
dol  l a r d y e a r  d i f f e r e n c e  brtwrt3n t h e  extreme ca- 
s<  s a l l ~ w s  r r cnvc ry  o f  t ; i c  4 0  m i l l i o n  d o l l a r  
d i f f  . r  I I C V  i n  i n i t i a l  rose: i l l  or Iv t w o  y r a r s ;  on 
[ ! i t  et l i i r  h i n d .  t l int  40 n i r l l i on  dol1.41. d i f f r r c n c e  
r p r ? s . n t s  about  a doub i ing  e f  t he  i n i t i a l  c o s t ?  - hard ly  n f f o r d a b l c  program-widr. Thus, the  nerd 
for  a j u d i c r o u s  s e l c r t i o n  of a p p l i c a t i o n s  based 
PII a c a r r f u l  S t a t ion -wid r  system a n a l y s i s .  

T* l p robo t  

Tlic S t a t i o n  t e l e r o h o t  i s  an  evo lvab lc  systc*m t h a t  
w i l l  i nc lude  the  c a p a b i l i t y  For both pure t e l r -  
o p e r a t i o n  wi th  t r l e p r e s c n c r ,  a s  wel l  as  f u l l  
autooonry 3 f  s e l t , c t ed  func t ions ,  t h -  r c p r r t o i r r  
of which i s  designed to  expand g r - a t l y  du r ing  the  
u s e f u l  l i f e  of  t h e  S t a t i o n .  I n  a d d i t i o n ,  i t s  
a r c h i t e c t u r e  w i l l  a l l ow f o r  gracr,f!il sha r ing  O F  
c o n t r o l  hetwecri o p e r a t o r  and mncliinr. ' C h c  ann- 
l y s i s  summarized l iere (CRUMFIAN, 1986)  compares 
EVA wi th  t h e  t e l r o p e r a t i o n  c n p a b i l i t y  o n l y  f o r  an 
assembly t a sk .  T h i s  a n a l y s i s  u s e s  EVA work-hours 
a5 a u n i t  oE acconn t  and s idests lps ,  i n  p a r t ,  t l ic 
d i f f i c u l t y  of a s s i g n i n g  c o s t s  wli?n c x y e r i r n c r  i s  
uniformly l ack ing  and, a s  i t  i s  t h e  c a s e  w i t h  
marginal  c o s t s .  even t h r  methods f o r  dc t r rmin ing  
them a r c  s p e c u l a t i v e .  I t  is g e n e r a l l y  as?umrd 
t h t  p resen t  trcIinoloe,y pe rmi t s  about  50 EVA 
l icurs per  week-long s l i u t t l r  f l i g h t ,  on t h e  b a s i s  
of  two days of space adap t ion ,  two teams o f  two 
EVA and one I V A  a s t r o n a u t s  each,  working s i x  
Iiour/day on a l t e r n a t e  days,  and one day o f  c l ean -  
up. The i n v e s t i g a l o r s  found, expr r imen ta l ly  011 
t h e  ground, t h a t ,  w i t h  comparablr  t r a i n i n g ,  thP 
exccu t ion  timc i i i c r r a ses  by a maximum of  a f a c t o r  
f i v e  i i i  t e l e o p e r a t i o n ,  f o r  t a s k s  r e q u i r i n g  dcx- 
t e r i t y ;  howrvg-r, tlir t ' . lCrobot cou ld  b e  o p r r a t c d  
a t  l = a s t  16 l ~ n u r s / d a v .  i n  s h i f t s ,  f o r  a lmost  s i x  
days.  The conlbtnntion of  t h e s e  f a c t o r s  f o r  t h e  
expected mix of assembly t a s k s  would producc a n  
incrr*asm of nvi 'r  50 pe rcen t  i n  p roduc t ion  p e r  
a s t r o n m t  a p p l i w l  t o  Llir t a s k .  I f  autnnomous 
o p e r a t i o n ,  r'ven to a v r r y  l i m i t e d  degree  ( e . g . ,  
tlio a1 ignment nnd lockiiig s t e p s )  wrrr cons i -  
d.r'Ad. t h e  advantagcs would b e  even g r e a t e r .  

CONCLUSIONS 

r h r  Spire S t n t i m i  Program p rov ides  a h igh  payoff  

cnvironmrirt condiicivr to tlie developmrnt of  
advanctsd A6R teclinology i n  t h r  a r r a s  or: h i e r -  
a r c h i c a l  a r c h i t v c t u r r s .  a r t i f i c i a l  i n t e l l i g -  
ence  t o o l s  and p ro to typ ing  t rchnology.  adap t  i vc  
c o n t r o l s ,  r a p i d  p l ann ing  and rrplanning:, and 
v e r i f  i c o t  i on  and  vat i d a  t ion .  N o t w i  t h s  tand ing 
t he  e x c e p t i o n a l  c o n d i t i o n s  f o r  a high r c t u r n  on 
i nvcs tmrn t ,  t h e  cost  of t h i s  technology is high,  
bo th  i n  a b s o l u t e  and r e l a t i v e  terms ( a s  shown i n  
tlir example abovr ,  i t  c a n  doub le  t lw c o s t  of a 
subsystem) and. t h e r e f o r e ,  a con t inu ing  commit- 
ment to  A6R is r e q u i r e d  on t h e  p a r t  of t h e  
program and t h e  U.S. Congress. 

The e f f o r t  and t h e  investment  w i l l  no t  only 
enjoy a r r l a t i v e l y  r a p i d  r r t u r n ,  bu t ,  i n  ad- 
vancing t h e  t e c h n o l o g i e s  mentioned above, w i l l  
s p c c i f i c a l l y  f o s t r r  g r e a t e r  v e r s a t i l i t y ,  f l r x -  
i b i l i t y  and " i n t e l l i g e n t  behavior" i n  machines 
and h a s t e n  t h e  d e p a r t u r e  from preprogrammcd 
automation,  which r e q u i r e s  very long product ion 
runs  to j u s t i f y  i t s  adop t ion .  T h i s  i s  now t h e  
main form of au tomat ion  i n  i n d u s t r i a l  app l i ca -  
t i o n s :  about  50 p r r c e n t  o f  a l l  robo t s  a r e  used 
i n  automotive p roduc t ion .  The n r rd  and the  
p o t e n t i a l  impact o f  t h e  more advanced forms of 
ACR, which t h e  Space S t a t i o n  will Eoster, can be 
gaged by t h e  f a c t  t h a t  ovpr  75 percen t  of t h e  
t o t a l  v a l u r  addrd i n  manufactur ing is  a t t r i b u -  
t a b l e  t o  non-mass p roduc t ion  methods (Hiller,  
1986). Tlic p o t e n t i a l  impact of the  in t roduc t ion  
of f l r x i b l e  automation f o r  a s s m b l y  has  been 
analyzed r e c e n t l y  by Funk ( 1 9 8 4 )  and one repre-  
s e n t a t i v e  e s t i m a t e  i s  d i sp l ayed  i n  Fig.  6 .  l h e  
c o s t s  a r e  d e r i v e d  for a "standard" product  on 
t h e  b a s i s  of i n d u s t r i a l  s t a t i s t i c s  f o r  a v a r i e t y  
of ass tmbly t a s k s .  

OW 

I :  
t I I 
*e* I.*@ e I 

~ , I ~ ~ ~ ~ w ~ J  

Fig.  6 .  I twp3~ t o f  Advancrd Robotics  on 
Manufactur iiig (Adapted from Funk, I Y 8 5 )  
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A Relational Data-Knowledge Base System 

And 

Its Potential in Developing a Distributed Data-Knowledge System 

by 

Eric N. Rahimian and Sara J. Graves* 

This paper describes a new approach used in constructing a rational 
data-knowledge base system. The relational database is well suited for 
distribution due to its property of allowing data fragmentation and 
fragmentation transparency. This paper will formulate an example of a 
simple relational data-knowledge base which may be generalized for use 
in developing a relational distributed data-knowledge base system. The 
efficiency and ease of application of such.a data-knowledge base manage- 
ment system will be briefly discussed. The paper will also discuss the 
potentials of the developed model for sharing the data-knowledge base as 
well as the possible areas of difficulty in implementing the relational 
data-knowledge base management system. 

I. INTRODUCTION 

Distributed database systems have been developing during the last 
ten years. The knowledge bases have also been growing at a fast pace 
during the same period. A group of knowledge bases are considered as 
supportive resources to enrich databases and to facilitate the end-users 
utilization of .databases. So far, the study of the (distributed) 
databases which are supported by knowledge bases has been a very 
technical area of research. Nevertheless the interest in the subject 
has produced a large amount of literature under different titles 
including Expert Database Systems, Intelligent Database Assistants, and 
Data-Knowledge Base Systems. 

This paper briefly reviews the nature of the relational models, 
knowledge bases, expert systems, and the integration o f  knowledge bases 
and databases into a data-knowledge base system. 

*Rahimian is with Alabama A & M University and a graduate student in 
Computer Science at UAH, 
at UAH. 

Graves is with the Computer Science Dept. 
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11. The Complete Integration of Knowledge Bases and Databases: 
A Dream Which May Come True 

As Korth and Silberschatz [2] observe, usually the reasoning (rule 
processing) part of the expert system interacts with a standard database 
sys tem. 

"In its simplest form, the expert system interacts with the 
database system as a casual user. The expert system submits queries in 
a database language such as SQL and awaits an answer from the database 
system". [2] This form is simple but not an optimal design since the 
rules in the knowledge base are not available for use in processing a 
database query. In addition when the expert system poses a series of 
related queries, the database system can not take advantage of the 
similarity of the queries and must process each one individually. Due 
to these inefficiencies, several a1 ternatives have been considered, 
including: [2] 

(1) Loading into the expert system that part of the database that 
is needed for processing rules. The database itself is stored 
and maintained separately from the expert system and 
periodically, the expert system's copy of the data is updated. 

(2) Implementation of a database system within the expert system. 
(3) Translating into the relational algebra certain logical 

queries posed to the expert system. 
expression is passed to the database system for optimization 
and execution. 

The resulting algebra 

Finally, Korth and Si lberschatz assert that the ultimate solution 
is probably the integration of database and expert systems into a single 
system in which the rule processing component has access to low-level 
internal database system components. 

111. A New Approach in Integrating A Relational Database 
and A Knowledge Base 

Han-lin Li has recently (April 1986) proposed and tested a new 
approach for integrating data and knowledge bases which is very 
promising and simple [3]. 
data-knowledge base system under the control of a relational database 
management system (RDBMS). More specifically, the human knowledge is 
translated into relational entities (tables). 

By this translation, the knowledge files can achieve the same 
structure as relational data files. Then, both kinds of files can be 
integrated as a data-knowledge base system and may be manipulated by a 
relational database management system. Naturally, this system, when 
proved possible, is easier to understand, manipulate and expand. 

The basic 
form of production rule i s  "IF condition, THEN action with certainty 
factor CF." "AND" and "OR" operators may be used-Snei ther condition 
or action part. The following table provides some example of production 
rules. "D" is denoting a decision or action and CF(D) is the certainty 
factor associated with "D". 

Rules 1 and 2 of the table imply that for the same IF statement 
there might be different THEN actions. Rule 3 shows that different 
combinations o f  IF conditions might have the same THEN actions. Two 
important questions are how the production rules are translated to 
relations, and whether such a translation is justified. 

His system uses one integrated relational 

Human knowledge may be represented by production rules. 
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TABLE I .  Sone Example of  Production Rule5 

- 
Rule I: I F  A = a and B = b and C = c 

THEW: D = dl with CF(0) - cdl 
Rule 2: I F  A = a and B = b and C = c 

THEN: D = 42 with CF(D) = cd2 

I F  A * a and (B * b or C = c) 

THEN: D = d3 with CF(D) = cd3 

IF A = a '  or B = b'  or C = c' 

THEN: D = d4 with CF(0) = cd4 

IF A = a 

THEN: 

Otherwise: D = d6 with CF(D) = cd6 

Rule 3: 

Rule 4: 

Rule 5: 

D = d5 with CF(D) = cdS 

Rule 6: IF A = a'  and B = b and C = c 

THEN: D = d7 with CF(D) = cd7 and 

E = e with CF(E) = ce 

TABLE 2: R1. a relation containing rules 3. 4, 5 and 6 

3 a b  d3 cd3 
a C d3 cd3 

~ 

4 a '  d4 cd4 
b'  d4 cd4 

C' d4 cd4 

d5 cd5 
d6 cdb 

6 a' b c d7 cd7 e ce 

TABLE 3: R2. a relation containing ruler 1 and 2 

Rule I I F :  THEN: - -- 

1 a b c dl cdl 
2 il b c d2 cd2 

TABLE 5. Relation 5. (DFI) Supplier Data 

51 Snane Srept Place 

SI 6eneral Excel lent K 
52 Phillips Good IN 
s3 Sunco Bad ru 

TABLE 6. Relation 0 ,  (DFZ) Parts' Quality and Price 

51 PI Price Qualit 
(PUltY! 

SI PI I05 High 
51 P2 54 LOW 
si P3 9 High 
52 PI 96 *dim 
52 P2 56 Low 
52 P3 6 High 

TABLE 7. ReldtfOn P. (DF3) Parts' N m  and Type 

PI Pnam TY pc 

1 LS Micro 
2 P11 Mini 
3 311 M i n  
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L i  suggests t h a t  product ion r u l e s  w i t h  the same o r  s i m i l a r  s e t  o f  
I F  condi t ions be grouped as a r e l a t i o n .  To assure t h a t  the r e s u l t a n t  
r e l a t i o n  i s  i n  the  f o u r t h  normal form, a l l  " I F  condi t ions"  are converted 
i n t o  the key o f  the  r e l a t i o n .  Then the  given s e t  o f  act ions are 
transformed i n t o  non-key a t t r i b u t e s  and are f u l l y  f u n c t i o n a l l y  dependent 
on the  primary key. 

Fol lowing t h i s  method, the product ion r u l e s  i n  Table 1 may be 
transformed i n t o  two r e l a t i o n s  R 1  and R2. Tables 2 and 3 show the two 
re1 a t i  ons . 

Notice t h a t  us ing "OR" operators i n  the cond i t ion  p a r t  o f  a 
product ion r u l e  w i l l  produce a d d i t i o n a l  tup les i n  the  produced t a b l e  
( r e l a t i o n ) .  Also n o t i c e  t h a t  i n  Table 3, the cond i t ion  p a r t  i s  modi f ied 
t o  include the dec is ion  D. This i s  because r u l e s  1 and 2 have the same 
I F  cond i t ion  and i n c l u s i o n  o f  D i n  I F  p a r t  a l lows c rea t ion  o f  two tup les 
w i t h  unique i d e n t i f i e r s .  

The a r c h i t e c t u r e  o f  L i  I s  r e l a t i o n a l  data-knowledge base system i s  
i l l u s t r a t e d  by t h e  f o l l o w i n g  f igure: [3]  

suggestion ' Expert Decis ion 
Maker 

Fig. 1: The Arch i tec tu re  o f  the Data-Knowledge Base Managment System. 

Using three r e l a t i o n s  o r  data f i l e s  (DF1, DF2 and DF3) and a r u l e  
f i l e  (RFl), L i  provides an empi r i ca l  evidence f o r  the running t ime 
e f f i c i e n c y  o f  h i s  approach as compared w i t h  o ther  methods. More 
s p e c i f i c a l l y ,  he shows t h a t  i f  a t  l e a s t  one of the  r e l a t i o n s  i n  the  
database has more than 500 tup les  o r  when the knowledge f i l e  i s  n o t  
small, h is  approach o f  conver t ing the  knowledge f i l e  i n t o  4NF r e l a t i o n s  
i s  more e f f i c i e n t  i n  running t ime [3]. 

I V .  Query Processing i n  the System f o r  D i s t r i b u t e d  Databases (SDD-1) 

C. Mohan has provided a b r i e f  comparative study o f  important 
d i s t r i b u t e d  data base systems. He has summarized the features o f  the 
major d i s t r i b u t e d  data base systems which i s  reproduced i n  t a b l e  4.[4] 
Using the r e s u l t s  o f  t h i s  comparison, SDD-1 i s  chosen as an appropr iate 
d i s t r i b u t e d  data base system fo r  t h i s  study. 
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SDD-1 i s  a r e l a t i o n a l  and homogenous d i s t r i b u t e d  database 
management system. SDD-1 a1 lows both hor izon ta l  and v e r t i c a l  
fragmentation ( s e l e c t  and p r o j e c t  operators). Rep l ica t ion  i s  poss ib le  
and communication cos t  f a c t o r  may be optimized. An important feature o f  
SDD-1 i s  the use o f  semijoins, which when proper ly  u t i l i z e d ,  w i l l  reduce 
the cos t  o f  query processing. I n  SDD-1, queries are expressed i n  
Datalanguage and are  t rans la ted  by the  system t o  QUEL f o r  performing 
opt imizat ion [SI. Datalanguage may be embedded i n  host programs i n  
e s s e n t i a l l y  the same manner as QUEL o r  SEQUEL. This means the host 
program i s u e s  se l  f -conta i  ned Datal anguage commands t o  SDD-1 which 
processes these commands as i f  they were entered by an end-user. Each 
Datalanguage command i s  c a l l e d  a t ransac t ion  [SI. The user t ransact ions 
are unaware o f  data d i s t r i b u t i o n  o r  redundancy. It i s  the r e s p o n s b i l i t y  
o f  SDD-1 t o  t r a n s l a t e  from r e l a t i o n s  t o  l o g i c a l  fragments, and then t o  
se lec t  the s tored fragment t o  be accessed, when processing a given 
t rans l a t i  on. 

I n  SDD-1, op t im iza t ion  o f  a query begins by t r a n s l a t i n g  the query 
which i s  i n  Datalanguage i n t o  a r e l a t i o n a l  ca lcu lus form c a l l e d  an 
envelope (E). An envelope i s  an aggregate-free QUEL query. Envelopes 
are processed i n  two phases. F i r s t ,  r e l a t i o n a l  operat ions a t  var ious 
s i t e s  o f  the d i s t r i b u t e d  database are done. This d e l i m i t s  a subset o f  
the database, c a l l e d  a reduct ion of database, t h a t  contains a l l  data 
re levant  t o  the envelope. The second phase consis ts  o f  t r a n s m i t t i n g  the 
reduct ions t o  one designated s i t e ,  where the query i s  executed and the 
opt imizat ion i s  completed. 

V .  Combining the Query Processing Techniques o f  SDD-1 and The 
Proposed ( L i  's) Relat ional  Data-Knowledge Bases System 

This sect ion provides an example o f  a data-knowledge base model 
where r e l a t i o n s  are s tored a t  d i f f e r e n t  s i t e s .  The example w i l l  show 
t h a t  the op t im iza t ion  features o f  SDD-1 may be combined w i th  the 
data- know1 edge base management sys tern proposed by L i  . 

Example: Consider t h e  f o l l o w i n g  f o u r  r e l a t i o n s .  The numbers below 
each e n t i t y  represents , i t s  card ina l  i ty. NA means no t  appl icable/  
avai  1 ab1 e. 

3 50 10000 10000 NA 

NA 3 100000 1000 1000 
P ( P# Pname Type) Where P# i s  the key 

5 10000 10000 NA 
PAUX (P# Upr ice Wprice Lpr ice)  Where (P# Uprice Wprice) i s  

10000 10000 - - 3 t h e  key 
I n  r e l a t i o n  P, there are  5 poss ib le  types where one o f  them i s  assumed 
t o  be micro, There are three poss ib le  p r i c e  l e v e l s  (Lpr ice) :  expensive, 
average, and cheap. There are  th ree  poss ib le  q u a l i t i e s :  high, medium, 
and low. There are th ree  l e v e l  o f  reputat ion:  exce l len t ,  good, and bad. 
There are f i f t y  poss ib le  supp l ie rs '  places (s ta tes) .  

Not ice t h a t  the values o f  Upr ice and Wprice i n  PAUX r e l a t i o n  are 
s e t  by dec is ion makers t o  determine the  p r i c e  l e v e l  f o r  each product i n  
t h e  market. L i  has used t h i s  r e l a t i o n  as one o f  h i s  data f i l e s .  But 
the reader may n o t i c e  t h a t  i t s  s t r u c t u r e  resembles the  r u l e  f i l e  
s t r u c t u r e  ( i f  condi t ion,  then ac t ion) .  These data f i l e s  may be 
conceived as tab les 5, 6, 7 and 8. 

Sname Srept Place) Where S# i s  the key a t t r i b u t e  

P# Pr ice  Q u a l i t y )  Where (S#  P#) i s  the key 

S ( S# 

Q (S# 

I n  a d d i t i o n  t o  these data f i l e s ,  
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TABLf 11: K f l  
TABLE 8. Relat ion PAUX. (OF4) Parts' Price Level 

ru le  i n  RFl 
3rept au i ty  Lprice 

P I  Uprice Wprlce Lprice 

p r i o r i t y  c i ( p r t y )  

P1 
P1 
P I  
P2 
P2 
P2 

109 
99 
89 
69 
59 
49 

100 
90 
80 
60 
50 
40 

Expens i ve 
Average 
Cheap 
Expensive 
Average 
Cheap 

TABLE 9. The I n i t i a l  Rule F i l e  (RFl) 

Srept ~ u l t y  Lprice statu, p r i o r i t y  c f (p r t y )  
--- 

bad 1 no consid. I .  
l O W  1 no conrid. 1. 

excel high average 1 1st 1. 
excel high expensive 2 
excel medium cheap 1 2nd 1. 
good medium average 1 2nd 1. 
good high Cheap 2 
good high average 1 2nd 1. 

TABLE 12: KFZ 

Rule 1 

Rule 2 

Rule 3 

Rule 4 

Rule 5 

Rule 6 

Rule 7 

Rule 0 

Rule 9 

Rule 10 

Rule 11 

IF  srept=bad THEN p r io r i t y=no  consid. and c f ( p r t y ) = l  

IF  qulty-low THEN priori ty 'no consid. and c f (p r t y )= l  

IF srept=excel. and qul ty=high and lprice=rverage 
THEN pr ior l ty -1st  and c f (pr ty)=. l  

IF  srept=excel. and qulty'high and lprice-expensive 
THEN p r i o r i t y = l s t  and cf(prty)=.3 

I F  srept=excel. and qul ty=mdiur  and lprice=cheap 
THEN pr ior i ty=Znd and c f (p r t y )= l  

IF srept=excel. and qulty=ncdiua and lprice=average 
THEN priorl ty=Znd and c f (p r t y )= l  

IF srept=good and qulty=high and lprice=cheap 
THEN p r i o r l t y = l s t  and cf(prty)=.6 
OR pr lor i ty=Znd and c f (pr tyb.4 

IF srept=good and qul ty ih igh and lprice=average 
MEN pr ior i ty -2nd and c f (pr ty)= l  

I F  srcpt=good and qulty=high and lprice=expensive 
THEN pr ior i ty=2nd and c f (p r t yb .5  
OR p r i o r i t p 3 r d  and c f (pr tyb.5 

IF srept=good and qul t y = a c d i u  and lprice=average 
MEN p r io r i t y=3  and c f (p r t yb .2  OR... 

IF.. . 

TABLE IO: RF2 

[41 excel high expensive 1st 
excel high expensive 2nd 

. I  

. I  

151 excel medium cheap 2nd I .  

(61 excel medium average 2nd 1. 

I81 good high average 2nd 1. 

191 good high expensive 2nd .s 

r 7 1  good high cheap 1st .6 
good high cheap 2nd .4 

good high expensive 3rd .s -- 

Srept Qulty Lprice p r i o r i t y  c f ( p r t y )  

excel high expensive 1s t  .7 
excel high expenslve 2nd . 3  

good high cheap 2nd .4 
good high expensive 2nd .5 
good high expensive 3rd .s 

good high cheap 1st  .6 

TABLE 13. Response t o  An Exup le  Wery 

51 Sname P I  P r i o r f t y  C f (p r i o r l t y )  

1 General 1 1 .7 
2 . 3  

2 P h i l l i p s  1 3 .2 
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there e x i s t s  a r u l e  f i l e  which i s  adopted from L i ' s  example. For the 
sake o f  c l a r i t y ,  however, i t  i s  reprodu 
abbreviat ion f o r  p r i o r i t y .  

The r u l e s  o f  RF1 may be r e w r i t t e n  
However, whenever the  c f  i s  n o t  1, the I F  
unique. Therefore, L i  has suggested the c 
(KF1 and KF2) which are i n  f o r t h  normal 
a t t r i b u t e  "s tatus"  i n  K F l  i s  used t o  i 
act ion(s )  f o l l o w i n g  the  I F  condi t ion.  Hence, when s ta tus  tl, the search 
w i l l  go t o  KF2. I n  KF2 p r i o r i t y  i s  inc luded i n  the cond i t ion  p a r t  
(pr imary key). This technique assures us t h a t  both KF1 and KF2 provide 
a unique i d e n t i f i e r  (pr imary key) and are  i n  4NF. 

Now our model has four  data f i l e s  and two normalized r e l a t i o n a l  
knowledge f i l e s .  Assume the three r e l a t i o n s  S, Q, and P are stored a t  
three d i f f e r e n t  s i tes .  Also assume t h a t  PAUX, KF1, and KF2 are e i t h e r  
a t  a c e n t r a l  s i t e  o r  they are  r e p l i c a t e d  and a v a i l a b l e  i n  a l l  s i tes.  
Not ice t h a t  the techniques o f  op t im iza t ion  by reduct ion may not be 
needed f o r  PAUX, KF1, and KF2 because these r e l a t i o n s  may no t  be 
suscept ib le t o  usefu l  reduction, I n  o ther  words t h e  s t r u c t u r e  o f  these 
r e l a t i o n s  are such t h a t  the ac t ion  (recommendation p a r t )  do no t  have 
predef ined s e l e c t i v i t i e s  [I] and may n o t  produce usefu l  reductions. The 
usefulness o f  reduct ions w i l l  be discussed l a t e r .  

One may then use the techniques o f  query processing i n  SDD-1 on 
possib le  quer ies made, 

L i s t  the  p r i o r i t y  o f  ses from supp l ie rs  i n  Massachusetts (MA) 
who prov ide par ts  o f  type 

The c a r d i n a l i t i e s  o f  ions and t h e i r  a t t r i b u t e s  were given i n  
the beginning o f  t h i s  section. The envelope f o r  t h i s  query i s :  

Retr ieve i n t o  S (S#, Sname, Srept, Place) where qual. 
Retr ieve i n t o  Q (S#, P#, Price, Q u l t y )  where qual. 
Retr ieve i n t o  P ( P # ,  Pname, Type) where qual. 

qual : S.Place = "MA" A .Type = "Micro" 

Where qual. stands fo r  q u a l i f i c a t i o n .  

Consider the query: 

(3 S.S# = Q.S# Q.P# = P.P# 

The analys is  o f  Fig. 2 shows the computation o f  t h e  cos t  and benef i ts 
f o r  processing the  semijoins r e l a t e d  t o  the above query and envelope. 
The semi jo in  se lected i n  each stage i s  denoted by a c i r c l e d  l e t t e r  on 
the  l e f t  side. The same l e t t e r  i s  used i n  the  flowgraph o f  the 
reduct ions (Fig, 3) .  The numbers i n  the  modes o f  Fig. 3 are cardina- 
l i t i e s  of the (reduced) r e l a t i o n s  and t h e i r  a t t r i b u t e s .  

Not ice t h a t  s i t e  Q has the l a r g e s t  amount o f  data f o r  the query. 
I f  s i t e  Q i s  se lected as the place the query i s  executed, then the 

i o n  ind ica ted  by d can be e l  ed from t h i s  process. SDD-1 i s  
concerned w i t h  communication cos t  opt imizat ion,  bu t  the data of Q 

remains i n  Q, where the query i s  executed. 
It i s  assumed t h a t  a l l  o ther  r e l a t i o n s  ( i .e .9  PAUX, KF1, and KF2) 

a r e  a l l  s tored and a v a i l a b l e  i n  Q. Therefore i f  the  data needed from 
P are t ransmi t ted i n t o  Q, the  query i s  executed by the 

r e l a t i o n a l  database technique and the r e s u l t  w i l l  appear as i n  Table 13. 

As t h i s  example has i l l u s t r a t e d  the a p p l i c a t i o n  o f  opt imizat ion 
technique on the r e l a t i o n a l  data-knowledge model proposed by L i  i s  very 
na tura l .  However one may s t i l l  be skept ica l  about the  above example, 

c31 
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Semi j o i  nr Cost E f f e c t  Relief 8 L 

5 < 5 #  = 5#)0 1000 C(S.S#) = C ( S )  ' 20 180'4 

P< P #  = P#]O 1000 C(P.PI) = C(P1 = 200 1800*4 

0 < s n  = s r 1 s  200 c(Q.sr) 20. C(Q)=ZU 98U"Q 
C(Q.PI) * IU. C(Q.Price)=lK 
C(Q.qulty) = 3 

Semi joins cost Effect Benefit 

18OS4 

P<Pl = PI10 1000 C(P.PI) * C(P) * 200 1800'4 

o < s r  = S4JS 200 None None 

5 ( 5 1  s r ] q  20 C(S.SI) * C(S) = 20 

Semi joins cost Effeet  Benef i o 

Semi j o f  ns cost Effect 0enefie 

@ s <SP s sr10 20 M0*4 

P <PI a PI10 1000 None none 

Q (51  * s41s 200 none Nune 

0 ( P I  = PIIP 200 None None 

Figure 2 

SHARED 

-------- - 

I NFQRHAY I ON 
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because i t s  query d i d  no t  invo lve  any reduct ion o f  the  knowledge f i l e s .  
It was pointed ou t  t h a t  the  main quest ion i s  t he  usef lness o f  such 
queries. 

L i s t  a l l  the  suppl ies from the  supp l ie rs  who have received f i r s t  
p r i o r i t y .  

But, w i thout  any in fo rmat ion  on what p ropor t ion  of supplies o r  
suppl iers  f a l l  i n t o  t h i s  categopy, a p r i o r i  t he  cos t  and b e n e f i t  of the  
reduct ion can no t  be determined t o  a l l ow  f u r t h e r  analysis. Also, i t  i s  
probably t r u e  t h a t  the  knowledge base (compiled information from the  
experts) are ava i l ab le  i n  a l l  p o t e n t i a l  s i t e s  where queries are executed 
and hence the reduct ion o f  t he  s i ze  o f  the  knowledge f i l e s ,  which may be 
i m p l i c i t  i n  query processing, may n o t  reduce communication costs. 

As another example consider the  query: 
L i s t  the suppl iers  who prov ide pa r t s  whose p r i c e  l eve l  i s  average. 

I n  t h i s  case, again, i f  there  are th ree  p r i c e  l e v e l s  fo r  each p a r t  
l i s t e d  i n  the t a b l e  and if the p r i ces  o f  the  supp l ie rs '  par ts  are 
uniformly d i s t r i b u t e d  i n t o  low, average, and h igh  ranges, then the  
propor t ion o f  the reduc t ion  may be estimated t o  1/3. But, i f  t h i s  data 
f i l e  i s  ava i l ab le  i n  a l l  s i t e s  o r  a t  t he  s i t e  where the query i s  
executed then i t s  reduct ion does no t  con t r i bu te  t o  any communication 
cost  reductions. 

F ina l l y ,  one should remember t h a t  SDD-1 i s  a d i s t r i b u t e d  r e l a t i o n a l  
data-base system and i t  can handle any quer ies supported by the 
r e l a t i o n s  s tored a t  i t s  s i t es .  Query planning i n  SDD-1 i s ,  however, 
cent ra l ized.  This imp l ies  t h a t  the  knowledge f i l e s ,  though t rea ted  as 
re la t i ons ,  must be a v a i l a b l e  f o r  making queries. Therefore t h e i r  
a v a i l a b i l i t y  i n  the cen t ra l  s i t e  i f  any, o r  i n  a l l  s i t e s  used f o r  query 
execution w i l l  reduce the  communication costs  of the system. The 
t rade-o f f  between the  storage cos t  and communication cost  i s  important 
i n  the  design o f  t he  system arch i tec tu re .  

Indeed i t  may be use fu l  t o  make quer ies such as. 

VI. A Word About Arch i tec tu re  and Some Concluding Remarks 

A t yp i ca l  exper t  database system has an a rch i tec tu re  s i m i l a r  t o  
Fig. 4. [6] 

As J.-M. Smith has explained: "...An EDS (exper t  database system) 
i s  essen t ia l l y  the  composition o f  two powerful search engines. One 
engine w i l l  be searching knowledge r u l e s  t o  so lve an appl icaton problem 
and, i n  so doing, generating quer ies over shared information. The o ther  
engine w i l l  be searching the  shared in fo rmat ion  t o  answer the queries. 
The r e s u l t  could be a m u l t i p l i c a t i v e  explos ion i n  processing time." 

"Performance should be t h e  c r i t e r i o n  fo r  the  d ispers ion o f  
f unc t i ona l i t y  between ES's and DBMS. A funct ion should be a l l oca ted  t o  
the  system where i t  can be executed most e f f i c i e n t l y .  The two primary 
performance concerns are the  secondary storage search pat terns of the 
DBMS and the search cyc le  o f  an ES." [SI 

Smith a lso  has discussed the  quest ion o f  whether the  DBMS can take 
over some o f  the  loads o f  the  Expert Systems (ES) .  

Looking a t  the  EDS arch i tec tu re ,  L i ' s  approach w i l  
of the  Expert System, because t h e  knowledge f i l e s  a re  
r e l a t i o n s  and hence are  s to red  and manipulated by DBMS. 

L i  has made another po in t :  
"most o f  cu r ren t  logic-based programs, as M 

recurs ive search processes which i n t e r p r e t  each f a c t  o r  
15 

reduce the  load 
transformed i n t o  

cro-Prolog, are 
r u l e  one by one 



following its order in the program. Many unrelated facts and rules 
needed to be executed under the same process. Therefore the size of 
facts or rules affect prolog's executing time definitely. However, in 
relational database system, numerous large data or data-type knowledge 
is decomposed into many normalized relations under the consideration of 
data dependency. A RDBMS is then convenient to search a specific 
relation or to join some relative relations directly based on their 
i ndexed p r i ma ry key ( s ) I' [ 31 . 

Li later adds that for the decision problem with rules which are 
translatable into relations, his method is one of the best systems t o  be 

If one accepts that most of the human (expert) knowledge may be 
expressed by production rules and transformed into relations, then, the 
reduction in the expert systems load will be large enough to encourage 
new research on this subject. 

As conclusion, this paper was motivated by both the potentials of 
distributed database systems in concurrent and para1 le1 execution, as 
well as by the growing literature on expert database systems. The 
limited time and resources availed to this paper has not allowed the 
empirical examination o f  the proposed approach in a distributed database 
environment. Nevertheless, based on the empirical test rendered by Li 
and the example used in this paper, a case has been made which 
illustrates the potential advantage of the proposed method in developing 
a relational distributed data-knowledge base system. 

At this stage of the study, it is difficult to discuss the 
potential problems which may arise in implementing Li's approach in a 
full-fledged distributed data-knowledge systems. Nonetheless, it seems 
proper to assume the merits of such implementation will exceed the cost 
of its development. In cases where large knowledge files exist the 
translation of production rules into relatiohal knowledge files may be 
automated. In addition, authentication and maintenance o f  knowledge 
files may require higher level of integrity and security. 
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Abstract 

This paper presents a novel representational scheme for 

design object descriptions. An abstract notion o f  modules and 

signals is developed as  a conceptual foundation for the scheme. 

This abstraction relates the objects to the meaning of system 

descriptions. Anchored on this abstraction, a representational 

model which incorporates dynamic semantics for these objects is 

presented. This representational model is called a hologram 

scheme since it represents dual level information, namely, 

structural and semantic. The benefits of this scheme are 

presented. 
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1 .  INTRODUCTION 

The c l e a r  unamb iguous  c o m n u n i c a t i o n  o f  d e s i g n  d a t a  and 

s p e c i f i c a t i o n s  i s  c r u c i a l  t o  s y s t e m s  d e s i g n  w h i c h  encompasses a 

m u l t i t u d e  o f  d i s c i p l i n e s .  Today t h i s  need a p p e a r s  p a r t i c u l a r l y  

a p p a r e n t  i n  e l e c t r o n i c  s y s t e m s  d e s i g n .  The e v o l u t i o n  o f  

e l e c t r o n i c  component  t e c h n o l o g y  f r o m  s i m p l e  s i n g l e  d e v i c e  u n i t s  

t o  c o m p l e x  v e r y  l a r g e  s c a l e  i n t e g r a t e d  ( V L S I )  c i r c u i t s  has  

g r e a t l y  i n c r e a s e d  t h e  d e s i g n  o p t i o n s  a v a i l a b l e  t o  c o m p u t e r  

e n g i n e e r s .  T h i s  f a c t o r  has  l e d  t o  t h e  d e v e l o p m e n t  and u s e  o f  

d e s i g n  a u t o m a t i o n  t o o l s  s u c h  as  s i l i c o n  c o m p i l e r s ,  c o m p u t e r  a i d e d  

d e s i g n  (CAD) t o o l s ,  and e x p e r t  s y s t e m  b a s e d  d e s i g n  a i d s .  Each 

o f  t h e s e  t o o l s  seeks  t o  a u t o m a t e  t h e  r o u t i n e  t a s k s  f a c e d  by  t h e  

c o m p u t e r  s y s t e m  e n g i n e e r  w h i l e  f r e e i n g  h i m  t o  focus on 

s t r a t e g i c  d e s i g n  i s s u e s .  [ l ,  21 The i n t e g r a t i o n  o f  t h e s e  t o o l s  

i s  c l o s e l y  t i e d  t o  t h e  c o m n u n i c a t i o n  o f  d e s i g n  d a t a  among them. 

D e s i g n  d a t a  r e p r e s e n t a t i o n  p r o v i d e s  a med ium f o r  

c o m n u n i c a t i n g  and e x c h a n g i n g  d e s i g n  d a t a  among t h e  s y s t e m  t o o l s .  

The d e v e l o p m e n t  o f  d e s i g n  d a t a  r e p r e s e n t a t i o n  m u s t  a d d r e s s  t h e  

f o l l o w i n g  i s s u e s :  

1 )  How i s  t h e  m e a n i n g  o f  t h e  d e s i g n  d a t a  

r e p r e s e n t e d ?  

2) How s h o u l d  t h i s  r e p r e s e n t a t i o n  b e  i n t e r p r e t e d ?  

3 )  I s  t h e  m e a n i n g  p r e d e f i n e d  ( s t a t i c )  o r  i s  i t  

d e v e l o p e d  b y  t h e  manner i n  w h i c h  p r i m i t i v e  componen ts  

o f  t h e  r e p r e s e n t a t i o n  c o m b i n e  t o  f o r m  a d e f i n i t i o n  

( d y n a m i c ) ?  
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[3-91 to develop a generic design representation scheme that 

This paper extends and expands upon the work of other researchers 

is 

gn free from static semantics and is thus adaptable to any des 

methodology and strategy. 

In general, knowledge representations can be classif ed 

into seven distinct groups: logic, procedural 

representation, semantic networks, production systems, direct 

representation, frames, and scripts 13,  101. A discussion of 

their applications and limitations can be found in [ 3 ,  101. 

Figure 1 su arizes the applications and shortfalls of these 

representations. 

None of the seven representational schemes by 

themselves are suitable f o r  representing design data which reflect 

dynamic semanticsI comp I ex multidimensional relations and 

componentsg and modularity. To accommodate design data a 

combination of the basic schemes is required. For example, 

Green 

rules 

These 

organ 

s prototypes for UHESS [ 3 ,  101 merge frames and production 

into prototy es i n  a manner similar to that of CENTAUR [ 91 .  

prototypes provide modularity, a structure for logically 

zing information, and a mechanism f o r  organizing and 

collecting heuristic rules into related groupings. But a means 

u i l d  meanings dynamically is not provided, nor are complex 

relations among objects supported. We seek, 'therefore, to 

develop a representational scheme that is suitable for 

representing design data. This scheme a l s o  will be based upon 

a combination of several selections from the seven basic 

representations. 
19 



We w i l l  develop a conceptual basis for a new 

representational scheme, the hologram, for design specifications 

and will introduce and illustrate the scheme itself. Section I i  

analyzes the abstractions of design data in terms o f  the notion 

of module and signal abstractions. Modu I es represent 

functions, act ions, activities, or geometrical objects. 

Signals represent carriers of information between modules. 

Modu I es i n ter f ace through ports; and signals are 

associated with these ports for the transmission o f  

information between modu I es Hierarchical seman t i c 

structures are propagated through modules; and semantics o f  the 

connectivity between modules are propagated through signals. 

Section I l l  introduces the hologram scheme which combines the 

features of prototypes and semantic networks into a single 

structure suitable for use in an expert system knowledge base, 

The hologram holds both design data and design knowledge and 

provides a generic tool for dealing with the design problem 

in various problem domains. The use of this scheme will be 

illustrated. 

I I .  ABSTRACTION OF DESIGN DATA OBJECTS 

In this section, we lay the conceptual foundation for our 

hologram scheme, An abstraction of design objects and the 

interfaces between them form the cornerstone of this foundation, 

We begin with a consideration o f  design objects. 

Design objects may be divided into two classes, modules and 

signals. These classes flow from an analysis of the design 
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process. Designs typically reflect a hierarchical modular 

structure and the relationships among the modular elements. The 

modular structure provides a means to manage the design 

complexity. The modules represent functions, activities, or real 

objects. For example, in electronics modules represent circuits 

and circuit functions: in optics they represent optical components 

and optical transformations; in control system design they 

represent filters, limiters, sumning junctions, etc. The 

relationships among modules on a particular hierarchy level are 

described in terms of their interfaces with one another. 

Module interfaces consist of points of input and output. The 

points at which the inputting and outputting of data take place 

are called ports. These ports provide an interface mechanism 

between the module and its external environment. Signals provide 

a means for passing information from an output port o f  one module 

to the input port o f  another. From t h i s  point of view, signals 

are informational packets that possess the characteristics of a 

value and a meaning. The meaning is given by the type definition 

of the signal. This usage of signal terminology then encompasses 

any element that carries information such as types, attributes, 

and comnents. 

The semantics of a module provide a definition of the 

function or activity performed by the module. If we consider the 

ALU module shown in Figure 2, we find the meaning of the module 

given in terms of several submodules and the interconnection of 

signals amo them. For this example the submodules are SHIFTER, 

TWOS - COMP, and EIGHT-BIT-ADDER. Each submodule in t u r n  can be 
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similarly analyzed and can be described in terms of a hardware 

description language (HDL) specification. This process can be 

continued until the lowest level of the hierarchy is reached. The 

meaning propagates through the design hierarchy upward from the 

bottom to the top. The meanings o f  both the submodules and the 

interconnecting signals form the complete module meaning. 

1 1 1 .  HOLOGRAM REPRESENTATION OF DESIGN DATA 

This section applies the module and signal design data 

abstraction to knowledge base representation of the design data, 

develops the hologram representational scheme, illustrates its 

use, and discusses its advantages. 

I I 1 . 1 .  The Hologram. 

We now seek to find a convenient scheme f o r  representing 

modules and signals in a knowledge base that reflects the 

features of a substitution hierarchy. The requirements f o r  such 

a representational scheme f o l l o w s :  

1 )  Module hierarchy must be displayed. 

2) Terminal modules must have predefined static 

mean i ngs. 

3) Generic modules must be available for use as 

templates in growing a hierarchy tree, 

4) Port structures must be provided in modules to 

allow for comnunication o f  signals between modules. 
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5 )  A hierarchy of signal semantics must be provided 

for developing signal meanings analogous to those o f  

modu I es . 
6) Terminal signal elements must have predefined 

static meanings. 

7) Signal semantic hierarchy must be supportive of 

module hierarchy. 

8 )  The representational scheme should focus on module 

hierarchy. 

The first three requirements support the development of a 

meaningful module semantic hierarchy. The fourth requirement 

provides for the interface between modules. The f i f t h  and 

sixth requirements provide for the development of signal 

meanings. The seventh and eighth requirements establish the 

priority relationship between modules and signals. Modules 

are primary since they specify functions performed on 

signals and hold the primary interest of the designer. 

These representational requirements suggest the use 

of a structured representational scheme that reflects 

relations among structured elements. As we have seen in 

Section I ,  frames, prototypes, and semantic networks are 

such schemes. Frames are complex heterogeneous structures that 

reflect knowledge in a predefined manner. Each data element in a 

frame is a slot which identifies data values to be filled-in. 

Slots may reference other frames and thus can bui Id a frame 

hierarchy. A prototype is a combination of a frame and a set 
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of relevant production rules. The production rules may 

provide a heuristic for filling-in slot data values. Semantic 

networks are graph structures in which nodes represent objects 

or concepts and arcs represent relationships between nodes. 
A marriage of prototypes and semantic ne two r k 

structures provides a mechan i sm for satisfying the 

representational requirements. Prototypes are suitable for 

representing the hierarchical structure of modules. The 

semantic networks are suitable for representing meanings. 

Since the semantic networks do not reflect an ordering of 

knowledge nor do they easily propagate an inheritance o f  

knowledge, they alone are not sufficient to represent modules and 

signals. Prototypes are suitable for representing modules which 

are hierarchical. We often find, however, that signals may 

possess a hierarchical structure due to a complex type 

specification. Prototypes and semantic networks are merged into 

a two dimensional structure that reflects knowledge 

order i ng , heuristic direction, hierarchy, and ob 

relationships for both modules and signals. 

This perspective requires two kinds of prototypes, 

for modules and one fo r  signals. Module prototypes ref 

ec t 

one 

ec t 

hierarchical relationships and s gnal prototypes reflect semantic 

relationships and structures. F gures 3 and 4 present prototype 

models for modules and signals, respectively. Several types of 

slots are comnon to both kinds o f  prototypes. The header slots 

provide cataloging and revision information. The type slot 

identifies the prototype as either a module or a signal. The 

24 



modifier slot provides a usage indication for the prototype. 

These usage indications are predefined. They are germane to the 

particular problem domain in which they are used. For 

example, usage indications for the domain of electronic circuit 

design may include the terms interface, body, library, 

generic, etc. The condition slots hold isa-attribute 

relations which provide attributed information that help 

support and develop the semantic meaning of the prototype. 

These slots may be denoted by lists of identifier-prototype 

pairs which develop the meaning o f  the attribute. For the ALU 

example, the list (8, MA., MAX) reflects the attribute 

condition that the bus can handle a maximum current of eight 

milliamperes. The identifiers MA. and MAX reference their 

defining signal prototypes. Heuristic slots provide 

information in a production rule form. These production rules 

may relate to the usage, applicability, and limitations of the 

object being defined by the prototype. 

Several slot types are pecu I i ar to the modu I e 

prototype. Input and output port slots identify the signals 

associated with the input and output ports, respectively. 

These slots hold i sa-type relations denoted by an 

identifier-prototype pair lists which provide the associated 

signal typing and meaning information for the corresponding port. 

The pair (A, BUS)  is an entry for an input port slot of the ALU 

example, Figure 2, where BUS is the type name for the eight bit 

bus structure. The local slots identify signa s confined to 

internal usage within the module. Such local s gnals connect 
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the output o f  one component to one or more component in 

without a connection to the module input o r  outp 

Signal Y in Figure 2 is an example o f  a local signal. The 

function slot may provide a description of the function intended 

to be performed by the module. Information for explanations and 

justifications are also included in this slot. The element 

assignment slots hold isa-element relations which pair the 

components (circuit elements) that form the next lower layer o f  

the structural hierarchy with modules that define the 

components and their function. These slot entries are 

denoted by circuit element and identifier-prototype pairs 

which develop the structural hierarchy. For .the ALU example, 

( 1 ,  EIGHT_BIT-ADDER) is one of the element assignments. The 

netlist slots define the interconnection o f  ports among 

the submodules by isa-net-member relations. To denote these 

relations for each signal name, components and ports are paired 

together and listed with other identifier-port pairs to form 

a named list. The list (A; ( 1 , 1 ) ,  (2,2)) reflects the 

connection of port 1 of the EIGHT-8IT-ADDER with port 2 of the 

SHIFTER and the association of the net with signal A for the ALU 

example. This interconnection network name is implicitly or 

explicitly typed. Implicit types are determined from the port 

typing. Explicit types are used to avoid ambiguities and are 

defined in the condition and heuristic slots. 

Two slot types are peculiar to signal prototypes. First, 

information slots provide declarative descriptions of the signal 

and its use. Information for use in explanation and 
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justification may also be accommodated by these slots, Second, 

the descriptor slots identify the typing structure by isa-type 

relations. For the ALU example, the BUS can be given the 

descriptor ( 8 ,  BIT). The identifier each element of this 

structure is paired with a prototype that further develops its 

mean i ng. 

Terminal elements of these prototype structures are 

predefined. Such terminal elements are also described by 

prototypes although no prototypes are referenced by them. Only 

the header, type, information, function, and heuristic 

slots hold information; the other slots are null. In 

addition, the modifier slot entry is filled-in with "terminal." 

The signal BIT is an example of a terminal signal. 

Figure 5 presents abbieviated module and signal prototypes 

for the ALU example of Figure 2. For the ALU module, port names 

are paired with their typing identifier which relates to its 

signal prototype. Element assignments pair a circuit element 

number with the name of the component. The component relates 

to its module prototype. The netlists are listings of pairs of 

circuit element number and its port number. The element port 

pairs are chained together and anchored at the identifier of 

the signal that passes through them. The heuristics slot 

references usage rules. For the BUS signal the descriptor 

describes the bus as eight BIT. The type identifier itself 

references the BIT signal structure which is a predefined 

terminal. Each module and signal structure is similarly expanded 

until a terminal structure is reached. 
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This expansion process produces a network structure of 

module and signal prototypes. Figure 6 presents a grap 

this network structure for the ALU example. The solid lines 

represent relations to modules and the broken lines relations to 

signals. 

We find a name for this prototype-semantic network 

structure by borrowing a term from the discipline of optics. 

In optics a recording technique which represents amplitude and 

phase information o f  an object i s  called holography. The 

recording medium is a holographic plate. The image reconstructed 

from the recording is a hologram. Our knowledge base maintains 

structura I and seman t i c information. The structural 

information i s  analogous to amplitude, and semantic information 

is analogous to phase. Both are needed t o  reconstruct the 

complete "picture." Thus, we name our knowledge base structure 

"hologram." To further recognize the appropriateness of this 

terminology consider the etymology for the word. Hologram comes 

from holo and gram. Holo comes from the Greek holos meaning 

whole. Gram means something recorded. Thus our hologram is a 

complete recording o f  an entire object. 

Modules and signals are represented by a hierarchical tree of 

module prototypes and a semantic network of signal prototypes that 

under1 e each module prototype. This dual level prototype scheme 

i s  cal ed a hologram. It is the dual level nature o f  holograms 

which combines the comnon usage o f  prototypes with a semantic 

network structure that forms the distinguishing feature of this 

knowledge base representation. The hologram provides a 
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means for defining the semantics of a designed object in a 

dynamic fashion. Only terminal modules and signals have static 

seinan t i cs . 

111.2.  Benefits of the Hologram. 

The hologram representation o f  design data objects in a 

know1 edge base component is superior to other 

representational schemes, such as frames, semant i c 

networks, and production rules. The hologram provides 

modularity and a log i ca I structured organization of 

knowledge that corresponds t o  the design process itself. A 

mechanism for dynamically creating new meanings is provided. 

This mechanism supports the synthesis of new design objects 

having new meanings. Heuristic information for guiding the 

usage of objects is localized to the objects to which they 

pertain. The hologram unifies structure, semantics, and 

heuristics, 

This hologram scheme holds several advantages for 

representation over pure production knowledge base 

systems, frames and prototypes, and semantic networks. Pure 

production systems d o  not provide mechanisms for eaSi ly 

grouping related heterogeneous knowledge. In order to determine 

that some module X has a port A for output and ports 6 ,  c for 

input requires that a directed search be conducted among a 

sequence of production rules, This approach requires a pattern 

matching search process that is time consuming with large 

knowledge bases, A very large knowledge base of production rules 
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at the output ports?", we find that production rules 

would be needed for f u l l y  describing a complex electronic 

system f o r  which an expert system would be a significant design 

aid. 

Frames provide a structured representational scheme for 

grouping design information relating to some module X. The 

predefined slots in the frame can provide information on module 

X directly. However, if we ask a question like "for what circuit 

applications is module X suitable?," the frame structure cannot 

provide the answer. A production rule system, on the other hand, 

can address the question provided the required rules are 

created. Now i f  we combine the production rules into slots 

in the frames, thus creating a prototype structure, then we can 

address this question. 

I f  we now ask a question such as "What is the type of signal 

and 

rst, 

e X. 

also 

have this type associated with it. Second, the information 

that defines this type must be unique. This requirement 

iplex bus 

for all 

ing with 

seman t i c 

sernan t i c 

information. The module structure also can be represented i n  a 

semantic network. But the semantic network structure cannot 
30 

frames are all ill-equipped to address the question. F 

the typing information is not likely to be unique to modu 

The input port to whatever this output is connected must 

will ensure, f o r  example, that if the signal has a coi 

structure then its definition will be consistent 

instances o f  its usage. With this example we are dea 

the semantics of the signal, i .e. its meaning. A 

network i s  more suited to representing this 



provide information to answer the question "for what circuit 

applications is module X suitable?" 

The hologram structure described above combines the key 

features and advantages of the prototype and semantic network' 

schemes. The hologram structure can be viewed as a generalized 

semantic network in which the nodes have a prototype structure. 

The hologram has slots which propagate semantic meaning, 

slots which hold data values internally, and slots for production 

rules for specialized knowledge tailored to that particular 

module or  signal. Thus the hologram structure provides for the 

development of semantics o f  modules and signals, for rules about 

the usage and development of the surrounding module o r  signal, and 

for direct retrieval of unique characteristics of the module o r  

signal. Figure 7 presents an illustration of the hologram 

network structure. 

These advantages of the hologram culminate in its generic 

character. The dynamic semantics of the hologram are not tied 

to any particular design problem domain. This is the hologram's 

key strength. For as Mitchell [61  has noted: 

... relatively few knowledge-based systems have been 
developed for design tasks, and as a field we have 
yet to produce a generic model of design tasks and 
generic frameworks for developing knowledge-based 
systems for design. 

The ho I og r am prov ides a generic f r amewo r k for 

representation of design data in knowledge bases of design 

oriented expert systems. Design problem domains that manipulate 

objects which have some kind of interface with one another are 
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prime candidates for interpretation in terms o f  module and 

signal abstractions. The application o f  the hologram to these 

domains i s  the subject of a future paper. 

I V .  coMcLusIoN 

Design data divide into two classes, modules and signals. 

Modules represent an activity or  operation. Signals are carriers 

of information. Ports are module locations through which signals 

may pass from one module to another. Modules and signals are the 

chief carriers of semantic meaning in a design description. 

Modules and signals are the design objects. The meaning o f  

modules and signals are propagated from terminal modules and 

signals upward through the hierarchy tree. 

Modules and signals are represented by a hierarchical tree o f  

module prototypes and a semantic network of signal prototypes t h a t  

underlie each module prototype. This dual level prototype scheme 

we call hologram. It is the dual level nature of holograms which 

combines the co on usage o f  prototypes with a semantic network 

structure that forms the dist nguishing feature o f  this knowledge 

base representation. The ho ogram provides a means for defining 

the semantics of a designed object in a dynamic fashion. Only 

terminal modules and signals have static semantics. 

The hologram representation of design data objects in a 

knowledge base component is superior to other representational 

schemes, such as frames, semantic networks, and production rules. 

The hologram provides modularity and a logical structured 

organization of knowledge that corresponds to the design process 
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itself. A mechanism f o r  dynamically creating new meanings is 

provided. This mechanism supports the synthesis o f  new design 

objects having new meanings. Heuristic information for guiding 

the usage o f  objects is loca'lized to the objects to which they 

pertain. The hologram unifies structure, semantics, and 

heuristics and provides a generic framework for representing 

design data i n  various problem domains, such as electronic 

systems, optical systems, control systems, and signal processing 

s y s t ems . 
We are continuing our research into the hologram 

representation of design objects in knowledge bases for 

S 

S 

application to various problem domains. Our 

including study o f  the interaction of holograms w 

process and users. 

nvestigation 

th the synthes 

33 



REPRESENTATION 

LOGIC MODULAR 
(PREDICATE FLEX I BLE 

APPL I CAT I ON 

CALCULUS ) 

PROCEDURAL CREATES NEW FACTS 

SEMANT I C N E M R K S  T A X W  1 ES 

PRODUCT I ON HEURISTICS 
SYSTEMS, 

CONSEQUENT) 
(ANTECEDENT- 

D I RECT GRAPH I C  D I SPLAYS 

FRAMES OBJECTS 

SCR I PTS 

W L E D G E  STRUCTURING 
MODULAR 

SHORTFALLS 

UNORDERED. 
REQUIRES PRECISE 
INTERPRETATION. 

DOES NOT ADDRESS OBJECT 
DESCRIPTIONS. 

INEFFICIENT TO REPRESENT 
A COLLECTION OF SIMILARLY 
STRUCTURED OBJECTS SINCE 
REPETITIOUS TRAVERSAL OF 
S I M I LAR NETWORK STRUCTURES 
I S REQU I REO TO OBTAl N 
OBJECT I NFORMAT I ON. 

UNORDERED, 
AWKWARD FOR STRUCTURED 
W L E D G E .  

DIFFICULT TO USE. 
CANNOT CLEARLY REFLECT 
MULTIDIMENSIONALITIES OF 
COMPLEX OBJECTS HAVING 
MULT I D  I MENS I W L  
STRUCTURES. 

SEMANTICS ARE STATIC. 

EVENT SEQUENCES SEMANTICS ARE STATIC. 
KNWLEDGE STRUCTURING 
MODULAR 

Figure 1. Seven groupings o f  knowledge representation. 

34 



Header : 

Figure 2. Example ALU module schematic. 

Type : 
Modifier: 
Input ports: 
Output ports: 
Local ports: 
Function: 

Name 
Author 
Date 
Revision date 
Revision number 
Modu I e 
Usage indication 
Signal prototype list 
Signal prototype list 
Signal prototype list 
Descriptive (May key to explanations) 

Element assignments: Lists o f  circuit element 

Net I i sts: Parameter interconnection list 
Conditions: Signal prototype list f o r  attributed 

Heuristics: Production rules 

and module pairs 

information 

Figure 3. Module Prototype Model. 
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Header Name 
A u t h o r  
D a t e  
R e v i s i o n  d a t e  
R e v i s i o n  number 

Type : S i g n a l  
Mod i f i e r : Usage i n d i c a t i o n  
I n f o r m a t i o n :  D e s c r i p t i v e  (may key  t o  e x p l a n a t i o n s )  
D e s c r i p t o r :  S i g n a l  t y p e  p r o t o t y p e  l i s t  
C o n d i t i o n s :  S i g n a l  p r o t o t y p e  l i s t  f o r  a t t r i b u t e d  

i n f o r m a t i o n  
H e u r i s t i c s :  P r o d u c t i o n  r u l e s  

F i g u r e  4. S i g n a l  P r o t o t y p e  Mode l .  

rdPd9niz: ALU 
TYPE: MODULE 
IN: A, BUS 

B, BUS 
S, B I T  
CLK, B I T  
CCMP, B I T  

OUT: C, BUS 
LOCAL: Y, BUS 
ELEMENT ASSIGNMENTS: 

1, EIGHT BIT-ADDER 
2, SHIFTTR 
3, Twos-COMP 

A; ( 1 9 1 1 ,  ( 2 9 2 )  
B: ( 3 , 2 )  
S ;  ( 2 3 )  
CLK; ( W ) ,  ( 3 , l )  

p; (393) 
c ;  (1,313 ( 2 4 )  
y; (19219 ( 3 , 4 )  

NETL I STS : 

HEURISTICS: RULE071 
RULE076 

NAME: BUS 
TYPE: SIGNAL 
DESCRIPTOR: 8 ,  B I T  
CONDITIONS: 

HEURl ST I CS : 
5, MA*, FW 

RULE062 
RULE065 

NAME: B I T  
TYPE: SIGNAL 
MODIFIER: TEWINAL 

E: EIGHT BIT-ADDER 
TYPE: MODULE 
e a r n  

TYPE: MODULE 

N M E :  TWOS COMP 
TYPE: MODU~E 
a ( . .  

F i g u r e  5.  A b b r e v i a t e d  h o l o g r a m  p r o t o t y p e s  f o r  ALU example.  
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- MODULE RELAT 

--- SI GNAL RELAT 

ON 

ON 

Figure 6. Abbreviated hologram network f o r  ALU example. 

l-7 MODULE 

S I GNAL 

~ , '1; I S A ~ V P E  

S I GNAL 

Figure 7. Hologram description o f  module X , Y , Z .  
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AN EXPERT SYSTEM 
FOR RELIABILITY MODELING 

Introduct ion 

R e l i a b i l i t y  researchers have t r a d i t i o n a l l y  used un iva r ia te  models such 
as the exponential, Weibull, etc. t o  explain o r  p red ic t  f a i l u r e  i n  a device. 
Unfortunately the assumptions necessary t o  va l idate t h e i r  use are q u i t e  
r e s t r i c t i v e  and v i t i a t e  against t h e i r  use i n  many cases. This study 
advances an a l t e r n a t i v e  technique t h a t  provides a mu l t i va r ia te  approach. 
The technique, l o g i t  regression, i n  combination w i t h  decision support 
software w r i t t e n  by the authors, provides an expert system t h a t  w i l l  
accomodate data 
base. based upon the "expert's" predicted usage o f  the 
device over the next mission o r  task and the "expert 's" predetermined 
acceptable r i s k  level ,  d i c t a t e  whether the u n i t  should be replaced. 

re1 i abi 1 i ty model i ng based upon a mu1 ti var ia te h i  s t o r i c a l  
This system w i l l ,  

Expert Systems 
and Stat  i s t i  ca l  Analysi s 

As the A I  representations become deeper and 
represent 
r e s t  on 
component, 
A I .  (Gale, 

Gal e concl udes 
researchers know we1 
t o  poor communicatio 
of ten obta in  less 

t h e i r  roots, they w i l l  always be found t o  
measurement, which always has a random 
so there i s  a c lea r  need f o r  s t a t i s t i c s  i n  

1986, p.3) 

t h a t  what the s t a t i s t i c i a n s  need t o  learn, the A I  
and vice versa (Gale, 1986). It i s  contended t h a t  due 

s o r  i n te rac t i on  between the two groups, A I  researchers 
than robust resu l t s  o r  obtain resu l t s  t h a t  omit the 

c r i t i c a l  random nature o f  data. This study attempts t o  bridge the gap 
between the sometimes disparate areas and provide an expert system t h a t  
incorporates sound s t a t i s t i c a l  techniques. 

Nelder (1977) was the e a r l i e s t  t o  c a l l  f o r  i n t e l l i g e n c e  i n  s t a t i s t i c a l  
software. However, i n  general, A I  work has paid i n s u f f i c i e n t  a t ten t i on  
t o  the problem o f  e r r o r  i n  the input  symbolic data. I n  other words, A I  
researchers assume t h a t  the variables are measured without e r r o r  and 
represent populat ion data rather  than sample data. I n  the future, 
reasoning i n  A I  must take i n t o  account the uncertainty o f  empir ical 
re1 at ionships (Charniak, 1983). Furthermore, others argue t h a t  techniques 
tha t  have been used t o  deal w i th  uncertainty i n  expert systems have not 
always made use o f  the most appropriate s t a t i s t i c a l  technique (Spiegel h a l t e r  
and Kni 1 1 -Jones, 1984) . 

According t o  Hahn (1985), the p r o b a b i l i t y  o f  success i n  developing a 
s t a t j s t i c a l  expert system i s  g rea t l y  increased when the system i s  devoted t o  
speci a1 i zed appl i c a t i  ons . Further he recommends product-1 i f e  analysis as an 
appropriate candidate. "For example, the end r e s u l t  o f  a product- l i fe data 
analysis might be a number o f  d i f f e r e n t  r e l i a b i l i t y  project ions based on; 
d i f f e ren t  assumed models, each o f  which seems reasonable on the basis o f  the 
avai lable data." (Hahn, 1985, p. 5) 

The object ive o f  t h i s  study i s  not only t o  of fer  an expert system f o r  
r e l i a b i l i t y  modeling but t o  provide a system t h a t  integrates s t a t i s t i c a l  
methods which are congruent w i th  sound s t a t i s t i c a l  theory. 
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Uni v a r i  a te  Techniques 

i s  
t h e  p r o b a b i l i t y  t h a t  a device w i l l  s a t i s f a c t o r i l y  perform i t s  spec i f i ed  
func t ion  f o r  a spec i f i ed  per iod  o f  t ime under a given se t  o f  operat ing 
cond i t ions  (Naresky, 8-141)." Thus past  s tud ies assume t h a t  re1 i a b i l i t y  
o r  f a i l u r e  ra tes  are t ime dependent measures o f  qua l i t y .  I n  f a c t  
re1 i abi  1 i ty  i s  o f ten  def ined as a 'I.. . . time-dependent measure o f  qual i ty 
(Naresky, p. 8-141)." 

O f  course t h e  key t o  t h i s  analys is  i s  t h e  caveat "...under a given se t  
o f  operat ing condit ions." This requirement appears t o  be u n r e a l i s t i c  i n  
many evironments. This one dimensional analys is  appears t o  omit many 
important f ac to rs  which a f f e c t  r e l i a b i l i t y  but  which are no t  captured by t h e  
variable, time. 

For example, operat ing temperature, vo l tage f luc tua t ions ,  maintenance 
expenditures and upkeep, number o f  s ta r t s ,  etc. w i l l  o r d i n a r i l y  a f f e c t  
system o r  u n i t  r e l i a b i l i t y .  The omission o f  re levant  var iab les t h a t  
a f f e c t  f a i l u r e  ra tes  produces a biased measurement o f  t he  impact o f  t h e  
included va r iab le  t ime upon f a i l u r e  rates. Thus there  appears t o  be a need 
fo r  a1 t e r n a t i  ve approaches under most operat ing environments. 

Engi neer i  ng re1 i abi  1 i t y  measurements assume t h a t  'I. . . . re1 i abi  1 i ty  

M u l t i v a r i a t e  Techniques 

The i m p l i c i t  assumption o f  homogeneity w i t h i n  t h e  populat ion, requi red 
by most operat ional  models, appears t o  be untenable i n  most cases. Thus, it 
i s  suggested t h a t  i n  order t o  prov ide more r e a l i s t i c  estimates o f  t he  
p r o b a b i l i t y  o f  f a i l u r e  o r  t ime t o  f a i l u r e ,  m u l t i v a r i a t e  methods should be 
employed. M u l t i p l e  regression i s  one recommended op t ion  (Bain p. 401). 
This method reduces t o  the  determination o f  a l e a s t  squares poloynomial f i t  
t o  a se t  o f  data points. An advantage o f  t h i s  technique i s  t h a t  i t  i s  
appl icable t o  both censored and complete data. 

Both t h e  exponential and Weibull models can be general ized t o  
regression models by a l low ing  t h e  f a i l u r e  r a t e  t o  be a func t i on  o f  
covar ia tes (explanatory var iab les) .  However, m u l t i p l e  regression est imat ion 
provides no assurance t h a t  estimated p r o b a b i l i t i e s  w i l l  l i e  between zero and 
one. Thus, t he  regression may lead t o  nonsensical resu l ts ,  e.g. negative 
estimated p r o b a b i l i t i e s  o r  p red ic ted  p r o b a b i l i t i e s  g rea ter  than one. O f  
course, t h e  dependent va r iab le  could be constrained t o  take on a value 
between zero and one. However, t h i s  procedure produces k inks  a t  t h e  end 
po in ts  o f  t he  d i s t r i b u t i o n  and there  i s  no guarantee t h a t  t h e  r e s u l t s  w i l l  
be unbiased (Pindyck and Rub in f i e ld  1981, p. 241). 

To circumvent these problems, est imat ion o f  these funct ions has 
inc reas ing ly  employed a l t e r n a t i v e  techniques. The purpose o f  t h i s  study i s  
t o  i n teg ra te  one o f  these techniques, l o g i t  analysis, i n t o  an expert system 
t h a t  w i l l  p rov ide "expert" assistance i n  t h e  determination o f  u n i t  
r e l i a b i l i t y .  This technique has been employed successfu l ly  i n  past  medical 
expert systems t h a t  have used p r o b a b i l i s t i c  models t o  p r e d i c t  t h e  existence 
o f  disease (Spiegel ha1 t e r  and Kni 11 -Jones, 1984). 

This technique i s  p a r t i c u l a r l y  usefu l  i n  those cases where t h e  
determination o f  r i s k  over a t ime per iod  i s  more valuable than t h e  estimated 
t ime t o  f a i l u r e .  I n  t h e  case where redundant o r  backup systems are 
provided, t h i s  i s  t h e  most use fu l  in fo rmat ion  s ince researchers are 
i n te res ted  i n  t h e  q u a n t i t a t i v e  measurement o f  m u l t i p l e  f a i l u r e s  on a 
p a r t i c u l a r  mission o r  t es t .  
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Methodology 

It can be demonstrated t h a t  t h e  l o g - l i k e l i h o o d  func t i on  i s  

Where: 

T = No, o f  observations and r i  = explanatory  var iab les ;  
Y i  = a b inary  response va r iab le  which takes a value o f  1 f o r  

f a i l u r e  and 0 f o r  no f a i l u r e  

and where t h e  cumulative dens i ty  func t i on  (CDF) f o r  t h e  l o g i s t i c  va r iab le  i s  
given by: 

1 
F ( t )  = 

1 t exp( - t )  

Since t h e  maximum l i k e l i h o o d  est imator  o f  cannot be obtained i n  a 
closed form, a numerical, i t e r a t i v e  procedure must be used t o  ob ta in  t h e  
maximum l i k e l i h o o d  estimates. We are employing t h e  Newton-Raphson method 
here. The recurs ive  r e l a t i o n  obta ined by t h i s  approach i s :  

where 
and the - t rad ien t  vector  a re  evaluated. 
CDF given by (2), i t  can be shown tha t :  

i s  t h e  n- th  round est imate a t  which t h e  m a t r i x  of second p a r t i a l s  
For t h e  l o g i s t i c  va r iab le  w i t h  t h e  

where 

and 

exP(- t )  
f(t) = 

11 + exp( - t ) }2  

(4) 

i s  t h e  p r o b a b i l i t y  dens i t y  func t i on  o f  t h e  l o g i s t i c  v a r i a b l e .  
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Using these d e r i v a t i v e s  and the  recurs ive  r e l a t i o n  ( 3 ) ,  we can ob ta in  
maximum l i k e l i h o o d  est imators  o f  g given some i n i t i a l  value o f  . 
One can simply use t h e  l e a s t  squares est imates o f  obtained by 
regressing y. on the  explanatory var iab les  zi as i n i t i a l  estimates. For 
t h e  t h e  choice of t h e  i n i t i a l  est imates does no t  mat te r  s ince 
i t  can be shown t h a t  t he  m a t r i x  o f  second p a r t i a l  de r i va t i ves  i s  negat ive 
d e f i n i t e  f o r  a l l  values o f  B, . Consequently, t h e  Newton-Raphson 
procedure w i l l  converge t o  the  unique maximum l i k e  ihood est imates 
regardless o f  t h e  i n i t i a l  estimates. Using OLS est imates as i n i t i a l  values 
simply hastens t h e  convergence process. 

l o g i t  motel, 

The Data 

The sample data was c o l l e c t e d  as an i npu t  i n t o  a re1 a b i l i t y  study f o r  
an aerospace' manufacturing f i r m .  This data represents h i s t o r i c a l  data on 
transducers and conta ins both the  number o f  s t a r t s  and accumulated seconds 
on both f a i l e d  and non- fa i led  transducers. Much more data were suppl ied by 
the  f i r m  f o r  t he  f a i l e d  un i t s .  However, l o g i t  ana lys is  does no t  a l l ow  
miss ing values. Thus on ly  data suppl ied f o r  bo th  f a i l e d  and non- fa i led 
u n i t s  could be used. 

Empi r i  ca l  Resu 1 t s  

A diagram of t he  dec is ion  support model i s  prov ided i n  F igure 1. The 
p rop r ie ta ry  package Lotus 1-2-3 was used t o  implement the  model. 

The r e s u l t s  o f  e m p i r i c a l l y  t e s t i n g  the  l o g i t  model i n  p r e d i c t i n g  
transducer f a i l u r e  a re  d isp layed i n  Table 1. I n  each case the  vector  o f  
measurements o r  explanatory var iab les  w i l l  be: 

STARTS = Engine h o t - f i r e  s t a r t s  
TIME = Accumulated seconds o f  h o t - f i r e  t ime exposure 
TIMES0 = TIME*TIME 

We expect both t h e  number o f  s t a r t s  and the  accumulated seconds o f  ho t -  
f i r e  t ime exposure t o  p o s i t i v e l y  a f f e c t  t he  p r o b a b i l i t y  of f a i l u re .  The 
va r iab le  TIMESQ was inse r ted  s ince it i s  common f o r  a u n i t  t o  experience 
h igh  ra tes  o f  f a i l u r e  dur ing  t h e  e a r l y  and l a t e  t ime frames o f  usage. This 
o f  course suggests a quadrat ic  r e l a t i o n s h i p  between the  p r o b a b i l i t y  o f  
f a i l u r e  and time. 

Each va r iab le  i s  found t o  have a s t a t i s t i c a l l y  s i g n i f i c a n t  impact on 
t h e  p r o b a b i l i t y  o f  f a i l u r e  w i t h  each en te r ing  t h e  est imated equat ion a t  t he  
90% confidence l e v e l  o r  be t te r .  Add i t i ona l l y ,  t he  r e s u l t s  i n d i c a t e  t h a t  t he  
p r o b a b i l i t y  o f  a f a i l u r e  dec l ines reaches a minimum and begins t o  increase 
f o r  increases i n  t ime (parabol ic) .  Thus ho ld ing  t h e  number o f  s t a r t s  
constant, one would expect t o  observe more f a i l u r e s  dur ing  the  e a r l y  and 
l a t e  l i f e  of a transduce-r. 

Concl u s i  on 

This study has provided a method f o r  computing the  p r o b a b i l i t y  o f  
f a i l u r e  s t a t i s t i c a l  
techniques. With t h e  use o f  l o g i t  regression Imbedded i n  Lotus 1-2-3 
macros, a 
h i s t o r i c a l  data base. Using t h i s  computed p r o b a b i l i t y  o f  f a i l u r e ,  t h e  
package then makes a replacement recommendation based upon the  "expert  's" 
acceptable r i s k  parameters. 

o f  a u n i t  dur ing  the  next usage o r  mission based sound 

t h i s  package computes t h e  p r o b a b i l i t y  o f  u n i t  f a i l u r e  based upon 
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Table 1 

Binary L o g i t  Estimates o f  t h e  Impacts o f  
Independent Var iables on t h e  

P r o b a b i l i t y  of F a i l u r e  o f  Transducer 

Independent C o e f f i c i e n t  T-Ratio S ign i f i cance 
Vari ab1 e Level 

STARTS .12479 1.861 .063 

T I M E  -.685OOE-O3 - 2.392 .017 

TIMESQ .28984E -07 2.124 .034 

LOG-LIKELIHOOD VALUE -69.159 ( f u n c t i o n  converged a f t e r  s i x  i t e r a t i o n s )  

OPERATOR INPUT UNIT  WHICH YOU WISH TO ANALYZE ? 3456 
(Note: acccumul a ted 

S t a r t s  and Time 
= 8 and 5000) 

OPERATOR INPUT ESTIMATED NUMBER OF STARTS NEXT M I S S I O N ?  5 

OPERATOR INPUT ESTIMATED NUMBER OF SECONDS OF USAGE NEXT M I S S I O N ?  1500 

OPERATOR INPUT THE CRITICALITY LEVEL (1, l R ,  2, 2R, 3 )  3 

PROBABILITY OF FAILURE OF THIS  UNIT ON NEXT M I S S I O N  EQUALS 4.03% 

BASED UPON YOUR INPUT ABOVE: 

THIS  U N I T  SHOULD BE REPLACED 
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ABSTRACT 

Software engineering design and verification methods for 
developing expert systems are not yet well defined. Integration 
of expert system technology into software production environments 
will require effective software engineering methodologies to 
support the entire life cycle of expert systems. Expert system 
designers are now implementing systems which are more 
sophisticated than many of the early prototypes, whose purpose 
was primarily to demonstrate the technology. Consequently, 
designers are becoming more aware of the need for efficient 
software engineering methods. 

This paper discusses the software engineering methods used to 
design and verify an expert system, RENEX; which was developed 
for the NASA Johnson Space Center Mission Planning and Analysis 
Division. RENEX demonstrates autonomous rendezvous and proximity 
operations, including replanning trajectory events and subsystem 
fault detection, onboard a space vehicle during flight. The RENEX 
designers utilized a number of software engineering methodologies 
to deal with the complex problems inherent in this system. Many 
of these were adaptations from traditional software engineering 
methods. 

This paper presents an overview of the methods utilized. Details 
of the verification process receive special emphasis. The 
benefits and weaknesses of the methods for supporting the 
development life cycle of expert systems are evaluated, and 
recommendations are made based on the overall experience with the 
methods. 
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INTRODUCTION 

RENEX Overview 

The RENEX program was developed for the NASA/Johnson Space Center 
ission Planning and Analysis Division to demonstrate the 
concept of using an expert system to perform autonomous 
rendezvous and proximity operations onboard a space vehicle 
uring flight. An expert system was implemented using the 
tomated Reasoning Tool (ART) Language, developed by Infere 

Corporation, on a Symbolics 3670 to simulate monitoring of 
vehicle hardware and software and planning of the trajectory. 
The flight software guidance, navigation, and control (GN&C) 
functions are simulated by a previously developed package, the 
Orbital Operations Simulator (OOS), which is programmed in C and 
runs on an Hf9000. Relative motion data from 00s are sent to 
an Interactive Machines Incorporated (IMI) 500 graphics computer 
to provide animated graphics of onorbit motion between the active 
and target vehicles. This configuration is shown in figure 1. A 
voice interface can be connected to the Symbolics, and voice 
commands can be used to override the automatic trajectory 
planning capability. 

The goal of the project was to develop technology which was 
transferrable to various types of trajectory control software to 
support future NASA projects, i.e., ground premission planning, 
ground real-time planning and monitoring, and onboard planning 
and monitoring. The rule base for the trajectory planning during 
rendezvous adapts Space Shuttle flight rules to a hypothetical 
Orbital Maneuvering Vehicle (OMV). The rule base for proximity 
operations is target-dependent. For example, if the user selects 
the Space Station as the target, the rule base is based on. 
proposed guidelines for the Space Stations command and 
control zone operations. 

Software Engineering Approach 

The RENEX software engineering approach for the program needed to 
be flexible to augment technology transfer. The development team 
chose the traditional structured approach to software development 
used with conventional procedural languages as the approach 
most likely to provide this flexibility. Withing this structure, 
however, they utilized and benefitted from judicious prototyping. 

The objectives, activities, and products of the definition, 
requirments, and design phases are summarized in Table 1 and 
discussed in detail in reference 1. The activities performed for 
the implementation and verification phases were related to the 
characteristics of previous phases. This is because the entire 
software engineering methodology has to considered as a whole, 
with activities and products of each phase complementing that of 
the others. In this section, we briefly revisit the results of 
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these early phases. The next section describes the goals, 
activities and results of the implementation and verification 
phases. Implmentation began earlier than verification and 
verification ended later than implmentation, but the two were 
inextricably interwoven. Finally, an evaluation is made and 
conclusions are presented. 

RESULTS OF EARLY PHASES 

Definition Phase 

During the RENEX definition phase, we utilized the expert’s time 
only as necessary to scope the system functions and develop a 
system architecture. This time familiarized the expert with the 
objectives of the expert system and gave him a context for 
understanding how the knowledge he provided would be used. The 
prototype system produced during this phase was based on the 
expert’s preliminary input and supporting documentation. It gave 
the expert an opportunity to critique the approach to the expert 
system and created the foundation for communicating with the 
expert for the entire development. 

Requirements Phase 

A conscientious effort was made during the requirements phase to 
acquire detailed knowledge and to construct from it an accurate 
control structure (figure 2). Several knowledge forms were 
developed to assist in documenting the expert information. The 
payoffs were that later design efforts utilized a consistent 
control structure and that the expertise implemented w a s  
complete and correct. This reduced changes in later phases. 
Reference 2 describes the guidelines and requirements resulting 
from this effort. 

Design Phase 

The goal of software engineering is to create a design which 
“prevents” errors so that they do not have to be “treated” during 
verification. Design creates order which makes implementation and 
verification more manageable. For RENEX, allocating detailed 
information to the proper areas of the program was a matter of 
refining the control structure. For example, figure 2 represents 
the requirements phase control structure from which the more 
detailed design phase structure, figure 3 ,  was derived. This 
refinement was accomplished through the use of the HIP0 
(Hierarchy, plus Input Process and Output) system analysis and 
design technique as the design specification approach. A sample 
of the HIP0 documentation of the specifications is shown in 
figure 4 .  No major changes to the control structure of the system 
were required due to the consistency between successive 
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refinements of structural details. The RENEX HIP0 software design 
is documented in reference 3 .  

7 IMPLEMENTATION A B  VERIFICATION PHASES 

It was assumed that the 00s and IMI software utilized were 
already verified and that the RENEX implmentation need only be 
concerned with verification of the expert system and the 
interface software created to connect it to the 00s. 

The testing effort utilized the 5 levels of verification 
illustrated in figure 5 ,  i.e.: 

<: . 

individual rules, 
ordered and unordered groups of rules, 
interface rules, 
system tests, and 
user tests. 

Implementation activity followed this same order. This meant that 
verification could focus on testing new code as it was added. 

The ART expert system shell has numerous features that assisted 
all levels of testing. Among them are capabilities for monitoring 
facts, rule executions, agendas, etc. associated with the 
inferencing process within RENEX. A test support requirement was 
identified and documented during the requirements phase and read 
as follows: "The expert system shall be capable of recording user 
interactions and appropriate internal process activity in order 
to provide process traceability and run repeatability. An option. 
to enable or disable this feature shall also be provided to the 
user." An additional operational requirement not related 'to 
testing stated RENEX must execute in two modes. In the first 
mode, referred to as "closed loop," the 00s GN&C simulation 
provides feedback data. In the second mode, referred to as "open 
loop," the user provides the feedback data. The open loop mode 
allowed rapid, realistic testing of the system functions. 

Rule Tests 

Rule tests were designed to verify the accuracy and correctness 
of the individual rules. This was accomplished in two steps: 
inspection and compilation. Inspection consisted of comparing the 
rule code with a design specification statement in the design 
document. This permitted traceability from requirement to code 
and verified the intent of the rule. Compilation of each rule 
uncovered syntax errors and undefined patterns or functions. 
Individual rules could have been executed, but realistically 
there was little gain. Therefore execution was deferred to the 
lowest level of group testing. 
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testing is actually a hierarchical series of tests in which 
of rules are looked at, first, individually and, then, in 
ations until finally the group is composed of the entire 
ase. The control structure of RENEX provided well defined 
and a basis for combining them. Group tests were designed 

verify the integration and functioning of the group 
ents. Groups were defined as either ordered or unordered 
espect to functionality. An ordered group is a one in which 
components execute in a specific order with respect to each 

er, i.e., procedurally. In an unordered group the components 
xecute opportunistically with respect to each other, i.e., 
andomly. Ordered execution was accomplished through the use of 
alienee, control patterns, and/or declarative agendas. 

ere accomplished in three steps: inspection, 
nd execution. First, inspection compared the rule 

ith the source requirements. Here, though, contrasted with 
dual rule inspection, the intent was to associate all 
specifications with a rule or rules to ensure complete 

ge of the specifications. Next, rules were compiled as a 
instead of individually as in the rule tests. This 
red any rule syntax interactions such as renaming of rules, 

tterns, schema definitions, or  secondary language functions 
thin a group. Third, each group of rules was executed, The 

ive was to verify the proper order of execution of rules in 
elation to each other as the heirarachy of testing progressed. 
xecutions utilized predefined sets of input facts, conditions, , 
ata, etc. The intent was to verify the functionality of the 
group and make sure that each rule was fired with appropriate 
fact values. 

Interface Tests 

ese tests were similar to group tests in terms of inspection, 
pilation and execution. But, the goal here was that interface 
ctions between major rule groups or interfaces with users or 

other processes associated with the expert system as a whole 
be verified explicitly. Significant system data flow is 

characteristic of functional interfaces and warrants special 
attention. Validating interface specifications were of particular 
importance during this type of testing. 

Interface testing activities included not only RENEX system 
software, but also software written and/or modified in the 00s. 
00s software changes included in this testing level consisted of 
four parts: 1) a software model added to the standard 00s 
configuration to gather and send simulation feedback data to the 
Symbolics, 2) a software program invoked at the Unix operating 
system level on the HP that served as a "pipe" for receiving 
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simulation and timeline information from the Symbolics and 
providing it to the 00s software, 3 )  a software model added to 
the standard 00s configuration to gather, calculate, and send 
simulation state data to the IMI for driving the movement of the 
graphics system objects, and 4 )  a software program invoked by the 
IMI to receive, manipulate, and move the graphic objects on the 
IMI display screen. 

System Tests 

System tests were designed to verify overall end-to-end system 
operation. The performance of the expert system was demonstrated 
by executing typical operational scenarios. Stress or robustness 
testing was accomplished by the operator selecting improper or 
unusual inputs or input combinations. 

User Tests 

User tests involved a series of unstructured executions. They 
allowed the user to test the effectiveness of the system for such 
things as input and output of information as well as to further 
test the system for handling typical user scenarios. 

EVALUATION 

If we apply traditional definitions of software development to 
expert systems, we can think of expert knowledge to be 
incorporated into the program as the program specification, i.e.; 
the description of what the program should do. Program 
verification then consists of insuring that the implemented rules 
perform as the expert specified. Errors can therefore be 
introduced in the following ways: 

1) The expert does not correctly or completely convey.his 
expertise, or his expertise is itself in error; 

2) The knowledge engineer does not correctly translate, o r  
map, the expertise into rules that correctly relate 
the conditions and actions combinations which the 
expert specified; 

3 )  The control structure embedded in the rules contains 
errors; 

4 )  The syntax contains errors. 

Based on these definitions, the software engineering methods used 
to design and verify RENEX appear to have been successful. 
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It is well known that errors detected early during software 
development can be corrected with less impact on the system and 
with fewer resources. It seems safe to assume that the same will 
be true of expert systems. It follows that the most costly and 
critical problems can be introduced in the kn 
effort. There appears to be no recourse if 
incorrect, since the incorrectness might not 
the system is operational or has even been o 
time. Stimulating the expert to think critically about the 
problem during the knowledge engineering effort may result in 
uncovering limitations or reevaluating conclusions. 

The "mapping" of the expert's knowledge into rules occurred 
during meetings between development team and expert personnel. 
These meetings reviewed available information and discussed 
aperations and functional processes of the proposed expert 
system. Early information was captured in the form of generalized' 
rules or heuristics. As this information was refined and 
expanded, many detailed rules were often necessary to clearly 
express the earlier rules. These rules were then documented in a 
format more consistent with the expert system implementation 
language. The key to proper mapping of expert information appears 
to be effective documentation which bridges the gap between 
analytical level descriptions and implementation level 
specifications, i.e., between rules and concepts as described by 
domain experts and rules and data as expressed in the expert 
system software format. Forms used during RENEX development 
served as an path from the expert's perspective to the 
implementation format. Rule validity was further enhanced by 
involving the experts in design reviews. These reviews proved 
very effective in confirming information as well as pointing out 
previously unnoticed shortcomings. 

It should be realized that an expert system is not a "fruit 
salad" where one simply adds rules. The rule/fact control and 
management must be explicitly designed and built into an expert 
system rule base. A significant milestone for,.RENEX was ths 
formulation of a model of the trajectory planning process &hat 
all participants felt was thorough, complete and accurate. 

An number of considerations affect the ease with which the system 
can be implemented. Syntactic complexity of expert system 
development tools affect the ease with which rules are specified 
and the number of errors in the implmentation of the expert 
system. This complexity is paradoxical in that it lessens the 
chances for coding errors while at the same time increasing the 
difficulty of learning to use the tool properly and efficiently. 
The implementer's experience with the expert system development 
tool and familiarity with the software engineering methods 
affect the learning curve required to get the project underway. 
The organization of RENEX rules into small, manageable groups 
allowed implementation and testing to occur concurrently and 
scheduling and planning to occur without sacrificing continuity. 
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CONCLUSIONS AND RECOMMENDATIONS 
Based on our experience with RENEX, we conclude that performing 
expert system development in a structured manner offers the 
following advantages: 

- manageability of the knowledge engineering process, - production of maintainabe code, - manageability and effectiveness of verification, - adaptability to accommodate varying project size, 
- flexibility in sequencing development activities, - support of configuration control, - scheduling and controllability of the development process, - option to blend the expert system development gracefully 

into a conventional software development environment 

This leads to the expectation that expert system software 
development can and will become part of a ':composite software 
engineerihg" process which supports the entire life cycle. This 
explanatibn is further supported by the fact that RENEX software 
engineering methods are being adopted for real-time expert 
systems development by the Mission Planning and Analysis 
Division. RENEX itself is serving as a base of several spinoffs, 
indicating that the goal of technology transfer is being 
accomplished. 

Although RENEX software engineering was based on pragmatic, 
engineering principles rather than theoretically base.d 
principles, the authors believe that the strategy used can be 
an effective software engineering approach to expert systems 
design and verification. 
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vehicle selection, inltial trajectory plan, fun mode, etc. 

F igure  2 - Funct iona l  S t r u c t u r e  of the RENEX Expert  System 
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E USE OF META-K 

Jon Facemire and Imao Chen 

Computer and In fo rma t ion  S c i e n c e s  Department, 
Alabama A 6, M U n i v e r s i t y ,  Normal, A 1  35762, U.S.A. 

ABSTRACT Meta knowledge is knowledge about knowledge; knowledge t h a t  
is not domain s p e c i f i c  but is concerned i n s t e a d  w i t h  i t s  own i n t e r n a l  
s t r u c t u r e .  S e v e r a l  p a s t  systems have used meta-knowledge to  improve 
the nature  of t h e  u s e r  i n t e r f a c e ,  t o  maintain the  knowledge base ,  and 
to  c o n t r o l  the i n f e r e n c e  engine.  More e x t e n s i v e  use  of meta-knowledge 
i s  probable  f o r  the f u t u r e  a s  l a r g e r  scale problems are cons ide red ,  A 
proposed s y s t e m  a r c h i t e c t u r e  i s  p re sen ted  and d i s c u s s e d  i n  terms of 
meta-knowledge a p p l i c a t i o n s .  The p r i n c i p l e  components of t h i s  s y s t e m :  
the u s e r  support  subsystem, the c o n t r o l  s t r u c t u r e ,  the knowledge base,  
the i n f e r e n c e  eng ine ,  and a l e a r n i n g  f a c i l i t y  a r e  a l l  o u t l i n e d  and 
d i s c u s s e d  i n  l i g h t  of the use  of meta-knowledge. Problems with meta- 
c o n s t r u c t s  are a l s o  mentioned but i t  is concluded t h a t  the use of 
meta-knowledge is  c r u c i a l  f o r  i n c r e a s i n g l y  autonomous o p e r a t i o n s .  

1. INTRODUCTION 

The Greek p r e f i x  "meta" means "among'@ 
o r  "a f t e r " .  Thus t o  A r i s t o t l e  metaphy- 
sics i s  what is phys ic s .  Gra- 
d u a l l y  "meta" came t o  mean, i n  E n g l i s h ,  
"beyond" i n  an a b s t r a c t  s ense .  So 
11 meta-knowledge", t hen ,  means "beyond 
knowledge"; a n  a b s t r a c t i o n  of knowledge 
about knowledge. I n  e x p e r t  systems 
meta-knowledge can be viewed a s  the 
i n c o r p o r a t i o n  i n t o  the program of 
knowledge abou t  i t s  own i n t e r n a l  
workings; of how much i t  knows and how 
i t  r easons .  

Meta-knowledge i s  in fo rma t ion  one s t e p  
removed from domain s p e c i f i c  knowledge. 
Meta-knowledge i s  t y p i c a l l y  more 
g e n e r a l  and less s u b j e c t  t o  change than 
is  knowledge from one p a r t i c u l a r  
a p p l i c a t i o n  area. The i n c o r p o r a t i o n  of 
meta-knowledge can make a system more 
a d a p t a b l e  and e f f i c i e n t .  The use of 
meta-concepts can be viewed as a means 
t o  make the system more i n t e l l i g e n t ;  
g r a d u a l l y  more and more s e l f  knowledge 
enab l ing  the system t o  become a b e t t e r  
problem s o l v e r  and aware of i t s  own 
l i m  i t a  t ions.  U 1 t ima t e l  y ,  me ta- knowledge 
can make the system autonomous and f r e e  
t o  ac t  wi thou t  t h e  p re sence  o r  
i n t e r v e n t i o n  of human a i d .  I t  is t h i s  
p o s s i b i l i t y  of g r e a t e r  independent  
act  i o n  t h a t  makes metapknowledge 
e s p e c i a l l y  a p p r o p r i a t e  t o  a space based 
endeavor e 

Ideas  abou t  meta-knowledge a r e  h a r d l y  
new and d a t e  back a t  l e a s t  t o  McCarthy 
i n  1960 a l t h o u g h  r e l a t i v e l y  l i t t l e  
meta-programming was done u n t i l  the mid 
1970's  (Genese re th ,  1983). S ince  t h a t  
time, s e v e r a l  wel l  known expe r t  s stems 
such as TEIRESIAS (Davis ,  1982r and 
META-DENDRAL (Buchanan , 1978) have 
i n c o r p o r a t e d  mechanisms t o  d e a l  with 
meta-knowledge. T h i s  was done p r i m a r i l y  
t o  make the  i n d i v i d u a l  programs less 
domain s p e c i f i c  so t h a t  new a r e a s  'of 
e x p e r t i s e  could be accomodated without  
e x t e n s i v e  r e w r i t e s  of the o r i g i n a l  
programs. More r e c e n t l y  the idea of 
meta-knowledge has  been broadened a b i t  
and used s e v e r a l  ways, such a s  i n  
GUIDON as p a r t  of a t u t o r i a l  package 
(Clancey,  1 9 8 l ) ,  i n  ANALOG to  form 
a b s t r a c t i o n  models (Genesereth,  1980), 
and i n  J A U N D I C E  t o  d i s c o v e r  new c o n t r o l  
r u l e s  (Fu, 1984).  

The v a r i o u s  a p p l i c a t i o n s  of meta- 
knowledge have g e n e r a l l y  f a l l e n  i n t o  
t h r e e  ma in  c a t e g o r i e s :  c o n t r o l  of t h e  
u s e r  i n t e r f a c e ,  maintenance of t h e  
knowledge base, and c o n t r o l  of the 
i n f e r e n c e  e n g i n e ,  Most meta-systems 
have used r u l e s  f o r  the knowledge 
r e p r e s e n t a t i o n  scheme al though o t h e r  
mechanisms such  as semantic n e t s  o r  
frames cou ld  be used. Rules seem t o  
work well f o r  r easonab ly  s i z e d  problem 
domains and they a re  i n h e r e n t l y  
i n c r e m e n t a l  and comprehensible;  no 
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doubt accoun t ing  f o r  t h e i r  p o p u l a r i t y .  

Meta-knowledge is used to  c o n t r o l  the 
u s e r  i n t e r f a c e  t y p i c a l l y  f o r  both 
knowledge a c q u i s i t i o n  and e x p l a n a t i o n .  
I n  the case of a c q u i r i n g  knowledge, 
meta-knowledge is  necessa ry  about t he  
p e r m i s s i b l e  ways i n  which domain know- 
ledge can be r e p r e s e n t e d  i n t e r n a l l y .  
Knowledge about t he  n a t u r e  of t h e  u s e r  
can be u s e f u l ,  t o o ,  and both a r e a s  used 
t o  gu ide  the u s e r  i n t o  supp ly ing  
a p p r o p r i a t e l y  fo rma t t ed  in fo rma t ion .  

Once  the u s e r  does enter d a t a  i n t o  t h e  
system, the meta-knowledge about t he  
knowledge base i t s e l f  can be used t o  
i n s u r e  i n t e g r i t y .  Incoming in fo rma t ion  
can be checked a g a i n s t  e x i s t i n g  know- 
l edge  f o r  c o n s i s t e n c y  and completeness ,  
TEIRESIAS (Davis ,  1977), f o r  example, 
checks an teceden t  c l a u s e s  and r e q u e s t s  
more in fo rma t ion  about new r u l e s  i f  t h e  
c l a u s e s  seem incomplete  based on p r i o r  
ru l e s .  

When t h e  in fo rma t ion  i s  f i n a l l y  
complete ,  t h e  s y s t e m  can then be used 
f o r  a c t u a l  problem s o l v i n g .  Here, the 
meta-knowledge can be used t o  c o n t r o l  
t he  i n f e r e n c e  engine and i t  is i n  t h i s  
area t h a t  most work has  been done wi th  
me ta -con t ruc t s .  Meta-rules  can be used 
f o r  o r d e r i n g  o t h e r  r u l e  f i r i n g s ,  f o r  
r e s o l v i n g  u n c e r t a i n t i e s ,  or f o r  
p l ann ing  a g e n e r a l  approach t o  t h e  
problem s o l u t i o n ( D a v i s ,  1980b). Sub- 
g o a l s  can be s p e c i f i e d ,  t oo ,  and used 
t o  c o o r d i n a t e  p l ann ing  systems 
(Clancey,  1983) 

A f t e r  the i n f e r e n c e  engine has done i ts  
work, t h e r e  is s t i l l  t h e  t a s k  of 
d i s p l a y i n g  the r e s u l t s  t o  the u s e r  and 
e x p l a i n i n g  the l o g i c  of the s o l u t i o n  i n  
a n  exp lana t ion  f a c i l i t y .  Meta-knowledge 
can be used i n  t h i s  c a s e  t o  choose a n  
a p p r o p r i a t e  e x p l a n a t o r y  mechanism and 
l e v e l  of d e t a i l .  Knowledge of bo th  the  
problem i t s e l f  and of the n a t u r e  of the 
u s e r  is necessa ry  f o r  t h i s  o u t p u t  
i n t e r f a c e  to work p rope r ly .  

To d a t e ,  t h e r e  have been r e l a t i v e l y  few 
empirical  s t u d i e s  on the l e v e l  of i m -  
provements t h a t  meta-knowledge p rov ides  
t o  e x p e r t  sys t em o p e r a t i o n ;  but  the 
s t u d i e s  t h a t  have been done (Fu, 1980) 
i n d i c a t e  s i z e a b l e  s a v i n g s  i n  such areas 
as number of r u l e  f i r i n g s  needed t o  
ach ieve  a s o l u t i o n .  I t  seems reason-  
a b l e  to  expec t  t h a t  more and more a t -  
t e n t i o n  w i l l  be paid to  meta- r ep resen -  
t a t i o n s  i n  the f u t u r e .  T ru ly  l a r g e  
knowledge bases  w i l l  be r e q u i r e d  f o r  
more s o p h i s t i c a t e d  problems and meta- 
knowledge i s  one of the  few s o f t w a r e  

mechanisms t h  t o f f e r s  any hope of 
r educ ing  the  ombina to r i ca l  exp los ion  
invo lved  i n  l a r g e  domains. Hardware 
s u p p o r t s ,  i n  the form of m u l t i p l e  pro- 
c e s s i n g  e l emen t s ,  may a l s o  be needed 
b u t  the problems a s s o c i a t e d  with co- 

d i n a t i n g  such elements t o  one t a s k  
so i m p l i e s  c o n s i d e r a b l e  s e l f  know- 
dge  about  the t a s k  and the mechanisms 

used t o  hand le  i t .  Users w i l l  a l s o  
demand more " i n t e l l i g e n t "  i n t e r f a c e s  t o  

y the  i n s e r t i o n  of knowledge and 
t r a c t i o n  of ans ers and t h i s ,  

edge. The re fo re  
t the d e s i g n  of 

e x p e r t  systems must i nc lude  f e a t u r e s  t o  
hand le  m e t ~ ~ k ~ o ~ ~ e d g e  e 

3, 

ows a block diagram of a 
p e r t  system a r c h i t e c t u r e ,  

l i n e  is g e n e r a l  enough t o  
r e p r e s e n t  a wide v a r i e t y  of p o s s i b l e  
a p p l i c a t i o n s  and r e p r e s e n t a t i o n  methods 
b u t  d e t a i l e d  enough t o  r e f l e c t  major 
f u n c t i o n a l  components. There is  no 
s e p a r a t e  meta-system r e p r e s e n t e d ;  i n -  
s t e a d  the meta-components a r e  p r e s e n t  

t he  ma in  subsystems and w i l l  
be d i s c u s s e d  i n  t u r n .  The diagram i s ,  

ase,  more of a symbolic than a 
p a r t i t i o n i n g .  Neve r the l e s s ,  

most of the meta-aspects  would probably 
e x i s t  as d i s t i n c t  modules o r  f i l e s  
merely t o  s i m p l i f y  development from a 
s o f t w a r e  e n g i n e e r i n g  p o i n t  of view. 

€#PERT SYSTEPl 

C 1 

F i g u r e  1, Expert  System A r c h i t e c t u r e .  

SYSTEM 

t of a l l ,  the u s e r  support  s y s t e m  
d c o n s i s t  of a l l  Lhe a c t u a l  com- 
c a t i o n  s o f t w a r e  t h a t  would in te rac t  

the  user. T h i s  would i n c l u d e  
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r e l a t i v e l y  low l e v e l  subsystems,  such 
a s  a s imple f i l e  e d i t o r  o r  g r a p h i c s  
d i s p l a y  program,as well as more complex 
p a r t s  where meta-knowledge would be of  
value.The i n t e r f a c e  would a l s o  i n c l u d e  
ways to e x p l i c i t l y  l o c a t e ,  add, and 
e d i t  the m e t a - f e a t u r e s  as be ing  d i s -  
t i n c t  from more p rocedura l  modules. 

One necessa ry  f a c e t  t o  any i n t e l l i g e n t  
communications would be the  a b i l i t y  t o  
form a model of the user. A p o r t i o n  of  
t h e  knowledge base  could be used t o  
keep s p e c i f i c s  about t he  n a t u r e  o €  t h e  
user and the  p a s t  h i s t o r y  of u s e r  
i n t e r a c t i o n s .  The n a t u r e  of  
e x p l a n a t i o n s ,  f o r  i n s t a n c e ,  would be 
c o n s i d e r a b l y  d i f f e r e n t  dependina on 
whether t he  u s e r  was r e l a t i v e l y  na ive  
o r  was the a c t u a l  domain e x p e r t  
checking the s y s  tem performance. The 
e x p l a n a t i o n  f a c i l i t y  should have a good 
unde r s t and ing  of what the u s e r  should 
or  should not know. The e x p e r t  should 
not be bored wi th  a b e l a b o r i n g  of t h e  
obvious and the novice should not be 
confused by l a c k  of d e t a i l .  I f  t h e  
user  i s  the program a u t h o r ,  then a 
trace of the code involved might be i n  
o r d e r  as an e x p l a n a t o r y  mechanism, b u t  
t h i s  would be worse than useless t o  a 
non-programming end u s e r .  I t  seems 
t h a t  t h e r e  are a t  l e a s t  t h r e e  k inds  of 
u s e r s  with comple t e ly  d i f f e r e n t  needs; 
namely t h e  s y s  tem programmer, t h e  
domain e x p e r t ,  and the  end user.  Each 
would have d i f f e r e n t  needs and 
d i f f e r e n t  a l l o w a b l e  accesses t o  t h e  
system. Of c o u r s e ,  the u s e r  might not 
be human a t  a l l  b u t  a s o p h i s t i c a t e d  
c o n t r o l  or  r o b o t i c  system. 

The s i t u a t i o n ,  a l s o ,  a f f e c t s  t he  kind 
of  e x p l a n a t i o n s  g iven .  Some k inds  of 
d a t a  a r e  b e t t e r  shown as a graph o r  
f low diagram while  o t h e r  t ypes  of 
i n f o r m a t i o n  shou Id be shown 
a 1 phanumer i c a  1 1 y . me t a - ba s ed 
r u l e s  and assumptions can make u s e  of 
t he  s y s  tern much less t e d i o u s .  

The user support  f a c i l i t y  must a l s o  
p rov ide  an e d i t o r ,  a s e c u r i t y  s y s t e m ,  
debugging a i d s ,  and r o u t i n e  f i l e  
u t i l i t i e s .  There is l e s s  a p p l i c a t i o n  i n  
t h e s e  areas f o r  meta-knowledge; 
a l t h o u g h  c o n s i d e r a b l e  e f f o r t  could be 
s p e n t  he re  on a n a t u r a l  language 
c a p a b i l i t y .  A t y p i c a l  menu d r i v e n  inpu t  
r e q u e s t  i nvo lv ing  me ta- know ledge wou Id 
resemble the  fo l lowing ;  taken from a 
s t o c k  i n v e s t m e n t  e x p e r t  system (Dav i s ,  
1977).  T h i s  example shows s imple  
knowledge about t he  n a t u r e  of s t o c k s  
and t h e i r  a s s o c i a t e d  a t t r i b u t e s  as a 
new s t o c k  type is e n t e r e d .  

S imp l e  

Should t h i s  new item be added t o  - 
1 - the  l i s t  of common s t o c k s ,  o r  
2 - t he  l i s t  of p r e f e r r e d  s t o c k s ,  o r  
3 - the  l i s t  of cumula t ive  p r e f e r r e d  

4 - t he  l i s t  p a r t i c i p a t i n g  p r e f e r r e d  

S e l e c t  one of the above. 

s t o c k s ,  o r  

s t o c k s .  

3.2 SYSTEM CONTROL 

Cons i d e r a b l  y g r e a t e r  pos s i b i  1 i t i e s 
e x i s t  f o r  t he  use of meta-knowledge i n  
t he  s y s t e m  c o n t r o l  module. This  module 
is analgous t o  an o p e r a t i n g  system and 
as such c o n t r o l s  the i n t e r a c t i o n  of the 
o t h e r  component pa r t s .  Th i s  can i n c l u d e  
c o n s i d e r a b l e  c o n t r o l  over  both Software 
and hardware r e s o u r c e s ,  e s p e c i a l l y  i n  a 
m u l t i - p r o c e s s o r  a r c h i t e c t u r e ,  and so a 
good d e a l  of "meta" hardware knowledge 
might be necessary(Konolige,  1980).  The 
numbers and k inds  of a v a i l a b l e  r e -  
s o u r c e s  and t h e i r  r e l a t i o n s h i p s  to  the 
p r o c e s s  of problem s o l v i n g  a r e  a 
n a t u r a l  a p p l i c a t i o n  f o r  meta-know- 
l edge (Genese re th ,  1983).  

One key component i n  the c o n t r o l  system 
is the command i n . t e r p r e t e r  w h i c h  p a r s e s  
the d i a l o g  coming from the u s e r  
i n t e r f a c e  and e x e c u t e s  a c c o r d i n g l y .  
Th i s  could invo lve  c o n s i d e r a b l e  meta- 
knowledge about  the nature of  the 
problem i n c l u d i n g  the r a t h e r  b a s i c  
no t ion  of whether the f a c i l i t i e s  are 
p r e s e n t  t o  s o l v e  the problem o r  no t .  
C l e a r l y  the problem could f a l l  o u t s i d e  
t h e  domain areas of the s y s t e m  o r  t he  
hardware might not  be a v a i l a b l e  t o  .do 
t h e  j o b  i n  the time a l l o c a t e d .  4 t  the 
very leas t ,  meta-knowledge should be 
i n c o r p o r a t e d  i n t o  any sys t em t o  enab le  
i t  t o  know the  scope of i t s  own a b i l i -  
t i e s .  T h i s  knowledge of l i m i t a t i o n s  
v e r s u s  c a p a b i l i t i e s  should be p a r t  o €  
t h e  command i n t e r p r e t e r  t o  p rov ide  
t ime ly  i n t e r v e n t i o n  i n  the event  t he  
s y s t e m  is not  capab le  of u s e f u l -  i n t e r -  
a c t i o n .  

Even i f  t he  problem is p o t e n t i a l l y  
doab le  t h e r e  is s t i l l  the problem of 
ass i g n i n g  the  r i g h t  p rocesses  t o  t h e  
j ob .  The knowledge base may be l o g i -  
c a l l y  p a r t i t i o n e d  i n t o  many areas and 
the  c o n t r o l  system needs t o  d e c i d e  
which c o n t e x t  i s  a p p l i c a b l e  t o  the  
problem; the  SPHERE system uses  such a 
r e l e v a n t  c o n t e x t  scheme(Filman, 1981). 
Then too ,  the c o n t r o l  module m u s t  
d e c i d e  i f  time is a s i g n i f i c a n t  f a c t o r .  
I f  so, then the i n f e r e n c e  engine must 
be t o l d  how s e v e r e l y  t o  l i m i t  i t s  
a c t i v i t i e s .  P e r m i s s i b l e  r i s k  i s  
a n o t h e r  r e l a t e d  f a c t o r  ; t h e  i n f e r e n c e  
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eng ine  would o p e r a t e  d i f f e r e n t l y  
depending on how s e r i o u s  were t h e  
consequences of p o s s i b l e  e r r o r .  Again, 
t h i s  is a f a c t o r  t o  be determined by 
t h e  c o n t r o l  mechanism u s i n g  meta- 
knowledge. 

The n a t u r e  of the d i a l o g  wi th  the user 
would a l s o  be p a r t i a l l y  the  r e s p o n s i -  
b i l i t y  of the c o n t r o l  sys t em.  Although 
t h e  u s e r  s u p p o r t  sys t em would t ake  
r e s p o n s i b i l i t y  f o r  the a c t u a l  d i s p l a y  
and inpu t  of d i a l o g ,  i t  would be t h e  
c o n t r o l  module t h a t  would d e c i d e  what 
t h e  n a t u r e  of t he  d i a l o g  should be. 
There could be many p o s s i b l e  r e q u e s t s  
f o r  more in fo rma t ion  made of the u s e r  
a t  a n y  one time; the c o n t r o l  system 
would have t o  d e c i d e  which r e q u e s t  t o  
s e r v i c e .  Meta-constructs  have been used 
i n  t h i s  a r e a ( S l a g l e ,  1983). 

The c o n t r o l  s y s t e m  would a l s o  be i n  
cha rge  of r e s o l v i n g  any c o n f l i c t s  i n  
o u t p u t  t o  t h e  u s e r ,  Cons i s t ency  
checking and o t h e r  k inds  of v e r i f i c a -  
t i o n  would be done h e r e  a s  many s y s t e m s  
have a l r e a d y  done(Goosens, 1979; Roach, 
1984) e Furthermore t h e r e  should be 
some v a l i d a t i o n  of answers as w e l l .  As 
much feedback about  sys  tern performance 
as p o s s i b l e  should be accomodated by 
t h e  c o n t r o l  system, S t a t i s t i c s  should 
be kept  i n  the knowledge base end used 
t o  modify s y s  tern pa rame te r s  when 
p o s s i b l e  t o  improve performance. 
Whenever p o s s i b l e ,  t h e  s y s t e m  needs t o  
be made aware of the accuracy of i t s  
past  performance so t h a t  i t s  a b i l i t y  
can be i n c r e m e n t a l l y  improved a 

A f u r t h e r  t a s k  f o r  the c o n t r o l  system 
would be t o  d e t e c t  and r e s o l v e  any 
i n t e r n a l  problems. V ic ious  c y c l e s  are 
always a p o s s i b i l i t y  as a r e  dead locks  
o r  r e c u r s i v e  c o n t r o l  problems. The 
system c o n t r o l  would be r e s p o n s i b l e  f o r  
d e t e c t i n g  and remedying any such  
happennings; t h i s  a l s o  i n v o l v e s  meta- 
knowledge t h i s  t i m e  of s e l f  d i a g n o s i s .  

A n  example of a meta-knowledge based 
r e q u e s t  from the  user fo l lows .  T h i s  
example, from TEIRESIAS(Davis, 1977) ,  
p o i n t s  ou t  t he  program's a b i l i t y  t o  
r ecogn ize  a p o s s i b l e  i n c o n s i s t e n c y  o r  
need f o r  c l a r i f i c a t i o n .  

I: h a t e  to  c r i t i c i z e ,  but  d i d  you know 
t h a t  most r u l e s  about  what the a r e a  of 
investment  might be t h a t  mention t h e  
income-tax b r a c k e t  of t he  c l i e n t  and 
how c l o s e l y  t h e  c l i e n t  f o l l o w s  t h e  
market a l s o  mention - [ A ]  - t h e  amount 
of  investment  e x p e r i e n c e  o f  t he  
c l i e n t .  S h a l l  I t r y  t o  wr i t e  a c l a u s e  
to  account f o r  [A]? 

The knowledge base i t s e l f  might not  
have as many d i f f e r e n t  f u n c t i o n s  as t h e  
c o n t r o l  system; bu t  the knowledge base 
is l i k e l y  t o  be p h y s i c a l l y  by f a r  t h e  
l a r g e s t  u n i t  and is s u r e  t o  have a 
f a i r l y  complex i n t e r n a l  s t r u c t u r e .  
There may be s e v e r a l  l o g i c a l  p a r t i t i o n s  
i n  the  knowledge due, f o r  one t h i n g , t o  
d i f f e r e n t  problem domains. The 
knowledge about  pulmonary d i s e a s e ,  f o r  
example, may be kep t  d i s t i n c t  from t h e  
knowledge of l i v e r  d i s e a s e .  A d i v i s i o n  
by domain a l l o w s  f o r  an o r d e r l y  review 
of  t h e  knowledge base d u r i n g  
development and a means f o r  l i m i t i n g  
t h e  c o n s i d e r a t i o n  of a p p l i c a b l e  d a t a  
d u r i n g  inference. As knowledge bases  
get to be v e r y  l a r g e ,  more and more 
k i n d s  of s u b d i v i s i o n s  may be necessa ry  
f o r  e f f i c i e n c y  o f  s e a r c h .  These 
s t r u c t u r e s  can  not be too r e s t r i c t i v e ,  
however, as much p r a c t i c a l  know ledge 
w i l l  always be d i f f i c u l t  t o  c a t e g o r i z e  
i n  a?y schema. S t o r i n g  a s t r i n g  oE 
a s s o c i a t e d  v e c t o r s  with i n d i v i d u a l  
e n t i t i e s  o r  an indexing of r u l e s  by 
a n t e c e d e n t  c l a u s e  are p o s s i b i l i t i e s  
t h a t  could be used as a n  a l t e r n a t i v e  t o  
a p h y s i c a l  d i v i s i o n .  A p a r t i t i o n i n g  is 
l i k e l y ,  too,  i n t o  domain s p e c i f i c ,  
domain independent ,  and meta-subparts .  
The domain independent  par t s  would 
r e p r e s e n t  g e n e r a l  k i n d s  of knowledge 
t h a t  would be u n i v e r s a l  t o  a l l  
a p p l i c a t i o n  domains. T h i s  p a r t  of the 
knowledge would be a v a i l a b l e  t o  t h e  
i n f e r e n c e  eng ine  f o r  a l l  domains and 
would i n c l u d e  some k i n d s  of meta-know- 
l edge  such  as the  n a t u r e  of a v a i l a b l e  
i n t e r n a l  d a t a  s t r u c t u r e s .  Some me.ta- 
knowledge, however, could s t i l l  be 
a s s o c i a t e d  w i t h  s p e c i f i c  domains. 
Furthermore,  a breakdown seems 
b e n e f i c i a l  i n t o  d e c l a r a t i v e  and 
p r o c e d u r a l  i n f o r m a t i o n ( G a l l a n t i ,  1985; 
B a l z e r ,  1977; A ik ins ,  1980). 
D e c l a r a t i v e  knowledge would mostly be 
a s s o c i a t i o n s  of the is-a o r  i s - a -k ind -  
of t ype ,  wh i l e  p rocedura l  knowledge 
would d e f i n e  the a c t i o n s  to  be taken o r  
t he  way new a s s o c i a t i o n s  could be 
formed. I t  would a l s o  be d e s i r a b l e  t o  
r e p r e s e n t  knowledge i n  s e v e r a l  
d i f f e r e n t  ways 'such as r u l e s ,  ne t s ,  o r  
frames so t h a t  whichever mechanism is  
most s u i t a b l e  could be used f o r  a 
p a r t i c u l a r  problem. However, m u l t i p l e  
r e p r e s e n t a t i o n s  l e a d  t o  s e r i o u s  
complexi ty  problems. I n  g e n e r a l ,  t h e r e  
is a t r a d e  o f f  between making knowledge 
bases  amorphous, which l e a d s  t o  a 
s i m p l i c i t y  of s t r u c t u r e  bu t  huge s e a r c h  
space ;  o r  h i g h l y  s t r u c t u r e d  which may 
s i m p l i f y  c o n t r o l  b u t  make i t  d i f f i c u l t  
t o  r e p r e s e n t  a l l  r e l e v a n t  f a c t s  
completely.  
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3 . 4  INFERENCE ENGINE 

Part  o f  t h e  n a t u r e  of t h e  i n f e r e n c e  
e n g i n e  is de te rmined  once  t h e  knowledge 
r e p r e s e n t a t i o n  scheme is  f i x e d .  If t h e  
sys t em is r u l e  b a s e d ,  t hen  some k ind  of  
fo rward  o r  backward c h a i n i n g  mechanism 
is d i c t a t e d .  I f  t h e  sys t em is based  on 
a s e m a n t i c  n e t ,  though,  t hen  o t h e r  
t r a v e r s a l  p r o c e d u r e s  are c a l l e d  f o r .  
In any r e p r e s e n t a t i o n ,  however ,  t h e r e  
w i l l  be u s e s  f o r  meta-knowledge a s  a 
means of c o n t r o l .  T h i s  meta-knowledge 
can be used ma in ly  i n  two ways, namely 
i n  t h e  c o n t r o l  of what to do n e x t  and 
i n  t h e  r e s o l u t i o n  of u n c e r t a i n  o r  
incomple t e  i n f o r m a t i o n .  

C o n t r o l  of  t h e  i n f e r e n c e  e n g i n e  is 
indeed  the  l a r g e s t  a r e a  of r e s e a r c h  i n  
meta-programming ( e .g .  Dav i s ,  1980a;  
Fr iedman,  1985;  I lud l i cka ,  1984)  and 
p romises  t h e  g r e a t e s t  g a i n s  i n  o v e r a l l  
pe r fo rmance .  I n  any expert sys t em,  
t h e r e  w i l l  be many o c c a s i o n s  where 
t h e r e  w i l l  be a c o n f l i c t  i n  terms o f  
what t he  nex t  a c t i o n  shou ld  be.  For  
r u l e  based s y s t e m s  t h e r e  may be many 
p o s s i b l e  r u l e  f i r i n g s  a t  any g i v e n  
p o i n t  and t h e  c h o i c e  of which t o  do i s  
a m e t a - c o n t r o l  i s s u e .  I f  time i s  
c r i t i c a l  t hen  pe rhaps  t h e  r u l e  w i t h  t h e  
f e w e s t  consequences  shou ld  be done n e x t  
o r  a d e c i s i o n  might  be made on t h e  
q u a l i t y  of compet ing  r u l e s  w i t h  t h e  one  
h a v i n g  more c o n f i d e n c e  a s s o c i a t e d  wi th  
i t  t a k i n g  p r i o r i t y .  P a s t  pe r fo rmance  
s u c c e s s  can a l s o  be used a s  p a r t  of t h e  
d e c i s i o n  p r o c e s s  a s  t h e  sys tem can  
remember which t e c h n i q u e  worked b e s t  i n  
t h e  p a s t .  Well known s e a r c h  s t r a t e g i e s  
s u c h  a s  branch  and bound can a l s o  be 
employed i n  o r d e r  t o  f i n d  a p p l i c a b l e  
knowledge.  Which s e a r c h  s t r a t e g y  t o  use  
i s  y e t  a n o t h e r  case f o r  t h e  u s e  o f  
meta-knowledge.  Of c o u r s e ,  any e f f i -  
c i e n c y  ga ined  by t h e  u s e  of meta- 
p r o c e d u r e s  must be e v a l u a t e d  a g a i n s t  
t h e  e x t r a  ove rhead  i n v o l v e d  i n  
c o n s i d e r i n g  a l a r g e  number of  meta- 
knowledge p o s s i b i l i t i e s ( B a r n e t t ,  1984) .  
For  l a r g e  amounts of meta-knowledge,  
t h e r e  may wel l  have t o  be a n  i n t e r n a l  
s t r u c t u r e  i n  t h e  meta-knowledge d a t a  
base  a s  i n  t h e  domain knowledge base .  

The o t h e r  pr imary  u s e  of meta-knowledge 
is  i n  t h e  a r e a  o f  u n c e r t a i n t y ;  of 
d e a l i n g  wi th  knowledge t h a t  is m i s s i n g ,  
g a r b l e d ,  vague,  o r  i n  c o n f l i c t .  I t  
seems t h a t  a g r e a t  d e a l  of  t h e  s k i l l  
t h a t  human b e i n g s  have  i s  r e l a t e d  t o  
o u r  a b i l i t y  t o  make u s u a l l y  v a l i d  
judgements  i n  such  cases. In t h e  
a t t e m p t ,  t h e n ,  t o  m i m i c  human s k i l l  i t  
i s  n e c e s s a r y  f o r  e x p e r t  sys t ems  t o  d e a l  
w i t h  ambigui  t i e s  . Conf idence  f a c t o r s ,  

f u z z y  r e a s o n i n g ,  w e i g h t i n g  schemes,  and 
c o n s i s t e n c y  c h e c k i n g  ( e . g .  Reboh, 1981; 
Thompson, 1984;  S h e n o i ,  1984)  have  a l l  
been used as meta-knowledge t e c h n i q u e s  
t o  o b t a i n  s o l u t i o n s  when exact 
p r o c e d u r a l  a p p r o a c h e s  a r e  i n a d e q u a t e .  
The n a t u r e  o f  t h e  knowledge base  and o f  
t h e  domain t a s k  a r e  t h e  p r i m a r y  
d e t e r m i n i n g  f a c t o r s  i n  t h e  s e l e c t i o n  o f  
an  a p p r o p r i a t e  method. The i n f e r e n c e  
e n g i n e  i d e a l l y  would be a b l e  to h a n d l e  
more than one a p p r o a c h ;  a g a i n ,  a t  t h e  
c o s t  of more overhead  e 

A t y p i c a l  c o n t r o l  m e t a - r u l e  would be as 
f o l l o w s ;  h e r e  used t o  s p e c i f y  s u b - g o a l s  
(C lancey ,  1983) .  

I f  t h e  h y p o t h e s i s  b e i n g  focused  upon 
has  a c h i l d  t h a t  has  no t  been pursued  
then  pu r sue  t h a t  c h i l d  e 

3.5 L G F  

The l e a r n i n g  f a c i l i t y  i s  n o t  o r d i n a r i l y  
c o n s i d e r e d  a s e p a r a t e  p a r t  of an e x p e r t  
sys tem b u t  i t s  i n c l u s i o n  as s u c h  seems 
i n e v i t a b l e .  No p r o d u c t i o n  sys t em can 
remain  s t a t i c  f o r  ve ry  long  a s  new 
knowledge is  s t e a d i l y  d i s c o v e r e d  and 
o ld  l a p s e s  i n  d e s i g n  a r e  uncovered .  I t  
i s  b e s t  t o  have a f o r m a l l y  d e c l a r e d  
l e a r n i n g  sys tem t o  bo th  l e a r n  new 
knowledge from t h e  u s e r s  and t o  uncove r  
knowledge a l r e a d y  h idden  w i t h i n  t h e  
sys t em,  Thus t h e  knowledge a c q u i s i t i o n  
f a c i l i t y  i s  c o n t a i n e d  w i t h i n  t h e  
l e a r n i n g  module and a s  s u c h  i s  
r e s p o n s i b l e  f o r  f o r m a t t i n g  incoming 
i n f o r m a t i o n  e i t h e r  i n t o  an a p p r o p r i a t e  
i n t e r n a l  form o r  i n t o  a new r e c o r d  
s t r u c t u r e  t a i l o r e d  t o  t h e  new d a t a .  

The l e a r n i n g  f a c i l i t y '  s h o u l d  a l s o  be 
c a p a b l e  of i n t r o s p e c t i o n  and by t h i s  
t e c h n i q u e  be  a b l e  t o  d i s c o v e r  new 
t r u i s m s  a s  y e t  u n s p e c i f i e d .  Ru les  
l e a d i n g  t o  a g r e a t e r  p r o b a b i l i t y  o f  
s u c c e s s  c o u l d  be i d e n t i f i e d ,  f o r  
example ,  and a m e t a - r u l e  c r e a t e d  t o  t r y  
t h e s e  r u l e s  ahead of o t h e r s .  O n  t h e  
o t h e r  hand ,  r u l e s  t h a t  neve r  l e d  t o  a 
s u c c e s s f u l  c o n c l u s i o n  c o u l d  be Eound 
and d e l e t e d  I f  t i m e  c o n s t r a i n t s  f o r b i d  
t h e  c o n s t a n t  a p p l i c a t i o n  o f  t h e  
l e a r n i n g  sys t em f o r  i n t r o s p e c t i o n ,  t h e  
sys t em c o n t r o l l e r  c o u l d  p u t  s u c h  
a c t i v i t i e s  a t  a lower p r i o r i t y  l e v e l  - 
t o  be done whenever time a l l o w e d ,  
V a r i o u s  p a t t e r n  matching  a l g o r i t h m s  
c o u l d  a l s o  be i n c l u d e d  h e r e  t o  look  
f o r ,  s a y ,  s i m i l a r i t i e s  i n  r u l e  s t r u c -  
t u r e .  I t  would be w i s e ,  o f  c o u r s e ,  t o  
mark i n  some way any  changes  i n  t h e  
program by t h e  l e a r n i n g  module s o  t h a t  
t h e  programmer o r  e x p e r t  c o u l d  r ev iew 
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them la te r .  

The l e a r n i n g  f a c i l i t y  would p r o v i d e  
b o t h  t h e  mechanism f o r  t h e  i n i t i a l  
i n p u t  of d a t a  i n t o  t h e  knowledge b a s e  
and a l s o  t h e  means € o r  s u b s e q u e n t  
improvement.  As t h e  l e a r n i n g  s y s  tem 
c o n t i n u e s  t o  o p e r a t e ,  the pe r fo rmance  
s h o u l d  g e t  i n c r e m e n t a l l y  bet ter .  I n  
t h i s  way t h e  o v e r a l l  sys t em would 
g r a d u a l l y  g a i n  human l i k e  d e g r e e s  of 
e x p e r t i s e  and autonomy. 

An example o f  a m e t a - l e a r n i n g  r u l e  
would be a s  f o l l o w s  (Fu ,  1980) .  

I f  a p a r t  of t h e  d i f f e r e n t i a l  l i s t  
i s :  "( (PI1 M .. .)" 
t hen  a p o t e n t i a l  r e o r d e r i n g  m e t a - r u l e  
can  be formed 

Rules  men t ion ing  M 3  DOBEFORE 
Rules  m e n t i o n i n g  M 1 .  

MR3: A 1  -> 

S i n c e  M 1  i s  d e n i e d  by A l .  
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4. CONCLUSION 

There  a r e  s t i l l  u n r e s o l v e d  i s s u e s  i n  
t h e  d e s i g n  of l a r g e  e x p e r t  sys t ems .  
The e x a c t  n a t u r e  of t h e  b e s t  knowledge 
r e p r e s e n t a t i o n ,  o r  r e p r e s e n t a t i o n s ,  t o  
be  employed is  an open i s s u e  - as is  
the  n a t u r e  o r  how t o  h a n d l e  u n c e r t a i n t y  
and d e g r e e s  of c o n f i d e n c e .  T h e r e  i s  a 
t r a d e  o f f ,  t oo ,  between e f f i c i e n c i e s  
g a i n e d  by a p p l i c a t i o n  of meta-knowledge 
and the  extra overhead  i n v o l v e d  i n  s u c h  
a p p r o a c h e s .  The o p t i m a l  f a s h i o n  f o r  
d i v i d i n g  up t h e  knowledge b a s e  is a l s o  
u n c e r t a i n ;  pe rhaps  no d i v i s i o n s  ough t  
t o  be made a t  a l l  o r  pe rhaps  t h e  
g r a n u l a r i t y  shou ld  be q u i t e  small. The 
r o l e  of m u l t i - p r o c e s s o r s  is c e r t a i n  t o  
be a major  f a c t o r  i n  t h e  r e l a t i v e l y  
n e a r  f u t u r e  b u t  e x a c t l y  how e x p e r t i s e  
s h o u l d  be d i v i d e d  and r e c o u p l e d  i s  
unc 1 ear,  

Cont inued  work i n  t h e  area of meta- 
knowledge and e x p e r t  s y s t e m s  s h o u l d  
show s t e a d y  p r o g r e s s ,  however .  The 
more s e l f  knowledge any  agency  has  t h e  
more c a p a b l e  i t  is of h a n d l i n g  o r d i n a r y  
and e x t r a o r d i n a r y  s t ress .  As t h e  
e x p e c t a t i o n s  f o r  e x p e r t  s y s t e m s  g e t  
h i g h e r ,  t h e  more s e l f  r e l i a n t  t hey  must  
become. T h i s  i n d i c a t e s  i n c r e a s e d  usage  
of meta-knowledge and meta-programming. 
The i n c  Ius i o n  o f  m e  t a  -cons  t KUC ts 
s h o u l d ,  t h e r e f o r e ,  be assumed a t  t h e  
i n i t i a l  d e s i g n  phase  and t h e  i n t e r f a c e s  
between meta and domain modules be made 
e x p l i c i t .  
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ABSTRACT 

The purpose of t h i s  paper i s  t o  i l l u s t r a t e  t h e  r o l e  t h a t  a r t i f i c i a l  
i n t e l l i g e n c e / e x p e r t  systems technologies  can play i n  t h e  development and 
implementation of e f f e c t i v e  d e c i s i o n  support  sys t ems .  A r e c e n t l y  developed 
prototype system f o r  suppor t ing  the schedul ing  of subsystems and 
payloads/experiments f o r  NASA's space s t a t i o n  program i s  presented and se rves  
t o  h i g h l i g h t  va r ious  concepts. The p o t e n t i a l  i n t e g r a t i o n  of knowledge based systems 
and d e c i s i o n  support  s y s t e m s  which has  been proposed i n  s e v e r a l  recent  a r t ic les  and 
p resen ta t ions  is  i l l u s t r a t e d .  

1. INTRODUCTION 

A t  t h e  S ix th  I n t e r n a t i o n a l  DSS Conference (DSS-86) Peter Keen i n  t h e  c los ing  
p lenary  address  e n t i t l e d  "DSS: The Next Decade" d iscussed  what he perceived as t h e  
important r o l e s  of cu r ren t  and f u t u r e  AI/ES technology i n  extending t h e  f i e l d  of 
dec i s ion  support  systems. Among h i s  percept ions  was t h e  f a c t  t h a t  t h e  f i e l d  of A I  
could play a major r o l e  i n  t h e  development of sys t ems  t o  support  t h e  tougher ,  
i l l - s t r u c t u r e d  types  of problems. He a l s o  viewed cu r ren t  AI/ES hardware and 
sof tware  technology as "power too l s "  f o r  DSS development, A few months ear l ie r  John 
L i t t l e  i n  a n  a r t ic le  e n t i t l e d  "Research Oppor tuni t ies  i n  t h e  Decision and Management 
Sciences" promoted similar observa t ions  while  d i scuss ing  research  p r i o r i t i e s '  of 
NSF's Decision and Management Science program [910  Major among t h e s e  p r i o r i t i e s  was 
the  r o l e  t h a t  expert systems technology could p lay  i n  advancing t h e  Decision 
Sciences,  S i m i l a r  i d e a s  have been expressed over t h e  p a s t  few year  by o t h e r  
reseachers i n  a r t i c l e s  and a t  major conferences such as ORSA/TIMS, IDS and 
AAAI [8], [13 ] ,  [ 1 6 ] ,  [17]. This  p a p e r  suppor ts  t hese  observat ions by 
desc r ib ing  knowledge-based DSS f o r  schedul ing payloads f o r  NASA's space s t a t i o n  
p rog ram. The payload schedul ing system se rves  t o  i l l u s t r a t e  t h e  p o t e n t i a l  
i n t e g r a t i o n  of DSS and ES as i t  involves  t h e  a d d i t i o n  of a knowledge based component 
t o  a system which c u r r e n t l y  provides  dec i s ion  support  v i a  ex tens ive  i n t e r a c t i o n  
between schedul ing  personnel  and more t r a d i t i o n a l  schedul ing  techniques,  It i s  t h e  
authors '  hope t h a t  t h e  fo l lowing  d i scuss ion  of t h e  schedul ing  system w i l l  h e lp  o t h e r  
researchers  i n  e s t a b l i s h i n g  t h e  a p p l i c a b i l i t y  of t h e  new "power too l s "  i n  DSS 
deve 1 opme n t  

DSS-86, 

This  paper  concerns t h e  development of a s o l u t i o n  procedure and i n t e r a c t i v e  
system f o r  schedul ing  subsystems and payloads/experiments f o r  t h e  Nat iona l  
Aeronautics and Space Adminis t ra t ion space s t a t i o n  program. T r a d i t i o n a l l y ,  
schedul ing problems have been viewed a s  s t a t i c  i n  na tu re  ( i ae .9  a schedule  i s  
developed f o r  a p a r t i c u l a r  planning hor izon  and adhered t o )  and were cast as having 
one o r  more c l e a r l y  def ined  ob jec t ives  (e.g., minimize o v e r a l l  completion t i m e ,  
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maximize resource u t i l i z a t i o n ,  etc,). A s  such, t h e s e  problems were most commonly 
solved v i a  a p p l i c a t i o n  of opt imal  seeking a lgor i thms,  h e u r i s t i c s  o r  s imula t ion  
a n a l y s i s  [11 641 [ 6 ]  [ 7 ]  [15].  The payload schedul ing problem, i n  con t r a s t ,  is 
r ep resen ta t ive  of a class of schedul ing problems which are h igh ly  dynamic i n  nature .  
Hot only may t h e  var ious  parameters change a t  any time, but t h e  objec t ives  
themselves may change a l so .  A s  w i l l  be i l l u s t r a t e d  i n  t h i s  paper,  t h e  na ture  of 
t h i s  class of problems i s  such t h a t  they can be most e f f e c t i v e l y  solved by knowledge 
based exper t  systems [ Z ]  [ 3 ]  [ 5 ]  [11] [181 [191. 

Provided in t h e  f i r s t  s e c t i o n  of t h e  paper  is a d e t a i l e d  d e s c r i p t i o n  of t h e  
class of problems can e r  inves t iga t ion .  Af t e r  a n  overview of t h e  problem domain, t h e  
s p e c i f i c s  are provided f o r  t h e  NASA problem which l e a d  t o  t h e  development of t h e  

e t h i r d  s e c t i o n  d i scusses  t h e  i n i t i a l  dynamic scheduler  s o l u t i o n  s t r a t e g y  
eveloped f o r  t h e  prototype system. The d e t a i l s  of t h i s  prototype expert 

s y s t e m  and i ts  development are provided i n  t h e  f o u r t h  s e c t i o n ,  The f i f t h  s e c t i o n  
d iscusses  f u t u r e  enhancements t h a t  have been i d e n t i f i e d  f o r  t h e  system. The f i n a l  
s e c t i o n  and 
some sugges t ions  f o r  f u t u r e  research  i n  t h e  area of dynamic schedul ing,  

of t h e  paper  provides some concluding remarks on t h e  research  t o  da t e ,  

2, PROBLEM DESCRIPTION 

The a p p l i c a t i o n  addressed i n  t h i s  paper  concerns development of a system f o r  
t he  schedul ing of subsystems and payloads aboard t h e  space s t a t i o n .  Subsystems 
are systems i c h  func t ion  t o  support  space s t a t i o n  on an  ongoing bas is .  These 
inc lude  such subsystems as l i f e  support  systems, communications systems, and 
var ious "housekeeping" systems, Aboard space s t a t i o n  will a l s o  be var ious payloads 
and experiments,  These w i l l  be sponsored not only by NASA but a l s o  by o the r  U.S, 

fo re ign  government agencies ,  u n i v e r s i t i e s  and p r i v a t e  i n d u s t r i e s  . 
Each of t h e  subsystems o r  payloads has  a certain set of c h a r a c t e r i s t i c s  and 

requirements which must be considered i n  determining when during t h e  mission i t  
should be scheduled. For example, each subsystem and most of t h e  
payloadlexperiments w i l l  draw opera t ing  power from Space Station's l imi ted  power 
supplys  Addi t iona l ly ,  c e r t a i n  of them will r equ i r e  a s t ronau t  i n t e rven t ion  e i t h e r  on 
a continuous basis f o r  t h e  du ra t ion  of t h e  experiment or f o r  s p e c i f i e d  sub in te rva l s  
of time, Some subsystems and experiments are continuous i n  na ture  and run 
unin terupted  throughout t h e  e n t i r e  mission. S t i l l  o the r s  opera te  e i t h e r  
continuously o r  i n t e r m i t t e n t l y  f o r  only a s p e c i f i e d  s u b i n t e r v a l  of t h e  mission t i m e  
window, The na tu re  of some experiments w i l l  r e q u i r e  t h a t  they  be conducted only 
during c e r t a i n  phases of t h e  mission (e.&., dur ing  day o r b i t ,  dur ing night  o r b i t ,  
dur ing c e r t a i n  o r i e n t a t i o n s  of space s t a t i o n ,  etc.). These example c h a r a c t e r i s t i c s ,  
as w e l l  as o the r s  which w i l l  not be d e t a i l e d  he re ,  coupled with t h e  f a c t  t h a t  
payload/experiments are placed i n  p r i o r i t y  classes which must be r e f l e c t e d  in t h e  
schedule ,  form t h e  b a s i c  criteria f o r  e s t a b l i s h i n g  f e a s i b l e  schedules.  

The complexity of t h e  schedul ing problem is compounded f u r t h e r  by the  f a c t  t h a t  
euents  which w i l l  be occurr ing  during t h e  mission w i l l  s e r v e  e i t h e r  d i r e c t l y  o r  
i n d i r e c t l y  t o  upset cur ren t  schedules  and/or  i n f luence  f u t u r e  ones. For example, a t  
any time dur ing  t h e  mission a n  ongoing experiment may f a i l  o r  be aborted f o r  some 
reason, a scheduled experiment may be withdrawn from t h e  schedule ,  a n  experiment o r  
e n t i r e  class of experiments may be added and/or  experiment p r i o r i t i e s  changed. The 
scheduler  must be designed t o  handle such dynamic changes v i a  i n t e r a c t i o n  wi th  
var ious  mission personnel ,  i nc lud ing  a s t r o n a u t s ,  mission planning s p e c i a l i s t s  and 
p rF n u  p a l  i n v e s t i g a t o r s  of a f  f ec t ed  experiments . 
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A s  mentioned previous ly ,  each subsysfem and payload/experiment will consume 
var ious  resources .  Major among t h e s e  w i l l  be energy from t h e  Space Station's power 
supply and manpower provided by t h e  a s t r o n a u t s  on board. Such l i m i t e d  resources 
place c o n s t r a i n t s  on what systems and experiments can be concurren t ly  ongoing. 
Addi t iona l ly ,  the power 
and manpower a l lo tmen t s  themselves may change a t  va r ious  times throughout t h e  
mission. In some i n s t a n c e s  t h e  change n o t i f i c a t i o n  w i l l  provide l ead  time f o r  
schedul ing ad jus tments ,  whereas in o t h e r s  no l ead  t i m e  w i l l  be provided. Changes 
w i l l  occur ,  f o r  example, when veh ic l e s  dock wi th  Space S t a t i o n .  Such changes r e s u l t  
from t h e  f a c t  t h a t  t h e  docking w i l l  u s u a l l y  draw on such resources  as t h e  power and 
manpower supply.  I n  l i g h t  of t h e  above mentioned c h a r a c t e r i s t i c s ,  t h e  scheduler  
must have c a p a b i l i t i e s  beyond the gene ra t ion  of t r a d i t i o n a l  s t a t i c  f e a s i b l e  
schedules .  The dynamic schedu le r  must have t h e  capac i ty  t o  respond i n t e r a c t i v e l y  
t o  such changes and,  when requi red ,  main ta in  f e a s i b i l i t y  'via a reschedul ing 
procedure . 

and t h i s  is ano the r  of t h e  dynamic a s p e c t s  of the problem, 

A f i n a l  c h a r a c t e r i s t i c  of t h e  payload schedul ing  problem is t h a t  t h e  scheddl ing 
ob jec t ives  are va r i ab le .  During t h e  course of a Space S t a t i o n  mission, mission 
s p e c i a l i s t s  may r e - s t ruc tu re  t h e  schedul ing  ob jec t ives .  For example, i t  might be 
t h a t  e a r l y  i n  a mission a resource l e v e l i n g  s t r a t e g y  is adopted which w i l l  maintain 
a f a i r l y  cons tan t  and conserva t ive  power consumption rate. Such a n  ob jec t ive  
would n a t u r a l l y  "st r e t ch  out" t h e  schedul ing of experiments  over  some designated 
planning horizon.  Later in t h e  mission cyc le ,  however, f a c t o r s  may change t h i s  
ob jec t ive  t o  one of schedul ing as many payloads/experiments as p o s s i b l e  ( subjec t  t o  
t h e  maximum power a v a i l a b i l i t y  and o t h e r  c o n s t r a i n t s )  i n  a g iven  t i m e  frame. These 
c h a r a c t e r i s t i c s  t hen  e s t a b l i s h  t h e  need t o  develop a system which is capable of not 
only e s t a b l i s h i n g  s t a t i c  schedules  but a l s o  of dynamically maintaining f e a s i b l e  
payload/experiment schedules  which r e f l e c t  t h e  varying parameters of t h e  problem, 

3. SOLUTION STRATEGY 

Sample d a t a  around which t h e  prototype system could be cons t ruc ted  was provided 
by NASA's Power Branch. The da ta  as considered by NASA t o  be r ep resen ta t ive  of 
a c t u a l  schedul ing  da ta .  A s  seen  from Table 1, f o u r  subsystems and for ty- f ive  (45) 
payloads/experiments were included.  Provided in t h e  t a b l e  are t h e  experiment name, 
t h e  a s s o c i a t e d  power consumption requirements i n  k i l o w a t t s ,  t h e  sponsoring agency, 
t h e  time d u r a t i o n  ( inc luding  o t h e r  s p e c i f i c a t i o n s  such as cont inuous / in te rmi t ten t  , 
day o r b i t / n i g h t  o r b i t ,  etc.) and crew involvlement required.  I n  a d d i t i o n  t o  t h e  
da t a  i n  t h e  t a b l e ,  o t h e r  problem s p e c i f i c a t i o n s  were a l s o  provided. Most pe r t inen t  
among t h e s e  were (1) t h e  s p e c i f i c a t i o n  of a normal l a b  module power l e v e l  of 25 
k i l o w a t t s ,  ( 2 )  a p r i o r i t y  s t r u c t u r e  based on t h e  sponsoring agency and t h e  na ture  of 
t he  payloads/experiments,  and (3)  a two-week schedul ing  horizon. Addi t iona l ly ,  
s e v e r a l  system requirements p e r t a i n i n g  t o  t h e  a c t u a l  ope ra t ion  of t h e  scheduler  were 
s p e c i f i e d .  These provided a framework f o r  t h e  u s e r  i n t e r f a c e  and system output as 
d e t a i l e d  la ter  i n  t h e  system d e s c r i p t i o n  s e c t i o n  of t h e  paper. 

To prototype a n  i n i t i a l  system f o r  u s e r  e v a l u a t i o n  and feedback, a 
means of gene ra t ing  f e a s i b l e  schedules  in t h e  absence of a complete corpora te  
knowledge base had t o  be developed. This  was accomplished v i a  t h e  modi f ica t ion  of 
a schedul ing s t r a t e g y  p r e s e n t l y  used by NASA schedul ing personnel  which involves  
conceptua l iz ing  schedules  us ing  a Gantt char t  type  format. This  h e u r i s t i c  procedure 
is  rep resen ta t ive  of those  t h a t  when augumented by var ious  schedul ing  r u l e s  w i l l  
comprise t h e  schedul ing  knowledge base of t h e  f i n a l  system. An example schedule  
f o r  a s i m p l e  f o u r  experiment problem i s  g iven  i n  f i g u r e  1. A s  can be seen,  
experiments one, two and t h r e e  are continuous,  and experiment f o u r  i s  i n t e r m i t t e n t .  
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Given i n s i d e  t h e  bars, which represent  t h e  experiment du ra t ions ,  is t h e  power 
requirement For s i m p l i c i t y  these  power requirements 
are assumed cons tan t  as long as t h e  experiment i s  "on." Through t h e  use  of t h i s  
f o u r  experiment example, t h e  h e u r i s t i c  w i l l  now be descr ibed.  

of t h e  p a r t i c u l a r  experiment . 

A s  a n  experiment i s  placed on t h e  c h a r t ,  i ts  beginning and ending po in t ( s )  s e r v e  
t o  d iv ide  t h e  o v e r a l l  t i m e  window, t h e  x-axis, i n t o  i n t e r v a l s  as i l l u s t r a t e d  by t h e  
do t t ed  l i n e s  i n  f i g u r e  1. By updat ing as each experiment i s  scheduled, one can 
maintain f o r  each s u b i n t e r v a l  of t i m e  t h e  informat ion  necessary i n  t h e  
time s l o t  f o r  t h e  next experiment t o  be scheduled, The determinat ion of which 
experiment i s  t o  be scheduled next is  based on the u s e r  predefined p r i o r i t y  
s t r u c t u r e  i n  e f f e c t  a t  t h e  t i m e  of t h e  schedul ing o r  reschedul ing procedure. For 
t h e  sake  of i l l u s t r a t i o n  w e  w i l l  s imp l i fy  t h e  f o u r  experiment example f u r t h e r  by 
assuming a s i n g l e  schedul ing ob jec t ive  of maximizing power u t i l i z a t i o n .  Each 
experiment is scheduled by searching  through t i m e  on t h e  x-axis i n  f i g u r e  1 from 
l e f t  t o  r i g h t  u n t i l  a s u b i n t e r v a l  o r  group of success ive  s u b i n t e r v a l s  i s  found which 
has s u f f i c i e n t  du ra t ion  and power a v a i l a b i l i t y  t o  support  t h e  given experiment . 
The experiment is t hen  scheduled and added t o  t h e  cha r t  i n  correspondence with 
t h i s  s u b i n t e r v a l ,  Subin terva l  information i s  updated t o  r e f l e c t  resource 
a v a i l a b i l i t y  t o  r e f l e c t  resource a v a i l a b i l i t y  (i.e,, power and manpower) and t h e  
schedul ing procedure cont inues e 

determining 

Applying t h e  schedul ing h e u r i s t i c  t o  t h e  r ep resen ta t ive  problem provided by 
NASA is obviously much more involved than  t h e  example provided above as t h e  var ious  
experiment c h a r a c t e r i s t i c s  and requirements must be matched t o  appropr i a t e  
i n t e r v a l s ,  A s  t h e  number of requirements i nc reases  f o r  experiments,  so t o o  does t h e  
amount of i n f o r  mation being kept on each sub in te rva l .  as t h e  number 
of experiments a l r eady  scheduled i n c r e a s e s ,  t h e  number of s u b i n t e r v a l s  t o  be 
examined dur ing  each i n d i v i d u a l  schedul ing process  a l s o  increases .  This  i n c r e a s e  i n  
t h e  number of s u b i n t e r v a l s  i s  compounded even f u r t h e r  when t h e  experiment 
scheduled is of a n  i n t e r m i t t e n t  nature .  These f a c t s ,  coupled with t h e  prev ious ly  
mentioned dynamic a spec t s  of t h e  problem, n e c e s s i t a t e  a n  automated procedure € o r  
genera t ing  schedules ,  The next s e c t i o n  of t h e  paper w i l l  descr ibe  t h e  prototype 
system developed t o  accomplish t h i s .  

Addi t iona l ly ,  

4. SYSTEM DESCRIPTION 

The pro to type  system fo l lows  t h e  b a s i c  product ion system s t r u c t u r e  of a 
knowledge base, in fe rence  engine and working memory o r  g loba l  da t a  base. The 
knowledge base c o n s i s t s  of a reduced set of schedul ing r u l e s  and knowledge 
pe r t inen t  t o  t h e  example problem. The system u t i l i z e s  a frame rep resen ta t ion  
scheme which a l lows  f o r  u t i l i z a t i o n  and e x p l o i t a t i o n  of knowledge o the r  than  ru les .  
This f e a t u r e  i n c r e a s e s  t h e  speed and e f f i c i e n c y  of t h e  sys t em;  i n  p a r t i c u l a r ,  
t h e  i n f e r e n d n g  process.  

The in fe rence  engine performs only forward chaining. This w a s  determined from 
t h e  s t r u c t u r e  of t h e  problem. There is a n  abundance of r e l a t e d  f a c t s  and 
information a t  t h e  beginning of t h e  problem so lv ing  process  which i n  t u r n  
accomodates t h e  forward chaining process  The c o n f l i c t  r e so lu t ion  problem is solved 
by al lowing t h e  f i r s t  r u l e  t h a t  i s  s a t i s f i e d  t o  be implemented. This  n e c e s s i t a t e s  
a n  order ing  of t h e  rules. This r e s o l u t i o n  method w a s  chosen because of t h e  s h o r t  
t i m e  frame f o r  d e l i v e r i n g  a "demo" system. This a l s o  f a c i l i t a t e s  t h e  search  through 
t h e  working memory. 

The working memory c o n s i s t s  of a list of experiment names. Associated wi th  
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t hese  names are c e r t a i n  facts t h a t  are placed i n t o  t h e  knowledge base. These 
inc lude  t h e  power requirements,  i d e n t i f i c a t i o n  number, p r i o r i t y  class, . sponsoring 
agency, d u r a t i o n  of t h e  experiment,  and the requi red  crew involvement. Using t h i s  
information,  p r i o r i t i z e d  list of experiments is generated f o r  u t i l i z a t i o n  dur ing  
t h e  schedul ing phase . a 

The system has  been designed and developed i n  a n  open-ended f a sh ion  t o  a l low 
system t o  be extended wi th  only minor adjustments.  It conta ins ,  i n  a d d i t i o n  t o  t h e  
knowledge-base system s t r u c t u r e ,  a n  output i n t e r f a c e  which i s  a t  present  f o r  
demonstration purposes only. This i n t e r f a c e  w i l l  be d e t a i l e d  later. he  system 
i t s e l f  i s  dynamic i n  t h a t  i t  moves’through o r  between d i f f e r e n t  phases of t h e  
problem so lu t ion .  The phases inc lude  prepara t ion ,  schedul ing,  opera t ion ,  and 
res chedu li ng . 

During t h e  p repa ra t ion  phase t h e  i n d i v i d u a l  experiment in format ion  i s  . provided 
t o  t h e  s y s t e m  from a n  e x t e r n a l  d a t a  base source and a p p r o p r i a t e l y  s t o r e d ,  a l s o  t h e  
working memory is organized and then  p r i o r i t i z e d  f o r  t h e  schedul ing phase, This i s  
accomplished us ing  a p r i o r i t y  scheme developed from u s e r  input  . I n  t h e  schedul ing 
phase, t h e  experiments are scheduled under t h e  prev ious ly  explained h e u r i s t i c  
procedure and t h e  schedule  i s  created.  The schedule  i t s e l f  is p a r t  of t h e  knowledge 
base and i s  represented as frames. A s  experiments are scheduled, t h e  sub in te rva l s  
required by t h e  h e u r i s t i c  procedure are def ined  by start and s t o p  t i m e s  of t h e  
experiments. For each i n t e r v a l  t h e  power a v a i l a b l e ,  crew a v a i l a b l e ,  and t h e  
experiments t h a t  are c u r r e n t l y  on-going are determined and s tored .  This information 
i s  required f o r  t h e  remaining two phases,  namely opera t ion  and rescheduling, The 
i n i t i a l  schedule  i s  provided t o  t h e  u s e r  f o r  eva lua t ion  i n  a Gantt char t  format with 
appropr i a t e  l a b e l s  (i .e,, experiment i d e n t i f i c a t i o n ,  start and end t i m e s ,  resource 
loadings,  etc.). The u s e r  i s  then  af forded  a n  appor tun i ty  t o  make s e v e r a l  types of 
schedul ing changes inc luding  changing t h e  planning hor izon ,  manually schedul ing 
experiments,  r e p r i o r i t i z i n g  experiments,  changing r fesource  parameters,  e t  c. Based 
on nthe changes s p e c i f i e d ,  t h e  system determines whether any ru le /cons t  r a i n t  
c o n f l i c t s  e x i s t  and i f  s o  performs a reschedul ing ope ra t ion  as descr5ibed below t o  
resolve t h e  c o n f l i c t s .  I n  cases where t h e  s p e c i f i e d  changes do not a l low f o r  
conf l i c t  r e s o l u t i o n ,  t h e  u s e r  i s  s o  informed. 

output i n t e r f a c e  dur ing  the  opera t ion  and reschedul ing phases i s  g raph ica l  
i n  na ture  and menu driven. During t h e  opera t ion  and reschedul tng phases,  t h e  system 
s imula tes  con t ro l  of t h e  power source f o r  t h e  experiments,  i.e., i t  t u r n s  them off  
o r  on a t  t h e  appropr i a t e  times ind ica t ed  by t h e  schedule  and updates a l l  t h e  
necessary i n t e r f a c e  informat ion  accordingly.  The ope ra t ion  phase has  two modes: 
(1) s t a t i c  and ( 2 )  dynamic. I n  t h e  s ta t ic  mode, t h e  system i s  capable of d i sp l ay ing  
a power u t i l i z a t i o n  graph f o r  a two week, of 
time. Also, t h e  v i t a l  in format ion  f o r  each experiment (s tar t  t i m e ,  end t i m e ,  etc.)  
can be requested by t h e  u s e r  simply by us ing  t h e  mouse and a s e l e c t i o n  menu. I n  t h e  
dynamic mode, t h e  system uses  t h e  output i n t e r f a c e  (see f i g u r e  2 )  t o  i n t e r a c t  with 
the  u s e r  through f o u r  basic windows - a cur ren t  s t a t u s  window, a schedule  window, a 
power curve window and a message window. The cu r ren t  s t a t u s  window shows t h e  
cur ren t  s t a t u s  of a l l  t h e  experiments of a payload a t  a p a r t i c u l a r  po in t  i n  t i m e .  
This i s  accomplished, as i l l u s t r a t e d  i n  t h e  window a t  t h e  t o p  of t h e  sc reen  i n  
f i g u r e  2, by represent ing  each experiment as a numbered box. Reverse video i s  
then  used t o  d i f f e r e n t i a t e  t h e  on state. Labels placed wi th in  t h e  boxes i n d i c a t e  
such s t a t u s e s  as abor t ed ,  removed, completed, etc. The schedule  window (bottom l e f t  
of sc reen  i n  f i g u r e  2) d i sp lays  t h e  names of t h e  experiments on sepa ra t e  l i n e s  and 
uses a Gantt cha r t  format similar t o  t h a t  shown i n  f i g u r e  1 t o  d i sp lay  t h e  
schedul ing of each experiment. This window s imula tes  movement through time, i.e. as 

The 

one week, one day o r  s i x  hour per iod  
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time passes t h e  bars  t h a t  represent  t h e  experiment move t o  t h e  l e f t  and d isappear  as 
t h e  experiment i s  completed. When t h e  experiment i s  completed t h e  word "completed" 
appears  next t o  t h e  experiment name. I n  t h e  schedule  window t h e  experiments are a l s o  
numbered t o  provide a cross-reference t o  t h e  numbered experiment boxes i n  t h e  
cur ren t  s t a t u s  window. The power curve window (middle r i g h t  of d i sp l ay  screen) p l o t s  
percent  power u t i l i z a t i o n  as i t  s c r o l l s  through t i m e .  The remaining window i s  t h e  
message window. This  i s  used f o r  i n t e r a c t i o n  and c o n t r o l  purposes. 

One of t h e  important  c a p a b i l i t i e s  b u i l t  i n t o  t h i s  system i s  i t s  a b i l i t y  t o  
reschedule  t h e  experiments when deemed necessary.  This  i s  one of t h e  main 
d i f f e r e n t i a t o r s  of t h i s  system when compared t o  o t h e r s  developed f o r  such schedul ing 
a p p l i c a t i o n s .  The system i s  capable of determining when i t  i s  necessary t o  
reschedule.  When such a de termina t ion  i s  made, t h e  experiments a f f e c t e d  are 
i d e n t i f i e d  and removed from t h e  a c t i v e  schedule.  A reschedul ing  i s  conducted and 
t h e  new schedule  i s  implemented ( i o e e ,  made a c t i v e ) .  There are, based on t h e  
i n i t i a l  problem d e s c r i p t i o n ,  a l imi t ed  number of occurences t h a t  would warrant  a 
reschedule.  These inc lude  a n  experiment f a i l u r e ,  a n  experiment a b o r t ,  a power 
a l lo tment  i n c r e a s e  o r  decrease ,  o r  t h e  announced a r r i v a l  of o r b i t a l  docking and/or  
s e r v i c i n g  veh ic l e s .  The f i r s t  two occurrences r equ i r e  a n  au tomat ic  reschedul ing 
while t h e  o the r s  r equ i r e  t h e  s y s t e m  t o  check working memory and t h e  knowledge base 
t o  determine i f  reschedul ing i s  i n  f a c t  necessary.  Thus we see t h e  system i s  
capable of moving between t h e  d i f f e r e n t  phases ,  capable of recognizing where i t  i s  
and what knowledge i s  a p p l i c a b l e ,  and dynamic i n  i t s  a b i l i t y  t o  genenrate  and 
maintain a schedule  t h a t  w i l l  accomplish t h e  ob jec t ive  o r  ob jec t ives  of t h e  mission 
as spec i f€ed  by mission 
planning specialists.  

5. FUTURE ENHANCEMENTS 

While t h e  s y s t e m  demonstrates t h e  p o t e n t i a l  of u s ing  a knowledge base system 
approach i n  t h e  area of schedul ing ,  t h e r e  are several enhancements t h a t  have 
been i d e n t i f i e d  and are c u r r e n t l y  being implemented t o  improve t h e  
performance and c a p a b i l i t i e s  of t h e  sys tem.  F i r s t  and foremost i s  t h a t  more 
e x p e r i e n t i a l  knowledge needs t o  be added t o  t h e  knowledge base. Sessions have been 
scheduled with t h e  appropr i a t e  NASA personnel  t o  begin t h e  t a s k  of knowledge 
engineer ing  [ 2 ]  [31 [ l l l  [18]. Also, knowledge concerning t h e  determinat€on of 
a l t e r n a t i v e s  t o  t h e  schedule  i n s t e a d  of j u s t  developing a s i n g l e  i n i t i a l  schedule  
w i l l  be added. This  w i l l  provide t h e  s y s t e m  with t h e  c a p a b i l i t y  of he lp ing  NASA 
personnel  i n  s a t i s f y i n g  t h e  dynamic ob jec t ives  exper i tnced  during a mission and 
w i l l  a l s o  f a c i l i t a t e  t h e  reschedul ing process.  An example of such a n  ob jec t ive  i s  
when power a l lo tmen t  reduct ion  f o r c e s  t h e  schedule  t o  run p a s t  t h e  end-of-mission 
t i m e .  Having "knowledge" of a l t e r n a t i v e s ,  t h e  s y s t e m  w i l l  have a b e t t e r  
understanding of which experiments t o  schedule.  Should i t  continue wi th  t h e  normal 
reschedul ing r u l e s  o r  does some special  set  of p r i o r i t i e s  apply?  Not only w i l l  more 
ob jec t ives  be handled i n  t h e  enhanced s y s t e m ,  but t h e  system w i l l  be a b l e  t o  handle  
more c o n s t r a i n t s ,  (e.g., f l u c t u a t i n g  power requirements of experiments,  o r i e n t a t i o n  
of t h e  experiments ,  e t  c. 1. Another area of knowledge enhancement concerns 
the  reschedul ing func t ion .  It has  been determined t h a t  t h e  system should be 
capable of performing a quick-f ix  reschedule  when necessary.  This w i l l  provide 
t h e  necessary t i m e  t o  perform a more d e t a i l e d  and thorough reschedule  i n  t h e  event  
of a n  emergency s i t u a t i o n  where a temporary "quick f i x "  i s  necessary.  

The second area of improvement and enhancement t o  t h e  s y s t e m  i s  e f f i c i e n c y .  
Not only i s  t h e  e f f i c i e n c y  of t h e  code being Considered, but a more e f f i c i e n t  and 
e f f e c t i v e  method f o r  sea rch ing  t h e  schedule  and determining experiment s l o t s  i s  
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under development This  s ea rch  process ,  as was mentioned previous ly ,  i s  complicated 
by the schedul ing  of i n t e r m i t t a n t  experiments e a r l y  i n  the schedul ing process.  In 
p a r t i c u l a r ,  one experiment i n  t h e  sample d a t a  i s  requi red  t o  be scheduled t e n  
minutes out of every  hour t h a t  t h e  mission i s  opera t ing .  Under t h e  present  system 
t h i s  creates 336 a d d i t i o n a l  t i m e  i n t e r v a l s  that might have t o  be checked f o r  power 
and crew a v a i l a b i l i t y  i n  determining a f e a s i b l e  i n t e r v a l  f o r  a later experiment. 
The present  system t a k e s  15 minutes t o  schedule  t h e  47 t es t  experiments.  The 
major i ty  of t h i s  t i m e  i s  due t o  t h e  e a r l y  schedul ing  of i n t e r m i t t e n t  experiments. 
Another e f f i c i e n c y  enhancement i s  f o r  t h e  system i t s e l f  t o  determine t h e  mission 

This  w i l l  reduce any excess t i m e  t h a t  is  added i n  o rde r  t o  accomodate 
a l l  t h e  experiments.  A t  p re sen t ,  the t i m e  hor izon  is  d r iven  by t h e  number of 
experiments r equ i r e ing  crew involvement and t h e  number of crew a v a i l a b l e  t o  work 
with t h e  experiments.  A c r i t i c a l  path a lgo r i thm i s  being i n v e s t i g a t e d  f o r  
a p p l i c a t i o n  i n  t h i s  area, 

i m e  horizon,  

The f i n a l  area of enhancements i s  i n  t h e  u s e r  i n t e r f a c e ,  both inpu t  and output  
i n t e r f a c e s .  On t h e  inpu t  s i d e ,  a queryfanswer system w i l l  be added t o  a l low f o r  
easy  inpu t  of experiment d a t a  and knowledge base maintenance. T h i s  i n t e r f a c e  w i l l  
have a l i m i t e d ,  n a t u r a l  language p a r s e r  [ l o ]  [12] and w i l l  e x p l o i t  t h e  use of 
graphics .  On t h e  output s i d e  s e v e r a l  enhancements w i l l  be madee F i r s t ,  t h e  system 
w i l l  have an exp lana t ion  c a p a b i l i t y  f o r  how and why i t  chose the  schedule  i t  i s  
recommending, This  c a p a b i l i t y  w i l l  soon be provided s i n c e  t h e  system i s  c u r r e n t l y  
being redone us ing  an  exper t  system s h e l l  which provides  how and why f a c i l i t i e s .  
Also, a hardcopy c a p a b i l i t y  f o r  p r i n t i n g  out t h e  schedule  i n  "readable" form w i l l  be 
added, Curren t ly  t h e  schedule  i s  only s t o r e d  i n  symbiol ic  form. These output  
enhancements w i l l  f a c i l i t a t e  t h e  eva lua t ion  of system performance. This  should 
a l low t h e  system i n  t u r n  t o  ga in  u s e r  acceptance more quick ly  and w i l l  a l s o  h e l p  
f a c i l i t a t e  t h e  implementation phase. 

6 .  CONCLUSIONS 

This  paper  has d e t a i l e d  a knowledge-based system f o r  so lv ing  t h e  NASA space 
s t a t i o n  payload/experiment schedul ing problem. The problem i s  rep resen ta t ive  of a 
l a r g e r  class of dynamic schedul ing  problems which, € o r  t h e  most p a r t ,  have been 
i n e f f e c t i v e l y  handled us ing  more t r a d i t i o n a l  numeric techniques.  An expert s y s t e m s  
approach al lows one t o  e f f e c t i v e l y  d e a l  with t h e  dynamics and incomplete informat ion  
which c h a r a c t e r i z e  t h i s  class of problem, S t i l l  i n  pro to type  form t h e  system i s  
meeting wi th  wide acceptance and i n t e r e s t  not only from t h e  sponsoring agency, but 
a l s o  from o t h e r  independent sources .  

The i n t e r e s t  t h i s  p r o j e c t  has  received i n d i c a t e s  t h a t  t h e r e  i s  p o t e n t i a l  f o r  
f u r t h e r  research  i n  t h i s  area. The wide problem domain encompassed by dynamic 
schedul ing provides  many areas f o r  f u t u r e  a p p l i c a t i o n s  (e.g., p ro j ec t  schedul ing ,  
product ion schedul ing ,  manpower schedul ing, .  etc.). Addi t iona l ly ,  a s  sys t ems  are 
implemented and knowledge engineer ing  cont inues ,  t h e r e  i s  a good l ike l ihood  that 
commonalities w i l l  be e s t a b l i s h e d  ac ross  var ious  schedul ing a p p l i c a t i o n s .  
This would a l low devlopment of a n  exper t  system s h e l l  f o r  such problems. Such 
a s h e l l  would a l low schedul ing  systems t o  be r e a d i l y  developed and implemented. 

REFERENCES 

1, Baker, K, Re, In t roduc t ion  - t o  Sequencing - and Scheduling, New York: 
Wiley and Sons, Inc.  1974, 

John 

2. Barr, A, and Fiegenbaum, El, E Handbook of A r t i f i c i a l  I n t e l l i g e n c e ,  
Volumes I and 11, W i l l i a m  Kaufmannm I n c l ,  198-2;- 

75 



3. Davis, Randa 
A r t i f i c i a l  I n t e  
4. French, S.,  
of t h e  Job  
5. Harmon, Paul ,  and David King, Expert ,  Systems, New York: 
Sons, Inc., 1985. 

--- 
John Wiley and 

6. Johnson, L. A. and D. C. Montgomery, Operat ions Research i n  Production 
Planning, Scheduling and Inventory Control ,  New York: 
Inc.. 1974. 

John =ley and Sons, - 
7. L a w l e r ,  E. L., J. K. Lens t ra  and A. H. G. Rinnooy Kan, "Recent Developments 
i n  De te rmin i s t i c  Sequencing and Scheduling: 
e t  . al .  (Eds.), De te rmin i s t i c  and S t o c h a s t i c  Scheduling, Reide l ,  Dordrecht,  
1982, 35-73. 
8.  Lehner, P. E. and Donnel, M. L. "Building Decision Aids: Explo i t ing  t h e  
Synergy Between Decis ion Analysis  and A r t i f i c i a l  I n t e l l i g e n c e  , I '  Paper a t  
ORSA/TIMS, San Francisco,  May 1984. 
9.  L i t t l e ,  John D. C., "Research Oppor tuni t ies  i n  t h e  Decis ion and Management 
Sciences", Management Science,  Vol. 32, No. 1 ,  January 1986. 
10. Rauch-Hindin, Wendy, "Natural  Language: An Easy Way t o  Talk t o  Computers,'' 
Systems & Software,  January,  1984, pp. 187-230. 
11 .  Riesgeck, C. K. and Roger Schank, "Comprehension by Computer: Expectation- 
based Analysis of Sentences i n  Context," i n  W. J. M. Level t  and G. B. Hores 

A Survey," i n  M. A. H. D e m p s t e r  

d 'arcais (Eds.) ,Studies i n  t h e  Percept ion  - of Language, Chiches te r ,  England: 
John Wiley and Sons. 1976. PP. 247-294. 

I-  

- - _  
12. Rich,-E. , A r t i f i c i a l  I n t e l l i g e n c e ,  New York: M c G r a w - H i l l ,  Inc. ,  1983. 
13, Sprague, R., "The Role of Expert Systems in DSS," Paper a t  ORSA/TIMS, 
Dallas, Nov. 1984. 
14. Symbolics sof tware.  Report ,  Symbolics, Inc., 21150 C a l i f a  S t r e e t ,  
Woodland H i l l s ,  C a l i f o r n i a ,  1981 . 
15. Ters ine ,  Richard J., Production/Operations Management: Concepts, 
S t r u c t u r e ,  and Analysis ,  (2nd ed.), New York: North-Holland Press, 1985. 
16. 
Support , ' I  DSS-86 Transac t ions ,  Jane Fedorowicz, E d i t o r ,  1986. 
17. Turban, E., and Watkins, P., " In t eg ra t ing  Expert Systems and Decision 
Support Systems," - MIS Quar te r ly ,  June 1986. 
18. Waterman, Donald A,,  A Guide t o  Expert Systems, Reading, Massachusetts:  
Addi s on-Wes l e y  Pu b l i  s h i  ng Company. 
19, Winston, P a t r i c k  H., Art ic ia l  I n t e l l i g e n c e ,  (2nd ed.) ,  Reading, 
Massachusetts:  Addison-Wesley Publ i sh ing  Company, 1984. 
20. Winston, P. H., and Horn, B. K. P. LISP, Reading, Massachusetts:  Addison-. 
Wesley Publ i sh ing  Company . 

- 
Turban, E., and King, David, "Building Expert Systems For Decision 

--s 

7 

76 



LABORATORY MODULE - SPACE STATION 

DYNAMIC PAYLOAD SCHEDULER 

SUBSYSTEMS: 

POWERPRIORITY 
NAME WATTS CLASS AGENCY DURATION CREW 

ECLSS 6200 

COMMUNICATIONS 1480 
THERM.4L CONTROL 600 

HOUSEKEEPING(M1SC) 6000 

PAYMAD/EXPERIMENTS: 

DOD/PAYLOAD 1 890 
ESA PAYLOAD 1 1845 
IPS 165 
ELECT DIAG STA 435 
IECM 480 
CRNE 930 
GEN PURPOSE COMP 383 

SOLID POLYMER ELECT 415 

I E F  
MLR 
FES-VCGS 
ROT1 
SEM 
RTG 
TAPE RECORDER 1 
TIME CODE GEN 
MASS SPECTROMETER 
TOOL CHARGER 
FILM PROCESSOR 
SUPER FURNANCE 
S I L I C O N  WAFER PROD 
TAPE RECORDER 2 
TGA 
MEA 
WELDING EXP 
CFES 
3-AAL 
EML 
GFFC 
ADSF 
ARC 
SAFE 
SOLAR OBS 

125 
350 
600 
36 

2648 
94 
85 
32 

215 
50 
163 
7840 
4760 
85 
612 
1800 
1610 
890 
500 
420 
375 
480 
215 
400 
375 

LIGHTNING DET 125 

CRYSTAL GROWTH 1200 
COMET SEARCH 650 

L I F E  S C I  1 135 
L I F E  S C I  2 1145 
L I F E  S C I  3 842 
C L A S S I F I E D  1 1300 
C L & S I F I E D  2 645 
MAPPING (WEATHER) $00 

MAPPING (GEO) 690 
ORBITER DOCKING 6500 

ORBITER SERVICER 2400 

I 

I 
I 

I 

I1 
I1 
I1 
I1 
111 
LV 
111 

I V  

I V  
I V  
111 
I V  
I V  
I V  
I1 
I1 
I V  
I1 
I1 
I1 
111 
I11 
I V  
I V  
LV 
111 
I V  
I V  
I V  
I V  
LV 
I11 
I1 

I V  

I1 
111 

I11 
I11 
I11 
11 
I1 
111 

111 ** 
** 

NASA 

NASA 
NASA 

NASA 

DOD 
ESA 
ESA 
NASA 
NASA 
U.K. 
NASA 

3H 

NASA 

NASA 
UAH 
NASA 
NASA 
NASA 
NASA 
JAPAN 
NASA 
NASA 
G.E. 
INTEL 
NASA 
ESA 
NASA 
NASA 
NASA 
NASA 
NASA 
NASA 
NASA 
NASA 
NASA 
NASA 

NASA 

NASA 
JAPAN 

A L I  
UAB 
UAB 
DOD 
DOD 
usws 
USGS 
NASA 

NASA 

u/1owq 

CONTINUOUS W/20 0 
MIN. LAPSES OKAY 
EVERY 4 HRS. 

CONTINUOUS 0 
CONTINUOUS-REDUCES 0 
LINEARLY TO 400W FOR 
10 KW POWER LEVELS 
CONTINUOUS 1 

48 HRS 1 
214 HRS 1 
240 HRS 1 
10 MIN OF EVERY HR 1 

200 HRS 0 
240 HRS 0 
CONTINUOUS 1 

36 HRS 1-5 MIN. 
EVERY 3 HRS 

6 HRS 0 
20 HRS 0 
15 HRS 0 
43 HRS 0 
6 HRS 0 

12 HRS 0 
CONTINUOUS 0 
CONTINUOUS 0 
2 IIRS 0 

CONTINUOUS 0 
1 HRlDAY 1 
32 IIRS 0 
14 WRS 0 
CONTINUOUS 0 
8 HRS 0 
14 HRS 0 
4 HRS 0 
36 HRS 0 
10 HRS 0 
2 HRS 0 
6 HRS 0 
48 HRS 1 
8 HRS 0 
15 HRS 1 
ORBIT/DAYTIME ONLY 0 
FOR 36 ORBITS 
ORBIT NIGHTTIME ONLY 0 
FOR 12 ORBITS 
1 HR 0 

ORBIT NIGHTTIME ONLY 0 
FOR 40 ORBITS 
36 HRS 0 
22 HRS 0 
66 HRS 0 
8 HRS 0 
18 HRS 0 
CONTINUOUS (CAN BE 0 
INTERRUPTED ANYTIME) 
60 HRS 0 
24-72 HRS. WILL BE 0 
GIVEN 6 HRS NOTICE 
4-10 HRS. WI-,L BE 0 
GIVEN 2 HRS NOTICE 

(5 MIN/HR) 

** WILL BE GIVEN TOP PAYLOAD PRZORITY WHEN NEEDED 

Table 1. Experiment Data 
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Figure 1. Example Schedule 

Fiaure 1. Scheduler Display Screen 
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ARTIFICIAL INTELLIGENCE APPLIED TO PROCESS SIGNAL ANALYSIS 

Dan Corsberg 
Idaho N a t i o n a l  Engineer ing Labora to ry  

EG&G Idaho, I n c .  

Many space s t a t i o n  processes a r e  h i g h l y  complex systems s u b j e c t  t o  
sudden, major  t r a n s i e n t s .  I n  any complex process c o n t r o l  system, a 
c r i t i c a l  aspect  o f  t h e  human/machine i n t e r f a c e  i s  t h e  a n a l y s i s  and d i s p l a y  
o f  process i n f o r m a t i o n .  
c l u s t e r s  o f  a larms t h a t  i n h i b i t  t h e i r  a b i l i t y  t o  diagnose and respond t o  a 
d i s tu rbance .  Using a r t i f i c i a l  i n t e l l i g e n c e  techniques and a 
knowledge-based approach t o  t h i s  problem, t h e  power o f  t h e  computer can be 
used t o  f i l t e r  and analyze p l a n t  sensor da ta .  T h i s  w i l l  p r o v i d e  opera to rs  
w i t h  a b e t t e r  d e s c r i p t i o n  o f  t h e  process s t a t e .  Once a process s t a t e  i s  
recognized, automat ic  a c t i o n  c o u l d  be i n i t i a t e d  and p roper  system response 
monitored. 

Human opera to rs  can be overwhelmed by l a r g e  

INTRODUCTION 

T h i s  paper beg ins  by d e s c r i b i n g  a knowledge-based s i g n a l  a n a l y s i s  
system developed f o r  a n u c l e a r  power a p p l i c a t i o n .  The d e s c r i p t i o n  i n c l u d e s  
a d i s c u s s i o n  o f  how t h e  approach used i s  g e n e r a l l y  a p p l i c a b l e  t o  any t ype  
o f  process o r  dynamic system. The n e x t  s e c t i o n  e x p l a i n s  how t h i s  approach 
c o u l d  be i n c o r p o r a t e d  i n t o  a ' s h e l l ' .  T h i s  ' s h e l l '  would min imize t h e  need 
f o r  knowledge engineers by a l l o w i n g  process and i n s t r u m e n t a t i o n  engineers 
t o  d i r e c t l y  i n c o r p o r a t e  t h e i r  e x p e r t i s e  and knowledge about  a process i n t o  
t h e  s i g n a l  a n a l y s i s  system. The f i n a l  s e c t i o n  o f  t h i s  paper p rov ides  an 
in-depth l o o k  a t  how t o  extend t h i s  knowledge-based approach i n t o  a more 
complete d i a g n o s i s  and c o n t r o l  system. 
be ing  r e a l i z e d  today i n  b o t h  nuc lea r  power and i n  chemical  processing. 
F u l l  development and ex tens ion  o f  t h e  approach c o u l d  generate e x p e r t  
c o n t r o l  systems capable o f  autonomous opera t i on .  

The promise o f  t h i s  approach is 

THE ALARM FILTERING SYSTEM 

I n  r e c e n t  yea rs  cons ide rab le  e f f o r t  has been made i n  develop ing 

STAR,' and DASS ( D i  sturbance A n a l y s i  s and Surve i  11 ance 

o p e r a t o r  d e c i s i o n  a i d s  f o r  t h e  nuc lea r  power i n d u s t r y .  Several  t o o l s  have 
been proposed o r  implemented i n  such systems as DMA (Diagnosis  o f  M u l t i p l e  
A1 arms) 
S y ~ t e m ) . ~  These systems use l o g i c  t r e e s  or  cause-consequence t r e e s  t o  
i d e n t i f y  and emphasize i n f o r m a t i o n .  These t r e e s ,  i n  t u r n ,  a re  d i f f i c u l t  
and expensive t o  b u i l d ,  t e n d  t o  be ve ry  i n f l e x i b l e  t o  changes, and a r e  n o t  
e a s i l y  ma in ta ined  over  t h e  l i f e  o f  a p l a n t .  

A new system, c a l l e d  t h e  Alarm F i l t e r i n g  System (AFS),4,5 u t i l i z e s  
a r t i f i c i a l  i n t e l l i g e n c e  techniques and knowledge-based h e u r i s t i c s  t o  
analyze a larm d a t a  f rom process i n s t r u m e n t a t i o n  and respond t o  t h a t  d a t a  
acco rd ing  t o  knowledge encapsulated i n  o b j e c t s  and r u l e s .  
o r i g i n a l l y  developed f o r  t h e  Advanced Tes t  Reactor a t  t h e  Idaho N a t i o n a l  
Engineer ing Labora to ry .  It i s  c u r r e n t l y  be ing  i n s t a l l e d  i n t o  a chemical 
process ing p l a n t  and i n t o  t h e  des ign s p e c i f i c a t i o n  f o r  t h e  Advanced Tes t  

AFS was 
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Reactor c o n t r o l  room update. The system f i l t e r s  alarm data, and the  most 
impor tant  alarms and in fo rmat ion  are  emphasized t o  operators  du r ing  major 
t rans ien ts .  Alarms n o t  app l i cab le  t o  cu r ren t  process modes are e l iminated,  
w h i l e  s tanding alarms r e s u l t i n g  from maintenance o r  unusual operat ing 
cond i t ions  are  i n h i b i t e d  and de-emphasized. Using func t i ona l  re la t i onsh ips  
i n  h i e r a r c h i c a l  ru lese ts ,  AFS performs the  fo l l ow ing :  

Generates a d e s c r i p t i o n  o f  a s i t u a t i o n  imp l i ed  by combinations o r  
sequences o f  alarms, 

Suppresses d i s p l a y  o f  in fo rmat ion  t h a t  conf i rms o r  i s  a d i r e c t  
consequence o f  a p rev ious ly  descr ibed s i t u a t i o n ,  

Emphasizes alarms t h a t  do n o t  f i t  prev ious conclusions o r  alarms 
t h a t  a re  expected (due t o  previous alarms o r  cond i t ions)  b u t  are 
n o t  received w i t h i n  spec i f i ed  t ime l i m i t s .  
a re  t y p i c a l l y  t he  r e s u l t s  o f  automatic system response t o  a 
process s t a t e  o r  operator  ac t ion .  

o 

o 

o 

These expected alarms 

The ana lys i s  done by AFS i s  based on an understanding o f  func t iona l  

Each type o f  r e l a t i o n s h i p  has a se t  o f  poss ib le  responses and 

r e l a t i o n s h i p s  between alarms and s tates.  
r e l a t i o n s h i p s  are l e v e l  precursors,  d i r e c t  precursors,  and requ i red  
act ions.  
dec is ions t h a t  can be made. As an example o f  t h i s  type o f  knowledge, 
consider a High Pressure alarm ( a t  50 p s i )  and a High-High Pressure alarm 
( a t  100 p s i ) .  The High Pressure alarm i s  a l e v e l  precursor  t o  the  
High-High pressure alarm and, because o f  t h a t ,  c e r t a i n  th ings  can be 
i n f e r r e d  about the  two alarms. High Pressure should always occur before 
High-High Pressure. High Pressure's occurrence doesn ' t  necessar i l y  mean 
t h a t  High-High Pressure w i l l  occur. Th is  decision-making knowledge i s  
embodied i n  r u l e s  t h a t  a re  gener ic ( i n  the  sense t h a t  they don ' t  address 
s p e c i f i c  alarms o r  process s tates) .  Rules on responding t o  a l e v e l  
precursor  r e l a t i o n s h i p  a re  app l i cab le  t o  any two alarms t h a t  are so 
re la ted .  Thus, t he  example given above would support the  more general r u l e  
t h a t  i f  A i s  a l e v e l  precursor  t o  B, then A should always occur before B. 
These r u l e s  (and t h e i r  knowledge content)  remain unchanged du r ing  the 
development o f  a s p e c i f i c  alarm f i l t e r i n g  system. 
system f o r  a reac tor  would be i d e n t i c a l  t o  r u l e s  i n  a f i l t e r i n g  system f o r  
a chemical processing p l a n t .  

t h e  ob jec ts  represent ing the  alarms and poss ib le  process s tates.  
ob jec t  conta ins data about the  s p e c i f i c  e n t i t y  t h a t  i t  represents. 
separat ion o f  knowledge makes the  AFS technology very v e r s a t i l e  s ince 
alarms ( o r  s ta tes)  can be changed o r  added and no t  a f f e c t  the s t ruc tu re  o f  
t he  decision-making mechanism; on ly  the  knowledge t h a t  the  mechanism uses 
i s  a f fec ted .  

Cur ren t ly  de f ined func t i ona l  

RJles i n  a f i l t e r i n g  

The p o r t i o n s  o f  AFS t h a t  are unique t o  the  process being monitored are 
Each 

This 

Procedural, ob ject -or iented,  and access-oriented, and rule-based 
programming paradigms are  u t i l i z e d  i n  AFS. 
paradigms prov ides AFS w i t h  a h igh  degree o f  modu lar i t y  and a d a p t a b i l i t y ,  

The i n t e g r a t i o n  o f  these 
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Rules a1 low the  capture and maintenance o f  h e u r i s t i c  knowledge about alarm 
re la t i onsh ips ,  wh i l e  t h e  ob jec t -  and access-oriented programming a1 lows 
each alarm's representat ion t o  a c t  as an independent e n t i t y .  
perform processing on i t s  own, c rea te  new processes t o  analyze o the r  
po r t i ons  o f  the  system, and cause delayed processing t o  occur based on a 
temporal o r  event basis.  

An ob jec t  can 

While AFS was o r i g i n a l l y  developed f o r  a nuc lear  power p lan t ,  i t  i s  
genera l l y  app l i cab le  t o  any type o f  process. 
app l i ca t ion ,  AFS was used i n  con junc t ion  with a wide range o f  system 
types. 
power generation, heat t r a n s f e r ,  inst rumentat ion,  and hyd rau l i c  systems. 
AFS i s  c u r r e n t l y  being i n teg ra ted  i n t o  the d i s p l a y  system f o r  a p l a n t  t h a t  
cons is ts  o f  th ree  independent, complex, chemical processes operat ing i n  
para1 l e 1  . I n  t h i s  product ion environment, AFS w i  11 be invo lved w i t h  an 
equa l ly  d iverse  s e t  o f  system types. As mentioned prev ious ly ,  t he  ana lys is  
done by AFS i s  based on the  func t i ona l  re la t i onsh ips  between alarms. These 
r e l a t i o n s h i p s  are what g i ve  AFS i t s  g e n e r a l i t y  s ince they are  no t  dependent 
i n  any way on the  type o f  system being monitored. 

I n  the  nuc lear  power 

These inc luded pressur ized l i q u i d  and gas, e l e c t r i c a l  d i s t r i b u t i o n ,  

EVOLUTION INTO A COMPLETE TOOL 

A major bo t t leneck  i n  the  implementation o f  knowledge-based systems 
has been the  a c q u i s i t i o n  of exper t  knowledge. 6,7 
t h a t  exper t  knowledge i s  h e l d  by process and ins t rumenta t ion  designers and 
engineers. They understand what the re la t i onsh ips  are  between the  alarms 
and s ta tes  o f  a process. Current ly ,  t h a t  understanding i s  drawn ou t  by a 
knowledge engineer, i n s e r t e d  i n t o  AFS, and then checked f o r  v a l i d i t y .  Th is  
knowledge a c q u i s i t i o n  methodology i s  both time-consuming and i n e f f i c i e n t .  
A so lu t i on  t o  t h i s  problem would be t o  e l im ina te  t h a t  e x t r a  step i n  the  
a c q u i s i t i o n  process by a l l ow ing  t h e  designers and engineers t o  d i r e c t l y  
en ter  t h e i r  knowledge. 

implementation has been the  pr imary mot iva t ion  f o r  p lans t o  b u i l d  a more 
complete alarm f i l t e r i n g  t o o l .  Th is  t o o l  w i l l  a l l ow  process and 
inst rumentat ion exper ts  t o  cons t ruc t  working alarm f i l t e r i n g  systems based 
on t h e i r  understanding o f  s p e c i f i c  a larm and c o n t r o l  con f igura t ions .  The 
t o o l  can be thought o f  as a she l l ,  or environment, i n t o  which in fo rmat ion  
about a spec i f i c  a larm system con f igu ra t i on  i s  entered. 
uses t h a t  in format ion t o  cons t ruc t  and operate an alarm f i l t e r i n g  system. 
This  i s  poss ib le  because o f  t he  prev ious ly  mentioned separat ion o f  
knowledge u t i l i z e d  i n  AFS. 
r e l a t i o n s h i p  i s  n o t  changed from one system t o  another. 
t h a t  changes i s  t h e  s p e c i f i c  in format ion about the  alarm con f igu ra t i on  and 
what types o f  re la t i onsh ips  the  alarms have w i th  each o the r  and with 
process s tates.  

I n  the  case o f  AFS, 

The des i re  t o  improve t h e  e f f i c i e n c y  o f  f i l t e r i n g  system 

The s h e l l  then 

The knowledge about how t o  respond t o  a type o f  
The on ly  knowledge 

It i s  envis ioned t h a t  an end user o f  t h i s  s h e l l  would be f a m i l i a r  w i th  
some s p e c i f i c  process c o n t r o l  and alarm system. He would then determine 
how the  alarms a re  r e l a t e d  and what s ta tes  need t o  be def ined.  Once the  
r e l a t i o n s h i p s  are 'se t ,  the  exper t  would use the  s h e l l  t o  b u i l d  an alarm 
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f i l t e r i n g  system f o r  t h e  s p e c i f i c  process. 
t h e  a la rm f i l t e r i n g  system would be r e l a t i v e l y  s imple s ince  t h e  a larm da ta  
b e i n g  e n t e r e d  o r  changed do n o t  a f f e c t  t h e  r u l e s  which determine f i l t e r i n g  
system response. 
o f  t h e  a larms (and s t a t e s )  and a s s i s t  him i n  e s t a b l i s h i n g  needed f u n c t i o n a l  
r e l a t i o n s h i p s  between t h e  newly d e f i n e d  a la rm/s ta te  and t h e  a l r e a d y  
e s t a b l i s h e d  a larm system c o n f i g u r a t i o n .  It w i l l  a u t o m a t i c a l l y  e s t a b l i s h  
r e l a t i o n s h i p s  where a p p l i c a b l e  and w i l l  per form e r ro r - check ing  t o  ensure 
t h a t  Val i d  express ions a r e  entered.  The capabi 1 i t y  f o r  g r a p h i c a l l y  
d i s p l a y i n g  a la rm (and s t a t e )  r e l a t i o n s h i p s  w i l l  be i n c l u d e d  t o  a i d  t h e  
users i n  b o t h  d e f i n i n g  and understanding t h e  a larm system they  a r e  
c o n s t r u c t i n g .  I n  t h e  chemical p l a n t  a p p l i c a t i o n  o f  AFS, t h e  a larm space 
c o n t a i n s  ove r  400 d i g i t a l  and analog p o i n t s ,  and t h e  g r a p h i c a l  overv iew i s  
c r i t i c a l  t o  t h e  implementat ion and maintenance o f  t h e  f i l t e r i n g  system. 

The b u i l d i n g  and m o d i f y i n g  o f  

The s h e l l  w i l l  h e l p  t h e  user  develop t h e  r e p r e s e n t a t i o n  

EXTENDING AFS 

The knowledge con ta ined  i n  AFS i s  based on a smal l  p o r t i o n  o f  des igner  
and o p e r a t o r  exper ience and does n o t  i n c l u d e  understanding o f  t h e  
u n d e r l y i n g  p r i n c i p l e s  o f  t h e  systems be ing  moni tored.  T h i s  sha l l ow  
knowledge i s  a c t u a l l y  a d i s t i l l a t i o n  o f  those u n d e r l y i n g  p r i n c i p l e s  based 
on t h e  s t a t i s t i c a l  occurrence o f  what has happened i n  t h e  p a s t  o r  i s  
expected t o  happen based on des ign  c r i t e r i a .  T h i s  d i s t i l l e d  knowledge i s  a 
h i g h l y  e f f e c t i v e  way o f  r a p i d l y  i d e n t i f y i n g  a s i t u a t i o n  and, i n  t h e  case o f  
AFS, can be env i s ioned  as h a n d l i n g  a h i g h  percentage o f  t h e  a larm f i l t e r i n g  
problems encountered. However, when AFS i s  presented w i t h  c o n t r a d i c t o r y  
d a t a  o r  a s i t u a t i o n  t h a t  has n o t  been a n t i c i p a t e d ,  AFS d e f a u l t s  t o  'normal '  
a larm d i s p l a y .  A d d i t i o n a l l y ,  i f  an o p e r a t o r  wanted an exp lana t ion  as t o  
why AFS reached a conc lus ion ,  t h e  o n l y  reasoning t h a t  AFS cou ld  p r o v i d e  
would be based on shal low knowledge about f u n c t i o n a l  r e l a t i o n s h i p s  between 
alarms r a t h e r  than on t h e  p h y s i c a l  p r i n c i p l e s  t h a t  t h e  opera to r  i s  probab ly  
i n t e r e s t e d  i n .  

To handle these more d i f f i c u l t  problems, p r o v i d e  b e t t e r  e x p l a n a t i o n  
c a p a b i l i t i e s ,  and a l l o w  f o r  t h e  v e r i f i c a t i o n  o f  conc lus ions ,  AFS would need 
t o  be i n c o r p o r a t e d  i n t o  a much l a r g e r  environment o f  coopera t i ng  
knowledge-based systems. AFS, i n  i t s  p resen t  form, would a c t  as a base f o r  
t h e  environment, h a n d l i n g  most o f  t h e  a larm s i t u a t i o n s  and pass ing 
c o n f l i c t s ,  exp lana t ion  requests ,  and v e r i f i c a t i o n  d a t a  up t o  o t h e r  
knowledge-based systems t h a t  would model and understand t h e  p r i n c i p l e s  o f  
t h e  processes be ing  moni tored by t h e  a larm system. As an example, t h e r e  
would be a system t h a t  understood genera l  p r i n c i p l e s  about heat  t r a n s f e r  
processes. 
c o o l i n g  process. T h i s  knowledge about general  p r i n c i p l e s  c o u l d  be termed 
'deep' ( a t  l e a s t  i n  comparison t o  t h e  knowledge c u r r e n t l y  used by AFS) and 
would be u s e f u l  f o r  h a n d l i n g  t h e  more d i f f i c u l t  t a s k s .  
these t ypes  o f  systems a re  n o t  used t o  handle a l l  t a s k s  i s  because o f  t h e  
need t o  keep t h e  AFS response t i m e  t o  near r e a l  t ime .  
deeper knowledge w i l l  t a k e  more computat ional  e f f o r t  and more t i m e  t o  
a r r i v e  a t  a u s e f u l  conc lus ion.  

It would be a p p l i e d  t o  t h e  s p e c i f i c  model o f  a component 

The reason t h a t  

Processing t h i s  

A key t o  t h e  successfu l  implementat ion o f  a system such as t h i s  would 
be m a i n t a i n i n g  an o b j e c t - o r i e n t e d  approach. As mentioned above, t h e  
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o b j e c t - o r i e n t e d  approach prov ides  a h i g h  l e v e l  o f  independence between t h e  
process ing assoc ia ted  w i th  each a la rm's  a c t i v a t i o n .  T h i s  independence 
would be impor tan t  f o r  m a i n t a i n i n g  t h e  cooperat ion between t h e  v a r i o u s  
subsystems, but would a l s o  l e n d  i t s e l f  t o  us ing  m u l t i p l e  processors f o r  t h e  
environment as a whole and even f o r  t h e  s p e c i f i c  subsystems themselves. 
l o g i c a l  n e x t  s tep  would be t o  d i s t r i b u t e  t h e  process ing over  a network o f  
coopera t ing  processors and implement a b lackboard system f o r  o v e r a l l  
c o n t r o l  and a n a l y s i  s .  

A 

As t h e  knowledge conta ined i n  AFS increases, AFS w i l l  g r a d u a l l y  l o s e  
The c u r r e n t  v e r s i o n  o f  AFS can be a p p l i e d  i t s  g e n e r a l i t y  o f  a p p l i c a t i o n .  

t o  a wide range o f  system types because t h e  f i l t e r i n g  system bases i t s  
a n a l y s i s  on very  shal low knowledge about t h e  r e l a t i o n s h i p s  o f  alarms and 
process s t a t e s .  
s p e c i f i c .  
t h a t  i s  s p e c i f i c  t o  t h e  p h y s i c a l  p r i n c i p l e s  o f  t h e  systems be ing  
monitored. 
i n  b o t h  a n u c l e a r  p l a n t ' s  heat  t r a n s f e r  system and a space s t a t i o n ' s  heat  
t r a n s f e r  system, t h e r e  would be much i n f o r m a t i o n  t h a t  would be p a r t i c u l a r  
t o  t h e  a p p l i c a t i o n  (a l though t h e  knowledge about t h e  space s t a t i o n  heat  
t r a n s f e r  system c o u l d  e a s i l y  be usable f o r  a s a t e l l i t e ' s  o r  a s h u t t l e ' s  
heat  t r a n s f e r  system) a 

T h i s  knowledge about r e l a t i o n s h i p s  i s  n o t  process 
Once t h e  depth o f  knowledge i s  increased, new knowledge i s  added 

Whi le some o f  t h i s  knowledge would be general  enough t o  be used 

CONCLUSION 

AFS has s i m p l i f i e d  t h e  i n t e r f a c e  between p l a n t  and opera tor  w h i l e  
s imul taneously  a t t a c k i n g  t h e  a l a r m - f i l t e r i n g  problem w i t h  new techniques 
and ideas. As a system, AFS i n t e g r a t e s  r u l e - o r i e n t e d  programming i n t o  an 
o b j e c t - o r i e n t e d  environment t o  a v o i d  exhaust ive searches o f  ex tens ive  
databases o r  s t r u c t u r e s .  
re fe renced a r e  those d i r e c t l y  r e l a t e d  t o  t h e  event  be ing  processed, AFS's  
computat ional  requirements p e r  event a r e  n o t  dependent upon t h e  alarm space 
s ize ,  b u t  r a t h e r  upon t h e  r e l a t i o n a l  complex i ty  o f  those alarms. The use 
o f  an o b j e c t - o r i e n t e d  a larm model has a l s o  r e s u l t e d  i n  AFS having a h i g h  
degree o f  f l e x i b i l i t y .  Once t h e  f u n c t i o n a l  r e l a t i o n s h i p s  of t h e  alarms and 
s t a t e s  have been de f ined,  a work ing system can e a s i l y  be b u i l t  and 
mainta ined.  

Since t h e  o n l y  r u l e s  checked and o n l y  o b j e c t s  

A major  weakness o f  AFS i s  t h a t  i t s  a n a l y s i s  i s  p r e s e n t l y  l i m i t e d  t o  
t h e  l o c a l i z e d  r e l a t i o n s h i p s  between alarms. 
i n t r o d u c e d  th rough t h e  use o f  s t a t e s ,  but h i g h e r  l e v e l s  a r e  needed t o  
a s s i s t  i n  i d e n t i f y i n g  p l a n t  c o n d i t i o n s .  It i s  f e  
used i n  AFS prov ides  a good foundat ion f o r  t a k i n g  
t a s k  o f  ana lyz ing  alarms ( f o r  a d e s c r i p t i o n  o f  t h i s  t y p e  o f  an approach, 
see Reference 8). 
e f f e c t i v e  way o f  hand l ing  a h i g h  percentage o f  expected alarm sequences. 
AFS a l ready  recognizes t h e  p o i n t s  a t  which f u r t h e r  process ing would be 
needed and those p o i n t s  would p r o v i d e  "hooks" f o r  deeper knowledge 
processing. 
o f  a b lackboard  type  o f  c o n t r o l  s t r u c t u r e  t o  handle severa l  cooperat ing 
systems t h a t  would be process ing a t  v a r i o u s  l e v e l s  o f  a b s t r a c t i o n .  

Some a b s t r a c t i o n  has been 

t h a t  t h e  technology 
l a y e r e d  approach t o  the  

The use o f  alarms and s t a t e s  i s  env is ioned as an 

The n e x t  s tep  i n  t h e  e v o l u t i o n  o f  AFS would be t h e  development 
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ABSTRACT. Th is  paper describes a prototype coupled system c a l  l e d  NESS 
(NASA Expert S imulat ion a s t e r n )  [l]. NESS ass i s t s  t h e  user i n  running 
d T g i t a l  s imulat ions o f  dynamic systems, i n t e r p r e t s  t h e  output data t o  
determine system c h a r a c t e r i s t i c s  and i f  t h e  output  does not  meet t h e  
performance spec i f i ca t i ons ,  recomxends a s u i t a b l e  ser ies  compensator t o  be 
added t o  t h e  s imu la t ion  model. 

INTRODUCTION 

Recently exper t  systems technology i s  ga in ing  p o p u l a r i t y  i n  t h e  
engineer ing community [Z]. App l i ca t i on  areas range from d iagnost ic  and 
r e p a i r  t o  design assistance. Common rule-based exper t  systems, however, 
due t o  t h e i r  focus i n  symbolic reasoning, are of ten no t  we l l  s u i t e d  t o  
deal w i t h  numerical processing. I n  contrast ,  numerical techniques can 
process a great  amount o f  number crunching, bu t  cannot prov ide i n s i g h t s  
i n t o  t h e  problem s o l v i n g  process and i ,n terpretat ion o f  t h e  resu l t s .  There- 
fo re ,  there  i s  a need t o  couple symbolic and numerical techniques [3]. 
Such coupled systems promise t o  i n t e g r a t e  t h e  explanat ion and problem 
so lv ing  c a p a b i l i t i e s  o f  exper t  systems w i t h  t h e  p rec i s ion  o f  t r a d i t i o n a l  
numerical computing. 

symbol i c and numeri ca l  
computing w i l l  have great  b e n e f i t  i s  t h e  s imu la t ion  o f  aerospace vehicles, 
The s imu la t ion  programs are  t y p i c a l l y  large, run w i t h  d i f f e r e n t  parameter 
values, and run by d i f f e r e n t  users. The programs are used t o  evaluate t h e  
performance o f  t h e  veh ic le  under various environmental condi t ions,  w i t h  
d i f f e r e n t  valses f o r  parameters, and w i t h  d i f f e r e n t  coq t ro l  algori thms. An 
exper t  system can serve as an i n t e l l i g e n t  user i n t e r f a c e  and can i n t e r p r e t  
t h e  s imu la t ion  r e s u l t s  w i t h  respect t o  users' goals. 

One appl i ca t ion  area where t h i s  coup1 i ng o f  

DESIGN PRINCIPLE 

The r a t i o n a l e  f o r  us ing  an exper t  system i n  conjunct ion w i t h  t h e  
d i g i t a l  s imu la t ion  o f  a dynamic system i s  t h a t  i t  takes spec ia l i zed  
knowledge t o  ob ta in  an accurate s imu la t ion  o f  a complex system. Once an 
acceptable s imu la t ion  o f  t h e  given system i s  achieved, t h e  performance o f  
t h e  system must be evaluated r e l a t i v e  t o  i t s  goals. I f  t h e  performance i s  
not  sa t i s fac to ry ,  then mod i f i ca t i on  t o  t h e  system through the  a d d i t i o n  o f  
compensating elements might be required. The knowledge necessary t o  simu- 
l a t e  t h e  system accurately, i n t e r p r e t  t h e  performance i n  terms o f  goals, 
and recommend compensators might not be d i r e c t l y  a v a i l a b l e  t o  t h e  user. An 
exper t  i n  t h e  domain o f  t h e  system t o  be simulated may not have t h e  
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d e t a i l e d  knowledge i n  numerical methods and c o n t r o l  system synthesis, 

One feature t h a t  makes t h i s  a p p l i c a t i o n  d i f f e r e n t  from t h e  usual 
s imu la t i on  problem i s  t h a t  t h e  program which prov ides t h e  numerical i n -  
t e g r a t i o n  a lgor i thms and performs the, system ana lys is  and compensator 
design has no in fo rmat ion  on the  dynamics o f  t h e  system being simulated, 
The on ly  knowledge t h a t  kan be used du r ing  execut ion o f  t h e  s imu la t ion  and 
design o f  t h e  compensator comes from input /ou tpu t  measurements made dur ing  
t h e  s imulat ion.  The exper t  system i s  the re fo re  dea l i ng  wi th  a "black box" 
du r ing  t h e  s imulat ion,  and t h e  r e s u l t s  o f  analyses and compensator designs 
w i l l  r e f l e c t  t h i s .  

The design p r i n c i p l e  f o r  NESS i s  t h a t  s o f t  a re  code represent ing 
system t o  be simulated, a long w i t h  a g lossary  o f  s t a t e  var iables,  
parameter values, and t ime cons t ra in ts ,  can be generated under t h e  user 's  
d i r e c t i o n .  NESS would then: (1) determine t h e  methods o f  numerical i w -  
t e g r a t i o n  t o  be used; (2 )  c o n t r o l  t h e  execut ion o f  t h e  s imulat ion;  ( 3 )  
present and i n t e r p r e t  t he  ressll t s  ; and ( 4 )  recommend any campensators 
requ i red  t o  achieve t h e  des i red  performance. The user  can then incorporate 
the  mod i f i ca t i ons  i n t o  t h e  code f o r  t he  system model and evaluate t h e  
improved performance through another s imu la t i on  session. Therefore, t he  
t ime requ i red  f o r  t h e  i t e r a t i v e  design and v e r i f i c a t i o n  process can be 
shortened through t h e  use o f  i n t e l l i g e n t  s imu la t i on  s ince t h e  user i s  
assured o f  as accurate s imu la t i on  o f  the  given mathematical model o f  t he  
system and i s  prov ided w i th  recommendations on how t o  improve t h e  system 
performance. 

F igu re  1 i s  a b lock diagram which i l l u s t r a t e s  t i s  design p r i n c  
The s imu la t i on  model i s  t h e  sof tware code implement i  g t h e  equations 
mathematical ly model t h e  ac tua l  system. This  code i s  generated from the  
user 's  d e s c r i p t i o n  o f  t h e  system by a s imu la t i on  designer o r  programmer, 

create 
SIMULATION - S1nuLAT*oN 
DESIGNER 1 WDEL I 

USER 

- 
Figure  1. Design P r i n c i p l e '  

A l s o  created a t  t h i s  t ime  i s  t h e  glossary. This  i s  a knowledge base about 
t h e  system which spec i f i es  t h e  s t a t e  va r iab les  i n  t h e  system, i n i t i a l  
values f o r  t h e  s t a t e  var iab les,  values f o r  system parameters, and -',con- 
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s t r a i n t s  on t h e  s i z e  o f  any o f  t h e  t ime steps used i n  t h e  s imulat ion.  NESS 
reads t h i s  knowledge base, creates an i n t e r f a c e  with t h e  s imu la t ion  model, 
and i n s t a n t i a t e s  t h e  model w i t h  the  values from t h e  knowledge base. I n  
general, t h i s  i n t e r f a c e  w i l l  i nc lude  t h e  numerical i n t e g r a t i o n  a lgor i thms 
f o r  a l l  o f  t h e  s t a t e  var iab les.  The user can i n p u t  t h e  system performance 
s p e c i f i c a t i o n s  d i r e c t l y  i n t o  NESS i n  an i n t e r a c t i v e  manner. Once t h e  model 
i s  i n s t a n t i a t e d ,  t h e  s imu la t i on  may be performed under t h e  d i r e c t i o n  of 
NESS. NESS can proceed i n  e i t h e r  an automat ic o r  a manual mode. I n  t h e  
automatic mode, NESS performs as many ac t ions  as poss ib le  w i thout  f u r the r  
user  i n t e r a c t i o n ,  i n c l u d i n g  compensator design. I n  t h e  manual mode, t h e  
user i s  given t h e  op t i on  a t  each s tep e i t h e r  o f  agreeing w i t h  a suggestion 
by NESS o r  o f  p rov id ing  d i r e c t i o n  t o  NESS. 

NESS i s  ab le  t o  s imu la te  t h e  system i n  e i t h e r  t h e  t ime  domain o r  t h e  
frequency domain. The r e s u l t s  o f  t he  s imu la t i on  a re  i n t e r p r e t e d  by NESS 
r e l a t i v e  t o  t h e  performance s p e c i f i c a t i o n s  supp l ied  by the  user. For 
example, t h e  t r a n s i e n t  performance can be descr ibed by t h e  percent over-  
shoot i n  the  t ime domain o r  t h e  phase margin i n  t h e  frequency domain. 
Steady-state accuracy t o  s tep o r  ramp inpu ts  can be obtained d i r e c t l y  i n  
t h e  t ime domain o r  i n f e r r e d  from frequency domain data. Based on the  
performance analys is ,  t he  user would be t o l d  t h a t  a l l  spec i f i ca t i ons  are 
met o r  t h a t  some s p e c i f i c a t i o n s  are  not  s a t i s f i e d .  I n  t h e  l a t t e r  case a 
lead, lag,  o r  lag- lead compensator would be recommended, depending on t h e  
type  of performance e r ro r .  

SYSTEM ARCHITECTURE 

The system a r c h i t e c t u r e  i s  composed o f  two subsystems: one per forming 
symbolic manipulat ions,  c a l l e d  t h e  expert  subsystem, and t h e  o ther  per-  
forming numeric computations, c a l l e d  the  numeric subsystem (F igure 2). The 

EXPERT SUBSYSTEM 

ensator Recomn. 

USER 

T 

M H E R I C  SUBSYSTEM 

F igu re  2. NESS A rch i tec tu re  

I 

d i s p l a y  r e s u l t s  

exper t  subsystem i s  w r i t t e n  i n  FRANZ LISP 141 and uses an in fe rence engine 
named G E N I E  (GENeric - - Inference - Engine), developed a t  Vanderb i l t  U n i v e r s i t y  
151. 
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The numeric subsystem i s  composed o f  a set o f  Fortran-77 subroutines 
and handles any appl icat ion code supplied by s imulat ion designers. The 
package provided by NESS includes an i n teg ra to r  module, an analysis 
module, and a graphics module. 

Expert subsystem. The expert subsystem contains knowledge and i n t e l -  
l igence required t o  ass i s t  t he  user i n  i n s t a n t i a t i n g  and running a simula- 
t i o n  model, It also has the  c a p a b i l i t y  o f  d isp lay ing the  simulat ion 
r e s u l t s  and i n t e r p r e t i n g  t h e i r  resul ts.  On discovering some unwanted 
resul ts ,  i t  can design compensators t h a t  can be added t o  t h e  model t o  
achieve the  desired resul ts,  

The expert subsystem i s  composed o f  seven modules, each containing 
knowledge i n  the  form o f  ru les and demons, required t o  carry  out a 
s p e c i f i c  function. A blackboard i s  used t o  communicate knowledge and data 
among them. 

Numeric subsystem, The numeric subsystem contains four  modules t o  
generate the executable s imulat ion code from the user-supplied model and 
t o  display t i m e -  and frequency-domain p l o t s  generated from the simulat ion 
output f i les. 

Coupling expert and numeric subsystems, The expert subsystem uses the 
FRANZ LISP ''*process" funct ion t o  fo rk  a descendent process which runs the 
executable s imulat ion program i n  the numeric subsystem. Before fork ing the  
descendent process, the expert subsystem creates t w o  f i l e s  containing the 
simulat ion model parameter values. When the simulat ion run i s  completed, 
the numeric subsystem wr i t es  the resu l t s  t o  a f i l e  which i n  t u r n  i s  read 
by the expert subsystem. 

SIMULATION RESULTS INTERPRETATION 

The funct ion o f  the Simulation In te rp re te r  i s  t o  i n t e r p r e t  r e s u l t s  o f  
a simulation. I f  the'-results do not i nd i ca te  a s tab le simulation, an 
i t e r a t i v e  procedure i s  fo l lowed t o  t r y  and obtain s t a b i l i t y .  T f  the 
s imulat ion i s  stable, the performance i s  compared w i t h  user-supplied o r  
defaul t  speci f icat ions.  I f  the speci f icat ions are sa t i s f i ed ,  resu l t s  are 
presented t o  the user; otherwise a compensator i s  designed. A t  the outset 
the user i s  asked whether he would l i k e  NESS t o  automatical ly execute the  
s imulat ion and i n t e r p r e t  t he  resul ts.  i f  the user responds yes, then NESS 
w i l l  make decisions and perform act ions without any fu r the r  user input  and 
present t h e  user w i th  a s imulat ion t h a t  meets speci f icat ions o r  a simula- 
t i o n  along w i t h  a suggested compensator t h a t  w i l l  meet speci f icat ions.  I f  
the user does not f ee l  comfortable w i th  the i n t e l l i g e n c e  res id ing w i t h i n  
NESS, NESS w i l l  in form him o f  a l l  f u tu re  decisions and seek h i s  approval 
o f  a l l  f u t u r e  actions. 

. 

System s t a b i l i t y .  A s imulat ion run i s  c l a s s i f i e d  t o  be one o f  three 
types: error-prone, not-yet -reached steady state, and stab1 e. An e r r o r -  
prone simulat ion run i s  one i n  which a Fortran run-time e r ro r  occurred. 
The other two types are s e l f  explanatory. 

A larger-than-desired value f o r  step s i ze  sometimes resu l t s  i n  an 
overf low o r  an underflow condi t ion leading t o  a run-time e r r o r  dur ing a 
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s imulat ion.  
s i z e  and reruns t h e  s imulat ion.  

Po t r y  and achieve a s t a b l e  s imulat ion,  NESS reduces t h e  s tep 

A l a rger - than-des i red  value f o r  step s i z e  and/or a smal ler- than- 
des i red value f o r  t h e  s imu la t i on  f i n a l  t ime leads t o  a s imu la t i on  t h a t  has 
no t  y e t  reached a s teady-state condi t ion.  NESS reduces t h e  step s i z e  and 
increases t h e  s imu la t i on  f i n a l  t ime and reruns t h e  s imulat ion.  

When a s imu la t i on  run i s  found t o  be s tab le,  NESS t r i e s  t o  ensure an 
accurate s imu la t i on  by reducing s tep s i z e  and rerunning t h e  s imu la t i on  
u n t i l  t h e  r e s u l t s  f rom two such runs are c lose  t o  each other, Then NESS 
looks a t  t h e  generated r e s u l t s  and i f  they match t h e  user 's  s p e c i f i c a -  
t i o n s ,  i t  d isp lays  them. If t h e  generated r e s u l t s  do no t  match t h e  user 's  
spec i f i ca t i ons ,  a compensator i s  suggested. 

sat  . For  a s t a b l e  s imu la t i on  when t h e  system per fo r -  
manqe does no t  y e t  meet t h e  NESS d e f a u l t  performance o r  t h e  user des i red 
system spec i f i ca t i on ,  NESS can suggest a compensator, C lass ica l  textbook 
design procedures are  used f o r  phase lead o r  phase l a g  compensators with 
e i t h e r  frequency domain o r  r o o t  locus techniques. The assumption t h a t  t h e  
system response i s  dominated by a p a i r  o f  c losed- loop poles i s  made. 
Typ ica l  r u l e s  f o r  determin ing t h e  t ype  of compensator needed are: 

a, I f  t h e  ref inement o f  t r a n s i e n t  response i s  required, a phase-lead 
compensator w i l l  be suggested, 

b, I f  t h e  s teady-state accuracy needs improvement, a phase-lag compen- 
sa to r  w i l l  be recommended, 

I n  order  t o  t e s t  ESS' s imu la t ion  and ana lys is  c a p a b i l i t i e s ,  a 
spacecraf t  a t t i t u d e  c o n t r o l  system was run by NESS, The gener ic s imu la t i on  
program C63, t h e  software f o r  encoding t h e  spacecraf t  a t t i  tude c o n t r o l  
problem, o f f e r s  t h e  means f o r  s imu la t i ng  t h e  a t t i t u d e  c o n t r o l  problem o f  a 
spacecraft vehic le ,  One i n t e r e s t i n g  feature about t h e  con t ro l  of a space 
veh ic le  i s  t h a t  several  t ime-vary ing coord inate frames are  requ i red  when 
maneuvering t h e  veh ic le  i n t o  a c e r t a i n  o r i e n t a t i o n ,  and main ta in  i t  over 
an extended pe r iod  o f  time, F igure  3 dep ic ts  a block diagram o f  t h i s  
model. Th is  model i s  composed o f  s i x  bas ic  modules: a gener ic command 
generatorg a p ropor t i ona l  - i n t e g r a l - d e r i v a t i v e  (PID) c o n t r o l l e r ,  actuators ,  
body dynami cs sensors and quatern i  on modul es. 

The command generator module i n j e c t s  t o  t h e  system, not  on ly  step, 
ramp, o r  s inuso ida l  type  o f  inpu ts ,  but  a l s o  i s  ab le  t o  i n j e c t  those 
s igna ls  desc r i  bed as continuous scans, peak-up maneuvers, i n- t  rack or  
cross- t rack o f fse ts ,  and dwel l  scans C61. I n  our discussion, on ly  t h e  ramp 
and s inuso ida l  types are considered. The PID c o n t r o l l e r  generate t h e  th ree  
ax i s  torque command s igna ls  requ i red  t o  d r i v e  t h e  veh ic le  according t o  t h e  
gener ic command generator outputs. A d i g i t a l  PID c o n t r o l l e r  i s  implemented 
based on t h e  Tus t i n  t rans format ion  operator  [7]. The ac tua tor  module i s  
inc luded du r ing  t h e  s imu la t i on  when t h e  e f f e c t  o f  t h e  small s i gna l  non- 
l i n e a r i t i e s  due t o  reac t i on  wheel assemblies, magnetic torquers,  o r  s tee r -  
i n g  law f o r  c o n t r o l  moment gyros need t o  be considered. The body dynamics 
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Figure  3. The Generic S imulat ion Block Diagram 

module inc ludes  r i g i d  and f l e x i b l e  body r o t a t i o n a l  e f f e c t s .  The r i g i d  body 
r o t a t i o n a l  equat ions a re  solved i n  veh ic le  coord inates i n  terms o f  t h e  
r i g i d  body ra te ,  as a f u n c t i o n  o f  t he  reac t i on  wheel ra te ,  g r a v i t y  
g rad ien t  torque, reac t i on  wheel output torque, veh ic le  and reac t i on  wheel 
i n e r t i a  matr ices.  The f l e x i b l e  body r o t a t i o n a l  equat ions are der ived  f rom 
a s i n g l e  bending mode from ac tua tor  torque t o  bending rate.  The sensor 
module prov ides a model of  t h e  measurements f o r  both t h e  angular p o s i t i o n  
and angular r a t e  ( s t a r  t racke rs  and r a t e  gyros)  which are a v a i l a b l e  t o  the  
c o n t r o l  system. F i n a l l y ,  t h e  quatern ion block i s  inc luded t o  so lve t h e  se t  
of  d i f f e r e n t i a l  equations t h a t  represent t h e  r a t e  o f  change of t he  vectors  
t h a t  spec i f y  t h e  veh ic le ' s  a t t i t u d e .  

CONCLUSIONS 

This  paper has i l l u s t r a t e d  the  c a p a b i l i t i e s  o f  a p ro to type coupled 
exper t  system c a l l e d  NESS. One o f  t h e  major goals o f  t h i s  p r o j e c t  was t o  
demonstrate t h e  f e a s i b i l i t y  o f  app ly ing  exper t  systems technology t o  t he  
area o f  d i g i t a l  s imu la t i on  o f  dynamic systems. I t has been demonstrated 
t h a t  an exper t  system can i n t e r a c t  w i t h  t h e  user t o  determine the  simula- 
t i o n  goals, i n s t a n t i a t e  parameters w i t h  t h e  proper  values, execute t h e  
s imu la t ion ,  and i n t e r p r e t  t he  r e s u l t s  r e l a t i v e  t o  performance s p e c i f i c a -  
t i ons .  I t has a l s o  been shown t h a t  i t  i s  f eas ib le  f o r  an expert  system t o  
i n t e l l i g e n t l y  se lec t  i n t e g r a t i o n  methods and t ime  steps f o r  t h e  s imula- 
t i o n ,  even when l i t t l e  i s  known about t h e  system t o  be simulated. This  i s  
a d i f f i c u l t  task  which requ i res  t r i a l  and e r r o r  even f o r  a human expert .  
More work needs t o  be done i n  t h i s  area t o  improve t h e  robustness o f  t h e  
knowledge. NESS has a l s o  shown i t s e l f  t o  be capable o f  des ign ing s imple 
compensators t o  improve t h e  performance o f  t h e  system. The a b i l i t y  t o  
design appropr ia te  compensators would be g r e a t l y  improved w i t h  more i n f o r -  
mat ion a v a i l a b l e  about t h e  system being simulated. Add i t iona l  knowledge 
needs t o  be added t o  expand t h e  c a p a b i l i t i e s  o f  t h e  compensator design 
procedures and t o  a l l ow  NESS t o  handle a wide v a r i e t y  o f  s imu la t i on  
programs. Future work i s  considered t o  a l l ow  NESS operat ion i n  a network 

90 
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OPTIMIZATION OF LOW GRAVITY MATERIALS PROCESSING EXPERIMENTS 
USING EXPERT SYSTEMS 

Gary L e  Workman and A m a r  Choudry 
The Univers i ty  of Alabama i n  Hun t sv i l l e  

Abs t ra ct 

The use of a n  expe r t  system f o r  t h e  c o n t r o l  of materials process ing  
experiments i n  a f a c i l i t y  such as t h e  space s t a t i o n  provides  a number of 
a t t r a c t i v e  f e a t u r e s  f o r  i n s u r i n g  t h a t  c e r t a i n  cri t ical  process  
parameters can be used t o  optimize t h e  p r o d u c t i v i t y  of t h e  materials 
process ing  experiments.  The success fu l  implementation of such a system 
w i l l  r equ i r e  sensory  f u s i o n  of s u f f i c i e n t  depth t o  enable  de te rmina t ion  
of t h e  s t a t u s  of t h e  c r i t i c a l  process  parameters ,  as w e l l  as 
de termina t ion  of t h e  t r e n d s  of t h e  parameters i n  o rde r  t h a t  appropr i a t e  
process  a l t e r n a t i v e s  a v a i l a b l e  f o r  opt imal  c o n t r o l  of t h e  experiment can 
be implemented by t h e  expe r t  sys tem.  

The proposed approach t o  implementation of a n  exper t  s y s t e m  
u t i l i z e s  a knowledge base of d e s i r e d  process  characteristics which w i l l  
provide t h e  des i r ed  r e s u l t .  The knowledge base f o r  each experiment w i l l  
be c rea t ed  i n  conjunct ion wi th  t h e  s c i e n t i f i c  i n v e s t i g a t o r  i n  charge of 
t h e  experiment.  Improvements t o  t h e  knowledge base w i l l  be expanded t o  
inc lude  s e l f  l ea rn ing  se s s ions  i n  ground based experiments i n  o rde r  t o  
teach  t h e  exper t  system how t o  respond t o  pe r tu rba t ions  i n  t h e  process  
and update t h e  knowledge base on what process  change should be 
implemented i n  o rde r  t o  reach t h e  des i r ed  end product.  

This p a p e r  dea l s  wi th  des ign  cons idera t ions  us ing  a n  on-line real- 
t i m e  exper t  system such as PICON, The types  of experiments eva lua ted  
wi th in  t h i s  paper w i l l  i nc lude  s e v e r a l  types  of s o l i d i f i c a t i o n  
experiments which w i l l  be performed on the Space S ta t ion .  
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In t roduc t ion  

There are a number of v a l i d  reasons f o r  s tudying  materials 

processing phenomena i n  low g rav i ty ,  We o f t e n  h e a r  about t h e  l ack  of 

convection due t o  thermal  g r a d i e n t s ,  the .  l a c k  of buoyancy fo rces  when 

working with materials of d i f f e r e n t  d e n s i t i e s ,  and i n  gene ra l  t h a t  a 

space lab  f a c i l i t y  w i l l  provide a n  environment in which optimal con t ro l  

over experimental  parameters i s  poss ib l e ,  Such a n  environment can then  

enable  s c i e n t i f i c  i n v e s t i g a t o r s  t he  maximum oppor tuni ty  t o  grasp  a 

b e t t e r  understanding of some fundamental processes  e Unfortunately t h e r e  

are some except ions t o  t h i s  concept; f o r  i n s t a n c e ,  in a manned space 

s t a t i o n ,  t h e r e  w i l l  be numerous unintended a c c e l e r a t i o n s  caused by 

people movements and o t h e r  poss ib l e  events  caused by var ious  motions and 

i m p a c t s  w i th in  t h e  s t a t i o n ,  It is t h e s e  unintended a c c e l e r a t i o n  type 

phenomena which can impact  t h e  b e n e f i c i a l  a s p e c t s  of s c i e n t i f i c  

experimentat ion i n  low graavi ty .  Therefore  in orde r  t o  optimize upon 

t h e  p o t e n t i a l  r e s u l t s  of materials process ing  experiments aboard t h e  

space s t a t i o n  f a c i l i t i e s ,  i t  is important t o  implement cont ro ls  t o  

compensate f o r  any undesired events .  

Many analog and d i g i t a l  con t ro l  schemes are a v a i l a b l e  f o r  

c o n t r o l l i n g  furnace experiments which b a s i c a l l y  provide a s u i t a b l e  

thermal  p r o f i l e  i n  o rde r  t o  accomplish a d e s i r e d  s o l i d i f i c a t i o n  produce 

from a melted sample.  Curren t ly  NASA does Ply s e v e r a l  types in t h e  

s h u t t l e  labora tory  f a c i l i t i e s  and on t h e  NASA KC-135 a i rp l ane .  I n  order  

t o  demonstrate t h e  p o t e n t i a l  f o r  exper t  systems approach t o  s tudying 

s o l i d i f i c a t i o n  phenomena i n  low g r a v i t y ,  w e  have focussed on t h e  

d i r e c t i o n a l  s o l i d i f i c a t i o n  experimental  technique f o r  a number of 

reasons. Most important is t h e  f a c t  t h a t  a l a r g e  number of s c i e n t i f i c  

experimenters u t i l i z e  t h i s  technique f o r  materials sc ience  research and 
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UAH has experience i n  designing,  f a b r i c a t i n g ,  and working with 

d i r e c t i o n a l  s o l i d i f i c a t i o n  furnaces  f o r  low g r a v i t y  research  f l i g h t s  

aboard t h e  KC-135. 

Direc t iona l  S o l i d i f i c a t i o n  Experimentation 

Most experimentat ion s tudying s o l i d i f i c a t i o n  phenomena i n  t h e  

d i r e c t i o n a l  s o l i d i f i c a t i o n  technique u t i l i z e  t h e  technique in order  t o  

minimize t h e  number of parameters which vary dur ing  t h e  experiment. 

Cast ing experiments (bulk  s o l i d i f i c a t i o n )  do not provide a n  as e a s i l y  

con t ro l l ed  thermal  environment f o r  t h e  s c i e n t i s t .  For t h i s  reason, 

d i r e c t i o n a l  s o l i d i f i c a t i o n  has  become a n  important t o o l  i n  i n v e s t i g a t i n g  

s o l i d i f i c a t i o n  i n  low g rav i ty .  The experimental  arrangement shown i n  

Figure 1 a l s o  i l l u s t r a t e s  t h e  fundamental technique. By moving the  

sample through a hot  zone and quenching t h e  m e l t  on t h e  o the r  s i d e ,  one 

has an  e a s i l y  con t ro l l ed  thermal  environment. The parameters of i n t e r e s t  

have been i d e n t i f i e d  by many au thors  with e x c e l l e n t  t rea tments  given by 

Flemings and McLean. The two parameters (bes ides  compositional 

c h a r a c t e r i s t i c s )  which most a f f e c t  t h e  r e s u l t i n g  s o l i d  are t h e  

temperature grad ien t  ac ross  the  s o l i d i f i c a t i o n  zone and t h e  t r a n s l a t i o n  

rate. Assuming a p lana r  s o l i d i f i c a t i o n  f r o n t  (which i s  most e a s i l y  

provided i n  d i r e c t i o n a l  s o l i d i f i c a t i o n )  one can ob ta in  d i f f e r e n t  

morphologies by varying t h e  t r a n s l a t i o n  rate (V ) o r  t h e  temperature 

grad ien t  ( G  ) as ind ica t ed  i n  Figures  1 and 2. These f i g u r e s  are taken 

from McLean. 

The Automated Di rec t iona l  S o l i d i f i c a t i o n  Furnace flown by NASA on 

S h u t t l e  f l i g h t s  i s  shown i n  Figure 3. Notice t h a t  i n , p r a c t i c e  i t  i s  

genera l ly  p re fe r r ed  t o  move the  furnace ( p a r t i c u l a r l y  in t h e  case of low 

g rav i ty  research)  and not t h e  s a m p l e  as implied i n  Figure 1. UAH has 

a l s o  b u i l t  s e v e r a l  furnaces  similar t o  t h i s  f o r  f l i g h t s  on t h e  KC-135. 
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An important c h a r a c t e r i s t i c  of t h e  furnace i s  t h e  a b i l i t y  t o  vary t h e  

temperature p r o f i l e  t o  best  f i t  a p a r t i c u l a r  experiment's needs and 

thereby have optimal con t ro l  over t h e  temperature  grad ien t  ( G )  seen  by 

t h e  s o l i d i f y i n g  samples  Frequent ly  two o r  t h r e e  d i f f e r e n t  hea t ing  

elements are used i n  order  t o  sharpen up t h e  g rad ien t  ( high  G) versus 

having one h e a t e r  providing a lower g rad ien t  (G), 

I n  order  t o  v i s u a l i z e  t h e  importance of an exper t  system c o n t r o l l e r  

f o r  d i r e c t i o n a l  s o l i d i f i c a t i o n  experiments i n  space w e  need t o  consider  

s e v e r a l  a t t r i b u t e s  of a n  exper t  system c o n t r o l l e r  and t h e  needs of t h e  

low g r a v i t y  experiment An important consequence of low g rav i ty  

research i s  t h a t  most Space S t a t i o n  experiments w i l l  have many d i f f e r e n t  

samples  from a l a r g e  number of s c i e n t i f i c  i n v e s t i g a t o r s  a l l  us ing  the  

same furnace ,  Rea l iz ing  t h a t  each experiment w i l l  have d i f f e r e n t  

parameters, t h i s  means t h a t  t h e  furnace c o n t r o l l e r  has t o  be q u i t e  

v e r s a t i l e  o r  'robust The important c h a r a c t e r i s t i c s  of a n  exper t  s y s t e m  

c o n t r o l l e r  are t h e  a b i l i t y  t o  bui ld  i n  "knowledge" for  each experiment . 

both i n  temperature  and thermal  p r o f i l e s  and i n  i ts  a b i l i t y  t o  handle 

undesired events  through in fe rence  

Figure 4 i l l u s t r a t e s  a conceptual a r c h i t e c t u r e  f o r  t h e  a n t i c i p a t e d  

c o n t r o l l e r  which i s  d i r e c t l y  app l i cab le  t o  t h i s  e f f o r t .  This approach i s  

taken from Winter, Notice t h a t  s o l i d i f i c a t i o n  begins as a s k i l l  with t h e  

s c i e n t i f i c  i n v e s t i g a t o r  providing experience i n  determining how one 

should proceed wi th  t h e  experiment. A s  t h e  exper t  i n  t h e  process ,  one 

can then  e x t r a c t  ru l e s  f o r  performing t h e  experiment properly and with 

the  knowledge of t h e  furnace parameters (sensory fus ion )  t h e  optimal 

c o n t r o l l e r  performs the  func t ion  accordingly,  Notice t h a t  a r t i f i c i a l  

i n t e l l i g e n c e  i s  requi red  (as opposed t o  s i m p l e r  d i g i t a l  con t ro l  
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a lgo r i thms)  i n  o rde r  t o  t a k e  t h e  proper  a c t i o n  when unintended 

occurences r e s u l t .  It i s  i n t e r e s t i n g  t o  note  t h a t  a n  expert system s h e l l  

a l r eady  ex is t s  which s a t i s f i e s  t h i s  a r c h i t e c t u r e  and t h a t  p a r t i c u l a r  

product i s  PIGOH.* 

Implementation -- of t h e  Expert 

PIGON o f f e r s  a h igh  l e v e l  environment f o r  s imula t ing  and 

subsequent ly  implementaing real t i m e  process  cont ro l .  The programming 

i n  PICON i s  based on icon-oriented l o g i c a l  ob jec t s ,  Rules and 

parameters are def ined  which c o n s t i t u t e  a proper ty  list f o r  t h e  i con ,  I n  

phys i ca l  terms t h e s e  i cons  represent  the var ious  c o n t r o l l e r s  and sensors  

found in any process  c o n t r o l  environment With the h e l p  of a g raph ic  

sof tware  package t h e s e  i cons  can be combined, accord ing  t o  a well- 

def ined  grammar, t o  represent  t h e  senso r  and c o n t r o l  schema of a real  

process.  The s imula t ion  of t h e  process  i s  done by real-time module 

c a l l e d  RTIME. It 'senses' t h e  senso r  output  i n  real- t ime and updates 

t h e  system 'state-vector '  a t  each increment of t i m e ,  It a l so  r e f e r s  t o  

t h e  knowledge base and f i r e s  var ious  r u l e s  which need special a t t e n t i o n  

o r  cause c o n t r o l l e r  a c t i o n  ecgs "IF TEMP TOO HIGH THEN START FAN"* 

A l l  t h e  aspects of t h e  s imula t ion  environment are screen-edi table .  

Thus one can change t h e  schema o r  t h e  proper ty  l i s t  of any c o n t r o l l e r  o r  

s enso r  inc lud ing  e n t r y  p o i n t s  f o r  noise .  In t h i s  manner a very 

realist ic s imula t ion  of the system can be r e a l i z e d ,  Some of t h e  rou t ines  
4 

involv ing  t h e  t r a n s l a t i o n  po r t ion  of t h e  s imula t ion  w i l l  r equ i r e  LISP 

programming s i n c e  PLCON c u r r e n t l y  does not provide t h a t  c a p a b i l i t y ,  The 

s imula t ion  w i l l  provide f e a s i b i l i t y  of t h e  concept and also a l low us  t o  

determine how many sensory i n p u t s  w i l l  be requi red  t o  a c c u r a t e l y  

determine t h e  temperature  grad ien t  of t h e  s a m p l e ,  

*Regis tered product of LMI. 
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I n  essence  t h e  use of a n  expert s h e l l  l i k e  PICON enables  us  t o  

f i r s t  s imu la t e  g r a p h i c a l l y  t h e  c o n t r o l  f e a t u r e s  of t h e  d i r e c t i o n a l  

s o l i d i f i c a t i o n  experiment wi th  p a r t i c u l a r  emphasis on t r a n s l a t i o n  rates 

and temperature  g rad ien t s .  The a b i l i t y  t o  g r a p h i c a l l y  t ranslate  t h e  

con t ro l l ed  rod i s  a func t ion  not i nco rpora t ed  i n t o  PICON. The program 

PICON runs independent on t h e  LISP processor .  When i t  becomes necessary 

t o  s imula te  i n  real t i m e ,  a second processor  i s  used t o  do t h e  

i n t e r f a c i n g  and updat ing of a shared  memory array which PICON w i l l  draw 

da ta  from. The second processor  w i l l  provide t h e  d a t a  necessary f o r  

PICON t o  g r a p h i c a l l y  d i sp l ay  t h e  t r a n s l a t i n g  rod. PICON w i l l  remain 

s u p e r i o r  t o  t h e  second process  s o  t h a t  t h e  s imula t ion  can s e t  o r  reset 

the  c o n t r o l  f e a t u r e s  of t h e  experiment. 

Af t e r  accumulating s u f f i c i e n t  s imula t ion  r e s u l t s  t o  a l low us  t o  

des ign  a proper  phys i ca l  arrangement of t h e  system, we w i l l  tes t  t h e  

concept on hardware which c u r r e n t l y  f l i e s  on t h e  KC-135. Normally 

temperature  measurements w i l l  be obtained wi th  thermocouples, j u s t  as w e  

c u r r e n t l y  do. In t h i s  more i n t e l l i g e n t  approach; however, we w i l l  be 

a t tempt ing  t o  b e t t e r  de f ine  a t r u e  temperature g rad ien t  a t  a l l  times 

during t h e  experiment by s t r a t e g i c a l l y  p l ac ing  more temperature  sensors  

i n  t h e  s a m p l e  volume. Add i t iona l ly ,  t r a n s l a t i o n  and a c c e l e r a t i o n  

parameters w i l l  be c o l l e c t e d  f o r  f u s i o n  i n t o  t h e  da ta  stream. The 

s c i e n t i f i c  i n v e s t i g a t o r s  w i l l  provide t h e  informat ion  on t h e  des i r ed  

temperature  g r a d i e n t s  and then  PICON w i l l  perform t h e  requi red  thermal  

and t r a n s l a t i o n  con t ro l .  

Training t h e  Expert C o n t r o l l e r  - 
Only p a r t  of t h e  knowledge base requi red  f o r  op t imiza t ion  of t h e  

d i r e c t i o n a l  s o l i d i f i c a t i o n  experiments i s  def ined  i n  terms of set 

temperature  g rad ien t s  and t r a n s l a t i o n  rates. Another p a r t  of t h e  
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knowledge base conta ins  t h e  responses when t h e  system parameters d e v i a t e  

from t h e  in tended  p r o f i l e ,  Through t h e  use  of a se l f - l ea rn ing  mode, t h e  

expert system w i l l  l e a r n  from t h e  s c i e n t i f i c  i n v e s t i g a t o r  what a c t i o n s  

t o  take.  I n  t h i s  way t h e  expe r t  s y s t e m  c o n t r o l l e r  can fo l low t h e  bes t  

p rev ious ly  def ined  procedure t o  s t i l l  produce t h e  opt imal  r e s u l t  i n  

real-time , The se l f - l ea rn ing  concept w i l l  be generated through pre- 

def ined  events  which might occur dur ing  t h e  experiment. The most 

d i f f i c u l t  p o r t i o n  of t h e  concept t o  implement w i l l  be how t o  handle  the 

unknown even t s ,  Current s t r a t e g y  invo lves  use of t h e  PICON in fe rence  

engine t o  determine t h e  bes t  procedure t o  fol low,  We a n t i c i p a t e  t h a t  

t h e r e  w i l l  have t o  be some checks i in  t h e  procedures c a l l e d  from t h e  

in fe rence  s y s t e m  so t h a t  we can make sure t h a t  an i n f e r r e d  procedure 

might not do more harm than  good. Experimentation wi th  PICON w i l l  enable  

us t o  determine t h e  bes t  approach t o  th i s  problem, 

Summary 

The materials processing f a c i l i t i e s  f o r  space f a c i l i t i e s  can 

bene f i t  from expert s y s t e m s  c o n t r o l  i n  o rde r  t o  opt imize i n  s p i t e  of 

unexpected events  us ing  real-time c o n t r o l  schemes such as presented  

here .  Expert system s h e l l s  such as demonstrated by PICON w i l l  p lay  a n  

ex tens ive  r o l e  i n  space based cont ro l .  I n  a d d i t i o n  t o  d i r e c t i o n a l  

s o l i d i f i c a t i o n  experiments ,  many o t h e r  techniques such as f loat-zone 

s o l i d i f i c a t i o n ,  phase p a r t i t i o n i n g ,  and p r o t e i n  c r y s t a l  growth can 

bene f i t  from these  approaches i f  sensory f u s i o n  i s  s u f f i c i e n t  t o  c o n t r o l  

t h e  experiment dynamically. 
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Figure 1. 
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b s t ~ a c t  

This paper describes an approach to combining the heuristic reasoning from “shallow” knowledge 
(or the rules of thumb) and the qualitative reasoning from “deep” knowledge (or the ”first principles” 
[ti]). The “shallow” knowledge is represented in production rules and under the direct control of the 
inference engine. The “deep” know ge is represented in frames, which may be put in a relational 
DataBase ~ a n a g e m e n t  System (D ). This approach takes advantages of both reasoning schemes 
and results in improved efficiency as well as expanded problem-solving ability. 

First generation expert systems, like ave been built using large collections of rules of 
. The knowledge base of these systems usually 

pattern/decisiola pairs, with perhaps a simple control structure to  navigate through the 
base [3]. Although many expert systems have proved to be successful within the domain of 

the expertise which is based solely on the rules of thumb, it is realized that at the boundary of the field 
domain these systems have a very fragile behavior (41. The limitations imposed on expert systems by 
exclusive reliance on the “shallow” expert knowledge have spurred development of the systems that 

tructure, function, and behavior of objects. This kind of 
ing, which belongs to the category of qualitative reasoning. 

Ebased and qualitative interchangeably. 
oning can result in improved knowledge accessibility and 

exibility, and expanded problem-solving ability. But due to the fact that human knowledge gained 
experience is  very difficult to formalize and transform precisely into a computer program, and the 

“first principles” [SI are not 8 available in some domains of which human understanding is not 
extensive enough to form a model, heuristic approach is still necessary. In addition, heuristic 
approach is generally more efficient than the qualitative one. Therefore, the better architecture would- 
include both: the %des of thumb” consisting of pattern/decision pairs for speed and the qualitative 
causal reasoning for improved problem-solving ability. In this way, an expert system will be able to 
exploit both kinds of knowledge for problem solving. 

In our approach, the “shallow’ knowledge is represented in production rules and put under the 
direct control of the inference engine, and the “deep” knowledge is represented in frames and can be 
stored in the database under the control of a relational DBMS. The system will use the “shallow” 
knowledge more frequently than the “deep“ knowledge in the ordinary situations. If a satisfactory 
solution, which can be measured in the certainty factor or determined by the end-user, can be achieved, 
the system will stop working on the problem under consideration. Otherwise, the system will exploit 
the ‘deep” knowledge for a possible better solution. We will explain all of these further and examine 
an example in detail. 

h the rest of the paper, we first describe our system. Then we explain the control strategies 
for both reasoning schemes and give a simple detailed example for illustration. Finally, we have some 
concluding remarks. 

thumb, that is, rules baaed on empirical 

In the rest of the 



XI. Descriptions of the PAIS-I System 
The PAIS-I system is an expert system shell developed by us and it is written in PROLOG and 

C. The shell supports both the rule-based and the frame-based knowledge representations and was 
designed mainly to solve the classification problems including selection, diagnosis and consultation. 
The control strategies directly supported by the system include the goal-directed backward-chaining, 
which exploits the PROLOG built-in backtracking facility, and the agenda (or dynamic priority queue) 
control structure. The user can also write programs within the shell to  support the forward-chaining 
control. The domain-dependent expertise can be represented either in production rules or in frames. 
The frames for representing structured knowledge can be put in a relational database. We have devel- 
oped a prototype of a relational database management system called VR-I (VAX/VMS Relational). 
The PAIS-I shell has a direct accesa to the VR-I DBMS and exploits the relational database as a 
frame-like knowledge base. This feature distinguishes PAIS-I from other systems and may be very 
useful for building large knowledge bases, which is necessary to solve some complicated problems. In 
the rest of thB section, we will first explain this feature in some detail, then we will describe the 
knowledge representation and its implementation. 

Knowledge Bases (KB) in Artificial Intelligence and databases of Database Management Systems 
can contribute techniques and mechanisms to each other. One of the important differences between 
a KB system and a DBMS is that, in general, databases in a DBMS represent specific knowledge 
(knowledge that can be expressed as ground Well-Formed-Formulas (Wffs) in Predicate Calculus) 
and a DBMS typically lacks any form of reasoning component or means of dealing with general 
knowledge (knowledge that has to be represented as Wffs with universal or existential quantifiers) 
[1,2]. One approach to dealing with these two kinds of knowledge is to build two separate knowledge 
bases: one for representing general knowledge and the other for representing specific knowledge [SI. 
For a very large knowledge-based system, the efficiency becomes crucial. Using this approach, two 
dedicated machines can be used for these two different kinds of knowledge: a LISP machine for the 
general knowledge base, and a database machine for the specific knowledge base. Thus by taking the 
advantage of special machines, high efficiency may be achieved. The KM-I system [SI employed this 
approach. Expensive hardware cost is an obvious disadvantage of this approach besides the others 
(for example, it is not easy to get an efficient interface of the two machines. The KM-I system used 
another machine, VAX-l1/780, for communication between the two specialized machines). 

Our approach is different from that mentioned previously. In our approach, the DBMS willremain 
the same as an ordinary one. All necessary control structures and procedural knowledge will be put 
in the expert system part. These include knowledge rules, attached procedures for the frames, DBMS 
query language programs, and the meta-knowledge for handling the cooperation among different kinds 
of knowledge. 

The interface part plays an important role in our approach. Besides the interface between the 
system and knowledge engineer (knowledge acquisitio&terface) and the interface between the system- 
and end-user (these two interfaces are necessary for every knowledge-based expert system), the system 
has a direct access to the DBMS (DBMS interface) and a facility to interpret the information fetched 
from the database. The system can generate DBMS query language programs according to the 
requirements of the task and is also able to manipulate the frames in the database and to combine 
them with the attached procedures and the other knowledge for reasoning. 

As we have mentioned, the "shallow" knowledge is represented in production rules and put under 
the direct control of the inference engine. Here we just describe the representation of the "deep" 
knowledge, which is represented in frames. 

A frame is a data structure for representing a stereotypical situation or a class of objects. The 
frame has slots for the objects that play a role in the stereotypical situation as well as relations between 
these slots. So it is appropriate to call it a slot-and-filler representation structure. Attached to each 
frame are different kinds of information, such as how to use it, what to do if something unexpected 
happens, default values for its slots, etc. 

We have implemented a frame as a tuple in the relation. In the VR-I DBMS system, an attribute 
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value is a character string. In the DB S interface part of the expert system shell, we have a text 
processing unit, which plays an impor t role in our implementation. This unit takes a character 
string as its input, and transforms it into literal pairs. By u is facility, a character string can 
be used to represent a structure consisting of attribute-value That means a nested structure is 
available. This facility is very useful for representing some hich will be shown 
clearly later on. 

The first attribute in the relation is always the frame primary key. Thus it 
is very easy to invoke a frame using retrieval operatio litate inheritance and 
default reasoning, each frame has an slot whose valde is the name of its 'parent" frame, and 
each slot has a VALUE value of that slot, but VALUE aspect can be empty. Each 
slot also may have a D hose value is the default value of that slot. If the VALUE 
aspect is not empty, the default value will not be taken into account. But in many cases, it is better 
to put the default value in the parent frame and to fetch tke default value via the ISA link. Each slot 
may also have IF-NEEDED, IF-ADDED, and IF-REMOVED aspects. Their values are the names 
of the corresponding procedures, respectively. When a frame is invoked and a slot is inspected, the 
corresponding procedures will be activated automatically. 

l[n our implementation, the frame are of the form: 

Frame-name 

SZot2((Aspectl : Valuel), ...) 

((Aspect1 : d u e l . ) ,  ...) 

spectl : Valuel), (Aspect2 : Value 

... 
For illustration, we will use AM radio troubleshooting as our problem domain, whose block structure 
is shown in Figure I. 

In our system, we have a primitive UNLESS for default reasoning. The format is of the form: 
IF A THEN B UNLESS 6. Were we have the closed world assumption about predicate C, and 
exploit negation as failure in PROLOG to implement it. With the UNLESS primitive, predicate 
circumscription [8] can be easily implemented. Because of the space limitation of this paper, we will 
not describe the details about it. 

asoning Strategies 

s we have said, the system employs a goal-directed, backward-chaining mechanism to direct the 
reasoning process with the "shallow" knowledge represented in production rules. In many problem- 
solving tasks, there exist valuable 'tips" for solving some problems very efficiently. For instance, in 
AM radio receiver troubleshooting (we will use this as a detailed example in the next section), these 
tips may solve the problems very quickly: 

a) If there is objectionable 120-Ha hum in the sound output from the speaker, the filter capacitors 
need replacement. 

b) Turning the power switch on and off while listening to the speaker, if no click is audible, there 
i s  probably an open circuit in the speaker, in the primary or secondary of the output transformer, or 
in the connections to the earphone jack. 

In contrast, the model-based reasoning will usually generate a longer inference chain. This is especially 
true in solving such problems as those mentioned above. Therefore, it is a good idea to try heuristic 
approach first. 

To direct the reasoning with the frame knowledge base, the system employs a data-driven and 
'discrepancy detection" [SI control strategy. Here "data-driven" is different from a conventional data- 
driven forward-chaining in a production system. In our case, input data are used to select a functional 
unit where the system starts its reasoning process. The system heavily depends on IF-NEEDED slots 
to get the necessary information from the end-user. For example, if the radio is "dead", the Power 

.*... 
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Source ftame will be inspected first. If nothing b wrong in the Power Source, the Speaker and Audio 
Output will be inspected, and so on. If the trouble symptoms show that the audio function block, 
which includes Audio Output and Audio Driver, is OK, the system will start reasoning from the 
Detector. 

Using “discrepancy detection” approach, the input and output of each function unit will be 
checked and compared with the permissive range. If the input is correct and the output is wrong, the 
problem has been isolated. After that, more specific analysis can be carried out in the same manner 
at a lower level through the HAS-PART link. 

It is vary natural for a frame to represent a functional unit. INPUT and OUTPUT slots are 
used to represent the input and output of the functional unit, whose RANGE aspects specify the 
permissive ranges of the input and output, respectively. As mentioned above, the “discrepancy de- 
tection” reasoning can be carried out effectively with the frame representation. Natural knowledge 
representation facilitates the knowledge acquisition, which ia the major part of the human efforts in 
building an expert system. Natural knowledge representation also can be understood more easily by 
the people other than the system developers. This is very important for the system maintenance 
and modification. In addition, via ISA and HAS-PART links, the hierarchical knowledge structure 
can be represented conveniently, and default and inheritance reasoning can be carried out easily and 
efficiently. In our example, the trouble can be first isolated in a high-level functional unit, then via 
the HAS-PART slot, the troubleshooting can go down to any details. Therefore, the frame knowledge 
representation is appropriate to the ”discrepancy detection” approach. It should work well in the 
domains where functional units can be classified clearly. 

W. An Example 

Using the “discrepancy detection” approach, we are dealing with the electronic troubleshooting. 

The necessary knowledge is represented in the following frames: 

Audio Output Frame: 
Audio-Output 
Isa((VALUE : PwAmpl i f ier ) )  
Input((VALUE : z), (DEFAULT : 150), (RANGE : 100,200), (IF-NEEDED : ask-user)) 
Output((VALUE : %)(DEFAULT : 50), (RANGE : 25,75), (IF-NEEDED : ask-user)) 
HasSar t ( (VALUE : Pw-Transistor)) 

Audio Driver Frame: 
Audio Driver  
Isa((VALUE : VAmpZi f ie . ) )  
Input((VALUE : z), (DEFAULT : 2.5), (RANGE : 2,3), ( IF-NEEDED : ask-user)) 
Output((VALUE : E ) ,  (DEFAULT : 150), (RANGE : 100,200), ( IF-NEEDED : ask-user)) 
Has-Part((VALUE : Transistor)) 

Detector Frame: 
Detector 
Isa((VALUE : D-Diode)) 
Input((VALUE : x ) ,  (DEFAULT : 50), (RANGE : 25,75), ( IF-NEEDED : ask-user)) 
Output((VALUE : z), (DEFAULT : 2.5) ,  ( R A N G E :  2,3) ,  ( IF-NEEDED : ask-user)) 
ForwardAias((VALUE : z), ( IF-NEEDED : ask-user)) 

Detector Diode Frame: 
DDiode 
Isa((VALUE : Diode)) 
Forward-Bias((VALUE : z), (DEFAULT : 0.15),  (RANGE : 0.1,O.Z)) 

Here an AM radio receiver (Figure 1) troubleshooting example is given in detail. 
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Now the trouble symptom is output distortion, which is lativeiy difficult problem in the AM 
radio troubleshooting. After the trouble symptom ia inputted, the system will routinely ask the user 
to install a new battery. The trouble still exists, so the system starts to locate the trouble point. 
Assuming there is no such heuristic rules as IF the Detector Diode is not forward-biased THEN there 
will be an output distortion, the system will fail to get the soIution to this problem by only using the 
production rules. It should be noticed that the expert system can always solve a specific problem by 
adding some new productidn rules. The point is that it is almost impossible to list all pattern/decision 
pairs in a complicated problem domain. This ia why the el-based approach can generally result 
in improved problem-solving ability. 

Now the system turns to exploit the frame knowledge base. Audio Output frame will be inspected 
first. The user will be asked to input the INPUT and OUTPUT values. Then the system compares 
these values to the RANGE value, and nothing is wrong. Then the system will look at the Audio 
Driver frame, and the situation is the same as that of Audio Output. 

Then the Detector frame is inspected, the INPUT value ht and the OUTPUT value is 
a little bit smaller, but still in the permissive range. The FO BIAS value is then requested, 
which is almost 0. But no range value is available in the Detector frame. Now the system will use the 
value of the ISA link to get to D-Diode frame. Under the FORWARD-BIAS slot, DEFAULT value is 
0 . 1 6 ~  and the permissive RANGE value is 0.1-0.2~. Comparing this to the user-supplied value 0, the 
trouble point is finally found through the model-based reasoning. 

We have tried to  solve ten typical problems in the AM radio troubleshooting using only the 
"shallow" knowledge or the "deep" knowledge, respectively. We found that the average length of the 
reasoning chains for the qualitative reasoning is about as three times long as that for the heuristic 
reasoning. But the rules-of-thumb approach failed to get the correct solutions to two out of the ten 
problems and the model-based approach succeeded in all the situations. When the both reasoning 
approaches were combined, the average length of the reasoning chains was only a bit longer than the 
short one, and the problem-solving ability was the same as that of the qualitative reasoning. 

V. Concluding Remarks 

To handle complicated problem-solving tasks efficiently and appropriately, it is better to combine 
both heuristic and model-based reasoning in an expert system. Frame-based knowledge representation 
is suitable to represent "deep" knowledge in some problem domains. The frame knowledge base can 
be put into a relational database management system, which is useful for building large knowledge 
bases. 

Currently, the heuristic approach ia always carried out first. If it fails to get a satisfactory solution, 
the system control will switch to the frame-based qualitative reasoning, and the information about 
the failure is not used appropriately. In general, "heuristic approach first" ia appropriate, but when 
the system control should be switched to the other one, it needs to be studied further how the partid 
result obtained by production rules can be exploited effectively by the model-based approach. 

Figure 1 Block Structure of an AM Radio Receiver 
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Abstract 

Much has been written about the possible use of Expert Systems (ES) 
technology for  s t ra tegic  defense system applications, particularly for  
ba t t le  management algorithms and mission planning. Other potential 
applications of ES include space missions planning  as well as the management 
of extremely large software simulations. I t  i s  proposed t h a t  ES (or more 
accurately, Knowledge Based System (KBS)) technology can be used i n  
s i t u a t i o n s  fo r  which no human "expert" ex is t s ,  namely to  create design 
and analysis environments that  allow an analyst t o  rapidly pose many 
different  possible problem resolutions i n  "game-like" fashion and t o  then 
work through the solution space i n  search of the optimal solution. Portions 
of such an environment exist for  expensive AI hardware/software combinations 
such as the Xerox LOOPS and Intel l icorp KEE systems. This paper will 
discuss e f for t s  t o  b u i l d  an "analyst-centered" model (ACM) us ing  an ES 
programming environment, ExperOPS5 for the Apple MacIntosh, fo r  a simple 
missile system trade-off study. By "analyst-centered", i t  i s  meant t h a t  
the focus of learning is  fo r  the benefit of the analyst, not the model. 
The model's environment allows the analyst t o  pose a variety of "what  
i f?"  questions without resorting to  painstaking and time-consuming 
programming changes. Although not an ES per se, the ACM would allow for  
a design and analysis environment tha t  i s  significantly superior to  t h a t  
afforded by current techniques. 

A. INTRODUCTION 

The January 1986 issue of Technology Review magazine had the following 
provocative words on the cover: "After 25 Years Art i f ic ia l  Intelligence 
has fa i led to  l ive up t o  i t s  promise and there is  no evidence that  i t  
ever will." The cover a r t i c l e ,  authored by Hubert and Stuart Dreyfus, 
enumerates the many fa i lures  t o  b u i l d  AI programs t h a t  t ru ly  " t h i n k  l ike  
people". These authors are particularly hard on so-called "expert systems", 
pointing out that  human experts can always "beat" the machine a t  checkers, 
and that  they rely much more on intuit ion than on a s e t  of "rules" t h a t  
may be art iculated on a computer. While i t  is  contended that the jury 
i s  s t i l l  out on ES technology and i t s  ultimate u t i l i t y ,  the authors agree 
t h a t  the value of human expertise and i ts  interface w i t h  machine systems 
has occasionally been l o s t  i n  the hype that  continues to  surround the 
marketing of AI technology. I t  is perhaps instructive for  those w i t h  
practical problems such as the design and development of complicated 
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military hardware and software or  the operation of a shut t le  or space 
station to  present t o  The AI ,community some near-term examples of how 
ES and other AI technology can be p u t  t o  use now. 

. THE BIRTH OF THE ~ ~ A L ~ S T - C E ~ T E R E D  

The Xerox Corporati on has devel oped a know1 edge programming sys tem 
called LOOPS (L i sp  Object-Oriented Programming System). In a course 
designed by Xerox to  teach LOOPS, a game called Truckin' i s  used to  teach 
the concepts to  s tud  s.  The, course i s  described in Reference 1. Truckin' 
is  a variation on opoly i n  t h a t  the overall goal of the players i s  
t o  end the game w i t h  the most money; however, there i s  one majo 
instead of playing the game themselves, the students create 
players who follow a se t  of rule-based behaviors i n  playing 
other and the game clock. Early LOOPS courses would end 
Truckin' competition using players developed by a l l  students 
revealing resul ts  a b o u t  odd player behaviors and weaknesses. 

The Truckin' game has since been dropped from the course because 
Xerox Special Information Systems f o u n d  t h a t  students devoted too much 
time to  the competition and n o t  enough t o  learning LOOPS. 
the game provided an excellent paradigm of an " intel l igent"  mili tary 
simulation i n  t h a t  a l l  the key elements were there: confl ic t ,  competition 
for resources, time factors,  s t ra tegies ,  and object-like players. I t  
was hypothesized that  a LOOPS environment could perhaps be used t o  model 
real-world mili tary systems t h a t  were n o t  suff ic ient ly  defined to  be 
amenable to  conventional modeling techniques. Such a model would 
incorporate the elements o f  an ES without being a true "expert"; that  
i s ,  i t  would be a Knowledge Based System t h a t  complemented the human analyst 
by serving a s  a r a p i d  prototyping environment for  her/him. This basic 
idea became the seed from which the "analyst-centered model" grew. 

One of the enduring challenges of mili tary systems analysis i s  
attempting to  build simulations of weapon systems that  are incompletely 
(and more often than not, vaguely) specified. Likewise, a major challenge 
would be to  devise the optimal way to  get people t o  Mars, or any other 
planet, i f  one were so inclined; especially because a space mission of 
that  magnitude has never before been attempted. In both of these examples 
there i s  a suff ic ient ly  large number of unknowns through which the designers 
and analysts must so r t  i n  order to  produce sensible and practical solutions 
to  merit the employment of some k i n d  o f  "expert". The use of "exploratory 
programming environments" such as AI environments fo r  hand1 i n g  s i t u a t i o n s  
l ike  the examples s i ted above has been ably discussed by Beau Shiel i n  
Reference 2. Unfortunately, using these environments has i t s  drawbacks: 
the L i s p  machines are expensive ($50-1OOK each). They are special-purpose, 
single-user computers. Some of the software required to  implement such 
environments costs almost as much as the machines themselves. To become 
fac i l e  i n  any of the dialects  of L i s p  and/or LOOPS, Flavors, o r  KEE takes 
a good programmer or analyst the better p a r t  of a year 'to do. Finally, 
project off icers  are  understandably skeptical that  the investment of over 
$400K for  labor, hardware, and software plus a year 's  time i s  going t o  
yield a tool of appreciably more value than conventional programming methods 
and are reluctant t o  fund  such projects. 
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If there were perhaps a less expensive and quicker way to  produce 
such programming environments, t he i r  use might  become more at t ract ive.  
An inexpensive, rapid prototyping capabili ty for  ACMs using a personal 
computer would represent a great leap forward, enabling the presentation 
of resul ts  quickly, and thus i l lus t ra t ing  the value of the expenditure 
of additional funds  f o r  a more detailed version of the ACM. The recent 
commercial ava i lab i l i ty  of L i s p  and OPS5, called ExperLisp and ExperOPS5, 
respectively, f o r  the MacIntosh and IBM PC seemed t o  hold the promise 
of being able to  do exactly that.  The MacIntosh version was chosen i n  
the hopes of quickly producing a version of "MacLOOPS". However, i t  was 
quickly discovered that  neither the MacIntosh hardware nor the ExperLisp 
and ExperOPS5 software were even remote competitors for  a Xerox 1186 
Dandelion and LOOPS. The Small t a l  k-1 i ke cartoon graphics and the pul  l-down 
menus us ing  the mouse were about where the resemblance ended. However, 
the system developed can be used to  create a very rough prototype of an 
ACM and t o  demonstrate the u t i l i t y  of the concept. In the following section 
of this paper, the simple missile model b u i l t  on the MacIntosh as well 
as potential applications fo r  an ACM are discussed. 

C. APPLICATIONS OF AN ANALYST-CENTERED MODEL 

The ACM rapid prototyping u t i l i t y  was tested via a very simple 
interceptor simulation. The goal of the e f fo r t  was to  develop an 
inexpensive KBS prototype to  a i d  i n  missile system design trade-off analyses 
as well as  t o  prove concept feas ib i l i ty .  Both goals were accomplished. 
The KBS provided a learning environment for  the human analyst by acting 
as a "smart" interface between the analyst, a database, and a system 
simulator, as shown i n  Figure 1. This goal d i f fe rs  from the tradit ional 
use of an ES, which i s  to  capture the ruleset  of a human expert i n  a given 
area. This means that  the KBS i s  designed to  perform w i t h i n  a specified 
and very limited domain a t  the approximate level of the human expert. 
By contrast, the KBS designed performed w i t h i n  a broader domain by 
sacrificing i t s  level of expertise. Using the ACM, an analyst can t e s t  
many designs or hypotheses rapidly. The manipulation and experimentation 
made possible by the ACM environment make useful synthesis ( the ab i l i t y  
to  see the whole problem) and system i n s i g h t  much more l ikely on the part 
of the human analyst. T h i s  can lead to  better-directed choices for  future 
research. 

For example, suppose a missile analyst wanted to  use a certain h i g h  
transmissivity material as a sensor lens i n  a particular interceptor so 
t h a t  i t s  e f fec t  on the system's overall performance could be assessed. 
The KBS would a l e r t  the analyst, for  example, t h a t  a lens made from this 
material i s  s t ructural ly  unsound a t  the usual aperture s ize ,  or t h a t  the 
material is strongly water absorbing and cannot be used i n  the atmosphere 
without a protective coating. In sp i te  of this feedback information, 
the analyst may choose to  proceed w i t h  exercising the 'simulation us ing  
the enhanced transmissivity value, n o t i n g  that  research i s  required to  
improve the structural  strength or t o  provide a coating. 

A c r i t i ca l  difference between an ES and an ACM i s  now seen: namely, 
the ACM does not a l t e r  the database or  the simulation, b u t  a l e r t s  the 
analyst t o  a potential problem through the KBS interface. The analyst, 
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not the KBS, decided what the next step would be, and hopefully, learned 
something i n  doi 0. The ACM provided de ta i l  
i n  an area not e s sa r i ly  famil iar  t o  the 
function of the is t o  serve as  a "smart 
and the simulatio lowing the analyst  t o  serve as  t 
Furthermore, were this ACM to  be implemented on a gener 
capable of using Lisp  o r  OPS5 (a VAX o r  a MicroVax, f o r  example) the KBS 
(writ ten i n  Lisp) could ca l l  up  the missile simulation (writ ten i n  FORTRAN) 
and the database (writ-ten i n  DBMS language), t h u s  act ing a s  an in te l l igent  
configuration management system. 

The simple simulation implemented i n  the prototype ACM mentioned 
e a r l i e r  consis ts  of a planar two degree-of-freedom point mass simulation 
of a missile intercepting a b a l l i s t i c  ta rge t .  Features of the simulation 
include a model of gravitational e f f ec t s ,  Newtonian equations of motion, 
a ground launched interceptor ,  effects of aerodynamic drag, proportional 
navigation guidance, and two f l i g h t  phases (boost and terminal homing). 
The analyst  has the capabi l i ty  t o  choose various thrust levels, different 
i n i t i a l  conditions, type of guidance, and the commanded acceleration limit. 
A very basic s e t  of rules i s  used t o  execute the simulation and a l e r t  
the analyst  t o  the resu l t s .  A simple graphics display of the simulation 
was a l so  developed. Al though  qui te  elementary, the prototype ACM 
demonstrated the potential  capabi l i t i es  of such a system. 

Another area i n  which an AC may f i n d  potential  application is that  
of extended space mission planning. For example, i n  order t o  carry o u t  
a successful mission t o  Mars, many fac tors  m u s t  be taken into consideration. 
There a re  many transportation options t o  consider. The method of propulsion 
must be decided. How o r  whether t o  create  a a r t i f i c i a l  gravitational 
f ie ld  f o r  the astronauts i n  t r a n s i t  i s  another question. The types of 
mission module configurations tha t  a re  optimal f o r  such a mission, as  
well as  the configuration of the surface modules must be resolved. The 
entire issue of l i f e  support i s  a c r i t i c a l  consideration. Obviously, ' 

w i t h  so many factors  t o  consider, there is  indeed no one expert on missions 
t o  Mars. T h i s  type of problem lends i tself  quite well t o  analysis i n  
an ACM environment wherein a database w i t h  a l l  the options fo r  a91 the 
phases of the mission a re  contained is  l inked  w i t h  a mission (or mission 
phase) f l i g h t  simulation. A KBS can be used t o  in te r face  these two modules 
w i t h  the analyst  and present her/him w i t h  a l l  the options and $he 
implications of the choices made. 

Another example of a potential  application of an AC i s  i n  the area 
of simulation management. As i s  known by anyone who has ever developed 
o r  worked w i t h  a complex mult i - rout ined simulation, t h i n g s  can quickly 
get o u t  of hand once the simulation reaches " c r i t i c a l  mass". The proposed 
National Test Bed (NTB) will  be host t o  many hundreds of simulations. 
An ACM-type KBS i s  be ing  designed by BDM t o  h e l p  s e l ec t  the routines and 
simulations required t o  r u n  an analysis o f  a par t icu lar  set of experiments 
i n  the NTB. 

D. SUMMARY 

The rapid prototyping value of the ACM approach i s  c lear .  Several 
lessons were learned w i t h  the MacIntosh experiment. First, the AC 
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imp1 ementati  on on the ac t o t a l l y  overwhelmed the machine. A l a r g e r  machine 
w i t h  enhanced c a p a b i l i t y  i s  required t o  produce a usable  ACM. I t  was 
a l s o  learned  t h a t  a KBS may be coupled t o  a s imula t ion  i n  a meaningful 
way t o  ob ta in  useful results. However, i t  was l ea rned  t h a t  rulesets may 
no t  be an abso lu te  requirement,  depending on the a p p l i c a t i o n ,  and t h a t  
the  objec t -or ien ted  environment may simply be a b e t t e r  one f o r  bu i ld ing  
executab le  des igns .  The path f o r  moving t o  l a r g e r ,  more general-purpose 
machines i s  r e l a t i v e l y  c l e a r .  Programming languages o t h e r  than Lisp and 
OPS5 may be used where appropr i a t e  i n  implementations of ACM's. Ul t imatelyi  
an a n a l y s t  will be a b l e  t o  a s c e r t a i n  the system impact of a small change 
i n  a component mater ia l  computational c a p a b i l i t y ,  o r  p a r t i a l  f a i l u r e .  

1 
I 
I 
I 
I 
I 
I 
I 
I 
I 

Figure 1. A Generic ACM S t r u c t u r e  
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ABSTRACT 
A t  the heart of any intelligent flight control system, there is a 

knowledge-based expert system. The efficiency of these knowledge 
bases is one of the major factors in the success of aviation and 
space control systems. In future, the speed and the capabilities of 
the expert system and their underlying database(s) will be the 
limiting factors in our ability t o  build more accurate real-time 
space controllers. 

I We propose here a methodology for design and construction of 
such expert systems. We note that the existing expert systems are 
inefficient (in fact, slow to  an extreme) in dealing with non-trivial 
real-world situations that involve a vast collection of data. On the 
other hand, current databases, which are fast in handling large 
arnoi-mts of data, cannot. carry out intelligent. tasks normally 
expected from an expert system. 

O u r  system will provide the power of deduction (reasoning on 
situations) along with the efficient mechanisms for management of 
large databases. In  <)ut- system, both straightfonvard eval ualion 
procedures (used for data handling purposes) and sophisticated 
inference mechanisms {used for deduction) will coexist. Our design 
methodology is based on mathematics and logic, which ensures the 
correctness of the final product. 
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AVIONIC W E R T  SYSTEMS 

1. INTRODUCTION 
Expert systems for avionics purposes are expected to perform 

under unusually strict circumstances and as such they have to 
confront a number of challenges not expected from ordinary 
expert systems. We briefly look at some of these problems es t ,  
and examine the specialized techniques that are required to deal 
with them. 

A t  the heart of any intelligent flight control system, there is a 
knowledge-based expert system. The efficiency of these knowledge 
bases is one of the major factors in the success of aviation and 
space control systems. In future, the speed and the capabilities of 
expert systems and their underlying database(s) will be the 
limiting factors in our ability to  build more accurate real-time 
space controllers. 

Some main characteristics of aviational systems are: 
accuracy, reliability and the power of rapid recovery: 
Ordinary expert systems generally operate in an off-line 
advisory mode. In contrast, avionics expert systems have to 
meet the constraint of keeping pace with the (rapid) events in 
their environment. Due to their "on-line" nature, they should 
also meet the high standards of reliability, and preferably have 
a great deal of potential for recovery after inevitable failures. 
Abilily to cope with time corrstraints (Le. efficiency): 
Since these systems are real-time, the acquisition of flight 
slatus inlorrrialiori dmdd ideally be dorre sirriultarieously w i t h  
the operations of the inference engine for making decisions in 
order to  accommodate these real-time constrzints. WMe ;;..e do 
not address here the problem of parallelism in expert systems, 
we will emphasize the efficiency issues. 

Intensity of data (and knowledge): 
Thcrc is a great of information thst the system collects in 
dealing with constantly changing situations. Dcpcnding hw 

o 

o 

o 
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sophisticated the system is intended to  be, the size of the 
underlying databases varies. 
We should bear in mind that the problem of communication 
between these databases (when there are more than one 
databases) is not a trivial one. Sheer volume of information and 
the issue of redundaney force many constarints. 

While, at this moment, a total autormtic control is mithpr  
technically feasible nor socially acceptable [CX<a-85], statistics 
indicate that automation does help in the safty of aviation. A report 
by International Civil Avaition Organjzation [ICA0-84-] shows that 
the percentage of aviation accidents that can be attributed to  
human error has been steadily on the increase whereas the 
number of accidents caused by the machine has declined. Figure 
1, taken from [ChNa-85], represents these €acts. This is orit7 of the 
motivations for developing more advanced control systems that 
can help the pilot and others in reducing the risk of errors. 

The current software technology employed for automated flight 
control systems (e.g. those made by Sperry) are primarily fast 
database systems. We note that conventional database systems are 
mainly concerned with storage and retrieval of data, and the 
efficiency of these activities. Generally, all of the information must 
be explicitly stored m d  there is no mechanism for derit"lng ncit- 
lack from the existing dala. ln expert syslerrw, the ernpiiasis is 
largely on the deduction of new facts as these systems should be 
not confined t o  the data stored. In addition to giving precise and 

purposes should be able t o  cope with certain types of tasks such 
<:oijiI>lc: 3 i-it1sweJ.s I <I qiiesjl.ionsj e;<l>srt. syst.etris for. i-iviidLiciii 

as: 

1. The system should be able to  make predictions for certain 

bc the conscqucncc if the event X happens?" 

2. Given that there is concern for the occurrence of a certain 
event, the system must indicate the possible causes of that event. 
This amoimts to answering qiieries such as: '"Wihy woidd the event. 'ii 
happeb 

passihle sitl-l-ations It sot.dd a11swer ql-zerios of the type. "IYhat would 

125 



3. A t  an advisory capacity, i t  should suggest measures for 
preventiw certain unwanted situations. Here we deal with 
questions of the type: “What can prevent the occurrence of the 
event X?“ 
4. On many cases, more than one strategy may be helpful. The 
system should be capable of indicating which alternatives can be 
candidates for solutions in addition to the definite answers 
obtained from thc database? 

While current AI techniques (in principle) can provide the 
machinery to cope with the above, we note that, at least with the 
present technology, they are not efficient enough for answering 
ordinary database queries in systems involving large amounts of 
data. In the case of simple database queries, we have 
straightforward cnnipui;ation where we know which actions must 
take place. ‘Therefore, there is no need for random searches and 
tentative reasoning which require a great deal of computation 
t ize .  

We propose here a methodology for design and construction of 
such expert systems. We note that ‘the existing expert systems are 
inefficient (in fact, slow to an extreme) in dealing with non-trivial 
real-world situations that ‘involve a vast collection of data. On the 
other hiind, current diit&b&ses, which are fast in handling large 
amouiLs of data, uaxiiiol carry out intelligent tasks normally 
expected from an expert system, 

Our system provides the power of deduction (reasoning on 
Si;itua.tionsj along with tkc cacicnt rncchanisms for management of 
large databases. In our system, both straightforward evaluation 
proctdwes (used for data hadling purposes) and sopbisticated 
inference mechanisms (used €or deduction) will coexist. Our design 
m-ethadology is based on m-athematics and logic, which ensi.zrEts the 
corrcctness of thc final psodwt. 
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2. METEIODOLOGY 
As outlined above, we emphasize correctness and accuracy in 

addition to  efficiency of operation. For this reason we have first 
developed a mathematical framework for the design and 
implementation of our system which will ensure correctness. 
Simply put, instead of having verification and debuggi,?g at the end, 
we have correctness by const ruct ion.  

Expert systems are seen as dynamic objects, where updates 
change the state of the database, and the states are used for 
reasoning and answering queries. Thus, we deal with them at two 
levels: dynamic and static. For the dynamic part we have 
developed a modal logic system. Modal logic originally began as a 
vehicle to deal with necessity and possibility. There is a collection 
of possible worlds considered with an accessibility relation to 
determine which world is accessible from which. A proposition is 
called "necessary-" if it can be satisfied in all admissible worlds, and 
it is called "possible" if i t  is satisfied in some. The domain of 
interpretation (or the universe) of the modal system is the set of 
database instances, and the accessibility relation is determined by 
the update functions [Gol-86]. 

The instances of the expert. system (i.e. the states of the 
dynamic system) are seen as a collection of sets together with a 
colleclion ol functions mapping these sets to each oLher. "hose 
familiar with mathematical ideas will recognize that we would be 
dealing with a many-sorted algebra. W e  use the signature of the 
algebra as \.he specification for. h e  t.yIie checker and [.he syntax 
checker of the database language. Having a type-checker will 
enable u s  to detect "type errors" statically prior. lo the evaluation 
of queries. Computation power is provided by including a 
sufficiently rich collection of operations (such as arithmetic, set 
theoretic, eLc.) which would be fixed across all applications. 
Programs (queries) are then simply expressions which are built up 
out of the symbols in the signature together with the operation 
symbols and which comply with the precise formation rules given 
by the .query language. Integrity constraints are expressed as 
boolear, vaiued expressions that must hold in dl instances (or 
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algebras). Notice that we propose a sound mathematical model for 
construction of expert systems (i.e. a modal system of algebras). 

The power of deduction is provided by allowing inference rules 
which are activated by programs (queries) or by users. The 
inference rules are also expressions of type boolean. Although the 
deduction rules can be invoked by the language processor, it is 
possible to define operators which explicitly trigger the inf erencing 
mechanism. [ Gol-841 

I t  must be emphasized that, despite a mathematical approach, 
the resulting language is extremely simple and easy-to-use. Users 
(crew) interactively make updates t o  the knowledge-base, and the 
system asks questions and clarifies facts as inconsistencies arise. 

A s  a simple prototype, we are implementing a sufficiently rich 
subset of the above proposed expert database system. The system 
will be menu-driven so that users need not memorizing any 
commands. Due t o  space limitations, details of the underlying 
framework has been left out. Each one of the papers [Gol-83, Gol- 
84, Gol-85, 601-86] contains several re1 ated examples that 
demonstrate the simplicity of the notation of our language and the 
system. 
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N 

This paper presents a knowled based system (KBS) meth designed to stub/ human 
ine in!Practions and levels autonomy in allocation of p r  ntrol tasks, In p r s t l s e ,  

5 are DrcwiW with operation manuals (paper KBS) to assi in normal and abnormal 
situotiotis. Unfortunately, operation manuals 
system to he controlled The user 
dlfflcuit , long, inmniplett3, and $om impossible. This paper f@us$s on a mathod for 
eliciting user logic to refine d KBS shell called an O~e~~fu~Assj~f~~~(08). If the OA is to help 
the user during operations. it IS necessarv to know what level of autonomy glves the optimal 
p e r f o r m d m  of the overall man-mrachine sqstem. For example, for diaqnoses that must be 
carripd out caref!illy hy both the user and the OA, interactions are frequent, and pmx?SSlng is 
mostly seuuential (analytfml reasoning) Other diagnoses can be automated (SltUatlOn oatterns), 
in which txm? the OA must be able lo explain its reawning in sn appropriate level of det3i 
optimal level of autonomy can be determined experimentally following an iterative pr 
tejtlriy d specific; i t - ~ e i  of autonomy / building the corresponding level of explanation 
experimental waluation. CY, st ructure  hac, been used to design a working KBS called HORSES 
(Human - Orbital keiuelina System - Expert system), Protocol lysis OS pilots interact1 
with this sqstem tiaj revealed that the a-priori analytical know1 becomes more s l ructur  
wi?h training and !he situation patterns more complex and @namfc. This approach can improve 
our a-grlori unde.rstanding of human and automatic reasoning. 

acquisition, user 1 ic, levels of automony, h u m a n - m ~ h i n e  
intei~iil..tions, protwol analysis, situational and analytical behavior, on-line expert system. 

I 

Opera?ors controlling dynamic systems us& mecQanical o r  human aids. On the one hand, they are 
provided with paper operation manuals or u w s '  gui . On the other hand, 

om other human o led assistants, copilots, or collaborators. 
-based system (KRS) ign of a new kind of operator 

It provides great f mcdlfying and mijnaying. 
mal is not straightforward. 
cal information presented on 

a computer. h n d ,  a computer 
able ?n prwilfe very advanced processing. A paper operation manual can be 
has, whlle the human operator is an lnformatlon p r m r .  A KRS 
components: knowledge base and inference engine (processor). The main diff 
to incluae the "know-how" of the operator in the KBS, 

Is include only the f u n c t ~ ~ i n 0  logic of the system to be 
eloped by operation engineers and designers. Most 

uals provided with computers difficult and boring, for example. 

the author was 8 research assmiate at 
ield, CA 940035, U.S.A. 
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tAer loglc is  qulte different and evolves rapldly wlth practice. It is generally very difftcult to 
include this user l g i c  i n  a paper operation manual for several reasons: complexity of concepts; 
dif f icultv of acquirinq this ; volume of the corresponding knowledge, etc. This 
type of logic Is acquired i th experience. Thus, expert systems iteratively 
mnlifi6f-I with lmrninq w l l  

Tor i m ~ ~ e m ~ n t i n g  expert systems where sltuatlonal 
behavior 1s an important feature nosis precess. Beginriers are shown as analytical 
information processors, while experts are usually much more situat~onally-oriented (Dreyfus, 
1982). Moreover. in  prmess control a p p ~ i ~ ~ i o n s  expert systems must deal with time. 
Monitoring is a very important part of diaqnosis w ~ e n e ~ e r  more complex situation patterns 
result. in less mmplex analytical r e  ing. Sltuational patlern match1 wolves with learning. 
A or dWYJl analysis fJf oi1ot.s int.er wi th a KBS for on-line fault di nosis (BOY, t 986 f Was 
shown how patterns bmrne  more ?iophisticatt?d w i th  training. The complexity of the patterns is 
r@latM to the n m h e r ,  the f lexibi l i ty  and t.he dynamic aspat of parameters involvfd in the 
pattern. Artalyt.ica1 behavior i s  usually r e p r a n t e d  by IF-THEN rule$. The resultant I ule base 
can be represented by a tree. Ski l l  acquisition can be simulated by transfer of parts of the 
analvtical reasoning into situation patterns, i.e, learning from practice. 

The main !WJS n? thic p9per 13 lo &fine ~ i t i ia t ion  pattern$, and B method for elicittng them from 
the human expert Basicaiiy, the concept of siliiation psiterns is dynamic, i e. e x h  pattern is 
related to 8 quantitative or qualitative model developed by the user. 

l o  SSlS 

Operator Assistant function can be defined in several ays. In an aircraft for example, a copilot 
?hares the work with the pilot, but not the i.Mmate responsibility. The pilot can consult t,he 
m~ilol on any point mncerninq the flight but w i l l  take iiltlmate decisions. If the pi lot delegat.esa 
part of his responsibilities to the copilot, then the copilot w i l l  take t h i s  dslecption as B tmk to 
Axwiite Moreover, the pilot can slop the exmution of a copilot task at any time, i f  i t  is 
n$c%sslsry Howwer , d rxpilot may have personal Initiatives, 9.g. testirig parameters, being 
aware of the actual situation, predicting deducable failures, etc. A copilot may process the 
information included in an operation manual at the request of the pilot. He should De able to 
explain, at an appropriate level of detail, results of his processing. 

or 

k&snsus%n's per fiwmdtice model prwidtrs a ri-amewor k to analyze hum an - mdch i ne 
interactions at three levels of human behavior: I - b a d ,  rule-based, and knowledge based 
iRasmussen. 1984). Acquisition 01 skills. both o r  8fld cognitive. i s  the result o i  
l ~ n o  and intensive traininq. At  the sk i l l  level the le-based behaviGr is  
$!ill an npm!lve h e !  dealing wl th specl f id pl ledge Is .kfqp.rettv' 
Tits ictiiwic&e-hsd behwior is the level of t At  this level the knowltxip ii; 
Sd%d on general plans :h3t can be 3&pted Plost er t  systems work at Rasmwen's 
m n a  level hwauze i t  is  not easy to acquire know1 the sktli level, the real situational 
lwei oiexpertise (Dt'eyius, 1982). The intermediate level is the easiest to formalizedrtii e l ic i t  
from expert explanations.'lndeed, as teachers, human experts decompile their knowledge to 
explain the "how" and "why" of their own behaviors. The result of such &compilation is  easily 
t rans fmb le  to a coinputer with an "IF ... THEN ..." format. This does not necessarilv capture 

le@? snrf behavior Rather, i t  provides an analytlc representation of the expert's 
d lajic 

The sltuatinnal bPhaVior of the human expert makes him fast in "problem solving" and unique 
Urifwturidteiy, thl. t v ~ e  of behaviar- has proved to be difficult to elicit from the expert. T h s  IS 
!he kmous Sct!lenet't, of t.nowledge engineering. lntervlew ~ec~n jques  for skill-based knowleGge 
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elicitation are not appropriate, as they are no longer regulated at a representative level and it i s  
ciitiicu\t to specify the procedures used (Leplat, 1986). In contrast, direct observation of 
spontaneous behavior i s  certainly a very interesting technique. 

Levels of Autonomy of an Operator Assistant System 

Pr ttvious studies on supervisory control show aiitmation BS an interface betwan the hurriari 
operator and the machlne being controlled (Sheridan, 1984). Here, we introduce the KBS as 8 
new element i n  trkmgt.fkir mntw@fm?% i.e., human operator - machine being controlled - #BS 
interactions. The kBS is intended to perform copilot tasks and "behaviors", as described 
prwiously. Moreover , the KBS is considered as a student and the human operator as a teacher. 
The Droblem then i s  to desiqn a method for transferring the knowledge of the human exoert (e.g,. 
fault diagnosis) to the K8S. 

The ($t?rdhr rl.w.shof system inclu& situation recogtiition arid analytic Jidgncsis. At the 
begininy of the elicitation process the situational part is very small and the analytic part huge. 
During the elicitation process, the analytic part is progressively "automated" and 
corresponding automated functions are transformed into "situational" patterns. To develop the 
elicitation method, the following levels of autonomy of the KBS, interacting both with a human 
and a mwhine, hiwe been introduced ( Bay, 1986). 

- ~ e v e l  0 refers to.the classical paper operation manual, computerized or not. The KBS is 
rMjuctxl to d simple knpyledge b a s .  

- Level 1 is characterized by a KBS connected to the system being controlled. It helps by 
determining possible situations (contexts) which the user then selects. The K8S 1s able to start 
an analytical diagnsis Interacting with the user. It asks the same questions, requests the 
application of the Same procedures, and gives the same diagnoses as In the prevtous level. The 
user answers the questions, applies the procedures or not, and can stop the reasoning at any 
time 

- At level 2, the KBS determines contexts and suggests one which the human operator "should" 
rollw, All  the possible contexts are presented with a Ilkellhood Judgement. In the analytic 
diagnosis process, some questions are automated, i.e. the KBS checks the truth of the 
corresponding reques!ed information, and presents the selected answer to the user. Everytime a 
function Is automated, a correspondlng deeper knowledge Is created in the KBS. This automatron 
p r o m s  ma! imply creation of a new situation pattern. 

- At level 3, the KBS selects a context autuniaticaliy. It presents p r w u r e s  to dppiy drii  ttle 
user approves or no!. If the user approves tben the KBS applies the procedure and %ends the 
messw "executed" to the user, 

- At level 4, the analytic diagnosis p r m  of the KBS is implemented as follows: all the 
QUt?stiOnS which do not necessitate a user confirmation are totally automated, the KBS checks 
&er;.thing without anl, user's confirmation, the proaxlures are applied automatically (the user 

not see any procedure statement). The situation recognition part is totally automated. 

- At level 5, everything is automated, the KBS gives its advice directely about the situation and 
the possiblediagnoses. It IS able to explain i ts reasoning. 

The me!hM fgr cap!uring expert knowledge progressively is based on the search for the optimal 
ievei of autononiy of the KBS. for a given level of knowledge of the man-machine interactions A 
theoretical representation underlying the approach is shown in  figure 1 .  The abscisa 
represents a cantinidurn of levels of autonomy, from the operation manual to a totally automated 
Operator Assistant wstem, and the ordinate represents the performance of the human-machine 
system. The Derformdnce of tile human-machine svstem can be related to the time pressure, the 

133 



cost of finding a solution to a given problem, or any combination of performance crlteria. Each 
curve in iigure I corresponds to a given level of knowledge. The lowest curve r e p r m t s  a poor 
level of knowledqe. In this case, we mume that the performance of the human-machine system 
increases with the autmomy of the KBS (is$. K8S behavior w t l l  become more and more 
siraiqiitforward) unti l an optimum is reached After this optimum, taking into account the 
msumd poor level of knowledge, i f  the autonomy of the KBS keeps increasing, then generally the 
user is p i n g  to be mnfimd and may frequently 1- the control of the situation. This 
ptrwiombnon is represented by a decrming curve following the optimum. The optimum mi be 
moved to the right if the user is very well trained, which means that the level of knowledge of 
the user on the mt.em to be controlled has vuwsed. It 1s necessary to keep In mind tRe pmsible 
ap ta t i on  of the human to the machine. The present goal, however, is to provide an assistant to 
the user. Thus, we want. !o increase the level of knowledge of the KBS. In trying to find the 

it. is obvious that the l w e i  or 
1s of autonomy, we are going to 

Itimp it.er8t.iwly from one curve to a higher one. Ultimately, if everything is known about the 
sysvslwr, to be cordrolled under al l  operating conditions, then the optimum corresponds to 
complete autonomy, Le. the upper curve of figure 1. 

lwvd of ait.onomy for R glvsn level of know1 
is going to increase. Thus, in studying differen 

r ~ ~ e ~ t a t i o n  and Processlng 

An a4 system includes t,vo kinds of proces-w: situation recognftton and analytic re8%ning, The 
firit prmm i s  implement.ed as a pattwn matching. Tho patterns are called sitiiatAons. The 
sewid prms is a r ule-based inference system including basic rules and meta-rules. A chunk 
of knowledge in an OA is represented i n  figure 2. 

Situational Knowledqj 

A sjtut?tkv?p8tt@r1)is a lolation or position wlth reference to environment, a condltion, a CSB, a 
combination of ~ i rcumsf3nm, a state of affairs of special or  crft imf signlfimnce in the murfie 
a i a  play  

Let the situation pattern S1 defined by a set of facts [ 1 } and a aggregation operator "1 : 

W ~ W F  11j,j = {  v i ,TFi , j ,<SPi j>},  
Y i  IS the humerical or lagical) variable '7''. 
TFi ,i is the tolerance function of v j  in Sj , 
4 P l j )  Is a set of "useful" specific parameters, 

e q., the quality of information given by v i  to define Sj. 

A tu/ermvrunctjun( TF) is  an application of a set V lnto the segment f 0, I] .  The elements of V 
we called "values", e.g. the values Indicated by a numerical variable. Y Is divided in three 
suh-%.ts: Dreferred values CTF(v)= 11, allowed values {O<TF( v)< 11, and unacceptable values 
{TF(v)=O). The actual model of tolerance function is able to take into m u n t  loglml variables, 
E! g position of a valve or truth of a statement, and numerical variables, e.g. temperature or 
pr'essure. An or'drnal scdle has beeti defined on [0, 1 J in mrdance wlth the dbove definition of 
the three sub-sts. This definition is appropriate where natural language eoncepts must be 
moaeled ana manipulated. In fact, a tolerance function is a membership function relatea to the 
concept tolerance. This is a fuzzy representation of a variable (Zadeh, 1983). The maior 
s??r.x?fon of ?hi? representation is found In its abllity to handle the vageness inherent In 
rategorim of lanuusge, e 9 "the pressure P 1 is close to the maximum". 

When i\ !oitiiatinn Clattern matches the actual situation the system automatically Initma mnfext 
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In OA, a context IS deflried as a field of application of a sub-set of analytic rules (Island of 
analytical knowlHQe 1. 

OA snalytiml knowledge includes ubjkvts, funcfibns, &&sand m&-ru/&s An object m be d 
nc/mprimlor llymvl rwrabltl, a questibnfrom the system to the user, praMureto apply (by 
the user or by the KBS), and diiynosrr;fgenerally given by ck4. These objects have a frame 
representation. Several functions have been implemented (Bay, 19841, e.g., &A', C~LZA', and 
snd The user can create new functions very easily. A rule or  a meta-rule includes a llst of 
contexts in which the rule is valid, a symbolfc statement, and a descriptive statement, 
Meta-rules are used by the processor to select an appropriate strategy In the Inference process 
on the slected rules. %me meta-rules are accessible to the user I 8.g. the user can change from a 
forward chaining strategy to a backward chaining strategy. Others are automatic, i.8. a 
meta-rille clears away sub-sets of rules not relevant to the actual state of the situation. 

Knowledae Processing 

The basic structure of OA is a multi-level classical Information Pracessing System (Newell and 
Simon, 19721. I t  includes a Processor, a Knowledge base, and an Interface (with the operator 
and the system to be controlled). The g r m  includes two matn parts: the sltuation 
recognition module (monitoring) and the diagnosis inference engine. A third part is being built: 
B promlure exmitor  module. OA does not take into m u n t  plan generation. It is  assumed that 
thrs part IS taken into m u n t  by the user himself. The situation recognition nl~~dule is d fuzzy 
pattern matcher, i.e facts coming from the process befng controlled are matched to critical 
situation patterns. At each instant, i f  a situation is matched. then one context is infered and the 
corresponding sub-st  of diaqnosis rules is selected. When one o r  several sub-set(s1 of rules is 
(are) active, !he diagnosis inference engine works on it (them) until a result is found. Both 
forward and hackward chaining are available i n  the analytic Dart of OA. When the system works 
autonomously the basic strdttxjy Is forward chaining. The user can interrupt the inference 
p r m  at. any time He or She ran ask for explanation. He may a ~ ; k  (29 t.0 verify the truth of a 
d~dytiosis, while the KBS IS workiriy in forward chaining. The inferetice IS synlbolically 
uncertainty-driven, 1.e. the uncertainty is not characterkxd with numbers. Everytime the user 
is uncertain about an answer to a question from OA, OA takes this answer as "uncertain" and 
eventually backtracks to this "uncertainty node" in the event of a bsd diagnosis. The user 
interface is easy-to-use and menu-driven. 

Experiments 

Exoer. inleiitdl Sunoor-t 

The cSrhital Refueling 5vstem (ORs) used In the space shuttle to refuel satellites has been chosen 
css an example of a system to be controlled. An ORS simulator, a malfunction generator, and an 
Qperator Assistant ICBS, called Human-ORS-Expert System (HORSES), were used to implement 
IrnowleUa? ac~uisltlon experlments (Flg.3). These functlons are concurrent Drmsses, 
communicating through a shared memory feature on a MASSCOMP computer. The malfunction 
pnera!or generates simulated malfunctions for the ORS, and introduces them at appropriate 
tlriies into the GRS simulation. Graphical interfaas are implemented on at) IRIS 1200 yraphic 
system and a MASSCOMP workstation. They provide a good tool for ellcitlng user knowledge to 
improve HORSES. 

Exwr imen tal Pro!ccols 

Two groups of four pilots participated in the experiment. The first group w3s naive in OR5 
operation$ wnerea? the wml was knowlixxyahle i n  that amsin .%sions were VI 

sukquent analysis. Pilots were asked to oversee the transfer of fuel from otie mntalcler to 
mother sndwere ~ i v e n  ~Imul3!d ciisD13ys and controls as they are currently implemented in the 
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ORs. Each pi lot was involved in five sessions of three hours, performed on five days. Th0 f l r s t  
session was traintno onlv. Fifteen runs were proposed to pilots during the three iollowing 
sessions. For each run  there was a probability of getting a failure. Faults were leaks, Sensor 
biases, and avionics failures. During these experiments, two levels of autonomy of the KBS have 
ban test&. lwe l -0  and level-1. The last session was a debriefing during which individual 
intervi&ws were performed. 

Experinients involved subjects being asked to think aloud while interacting wi th ORS. Protocols 
(the chronological history of a l l  the pilot's actions and system responses) were transcribed for 
later analws. Yerba1 reports were very useful to understand what variables and processes were 
used when pilots performed diagnosis tasks, i.e. the analytic reasoning. But, as the situation 
recqni!lon process Is very interconnected with the diagnosis inference, verbal information 
from the pilots during the process control task was also very useful for identifying situation 
patterns. Yerbalizing information is shown to affect cognitive processes only i f  the instructions 
r g u i r e  VerhaliZatiQn of information that would not otherwise be attended to (Ericsson and 
Siiiion, 1980) Thus, the experimenter did not ask any questlon during operations. 

Results are eswntlally based on protocol analysis. They re ly  on the u s  of three criteria: the 
importance of 31) event during a run, i t s  frequency, and the number of pilots dealing wi th it 
!Robert, 1985) In the analysis, the following three topics were considered: operation manual 
vei'sus K6S; beglrrnet's versus exxperienwd users; and SRAR mod81 (see below) for fdult 
identification. As the number of subjects was very limited, the results reported here should be 
considerea as ten@nciess. Ihey are pr imar i l y  intended to illustrate the utilitv or the tecnnique. 

Ogerstion maniJal versus KBS 

Pilots using the operation manual could be separated in two groups. The f i rst  group u=A an 
c ~ ~ f 3 f f n - r n / - ~ ~ . ~ ~ ~ ~ r ~ ~ ~ .  "Pressure P 1 is not normal, it sould be according ta the 
yrUph, I take the procedure to diagnose the fault". They recognized cri t ical sifudtioos by 
matching observdtions to situation patterns included in the operation manual. They used the 
operation manual v e w  carefully and diagnosed faults according to the know1 
operation manual. Detection and subsequent reasoning were very straightforward. The second 
group used an 1htujfjo~b3sed~prmh "Losing pressure P 1 , I have a leak i n  tank 1 , close 
immediately valva 4" They recognized situations, not necessarily included in the operation 
mdnusl, dnd d iqnoxd  the fault without using the operation manual. The first group wss slower 
than the second in diagnosing faults, when the fault was easy to detect. The second group failed 
mort? often. The first group always applied procedures, whereas the s w n d  was yenerdiy 
problem solving oriented. 

Pilots using the KBS as an Operator Assistant could be divide4 in two aroups. s;tu~t;ofi 
rec~y712w uwsand diLynosisprmssor users In the former group, pilots used !he K E S  as B 
si!!rdtion r m n i z e r  They tended to re ly  on KBS advice about the situation. However, they also 
used the expbnation h c i l i t y  very often. They generally used the KES with d forward chaining 
stratqy In  the latter group, pilots used the situation recognizer after having detected a problem 
by thetli.jr.lv&js. They ackrlow I the results given by the situation recqimr and started the 
corresponding analytic processing. These pilots generally guessed a diagnosis and asked the KBS 
to ver i i v  i t  iDackwar0 chaining). The situation recognizer users can De associated with 
operation-manual-or iented users, and the diagnosis processor users wi th intuition-crriented 
uwE;. 

Eeuinners versus Exoerienced Users 

ixperienccll people monitored the system being controlled wi th more sophisticated situdtiori 
;at?erx !h:n begx;rs. Gnce they recognized a situation, experts implemented short sequences 
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of tests. The analytlcal reasoning they emplayed at this stage is minimal, by comparison with 
beqinners. Experts and beginners also implemented this necessary analytical reasoning 
differently. Beginners followed the operation manual flowcharts in a forward chaining fashion. 
Experts tested possible diagnoses or  new situation patterns for which analytical reasoning was 
familiar, i e. t,hrty implemented 9 bwkwsrd chaininq process. 

SRAR MiykI  

From the experiments to date, it is  evident that people use chmkssf knowled@ to diagnose 
railures ifig 2). A ChunK of knowledge IS fired by the matchlng of B situatton pattern wtth a 
percieved cr i t i m l  situation. This matching is  either total o r  partial. After situation recognition, 
anslytic rewning is generally Implemented. This analytlcal part  gives two klnds of outputs: 
dimnosis or new situation patterns Fault identification can be represented b~ the Si(NBioL 
~ ~ ~ ~ f ~ ~ ~ , / ~ ; ~ ~ ~ ~ ~ / ~ ~ ~ ~ a ~ n ~ ~ g  ( SRAR) model ( Fig. 4). 

[he chutsks of knuw ledge +re very differents between beginners and experts. Beginnet's' situation 
patterns are paor, cr isp and static, e.g., "The pressure P 1 i s  less than 50 psia". Subsequent 
analvtical reasoning IS generally important and time-0ependent. On the one hand, when a 
beginner uses an operation manual to make a diagnosis, h is or her behavior i s  based on the 
p-f lnpf?kft?qh.whg !wit he has previously learnd. On ?he other hand,, wh?n he O r  she 
tr ies to solve the problem directly, the approach is  very Wiarat ive,  l.e., using the wstenl first 
p r fnc ip ls .  !Wh p rx t i ce ,  beginner subjects were observed to @?t a personal procedural logic 
f iiwr logic), either from the pre-compiled engineertng logic or from a direct problem Solving 
dppr'wh.  Neves diid An&rson ( 1981 1 calltxl this process k/?ow/tuSt, w,nlPi/athn hnversely, 
experts' situation patterns are sophisticated, fuzzy and b/namic, e.g., "During fuel transfer, a 
rue1 pressure IS close to the isothermal l im i t  and this pressure i s  decreasing". This situation 
pd tern  includes firany implici t  variables defined in another mntexf, e.g, , "during fuel transfer" 
means "in launch configuration, valves V 1  and V2 closed, and V3, V4, Y7 open". Also, "a fuel 
pressure" is a mora pezneralstatement than "the pressure P 1 ". The statement "isothermal l im i t "  
includes 3 Qmmi;'msthematical model, i.e., at each instant, actual values of fuel pressure are 
rompred f im(v  f. "closfi to") to this time-varying l im i t  [Pimth = f(Uuantity, Time)] 
MOreneT, experts take this situation pattern into account only if "the pressure i s  decreasing", 
which is another wnamic and fuzzy pattern. It i s  obvious that experts have transferred part of 
andlytirnl r m n i n g  into situation patterns. This part  seems to be related to dynamic aspects. 
Thus, dynamic models are introduced in the situation patterns, wi th leaning. I t  is also clear that 
axYerts defect br-ocjikr sets of situations. First ,  experts wins to fuzzify and gerterdlize their 
patterns, Second, they have been observed to bui ld patterns more related to the task than to the 
lunctinal logic 01 the wstem. Third, during the analytical phase, they disturb the system heing 
ccintrolled to get more familiar situation patterns, which are static most of the time, e,g., in  the 
QP.5 experimen!, pilo!s were observed to stop fuel transfer after recognizing a cri t ical situation. 

This stub,' demonstrates that protocol analysis can be used to el ici t  user knowledge. In  the 
experiments wi th the QK3. the "acquired" knowleap from different sources. 1.e.. diiierent pilots 
and behaviors, viss combina. However, both the protocol analysis and the standijrdization 
procedure were &ne.manually and were very slow. Protocol analysls also has the disadvantage 
that i t  gives very low-level lnformatton on the situatton reaqnlt ion and analyttc reasoning 
precess .  

Or1 the other lidnd, deep knowledge &compilation can be very difficult dnd sometimes inipvjsibld 
wi th available tools. The separability of meaningful chunks of knowledge from the whole is a 
maior problem, part icularly i n  fields such as medicine where the system to be analyzed is not 
man-mabe. I n  the case of man-made svstems, however, i t  should be possible to obtain chunk; of 
Wp knowledge during system development and testing. With the aM of an appropriate 
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t.nowldge design tml, the deslgn engtneer would archive the knowledge he uses during the 
rJe\telopment 01 the s\/stem to De controlled. His deep "decompiled" knowledge of the iunctionina o i  
the %stem would provide the basis for an OA which could then be tested i n  triangular 
v?erx?iof!$ wi!h u%rs and the system t.0 be controlled, to est.ablish the optimal level of 
iluionmy rjf the i33 
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ABSTRACT 

Machine vision for automation and robotic operation of Space 
Station era systems has the potential for increasing the 
efficiency of orbital servicing, repair, assembly and docking 
tasks. This report describes a machine vision research project 
in which a TV camera is used for  inputing visual data t o  a 
computer so that image processing may be achieved for real time 
control of these orbital operations. Classical image analysis 
techniques were investigated and found t o  be much too slow for 
typical operations. A technique has resulted from this research 
which reduces computer memory requirements and greatly increases 
computational speed such that it has the potential for develop- 
ment into a real time orbital machine vision system. This tech- 
nique is called "AI BOSSff (Analysis of Images by Box - Scan and 
- Syntax) and its description is' included i% this paper. 
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I N T R O D U C T I O N  

T h e  d e v e l o p m e n t  o f  m a c h i n e  v i s i o n  t e c h n i q u e s  f o r  i n d u s t r i a l  a u t o m a t i o n  
has  b e e n  a l o n g  s t a n d i n g  g o a l  w h i c h  has  o n l y  b e e n  met w i t h  r e s t r i c t e d  
s u c c e s s .  M a c h i n e  v i s i o n  is u s e d  t o  d e n o t e  t h e  a b i l i t y  of a d e v i c e  t o  
p r o c e s s  v i s u a l  i n f o r m a t i o n  s o  t h a t  s c e n e  i n t e r p r e t a t i o n  c a n  b e  made 
a n d  d e c i s i o n s  r e s u l t  w h i c h  a l l o w  t h e  d e v i c e  t o  a c c o m p l i s h  a n o n -  
t r i v i a l  t a s k .  V i d e o  s y s t e m s  a r e  a n a t u r a l  c h o i c e  f o r  t h e  s e n s i n g  
e l e m e n t  o f  a m a c h i n e  v i s i o n  s y s t e m  b e c a u s e  t h e y  a r e  c o m m o n l y  
a v a i l a b l e ,  c a n  b e  made  t o  f u n c t i o n  i n  d i v e r s e  e n v i r o n m e n t s  a n d  a r e  
r e l a t i v e l y  c h e a p .  However ,  a T V  camera c a n  a c q u i r e  s u c h  a v a s t  amoun t  
of  v i s u a l  d a t a  i n  s u c h  a s h o r t  p e r i o d  o f  t ime t h a t  p r o c e s s i n g  s y s t e m s  
may n o t  h a v e  t h e  a b i l i t y  t o  s t o r e  a l l  v i s u a l  d a t a  n o r  c o u l d  t h e y  
p e r f o r m  c a l c u l a t i o n s  f a s t  e n o u g h  f o r  s c e n e  a n a l y s i s .  The  s o l u t i o n  o f  
t h e s e  p r o b l e m s  is f u n d a m e n t a l  t o  t h e  d e v e l o p m e n t  o f  m a c h i n e  v i s i o n .  

T h i s  r e p o r t  d e s c r i b e s  a p a r t i c u l a r  a p p l i c a t i o n  o f  m a c h i n e  v i s i o n  w h i c h  
h a s  p o t e n t i a l  f o r  u s e  i n  a d v a n c e d  v e r s i o n s  o f  t h e  O r b i t a l  M a n e u v e r i n g  
V e h i c l e  ( O M V )  t h a t  w i l l  be  i n  o p e r a t i o n  d u r i r l g  t h e  S p a c e  S t a t i o n  e r a .  
A c l a s s i c a l  t w o - d i m e n s i o n a l  F a s t  F o u r i e r  T r a n s f o r m  s i g n a l  p r o c e s s i n g  
t e c h n i q u e  f o r  p o s s i b l e  u s e  i n  m a c h i n e  v i s i o n  s y s t e m s  is s u m m a r i z e d .  A 
much f a s t e r  t e c h n i q u e  has  b e e n  d e v e l o p e d  by t h e  a u t h o r  w h i c h  e m p l o y s  a 
s y n t a c t i c  p a t t e r n  r e c o g n i t i o n  scheme. I t  h a s  t h e  p o t e n t i a l  f o r  
r e d u c i n g  d a t a  s t o r a g e  r e q u i r e m e n t s  by p e r h a p s  o n e  o r d e r  o f  m a g n i t u d e  
a n d  p r o v i d i n g  a n  e v e n  g r e a t e r  dec rease  i n  c o m p u t a t i o n  r e q u i r e m e n t s .  

M A C H I N E  V I S I O N  R E Q U I R E M E N T  

A l i k e l y  a p p l i c a t i o n  o f  m a c h i n e  v i s i o n  c a p a b i l i t y  i s  f o r  o r b i t a l  
d o c k i n g ,  s e r v i c i n g  a n d  r e p a i r .  Many o f  t h e s e  t a s k s  a r e  t o  be. 
a c c o m p l i s h e d  by t h e  O M V  a s  i l l u s t r a t e d  i n  F i g .  1 .  I t  w o u l d  b e  c a r r i e d  
t o  l o w  e a r t h  o r b i t  by t h e  S p a c e  S h u t t l e  a n d  m a n u a l l y  o p e r a t e d  f r o m  a 
r e m o t e  g r o u n d  s t a t i o n  d u r i n g  c r i t i c a l  s t a t i o n  k e e p i n g  a n d  d o c k i n g  
m a n e u v e r s .  V i s u a l  da ta  f o r  t h e  g r o u n d  o p e r a t o r s  w i l l  be  p r o v i d e d  b y  
o n b o a r d  TV c a m e r a s  whose  v i d e o  s i g n a l s  a r e  t r a n s m i t t e d  t o  t h e  r e m o t e  
c o n t r o l  s t a t i o n  by m e a n s  o f  s e v e r a l  c o m m u n i c a t i o n  l i n k s .  D d c k i n g  
m a n e u v e r s  c a n  b e  d i f f i c u l t  t a s k s  f o r  a human o p e r a t o r  t o  p e r f o r m  f o r  a 
number o f  r e a s o n s  s u c h  as: 

( 1 )  The O M V  m u s t  b e  f l o w n  i n  six d e g r e e s - o f - f r e e d o m  ( i e ,  x,y, a n d  
z t r a n s l a t i o n s  a n d  r o l l ,  p i t c h ,  a n d  yaw r o t a t i o n s ) .  

( 2 )  The  t a r g e t  v e h i c l e  may be d i s a b l e d  s o  t h a t  d o c k i n g  a l i g n m e n t  
a i d s  s u c h  a s  t r a n s p o n d e r s  o r  l i g h t  p a t t e r n s  do  n o t  f u n c t i o n ,  

( 3 ) T h e  t a r g e t  v e h i c l e  may h a v e  l o s t  i t s  a t t i t u d e  s t a b i l i z a t i o n  
c a p a b i l i t y  a n d  c o u l d  b e  s p i n n i n g ,  c o n i n g ,  o r  t u m b l i n g .  T h i s  
i s  a l m o s t  c e r t a i n  t o  b e  e n c o u n t e r e d  o n  d e b r i s  c a p t u r e  
o p e r a t i o n s .  

( 4 ) A n t i c i p a t e d  t i m e  d e l a y s  o f  u p  t o  2 s e c o n d s  n e e d e d  f o r  
t r a n s m i s s i o n  o f  t h e  T V l p i c t u r e  c a n  s e r i o u s l y  c o m p l i c a t e  
r e m o t e  c o n t r o l  d u r i n g  c r i t i c a l  a l i g n m e n t  o p e r a t i o n s  j u s t  
p r i o r  t o  d o c k i n g  mechan i sm e n g a g e m e n t .  
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DOCKING TARGET 
VEHICLE 

CONTROL STATION 

FIG 1 OW BASELINE OPERATION 
T h e  o n b o a r d  T V  c a m e r a  i s  b e i n g  c o n s i d e r e d  a s  t h e  s e n s o r  i n p u t  t o  t h e  
m a c h i n e  v i s i o n  s y s t e m  s i n c e  v i d e o  i s  a n  O M V  b a s e l i n e  r e q u i r e m e n t .  
T h u s  m a c h i n e  v i s i o n  f o r  a u t o m a t i c  d o c k i n g  i s  a v i a b l e  e v o l u t i o n a r y  
g r o w t h  p o s s i b i l i t y  p r o v i d i n g  t h e  a d d i t i o n a l  o n b o a r d  p r o c e s s i n g  
r e q u i r e m e n t s  a r e  r e a s o n a b l e .  A m a c h i n e  v i s i o n  c a p a b i l i t y  f o r  t h e  O M V  
o f f e r s  t h e  f o l l o w i n g  a u t o n o m o u s  o p e r a t i o n  a d v a n t a g e s :  

( 1 )  I n d e p e n d e n c e  f rom t h e  o p e r a t i o n  o f  d o c k i n g  a l i g n m e n t  a i d s  
s u c h  a s  t r a n s p o n d e r s  o r  l i g h t  p a t t e r n s .  

( 2 )  I n d e p e n d e n c e  f r o m  c o m m u n i c a t i o n s  l i n k s  i n c l u d i n g  TDRSS. 

( 3 )  C o m m u n i c a t i o n  t ime d e l a y s  f o r  v e h i c l e  c o n t r o l  a r e  e l i m i n a t e d .  

( 4 ) L a r g e  c o s t s  a s s o c i a t e d  w i t h  m i s s i o n  c o n t r o l  o p e r a t i o n s  a n d  
r e m o t e  c o n t r o l  o p e r a t o r  t r a i n i n g  a r e  e i t h e r  e l i m i n a t e d  o r  
s u b s t a n t i a l l y  r e d u c e d .  

S C E N E  ANALYSIS B Y  FAST FOURIER TRANSFORMS 

An i n i t i a l  i n v e s t i g a t i o n  o f  m a c h i n e  v i s i o n  t e c h n i q u e s  i n c l u d e d  
f r e q u e n c y  t r a n s f o r m  m e t h o d s .  C a p a b i l i t i e s  o f  a n  i d e a l  m a c h i n e  v i s i o n  
s y s t e m  f o r  r e c o g n i z i n g  o r b i t a l  v e h i c l e s  i n c l u d e :  

( 1 )  I n d e p e n d e n c e  o f  t h e  t a r g e t  i m a g e  p o s i t i o n  i n  t h e  f i e l d  o f  
v i e w .  

( 2 )  I n d e p e n d e n c e  o f  o r i e n t a t i o n  ( i e , t h e  image may b e  u p s i d e  down 
o r  s i d e w a y s ) .  
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( 3 )  I n d e p e n d e n c e  o f  r e l a t i v e  s i z e  o f  t h e  image ( i e ,  d i s t a n c e  t o  
t h e  t a r g e t  i s  n o t  c r i t i c a l  f o r  i d e n t i f i c a t i o n ) .  

( 4 )  I n d e p e n d e n c e  o f  t h e  image i l l u m i n a t i o n  i n t e n s i t y .  

( 5 )  I n d e p e n d e n c e  of t h e  a p p a r e n t  d i s t o r t i o n  o f  a 3-D o b j e c t  when  
v i e w e d  i n  2 - D  by  o b l i q u e  o r  p e r s p e c t i v e  v i e w i n g  a n g l e s .  

( 6 )  I m m u n i t y  t o  t h e  b a c k g r o u n d  a g a i n s t  w h i c h  t h e  image i s  v i e w e d .  

E l e m e n t a r y  m a c h i n e  v i s i o n  t e c h n i q u e s  s u c h  a s  t e m p l a t e  m a t c h i n g  u s e d  i n  
a s s e m b l y  l i n e  i n s p e c t i o n  d o  n o t  p r o v i d e  t h e s e  c a p a b i l i t i e s  (Ref.  1 ) .  
H o w e v e r  F o u r i e r  t r a n s f o r m s  o f  a n  image a r e  i n d e p e n d e n t  of t h e  o b j e c t s  
p o s i t i o n  a n d  o r i e n t a t i o n  ( 1  a n d  2 a b o v e ) .  By n o r m a l i z a t i o n ,  t h e y  c a n  
b e  made t o  b e  i n d e p e n d e n t  o f  r e l a t i v e  s i z e  a s  w e l l  ( 3  a b o v e ) .  The  u s e  
o f  F o u r i e r  t r a n s f o r m s  p r o v i d e  s o m e  r e d u c t i o n  i n  t h e  d i f f i c u l t y  o f  
r e c o g n i z i n g  i m a g e s  b e c a u s e  o f  t h i s  i n v a r i a n c e  t o  d i s p l a c e m e n t ,  
o r i e n t a t i o n ,  a n d  s i z e .  

T h e  c o m p u t a t i o n  r e q u i r e m e n t s  f o r  u s e  o f  F o u r i e r  t r a n s f o r m s  c a n  b e  
s u b s t a n t i a l .  A r e a s o n a b l e  a m o u n t  o f  p i c t u r e  r e s o l u t i o n  f o r  
i d e n t i f i c a t i o n  o f  o r b i t i n g  v e h i c l e s  r e q u i r e s  o n  t h e  o r d e r  o f  2 5 6  
h o r i z o n t a l  b y  2 5 6  v e r t i c a l  p i c t u r e  e l e m e n t s  o r  p i x e l s .  A s i n g l e  T V  
p i c t u r e  w i t h  t h i s  r e s o l u t i o n  w o u l d  c o n t a i n  6 5 , 5 3 6  p i x e l s .  T h e  
c a l c u l a t i o n  o f  t w o - d i m e n s i o n a l  ( 2 - D )  d i s c r e t e  t r a n s f o r m s  of t h i s  many 
p o i n t s  r e q u i r e s  4 , 2 9 5 , 0 0 0 , 0 0 0  m u l t i p l i c a t i o n s .  Use o f  t h e  f a s t  
F o u r i e r  t r a n s f o r m  ( F F T )  t e c h n i q u e  r e d u c e s  t h e s e  m u l t i p l i c a t i o n s  t o  
1 , 0 4 9 , 0 0 0  o r  a r e d u c t i o n  o f  a b o u t  1 / 5 0 0 0  ( R e f .  2 ,  3 & 4 ) .  T h e  
c o m p u t a t i o n  t ime  o f  image i d e n t i f i c a t i o n  f o r  d y n a m i c s  e v e n  as  s l o w  a s  
o r b i t a l  d o c k i n g  r e q u i r e s  c o m p l e t i o n  a t  l e a s t  o n c e  a s e c o n d .  An a r r a y  
p r o c e s s o r  was u s e d  2 D - F F T  c a l c u l a t i o n s  o f  s i m p l e  v i d e o  i m a g e s .  
A l t h o u g h  t h e  a r r a y  p r o c e s s o r  h a d  t h e  c a p a b i l i t y  o f  p r o c e s s i n g  3 0  
m i l l i o n  f l o a t i n g  p o i n t  o p e r a t i o n s  p e r  s e c o n d  i t  n e v e r  t h e  l e s s  
r e q u i r e d  s e v e r a l  s e c o n d s  t o  c o m p l e t e  a 2-D F F T  o f  t h e  2 5 6  x 2 5 6  
e l e m e n t s  c o n t a i n e d  i n  a s i n g l e  v i d e o  f r a m e .  A c o m p a r i s o n  o f  2 D - F F T  
c a l c u l a t i o n s  o f  s e v e r a l  s i m p l e  b i n a r y  images  was made a n d  t h e  r e s u l t s  
a r e  s h o w n  i n  F i g .  2. 

S C E N E  A N A L Y S I S  B Y  S Y N T A C T I C  PATTERN R E C O G N I T I O h  

An a l t e r n a t i v e  t o  t h e  F o u r i e r  t r a n s f o r m  a p p r o a c h  t o  image a n a l y s i s  a n d  
t a r g e t  v e h i c l e  i d e n t i f i c a t i o n  h a s  b e e n  d e v e l o p e d  u s i n g  t e c h n i q u e s  
d e r i v e d  f r o m  s y n t a c t i c  p a t t e r n  r e c o g n i t i o n .  T h e  o r i g i n  o f  s y n t a c t i c  
p a t t e r n  r e c o g n i t i o n  c a n  b e  t r a c e d  t o  t h e  s t u d y  o f  f o r m a l  l a n g u a g e  
t h e o r y  b y  Noam C h o m s k y  i n  t h e  1 9 5 0 ' s  a n d  t o  t h e  e a r l y  a t t e m p t s  t o  
d e v e l o p  c o m p u t e r  b a s e d  l a n g u a g e  t r a n s l a t o r s  ( R e f . 5 ) .  T h i s  t e c h n i q u e  
e m p l o y s  a t r e e  g r a p h  f o r  r e p r e s e n t a t i o n  a n d  d e s c r i p t i o n  o f  a s c e n e .  
I t  i s  c o n s i d e r e d  t o  b e  a v e r y  e f f i c i e n t  way t o  c h a r a c t e r i z e  a n  o b j e c t  
i n  a s c e n e  s i n c e  o n l y  a s m a l l  f r a c t i o n  o f  t h e  t o t a l  image  d a t a  n e e d  b e  
p e r m a n e n t l y  s t o r e d .  T h e r e  i s  a c o r r e s p o n d i n g  r e d u c t i o n  i n  c o m p u t a t i o n  
r e q u i r e m e n t s  a s  c o m p a r e d  t o  t h e  2-D FFT t e c h n i q u e .  

T h e  s y n t a t i c  m e t h o d  d e v i s e d  i s  u n i q u e  i n  t h a t  i t  d o e s  n o t  h a v e  
l i m i t a t i o n s  o f  p o s s i b l y  o m i t t i n g  m a j o r  s e c t i o n s  o f  t h e  image w h i c h  
b e  t h e  c a s e  w i t h  v e r t i c a l  o r  h o r i z o n t a l  l i n e  s c a n n i n g  r e p o r t e d  i n  
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l i t e r a t u r e .  T o  p r e v e n t  t h i s  p o s s i b l e  o m i s s i o n ,  a b o x  s c a n  i s  e m p l o y e d  
w h i c h  s t a r t s  a t  t h e  c e n t r o i d  o f  t h e  i m a g e  a n d  i n c r e m e n t s  o u t w a r d  i n  
l a r g e r  a n d  l a r g e r  l a y e r s  u t h e  c o m p l e t e  s c e n e  i s  e x a m i n e d .  An 
e x a m p l e  o f  t h i s  s c a n  p r o c e  n a 8 x 8 s c e n e  m a t r i x  i s  s h o w n  i n  
F i g .  3. T h e  s c e n e  i n c l u d e s  a n T t l  image c o n s i s t i n g  o f  1 6  b i n a r y  l t l r ~ t t  
w h i l e  a l l  o t h e r  p o s s i b l e  p i x e l s  a r e  b a c k g r o u n d  e l e m e n t s  h a v i n g  l o w  
l e v e l  v i d e o  i n t e n s i t y  a n d  h a v e  b e e n  p r e - p r o c e s s e d  a s  b i n a r y  t l O r ~ t t .  T h e  
c o m p l e t e  s c e n e  i s  e x a m i n e d  b y  a 3 x 3 s c a n  w i n d o w  u s i n g  t h e  b o x  s c a n  
t e c h n i q u e  a n d  t h e  r e s u l t a n t  t r e e  g r a p h  i s  a l s o  s h o w n  i n  F i g .  3. T h e  
l o n g e s t  b r a n c h e s  o f  t h e  t r e e  h a v e  e n d  p o i n t s  w h i c h  c o r r e s p o n d  t o  t h e  
m a j o r  e n d  p o i n t s  o f  t h e  IrTtf image o n  t h e  8 x 8 s c e n e .  T h i s  t r e e  g r a p h  
r e p r e s e n t a t i o n  h a s  a c a p a b i l i t y  o f  u n i q u e l y  d e s c r i b i n g  a n  image  
w i t h o u t  r e q u i r i n g  s t o r a g e  c a p a c i t y  f o r  t h e  c o m p l e t e  8 x 8 m a t r i x  
s c e n e .  T h i s  c a p a b i l i t y  has  s i g n i f i c a n t  r e d u c t i o n  i n  memory f o r  h i g h  
r e s o l u t i o n  s c e n e s  h a v i n g  a l a r g e  n u m b e r  o f  p i x e l s  a s  a 2 5 6  x 2 5 6  
m a t r i x .  An e v e n  g r e a t e r  s i g n i f i c a n c e  i s  t h e  r e d u c t i o n  o f  c o m p u t a t i o n s  
r e q u i r e d  f o r  i m a g e  r e c o g n i t i o n  a s  w i l l  b e  s h o w n .  T h e  m e t h o d  i s  
r e f e r r e d  t o  a s  A n a l y s i s  o f  Images by Box S c a n  a n d  S y n t a x  o r  " A I  BOSS" 
a n d  i t  i s  f e l t  t o  h a v e  a g o o d  p o t e n t i a l  f o r  a u t o n o m o u s  c o n t r o l  o f  
o r b i t a l  s e r v i c i n g  v e h i c l e s  d u r i n g  c r i t i c a l  d o c k i n g  a n d  a s s e m b l y  o p e r a -  
t i o n s .  

S p e c i f i c  p r o c e d u r e s  f o r  i m p l e m e n t i n g  t h e  " A I  B O S S "  t e c h n i q u e  i n v o l v e s  
t h e  f o l l o w i n g  s t e p s :  

( 1 )  By m e a n s  o f  a c o m p u t e r - c o m p a t i b l e  T V  c a m e r a  h a v i n g  p r e -  
p r o c e s s i n g  f o r  b i n a r y  s l i c i n g  o f  a v i d e o  i m a g e ,  o b t a i n  a 
d i g i t i z e d  r e p r e s e n t a t i o n  o f  t h e  s c e n e .  E a c h  p i x e l  
r e p r e s e n t i n g  t h e  t a r g e t  image  i s  d e n o t e d  b y  a b i n a r y  ttlff 
a n d  t h e  b a c k g r o u n d  p i x e l s  a r e  a b i n a r y  f l O t t .  

( 2 )  C o m p u t e  t h e  c e n t r o i d  p i x e l  o f  t h e  t a r g e t  image .  

( 3 )  C r e a t e  t h e  r o o t  a n d  i n i t i a l  b r a n c h e s  o f  t h e  t r e e  g r a p h  b y  
c e n t e r i n g  a 3 x 3 p i x e l  s c a n  w i n d o w  a t  t h e  c e n t r o i d .  F i g .  3 
i l l u s t r a t e s  t h i s  p r o c e s s .  P r o c e e d  t o  e x a m i n e  i n  n u m e r i c a l  
s e q u e n c e  e a c h  o f  t h e  9 p i x e l  l o c a t i o n s  o f  t h e  s c a n  w i n d o w .  
T h e  c e n t r o i d  p i x e l  w i l l  b e  t h e  r o o t  t t R "  o f  t h e  t r e e  g r a p h  
p r o v i d i n g  i t  i s  a b i n a r y  tfltf.  T h e  i n i t i a l  b r a n c h e s  o f  t h e  
t r e e  g r a p h  a r e  a n y  o f  t h e  s u r r o u n d i n g  8 p i x e l s  o f  t h e  s c a n  
w i n d o w  w h i c h  a r e  a l s o  a b i n a r y  I t l" .  T h e  b r a n c h e s  a r e  
p l a c e d  o n  t h e  t r e e  g r a p h  i n  a l e f t  t o  r i g h t  o r d e r  i n  t h e  
s e q u e n c e  i n  w h i c h  t h e y  w e r e  s c a n n e d .  E a c h  t r e e  g r a p h  
e l e m e n t  i s  i d e n t i f i e d  by i t s  c o r r e s p o n d i n g  s c e n e  m a t r i x  r o w  
a n d  c o l u m n .  I n  c a s e  t h e  c e n t r o i d  i s  n o t  a b i n a r y  t t l t t  t h e n  
t h e  r o o t  o f  t h e  t r e e  g r a p h  i s  t h e  f i r s t  b i n a r y  lt ltf w h i c h  
o c c u r s  i n  t h e  b o x  s c a n  s e q u e n c e  a f t e r  t h e  c e n t r o i d  i s  
e x a m i n e d .  

( 4 )  T h e  b o x  s c a n  i s  t h e n  m o v e d  s o  t h a t  t h e  s c a n  w i n d o w  i s  
s e q u e n t i a l l y  c e n t e r e d  a b o u t  t h e  8 p i x e l  l o c a t i o n s  i d e n t i f i e d  
i n  ( 3 )  a b o v e .  A l l  b i n a r y  ftltt p i x e l s  o n  t h i s  r e l o c a t e d  s c a n  
w i n d o w  w h i c h  a r e  h o r i z o n t a l l y ,  v e r t i c a l l y ,  o r  d i a g o n a l l y  
a d j a c e n t  ( i e , n e i g h b o r s )  t o  p r e v i o u s l y  i d e n t i f i e d  t r e e  e l e -  
m e n t s  a r e  i n c l u d e d  o n  t h e  g r a p h  a s  b r a n c h e s  o f  t h e s e  e a r l i e r  
i d e n t i f i e d  e l e m e n t s .  E a c h  p i x e l  s o  i d e n t i f i e d  i s  d r a w n  o n  
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Tree graph of "T" image. 

FIG 3 
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R 4* 

Tree graph of "T" image rotated 90 deg CW. 
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t h e  t r e e  g r a p h  a n d  d e n o t e d  b y  i t s  row a n d  c o l u m n  o n  t h e  
s c e n e  m a t r i x  asr i n  ( 3 )  a b o v e .  

r -------- ( 5 )  The b o x  s c a n  examines .  t h e  n e x t  
o u t e r  l a y e r  b y  i n c r e m e n t i n g  
o n e  p i x e l  t o  t h e  r i g h t  a n d  o n e  
p i x e l  u p  f r o m  t h e  s t a r t i n g  
p o i n t  o f  t h e  p r e c e d i n g  b o x  
s c a n  l a y e r  a n d  t h e n  p e r f o r m i n g  
a new box s c a n .  T h i s  box  s c a n  
p r o c e d u r e  i s  d e p i c t e d  t o  t h e  
r i g h t .  T h e  s c a n  p r o c e s . s  
c o n t i n u e s  t o  g r o w  u n t i l  a l l  
p i x e l s  o n  t h e  c o m p l e t e  s c e n e  
m a t r i x  a r e  e x a m i n e d .  I n  t h e  FRAME EDGE 
c a s e  t h a t  t h e  i m a g e  c e n t r o i d  
d o e s  n o t  c o i n c i d e  w i t h  t h e  
c e n t e r  o f  t h e  s c e n e  m a t r i x ,  t h e n  t h e  b o x  s c a n  mus t  c o n t i n u e  
a s  t h o u g h  t h e r e  e x i s t e d  a d d i t i o n a l  p i x e l  l a y e r s  o u t s i d e  t h e  
s c e n e .  T h i s  i n s u r e s  t h a t  a l l  s c e n e  p i x e l s  w i l l  b e  e x a m i n e d  
f o r  p o t e n t i a l  i n c l u s i o n  i n  t h e  t r e e  g r a p h .  

( 6 )  A f t e r  a p i x e l  i s  i d e n t i f i e d  a s  a n  e l e m e n t  o f  t h e  t r e e  g r a p h ,  
i t  c a n n o t  a p p e a r  e l s e w h e r e  o n  t h e  t r e e .  

( 7 )  O n c e  e l e m e n t s  o f  a t r e e  g r a p h  a r e  i d e n t i f i e d ,  s u b s e q u e n t  
s c a n  window s e a r c h e s  a r e  made o n l y  f r o m  t h e s e  e l e m e n t s ,  T h e  
o r d e r  o f  s c a n n i n g  f r o m  t h e s e  i d e n t i f i e d  e l e m e n t s  i s  d e t e  
m i n e d  b y  t h e  s e q u e n c e  i n  w h i c h  t h e y  were  i d e n t i f i e d  b y  t h e  
r u l e s  o f  t h e  b o x  s c a n .  I n  t h i s  w a y ,  t h e r e  w i l l  b e  f e w e r  
p r o b l e m s  w i t h  d i s j o i n t e d  e l e m e n t s  i n  t h e  p r o c e s s  o f  b u i l d i n g  
t h e  t r e e  g r a p h .  

( 8 )  I n  t h e  c a s e  p i x e l s  a r e  f o u n d  w h i c h  a r e  n o t  n e i g h b o r s .  t o  
e x i s t i n g  t r e e  g r a p h  e l e m e n t s ,  t h e n  t h e y  a r e  t e m p o r a r i l y  
t a g g e d  f o r  a u x i l i a r y  s e a r c h e s  t o  d e t e r m i n e  where t h e y  s h o u l d  
b e  p l a c e d .  Each  " t a g g e d "  p i x e l  w i l l  b e  e x a m i n e d  a f t e r  e a c h  
p i x e l  s e a r c h  i n  t h e  b o x  s c a n  p r o c e d u r e .  I f  a c a n d i d a t e  
p i x e l  d o e s  n o t  h a v e  a n e i g h b o r  t h a t  i s  a n  e l e m e n t  o f  t h e  
t r e e ,  i t  w i l l  c o n t i n u e  t o  b e  t a g g e d  f o r  a u x i l i a r y  s e a r c h e s .  
I n  c a s e  s e v e r a l  p i x e l s  a r e  t a g g e d  f o r  a u x i l i a r y  s e a r c h e s ,  
t h e y  w i l l  b e  e x a m i n e d  f o r  p o s s i b l e  i n c o r p o r a t i o n  i n t o  t h e  
t r e e  i n  t h e  s e q u e n c e  b y  w h i c h  t h e y  were  o r i g i n a l l y  t a g g e d .  
A f t e r  c o m p l e t i o n  o f  a l l  box  s c a n s  a n d  a u x i l i a r y  s e a r c h e s ,  i f  
t a g g e d  e l e m e n t s  r e m a i n  w h i c h  h a v e  n o  n e i g h b o r s  t h a t  a r e  
e l e m e n t s  o f  t h e  t r e e  g r a p h ,  t h e n  t h e s e  t a g g e d  e l e m e n t s  a r e  
d i s c a r d e d  a n d  a r e  c o n s i d e r e d  t o  n o t  b e  a p a r t  o f  t h e  image .  
T h e y  m a y  b e  t h e  r e s u l t  o f  n o i s e  i n  t h e  v i d e o  p i c t u r e  o r  t h e y  
may be b r i g h t  b a c k g r o u n d  o b j e c t s .  

( 9 )  An i m a g e  i s  t h e n  c h a r a c t e r i z e d  b y  t h e  l e n g t h  o f  t h e  m a j o r  
b r a n c h e s  o n  t h e  t r e e  g r a p h  a n d  b y  t h e  b r a n c h  e n d  p o i n t  
l o c a t i o n s  ( i e ,  t h e  r o w  a n d  c o l u m n  n u m b e r s  f r o m  t h e  s c e n e  
m a t r i x ) .  F o r  t h e  e x a m p l e s  s t u d i e d  i n  w h i c h  t h e  f rame m a t r i x  
i s  8 x 8 ,  t h e  f o u r  l o n g e s t  d i s t i n c t  b r a n c h e s  were  s e l e c t e d  
a s  m a j o r  b r a n c h e s  a n d  were s u f f i c i e n t  t o  i d e n t i f y  t h e  image. 
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D i s t i n c t  b r a n c h e s  a r e  s e p a r a t e d  f r o m  e a o h  o t h e r  by a maximum 
number  o f  t r e e  e l e m e n t s  a n d  a r e  a l s o  p o s i t i o n a l l y  s p r e a d  o u t  
o v e r  t h e  t r e e  s h a p e .  Re fe r  t o  F i g  1 3  f o r  a n  e x a m p l e  o f  t h e  
u s e  o f  d i s t i n c t  b r a n c h e s .  I n  t h e  c a s e  where d i s t i n c t  b r a  
c h e s  of e q u a l  l e n g t h  a r e  i n  c o n t e n t i o n  as m a j o r  b r a n c h e s ,  
t h e  o r d e r  of  s e l e c t i o n  is l e f t  t o  r i g h t  I S  t h e y  a p p e a r  o n  
t h e  t r e e .  

( 1 0 )  F o r  more r e a l i s t i c  c a s e s  where t h e  s c e n e  m a & r i x  may h a v e  
many  m o r e  e l e m e n t s  s u c h  a s  2 5 6  x 256, t h e n  more t h a n  f o u r  
m a j o r  b r a n c h e s  may b e  s e l e c t e d  t o  b e t t e r  c h a r a c t e r i z e  t h e  
image.  T o  p r o v i d e  d i s t i n c t i o n  b e t w e e n  e n d  p o i n t s  i n  t h i s  
c a se ,  t h e  m a j o r  b r a n c h e s  s e l e c t e d  s h o u l d  h a v e  a t  l e a s t  1 0  or 
2 0  u n i q u e  e l e m e n t s  a t  t h e  e n d .  O t h e r w i s e  t h e  b r a n c h  e n d  
p o i n t s  may c o r r e s p o n d  t o  a d j a c e n t  e l e m e n t s  o f  t h e  image i n  
t h e  s c e n e  m a t r i x  a n d  w o u l d  n o t  be  v e r y  e f f e c t i v e  S B s c r i b e r s -  

( 1 1 )  Images of o r b i t i n g  t a r g e t s  may b e  r e c o g n i z e d  by t h e  r e l a t i v e  
l e n g t h  o f  e a c h  m a j o r  b r a n c h .  T h i s  c o n s t i t u t e s  a p o w e r f u l  
p a t t e r n  r e c o g n i t i o n  c a p a b i l i t y  i n  t h a t  g e n e r a l  s h a p e s  a r e  
c h a r a c t e r i z e d  b y  some o f  t h e  same f e a t u r e s  a p e r s o n  u s e s  
s u c h  a s :  e l o n g a t i o n ,  c o m p a c t n e s s ,  s y m m e t r y ,  r e l a t i v e  l e n g t h  
o f  a p p e n d a g e s ,  a spec t  r a t i o s ,  e.tc. 

( 1 2 )  The m e t h o d  e x h i b i t s  a g e n e r a l l y  c o n s i s t e n t  m a p p i n g  p r o p e r t y  
t h a t  i s  somewha t  a n a l o g o u s  t o  c o m f o r m a l  mapp ing .  T h e  o l o c k -  
w i s e  s e q u e n c e  o f  t h e  image  e x t r e m i t i e q  i n  t h e  ~ c e n e  m a t r i x  
is u s u a l l y  i d e n t i c a l  t o  t h e  l e f t  t o  r i g h t  s e q u e n c e  of m a j o r  
e n d  p o i n t s  o n  t h e  t r e e  g r a p h .  T h i 8  a h a r a c t e r i s t i c  i s  
c l e a r l y  shown i n  Fig .  6 t h r o u g h  F i g .  17. 

( 1 3 )  F o r  t h o s e  t a r g e t s  s e l e c t e d  f o r  c l o s e r  i n s p e c t i o n ,  s e r v i c i n g ,  
o r  d o c k i n g ,  t h e  c h a s e r  v e h i c l e  m u s t  r o t a t e  i t s e l f l f o r  r e 1  
t i v e  a l i g n m e n t  by t h e  u s e  o f  t h e  l e n g t h  a n d  t h e  e n d  p o i n t  
l o c a t i o n s  o f  t h e  m a j o r  b r a n c h e s ,  C o m p a r i s o n  of  b o t h  t h e  
l e n g t h  o f  t h e  m a j o r  b r a n c h e s  a n d  t h e  l o o a t f o n  o f  t h e  e n d  
p o i n t s  of  each  m a j o r  b r a n c h  w i l l  p r o v i d e  a t e m p l a t e  m a t c h i n g  
f o r  u n i q u e  i d e n t i f i c a t i o n  o f  t h e  image .  

T h e  I f T I 1  image shown i n  F i g .  3 was e x a m i n e d  f o r  $eVera l  O r i e n t a t i o n s  b y  

F i g .  4 IITtl  p a t t e r n  r o t a t e d  9 0  deg,,CW, 
F i g .  5 lrT1l p a t t e r n  r o t a t e d  180 deg.CW. 
F i g .  6 rcT1l p a t t e r n  r o t a t e d  2 7 0  deg.CW. 
F i g .  7 IfT1' p a t t e r n  r o t a t e d  315 d e g ,  CW. 
F i g .  8 IITtl p a t t e r n  w i t h  2 p i x e l s  s h i f t e d  . 

. u s e  o f  " A I  B O S S " .  T h e  f o l l o w i n g  c o n d i t i o n s  were i n v e s t i g a t e d :  

p h  b r  A l l  o f  t h e s e  c a s e s  c o n s i s t e n t l y  s h o w  f o u r  ma jo r  t r e e  gr n c h e s  
a n d  a l l  a r e  a p p r o x i m a t e l y  e q u a l  i n  l e n g t h ,  T h e  e n d  p o i n t s  of e a c h  o f  
t h e  t r e e  b r a n c h e s  c o r r e s p o n d  c o r r e c t l y  w i t h  t h e  e x t r e m i t i e s  o f  t h e  l lTt l  
image  o n  t h e  s c e n e  m a t r i x .  T h i s  c o r r e s p o n d e n c e  b e t w e e n  b r a n c h  e n d  
p o i n t s  a n d  i m a g e  e x t r e m i t i e s  i s  a s t r o n g  f e a t u r e  o f  t h e  " A I  
BOSSt1 m e t h o d  a n d  is a d i r e c t  r e s u l t  o f  t h e  box  s c a n  t e c h n i q u e .  
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Tree graph of "TW image rotated 180 deg CW. 
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Data  o b t a i n e d  f r o m  c o m p a r i s o n s  o f  t r e e  g r a p h  t e s t  c a s e s  w i t h  t h e  
r e f e r e n c e  t r e e  g r a p h s  may b e  u s e d  t o  p r o v i d e  p r o p e r  o r i e n t a t i o n  
b e t w e e n  t h e  chase r  a n d  t a r g e t  v e h i c l e s .  C o m p a r i s o n s  of b r a n c h  l e n g t h  
r a t i o s  a n d  b r a n c h  e n d  p o i n t s  a r e  u s e d  f o r  p e r f o r m a n c e  m e a s u r e m e n t s .  
T h e  p e r f o r m a n c e  m e a s u r e m e n t  may h a v e  p l a t e a u s  a n d  l o c a l  m i n i m u m s  w h i c h  
m u s t  be c o n t e n d e d  w i t h  i n  t h e  c h a s e r  v e h i c l e  r o l l  s e a r c h  c o n t r o l  law. 
An i n d i c a t i o n  o f  t h e  p e r f o r m a n c e  m e a s u r e m e n t  f o r  t h e  I rT"  p a t t e r n s  i s  
d e p i c t e d  i n  F i g .  9 f o r  t h e  f i v e  t e s t  c a s e s  s t u d i e d .  

ORIENTATION OF '7" IMAGE 

Performance measurement for chaser roll search of 'IT" pattern. 

FIG 9 

S C E N A R I O  OF A U T O N O M O U S  D O C K I N G  M I S S I O N  

I m p l e m e n t a t i o n  o f  t h e  " A I  BOSSf1 m a c h i n e  v i s i o n  t e c h n i q u e  o n  th . e  O M V  
h a s  t h e  p o t e n t i a l  of p r o v i d i n g  a v i a b l e  a u t o n o m o u s  d o c k i n g  c a p a b i l i t y .  
( R e f .  6 )  T h e  m i n i m u m  e q u i p m e n t  r e q u i r e d  t o  p r o v i d e  t h i s  O M V  
e n h a n c e m e n t  a p p e a r s  t o  c o n s i s t  o f  a c o m p u t e r  c o m p a t i b l e  T V  c a m e r a  
h a v i n g  2 5 6  x 2 5 6  p i x e l s ,  c o m p u t e r  m e m o r y  o f  6 4  k f o r  s t o r a g e  o f  a 
s i n g l e  v i d e o  f r a m e  i n  r e a l  t i m e  ( e i t h e r  1 / 6 0  o r  1 / 3 0  s e c o n d ) ,  
a d d i t i o n a l  c o m p u t e r  m e m o r y  o f  a b o u t  1 6  k f o r  i m a g e  p r o c e s s i n g ,  
c o m p u t e r  p r o c e s s i n g  s p e e d  f a s t  e n o u g h  t o  c o m p l e t e  t h e  " A I  B O S S v 1  
c o m p u t a t i o n s  i n  l e s s  t h a n  1 s e c o n d ,  a n d  a s s o c i a t e d  c o n t r o l  l a w s  f o r  
d o c k i n g  s u c h  a s  a p r o f i l e  o f  r a n g e  v e r s u s  r a n g e  r a t e .  A l l  o t h e r  
r e q u i r e m e n t s  a r e  O M V  b a s e l i n e  r e q u i r e m e n t s  a n d  a r e  n o t  u n i q u e  f o r  
a u t o n o m o u s  d o c k i n g .  

A s c e n a r i o  f o r  a u t o n o m o u s  d o c k i n g  by m e a n s  of " A I  B O S S "  w i l l  i n c l u d e  
t h e  f o l l o w i n g  s e q u e n t i a l  p r o c e d u r e s :  

( 1 )  I n f o r m a t i o n  o n  t h e  o r b i t s  o f  t h e  t a r g e t  a n d  c h a s e r  v e h i c l e s  
w i l l  a l l o w  a n  a u t o m a t i c  a p p r o a c h  t o  l e s s  t h a n  o n e  
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A s  t h e  t a r g e t  v e h i c l e  i s  v i s u a l l y  a c q u i r e d  o n  t h e  TV camera 
f i e l d  o f  v i e w ,  t h e  c h a s e r  v e h i c l e  c o n t r o l s  i t s  p i t c h  a n d  y a w  
body r o t a t i o n s  s o  as t o  k e e p  t h e  t a r g e t  c e n t e r e d .  

The a p p r o a c h  t o  t h e  t a r g e t  c o n t i n u e s  u n t i l  t h e  t a r g e t  image 
f i l l s  up a n  a p p r e c i a b l e  p a r t  o f  t h e  TV f i e l d  o f  v i e w .  P i t c h  
a n d  yaw commands m u s t  c o n t i n u e  t o  m a i n t a i n  t h e  t a r g e t  i n  t h e  
c e n t e r  o f  t h e  v i e w .  C a l c u l a t i o n s  o f  t h e  i m a g e  c e n t r o i d  b y  
r e a l  t i m e  s t o r a g e  o f  v i d e o  f r a m e s  a n d  a t  a s p e e d  o f  a t  l e a s t  
o n c e  p e r  s e c o n d  w i l l  b e  r e q u i r e d .  

T h e  c h a s e r  w i l l  m a i n t a i n  a s t a t i o n  k e e p i n g  d i s t a n c e  f r o m  
t h e  t a r g e t  b y  a n a l y s i s  o f  t h e  v i d e o  d a t a .  A b o r d e r  o f  
p e r h a p s  1 0  t o  2 0  p i x e l  w i d t h s  o n  t h e  o u t e r  p o r t i o n s  o f  t h e  
v i d e o  f r a m e  w i l l  b e  u s e d  t o  m a i n t a i n  t h e  s t a t i o n  k e e p i n g  
d i s t a n c e .  T h e  e x t r e m i t i e s  o f  t h e  t a r g e t  i m a g e  m u s t  b e  
m a i n t a i n e d  w i t h i n  t h i s  b o r d e r  y e t  t h e y  w i l l  n o t  b e  a l l o w e d  
t o  s h r i n k  more  t h a n  a n  a d d i t i o n a l  20  p i x e l  w i d t h s  i n s i d e  t h e  
b o r d e r .  

T h e  c h a s e r  c o m p u t e r  memory  w i l l  h a v e  r e f e r e n c e  t r e e  g r a p h s  
o f  t h e  t a r g e t  v e h i c l e  a s  v i e w e d  f r o m  r e p r e s e n t a t i v e  
d i r e c t i o n s .  T y p i c a l  r e f e r e n c e  v i e w s  w o u l d  b e  f r o m  e a c h  o f  
s i x  s i d e s  p l u s  e i g h t  c o r n e r s .  T h e  "AI BOSS" s c a n  t e c h n i q u e  
a l s o  m u s t  b e  e m p l o y e d  f o r  g e n e r a t i n g  t h e  r e f e r e n c e  t r e e  
g r a p h s .  

When t h e  s t a t i o n  k e e p i n g  d i s t a n c e  i s  o b t a i n e d ,  t h e  t r e e  
g r a p h s  w i l l  b e  o b t a i n e d  f o r  t h e  t a r g e t  i n  q u e s t i o n .  B y  
c o m p a r i s o n  w i t h  t h e  l e n g t h  r a t i o s  o f  t h e  m a j o r  t r e e  b r a  
ches ,  t h e  s y s t e m  w i l l  d e t e r m i n e  w h i c h  r e f e r e n c e  v i e w  i t  i s  
m o s t  l i k e l y  n e a r ?  

A c h a s e r  v e h i c l e  r o l l  s e a r c h  w i l l  be  made t o  p r o v i d e  a. 
b e t t e r  m a t c h  t o  t h e  s e l e c t e d  r e f e r e n c e  t r e e  g r a p h .  T h e  
s e a r c h  m u s t  a l s o  command c h a s e r  v e h i c l e  h o r i z o n t a l  a n d  
v e r t i c a l  m o t i o n s  a l s o  i n  o r d e r  t o  i m p r o v e  t h e  p e r f o r m a n c e  
m e a s u r e m e n t .  W h i l e  t h i s  s e a r c h  i s  i n  p r o g r e s s  t h e  s t a t i o n  
k e e p i n g  d i s t a n c e  a s  w e l l  as  p i t c h  a n d  yaw c e n t e r i n g  m u s t  b e  
m a i n t a i n e d .  

The s e a r c h  m u s t  c o n t i n u e  u n t i l  a v e r y  g o o d  c o r r e l a t i o n  w i t h  
o n e  o f  t h e  r e f e r e n c e  t r e e  g r a p h s  r e s u l t s .  

By r e c o g n i z i n g  w h i c h  v i e w  h a s  b e e n  m a t c h e d ,  t h e  c h a s e r  c a n  
t h e n  i m p l e m e n t  a s t o r e d  m a n e u v e r  t o  a l l o w  i t  t o  b e c o m e  
a l i g n e d  w i t h  t h e  d o c k i n g  m e c h a n i s m  s i d e  o f  t h e  t a r g e t  
v e h i c l e .  T h e  s t a t i o n  k e e p i n g  d i s t a n c e  m u s t  b e  m a i n t a i n e d  
u n t i l  c o m p l e t i o n  o f  t h i s  s t e p .  I n  c a s e  t h e  t a r g e t  v e h i c l e  
i s  n o t  a t t i t u d e  s t a b i l i z e d ,  t h e  c h a s e r  m u s t  command i t s e l f  
s o  a s  t o  t r a c k  t h e s e  u n c o n t r o l l e d  m o t i o n s  i n  o r d e r  t o  
m a i n t a i n  t h i s  r e f e r e n c e  p o s i t i o n .  

( 1 0 )  T h e  r e f e r e n c e  i m a g e  d a t a  i s  t h e n  s w i t c h e d  t o  a d i f f e r e n t  
f o r m a t  c o r r e s p o n d i n g  t o  i m a g e  i n f o r m a t i o n  o n  t h e  d o c k i n g  
m e c h a n i s m  o r  d o c k i n g  a l i g n m e n t  d e v i c e .  T h e  a p p r o a c h  t o  a 
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docked position is then accomplished with a pre-programmed 
closure maneuver by again using the image analysis, chaser 
vehicle roll orientation, and range control provided by "AI 
BOSS". 

A procedure for a typical orbital docking operation is shown in Fig 
10. 

PRE- FEATURE 
PROCESSOR DETECTOR EXTRACTOR CLASSIFIER AND AUTOMATIC SEARCH 

GRAPHS FROM 
SELECTED VIEWS 

1. ACQUIRE A DISTANT TARGET 
2. APPROACH & CENTER WITH 63 & MOTIONS 
3. AT SUITABLE RANGE INITIATE FEATURE EXTRACTOR 

MANCE MEASUREMENT (PM) IF (BRANCH LENGTH, LOCATION OF 
END PTS.)] 

5. SELECT MOST LIKELY VIEWPT. 81 HOLD FIXED X THRU 9. 
6. AUTOMATIC SEARCH MANEUVERS TO MINIMIZE PM USING 0, Y, & 

Z MOTIONS 

4. CORRELATE WITH REF. TARGET BY CALCULATION OF PERFOR- 

7. PREPROGRAMMED MANEUVERES TO MOVE TO DOCKING SIDE 
OFTARGET f TREE GRAPH OF 1 I 

DOCKING A I 0  ON 8. SWITCH TO DOCKING AID REFERENCE 
REF. TARGET 9. SEQUENTIALLY MINIMIZE PM USING MOTIONS: 

a. 
b. * A N D Y  
c. t )ANDZ 

10. HOLD &, \Ir. AND 8 AND MINIMIZE PM WlTH Y & 2 WHILE 
APPROACHING DOCKING LATCH WITH PREPROGAAMMED X. 

F I G 1 0  I M P L E M E N T A T I O N  OF "AI BOSS" FOR AUTONOMOUS DOCKING 

CONCLUSION 

The application of syntactic pattern matching for autonomous operation 
of an orbital servicing vehicle can dramatically reduce on5oard 
computer requirements. Machine vision for automatic orbital docking 
is a complex and computation intensive task using classical signal 
processing techniques such as 2-D FFT's. The "AI BOSS" technique 
described embodies powerful intuitive or heuristic pattern recognition 
capability by identifying such image shapes as elongation, 
compactness, symmetry, relative lengths of appendages, aspect ratios, 
etc. Yet "AI BOSS" requires much less computer nemory and computation 
than classical signal processing techniques. Further investigation of 
this technique using a NASA orbital docking simulator will expand and 
quantify the merits of this unique approach. 
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Abstract 

Geometric and intensity features are very useful in object recognition. 

An intensity feature is a measure of contrast between object pixels and 

background pixels. Geometric features provide shape and size information. 

This paper presents a model based approach for computing geometric features. 

Knowledge about objects and imaging system is used to estimate orientation 

of objects with respect to the line of sight. 

Geometric features of an object (target) are derived from its shape 

and size. Shape and size of an object as seen in a digital image depend 

on the following: 

1.  Position of the sensor (altitude and look-down-angle) 
2. Horizontal and vertical fields-of-view (HFOV, VFOV) 

3. Position of object within the field-of-view 

4 .  Object orientation with respect to the line-of-sight 

For example, the length (L) and height (HI of an object as seen in the 

image depend on its position within the FOV and its orientation. 

Therefore, L and H can not be taken as constants (This is also true for 

other geometric features). This paper presents a knowledge-based method 

for estimating object orientation with respect to the sensor's line of 

sight, and its position within the field-of-view. 

P PAGE: 
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In this section horizontal and vertical pixel resolution on the 
image plane are calculated. 
h, The range to the center of FOV is R. 

The sensor is located at S at an altitude of 

:. Look down angle = 

Let, Horizontal field-of-view = HFOV degrees 

Vertical field-of-view VFOV degrees 

The image plane is perpendicular to the line of sight as shown in Figure 1. 
Let D be the distance of the image plane from the camera along the line of 
sight (LOS). 

D = h COS (VFOV/2) 
sin (4+ VFOV) 

= 2D tan(HFOV/Z) Horizontal resolution (HR) 
256 

Vertical resolution (VR) = 2D tan (VFOV/2) 
240 

HR and VR are pixel resolution on the image plane, not on the ground. 
The input image has 240 rows and 256 columns. 
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rojection of Target Onto the Image Plane 

Shape and size discriminants can be computed from the projection of 

the target on the image plane. For example, the length in number of pixels 
is equal to the ratio of the extent of the target along x-axis to the 

horizontal pixel resolution. The steps involved in projecting the target 

on the image plane are given below. 

Target Description: 

The target to be recognized is described in its own local co-ordinate 

system as illustrated in Figure 2. A rectangular box of dimension 

1 X W X h, used for simplicity, is described by its eight vertices. 

If a tank’s base and turret are modeled as two rectangular blocks, it can be 

described by sixteen points. 

if desired. 

More points may be used for better accuracy, 

A s  pe c t An g 1 e : 

If the targets aspect angle 8 is known (usually not known, 

can be estimated from length and height), rotate the target about y-axis 

by 8 degrees as shown in Figure 3. 

for i = 1,2,.., 8. 
This rotation changes Pi to Pli, 

= xi cos9 - zi sine i 
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FIGURE 2. OBJECT DESCRIPTION 
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In the matrix form P1i is given by, 

Target in camera co-ordinates: 

Transform the target to the camera co-ordinate system. The camera 

co-ordinate system is shown in Figure 4 .  

image plane and the z-axis is along the line of sight. 

becomes P2i in the camera co-ordinate system. 

This transformation is accomplished by rotating the yz object plane about 

x-axis by< degrees (look down angle). 

xy-plane is parallel to the 

The point P1i 

P20 is still at the origin. 

In the matrix form P2i is given by 

Back projection: 

Using back projection, locate a known vertex on ground and translate 

the target to the ground. 

of the potential target can be mapped to the ground. This translation 

The bottom left corner (IMAGEX, IMAGEY) 

changes P2i to P3i. 
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where 

dx = (IMAGEY - 128) HR (dz/D) 

dy = (120 - IMAGEX) VR (dz/D) 

dz =J R COS (VFOV/2 - (VFOV/240) IMAGEX) 

In the matrix form, P3i is given by 

P3i = b3i y3i z3i3 = p 2 i  y2i z2i] + [dx dy dz 3 

Target on projection plane: 

Project the vertices of the target onto the projection plane. Let 

(x4i x3i (D/z3i) 

y4i = y3i (D/z3i) 

Any desired size and shape information as appears in the image can be 
obtained from the above projection. 
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Orientation estimation 

The procedure for estimating orientation and position of an object 

is given below: 

Step 1: Detect all homogeneous regions (blobs) of appropriate size. 
Each blob is taken as a potential object of interest. 

Step 2: From the bottom-left pixel of the potential object, determine 
its position within the sensor's field of view (back projection). 

Step 3: Knowing position, length and height, obtain the possible object 
orientation from the look-up table. 

Step 4: Project the object on to the image plane and compute the desired 

geometric features of the object from its projection. 

Conclusion 

Back projection technique is used to determine the ground position of 

the object which appears as a blob in the input image. Length and height 
of the blob in the image are used to estimate the corresponding object's 
orientation with respect to the sensor's line-of-sight. By knowing objects 
position and orientation, accurate computation of geometric features is 
possible. This improves the performance of object recognition system. 
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M a c h i n e  V i s i o n  a n d  I m a g e  R e e o g n i t i o n  
by 

Thomas R. Edwards 
TREC, Inc Huntsville, AL. 

Machine vision and image recognition require sophisticated image 
processing prior to the application of Artificial Intelligence. Two 
Dimensional Convolute Integer Technology is a n  innovative mathematical 
approach for addressing machine vision and image recognition. This new 
technology generates a family of digital operators for addressing 
optical images and related two dimensional data sets. The operators 
are regression generated, integer valued, zero phase shifting, 
convoluting, frequency sensitive, two dimensional low pass, high pass 
and band pass filters that are mathematically equivalent to surface 
fitted partial derivatives. These operators are applied non- 
recursively either as classical convolutions (replacement point 
values) , interstitial point generators (bandwidth broadening or 
resolution enhancement), or as missing value calcuIators <compensation 
for dead array element values). 

These operators show frequency sensitive feature selection scale 
invariant properties. Some of these operators are rotationaIIy 
invariant allowing orientation independence, while others are 
rotationally sensitive yielding directional characteristics. As 
partial derivative operators, new features hitherto unknown are 
generated which will aid significantly by reducing the time required 
to match a test image with a catalogued image. The new features may 
indeed generate new classes of uniqueness. 

Such tasks as boundaryledge enhancement and noise or small size 
pixel disturbance removal can readily be accomplished. For feature 
selection tight band pass operators are essential. The results from a 
theoretical test case and an experimental image with jitter clearly 
display the state of the art advance that Two Dimensional Convolute 
Integer Technology represents. The ability of a vision system to 
identify and follow the boundaries of a road without being confused by 
small size particles at the curb or loosing sight of the curbledge 
altogether is significantly enhanced by these operators. The ability 
of an Artificial Intelligence applications package to quickly identify 
a feature is considerably improved when a tight matched band pass 
operator clearly enhances the specific feature of interest. 

The Image Processing environment that TREC, Inc has established 
as an Incubator company in the Johnson Research Center of UAH, will 
also be discussed. 
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ABSTRACT 

A failure modes and effects analysis assistant has been 
implemented as a knowledge-based system and will be used 
during design of the Space Station to aid engineers in  performing 
the complex task of tracking failures throughout the entire design 
effort. The three major directions in which automation was 
pursued were the clerical components of the FMEA process, the 
knowledge acquisition aspects of FMEA, and the failure 
propogation/analysis portions of the FMEA task. The system is 
accessible to design, safety, and reliability engineers a t  single-user 
workstations and, although not designed to replace conventional 
FMEA, it  is expected to decrease by many man-years the time 
required to perform the analysis. 
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INTRODUCTION 

The design of any system requires the compilation of information regarding 
ways in  which components or subsystems (items) of the design may fai l  and the 
effect that these failures will have on related items and the system as a wholc. 
This knowledge is essential in evaluating the safety and reliability aspects of 
the design, weighing alternatives a t  the component or part level, and capturing 
information that will be valuable in performing system diagnostics following 
design implementation. The complexity of the compilation task varies with the 
complexity of the system and the level of completeness required of the failure 
analysis. Factors that increase the level of difficulty in performing the 
analysis include design changes, incomplete or functional specification of 
components, and the combinatorial complexities that result from multiple, 
sequential, and partial failures. 

Several approaches to the acquisition and analysis of failure/fault information 
have been proposed and many are in widespread industrial use. These include 
general techniques such as failure modes and effects analysis (FMEA) and fault 
tree analysis, as well as specialized methods such as event sequence analysis, 
failure modes and effects criticality analysis (FMECA), and common cause 
analysis. Due to the specialized nature of the latter three techniques, only 
FMEA and fault  tree analysis will be discussed here. 

Fault tree analysis is a quantitative, deductive failure analysis technique that is 
conducted top-down from an undesired event through the hardware design. All 
potential multiple, as well as single, failure points can theoretically be 
identified, with the resulting fault tree yielding a powerful representation of 
all events that may lead to a given failure (top-level event). The deductive 
approach of fault  tree analysis is applicable during early or preliminary design 
phases when bottom-up approaches are unwieldy or inaccurate. A further 
advantage of fault  tree analysis over FMEA is that the concise, quantitative 
failure information can be represented in a graphic format that is more easily 
understood than FMEA with its large amount of associated qualitative 
information. 

The most serious disadvantage of fault tree analysis is that i t  requires the 
design, safety, and reliability engineers to deductively derive and specify all 
possible single and multiple faillire points, making the process heavily 
dependent upon the experience and talent of individual engineers. Fault tree 
analysis is less complete than FMEA, in the sense that qualitative information 
such as the time to repair an  item or the method to detect a given failure is not 
derived during the analysis. 

Failure modes and effects analysis methodology is defined in MIL-STD 1629A 
and ARP-926A. FMEA is basically a bottom-up, inductive approach to failure 
analysis, and is used to support safety and reliability engineering as well as 
design testability and maintainability analysis. Low-level, single point failures 
are identified, and analysis proceeds upward with the identification of failure 
effects a t  each level of the design. With respect to other fault/failure analysis 
techniques, the major advantage of FMEA is accuracy resulting from 
consideration of all single point hardware failures. In addition, FMEA results 
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in  a large body of qualitative information that is unavailable when more 
quantitative methods are used, such as corrective action in response to the 
failure, predictability assessments, and recommended detection methods. 

A major disadvantage of FMEA is that it is relatively difficult to apply during 
early or preliminary design phases. At early points i n  design activity, it  is 
essential to be capable of analyzing failure information in a top-down manner, 
with lower level items being treated as functional entities. I t  has been noted 
that when using FMEA in a top-down analysis, there is a tendepcy to identify 
"impossible" failure modes (1). Furthermore, there have been few instances in 
which FMEA has been used to assess multiple point failures (2, 3, 4, 5). This 
drawback can be quite serious, particularly in "humgn-in-the-loop" systems in 
which human behavior can be a contributing factor to failure and the end 
effects are  not only upon system functionality but human life as well. A third 
disadvantage of FMEA is that inconsistencies may easily arise, particularly 
when performing analyses on complex designs. There are disagreements among 
engineers in the use of failure mode nomenclature, such as whether a given 
failure should be classified as a failure to operate or a failure to operate in 
sequence. A final criticism of FMEA is that it  is labor-intensive, particularly 
regarding the clerical aspects of deriving and recording the FNLEA information. 

Due to the fact  that the advantages of FMEA were perceived to outweigh both 
its shortcomings and the relative advantages of fault tree analysis, FMEA was 
chosen as the failure/fault analysis technique to use during preliminary design 
of the Space Station. Both the qualitative information yielded by FMEA and 
the completeness of the FMEA technique are seen as essential to a successful 
design effort. However, it  was decided that automation of the FMEA process is 
both feasible and desirable. Two basic aspects of FMEA that have proved 
amenable to automation using knowledge-based techniques are the clerical 
components of the FMEA process, which can be quite labor-intensive, and the 
failure propagation analysis components of the process, upon which the 
accuracy and completeness of FMEA depend. 

Automation of the FMEA process is essential due to the number of man-years 
currently required to perform FMEA as primarily a manual procedure (6). At 
present, forms outlining the required information are distributed to design 
engineers who have specific knowledge of the items under study. Information 
required by the format includes component name, failure mode, effect of 
failure on next higher assembly, effect of failure an crew, time to repair, 
corrective action, and many other details of item failure. Using CAD systems, 
functional block diagrams, experience, and judgment, the design engineers 
complete the FMEA forms. The forms are then compiled into a relational 
database which is analyzed for accuracy and omissions by safety and reliability 
engineers. Failure modes are  analyzed for  effects throughout the entire design, 
criticalities are assigned, design changes, if any, are, recommended, redundancy 
requirements are  addressed, and the process is repeated until the design has 
been finalized and all failure analysis has been completed and meets safety and 
reliability standards. 

Among the shortcomings of the present method for performing FMEA are the 
fact that inconsistencies arise due to the large number of engineers performing 
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the analysis, efficiency' problems arising from the application of this labor- 
intensive process to a large, complex system such as the Space Station, and 
problems of incompleteness when the attempt is made to pinpoint multiple and 
sequential, as well as single, point failures. These issues were chosen for 
resolution through the use of a knowledge-based system. The first two 
problems are primarily of a clerical nature, and an intelligent data entry 
interface to the engineer performing FM€A has proven to be a feasible 
solution. The latter point, however, requires a powerful knowledge 
representation for successful resolution, and has proven to be the greater 
challenge of the three fer  the current implementation of the FMEA "Assistant". 

APPROACH 

The relational database approach that was formerly used to collect and store 
FMEA information seemed adequate for clerical purposes, but did not allow for 
much automation of the failure mode analysis portion of the safety/reliability 
engineering task. For this reason, the first area of study was that of knowledge 
representation. A knowledge representation that would provide for conciseness 
and storage efficiency, as well as power in manipulating the available 
knowledge at  any point in the analysis task, was required. Closely related to 
this concern was the need to build a friendly and robust interface to the FMEA 
Assistant in order to aid the engineers in entering and manipulating FMEA 
data. The third area of endeavor for the current phase of the FMEA Assistant 
project was to provide an array of tools to aid the safety/reliability engineers 
in analyzing the FMEA information, as well as testing hypotheses about the 
data a t  each stage of completeness. 

Knowledge Craft (Carnegie Group, Inc.) was chosen as the software package to 
be used for the prototyping effort because of its frame-based knowledge 
representation capabilities, the full access that i t  provides to the common lisp 
environment, and its well developed user interface features. The FMEA 
Assistant prototype is currently hosted on a Symbolics 3670. 

KNOWLEDGE REPRESENTATION 

The representation language CRL (7) was chosen for prototyping the FMEA 
Assistant. Due to the hierarchical structure of the preliminary FMEA data 
(system, subsystem, etc.), the decision was made to represent the FMEA system 
structure, as a whole, by frames containing attributive information in a 
semantic network. The representation allows structural relationship knowledge 
to be inherited via IS-A links throughout the system specification. An example 
of this is: 
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Fire Detection 
\ 

ECLSS Waste Management 

e tG. 

Electrical Power 

Data Management 

Common Modul 

'et c. 

Other, more "causal", links are  present throughout the knowledge base, 
indicating failure mode relationships among items. For instance, a f ail-open 
failure mode in  the heat exchanger component of the heat acquisition assembly 
(thermal control system) will result in a loss of freon in the heat acquisition 
assembly. This loss of freon in the heat acquisition assembly (fail to operate) 
will in turn cause decreased heat transfer from the thermal control system. 
The effects of a specific failure mode are thus traceable throughout the system 
structure. By defining relationships between the items in the FMEA network, 
knowledge of causal relationships can be efficiently extracted from or inserted 
into the knowledge base. When new items in the FMEA network are created by 
the engineer, he is required to enter the failure effect information 
corresponding to each failure mode possessed by that item. In addition, 
attributes may be derived or inherited through both user and system defined 
inheritance paths via the default inheritance characteristics of the 
representation or through procedural attachment. 

Prototypes representing generic items (e.g. pumps, valves) are  defined in such a 
way as to provide for default descriptions of attributcs for that item. This 
capability has proven to be quite important for failure mode attributes, in 
particular, since not all possible types of failure mode exist for any given item. 
Furthermore, the ability to represent item prototypes has greatly eased the task 
of knowledge acquisition. For instance, i t  is not necessary for  the design 
engineers to specifically state that each instance of valve possesses all the 
attributcs inherent to valves in general. 

KNOWLEDGE ACQUISITION 

Item prototypes corresponding to items with generic core attributes were 
constructed by the knowledge engineer with the help of design engineers and 
formed the initial base of the FMEA Assistant. 

An intelligent editor was designed to aid design engineers in entering FMEA 
data. Among the issues that had proven to be a problbm in the past was the 
lack of consistency among the design engineers in describing failure modes. 
Originally, the engineers were requested through Space Station Program FMEA 
guidelines to use one of five standard failure modes in describing any given 
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failure. These included fail  open, fail  close/short, fail  to operate, fail to 
operate in sequence, and premature operation (6). In many cases during 
preliminary des ere appeared to be inconsistencies regarding the category 

articular failure type, as well as instances in which the 
language used ribe the failure mode of a given em did not clearly 
correspond to any of the five f a i ~ u r e  mode second problema 
area appeared to be that of specifying t relationships. 
situations where events may be a cause in one context n effect in another, 

ult to specify causa~ity, 
se re~ationships. h o t  

engineer in performing A appeared to be the enormous clerical load 
resulting from the paper format used during early design. This format 
required that the engineer enter identical information many times for items 
that differed only slightly in behavior. The time period between completing 
the form and receiving feedback from design engineers responsible for 
subsystem coordination and safety/reliability engineers was also quite long. 

The intelligent editor was designed in  an attempt to solve these problems and 
lessen the burden being placed on the design engineers by manual methodology. 

hen adding an  item to the ngineer is required by the 
editor to graphically place the ural hierarchy, aiding him 
in specifying cause-effect r spatial cues. Following 

lacement of the new item within the network, a window is dis 
ngineer that generally ollows the format of the 

n that may be erived through inheritance f 
network or f r  the item prototypes, throu 

or through the graphical placement of the item in the FMEA network, is 
already placed in the form and need not be added by the engineer. The 
engineer is required to complete all remaining information. Automatic range, 
cardinality, and error checking is performed by the editor where it is 
appropriate. Pop-up displays of help information, available options, and 
default values are available to the engine any point in the data entry 
process. Followi completion of the A form, the informat~on is 
incorporated into frame structure of the item and forms a new node in 
the FMEA network. 

FMEA NETWORK MANIPULATION 

At any point, the safety, reliability, and design engineers may use the FMEA 
ssistant to examine failure mode propagation and to perform “what-if“ tests 

on the available F EA knowledge. A variety of tools are provided to make 
this process as simple and clear as possible. 

Portions of the FMEA network may be selected and displayed through mouse 
control. Individual items in the network may be selected for study and lists of 
available option for that item are displayed in pop-up menus. For instance, if 
failure mode propagation bebavior is under investigation for  a particular item, 
a list of all of the item’s failure modes is displayed and a given failure mode 
may be induced simply by clicking on that menu item. The failure mode is 
then graphically propagated through the network. At this stage of the project, 
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single failure point analysis has been implemented. Multiple point failure will 
be addressed in  the near future. 

CONCLUSION 

Failure modes and effects analysis automation is both an essential and a 
feasible endeavor. In the design of a system as large as the Space Station it 
would be virtually impossible, and certainly very expensive, to accomplish an 
adequate analysis of all possible failure modes using a manual methodology. 
Yet in  view of the fact  that human life on board the station, as well as vital 
research and development, will be dependent upon an accurate understanding 
of possible failure points and corrective actions, it  is imperative that such an 
analysis be performed prior to placing the station in use. 

An important additional feature of the FMEA Assistant is that it comprises a 
continual, "living", representation of the Space Station FMEA process. As 
design progresses, the degree of knowledge present within the FMEA system 
grows and its performance increases accordingly. At termination of the design 
activity, a full  record of failure mode tracking is available for flexible analysis 
and use. Following placement of the Space Station in orbit, such information 
could form the basis for intelligent diagnostic and maintenance systems. 

The FMEA Assistant represents a major step toward more efficient and 
accurate methods by which to conduct FMEA for the Space Station. Methods by 
which to study multiple, sequential, and partial failures remain to be 
incorporated into the system. Further refinement of the prototyping technique 
to describe generic items must await later design phases in which low level 
items, now treated as functions, will be more fully specified. 
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T h i s  paper descr ibes  a new t e s t  technology which has been developed 
f o r  space system i n t e q r a t i o n .  The u l t i m a t e  purpose o f  t h e  system i s  t o  
suppor t  the- automat ic-generat ion o f  t e s t  
computing environments. The I n t e l l i g e n t  
a knowledge-based l a y e r  above t h e  t r a d i t  
can generate complex t e s t  c o n f i g u r a t i o n s  
scenar i  os. 

I NTRODUCT 

. ,  
systems i n  rea l - t ime,  d i s t r i b u t e d  
Test  I n t e g r a t i o n  System ( I T I S )  i s  
onal  t e s t  system components which 
f rom t h e  s p e c i f i c a t i o n  o f  t e s t  

ON 

T e s t i n g  i s  a key f a c t o r  i n  t h e  q u a l i t y  o f  p roduc ts  and i s  very  impor-  
t a n t  i n  t h e  design and implementat ion o f  h i g h  s t a k e  systems, which a r e  
t y p i c a l  i n  t h e  space i n d u s t r y .  T e s t i n g  o f  complex systems i s  a d i f f i c u l t  
and c o s t l y  process which r e q u i r e s  s o p h i s t i c a t e d  t e s t  technology. A w e l l -  
known r u l e  o f  thumb i s  t h a t  t h e  c o s t  d i s t r i b u t i o n  o f  so f tware  development 
i s  approx imate ly  40% design, 20% coding and 40% t e s t  [l]. I n  t h e  case of 
complex, h y b r i d  systems t h a t  c o n s i s t  o f  c l o s e l y  coupled hardware and 
so f tware  components, t h e  c o s t  o f  t e s t i n g  can be even h igher ,  o r  even 
worse, unpred ic tab le .  These f a c t s  n e c e s s i t a t e  t h e  i n t e n s i v e  improvement o f  
t e s t  methodologies as one o f  t h e  most impor tan t  elements o f  develop- 
ment technology.  

Tes t  technology r e f l e c t s  t h e  l e v e l  and n a t u r e  o f  t h e  System Under 
Test (SUT). D i f f e r e n t  t e s t  equipments and methods a r e  a p p l i e d  f o r  t e s t i n g  
VLSI c i r c u i t s  and mechanical systems. A very complex, t h e r e f o r e  expensive, 
t e s t  methodology has t o  be used a t  system i n t e g r a t i o n .  System i n t e g r a t i o n  
i s  t h e  phase a t  which t h e  i n t e r a c t i o n  o f  heterogeneous subsystems, which 
a r e  b u i l t  by u s i n g  s t r o n g l y  d i f f e r e n t  technologies,  must be tes ted .  Test 
systems f o r  system i n t e g r a t i o n  o f t e n  r e q u i r e  la rge ,  d i s t r i b u t e d  computer 
c o n f i g u r a t i o n s ,  and t h e  t e s t  system i n c l u d e s  compl icated, d i s t r i b u t e d ,  
r e a l  - t ime software.  

t h e  

T h i s  paper summarizes t h e  r e s u l t s  of our  research on t h e  development 
o f  t h e  I n t e l l i g e n t  Test I n t e g r a t i o n  System ( I T I S ) .  The pr imary purpose o f  
I T I S  i s  t o  d r a m a t i c a l l y  decrease t h e  cos t  o f  b u i l d i n g  t e s t  systems f o r  
system i n t e g r a t i o n .  I T I S  i s  a knowledge-based l a y e r  above t h e  l o w - l e v e l  
t e s t  system components which can generate complex t e s t  c o n f i g u r a t i o n s  f rom 
t h e  symbol ic d e s c r i p t i o n  o f  t h e  t e s t  scenar io .  Beyond t h i s  b a s i c  
c a p a b i l i t y ,  t h e  t e s t  process i t s e l f  i s  expanded by new f a c i l i t i e s ,  such as 
i n t e l l i g e n t  r e s u l t  a n a l y s i s  and dynamic reconf igura t ion .  We begin our  
d i s c u s s i o n  w i t h  summarizing t h e  main requirements f o r  ITIS. Next, t h e  
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system c o n f i g u r a t i o n  and t h e  bas ic  sof tware components are presented, 
which i s  fo l lowed by t h e  summary o f  t h e  cur ren t  s t a t e  o f  t h e  research. 

STATEMENT OF THE PROBLEM 

The most important p roper t i es  o f  system i n t e g r a t i o n  from t h e  aspect 
o f  t e s t i n g  are: heterogenei ty,  complexity, and changing environment. 

1. The subsystems t o  be i n teg ra ted  o f ten  are d i f f e r e n t  i n  t h e i r  phys ica l  
na ture  and are developed by d i f f e r e n t  organizat ions.  This d i v e r s i t y  
requ i res  f l e x i b l e  t e s t  environments, t h a t  inc lude computing systems, 
complex inst rumentat ion,  and we1 1 -developed i n t e r f a c e  technology. 

2. Space systems are  i nc reas ing l y  complex, which imp l i es  t h a t  t h e  number 
o f  subsystems i s  l a rge  and they i n t e r a c t  i n  an unobvious way. Com- 
p l e x i t y  i n  t e s t i n g  means t h a t  a l a rge  number o f  phys ica l  parameters 
have t o  be monitored, compl icated cons t ra in t s  have t o  be cont inuously  
checked, and many t e s t  cases have t o  be defined. 

3. I n t e g r a t i o n  o f  any la rge-sca le  system requ i res  prec ise  knowledge o f  
t h e  s t a t e  o f  subsystem development. The subsystems are usua l l y  not 
completed a t  t he  same t ime, there fore ,  t h e  t e s t  engineer has t o  
eva lua te  t h e  c r i t i c a l i t y  o f  t h e  subsystem, and, i f  necessary, s imulate 
i t  i n  order  t o  prevent t h e  delay o f  t h e  i n t e g r a t i o n  e f f o r t .  

I f  t h e  t e s t  system developers use t r a d i t i o n a l  sof tware t o o l s  f o r  t h e  
t e s t  development, t he  process w i l l  be extremely expensive because: 

1. Design and implementation o f  d i s t r i b u t e d ,  r e a l  - t i m e  software systems 
h i g h l y  t r a i n e d  programmers who can master the  complex computer demand 

conf  i gu r a t  i on. 

2. As a consequence o f  t he  heterogeneous SUT's, t h e  programmers have t o  
be t r a i n e d  (and r e t r a i n e d )  t o  use the  var ious i n t e r f a c e  techniques. 

3. An extens ive documentation system has t o  be developed and maintained 
i n  o rder  t o  keep t r a c k  w i t h  t h e  changes i n  t h e  s p e c i f i c a t i o n  and s t a t e  
of t h e  subsystems. 

4. Since t e s t  systems are complex, t h e i r  i n t e g r a t i o n  i s  a lengthy and 
demanding process. Frequent ly,  t e s t  i n t e g r a t i o n  requi res h i g h l y  
q u a l i f i e d  t e s t  engineers and software engineers instead o f  t e s t  tech-  
n i  c i  ans. 

A I  techniques can a s s i s t  i n  so l v ing  these problems by p rov id ing  a 
"knowledge l e v e l  I' which conf i gures and con t ro l s  the  opera t i  on of 1 ow 
l e v e l  system components. The u l t i m a t e  goal of our research was t o  develop 
a p ro to type system, I T I S ,  which ex tens ive ly  supports the  t e s t  system 
i n t e g r a t i o n  by us ing  A I  techniques. The system has been implemented i n  t h e  
framework o f  Mu l t ig raph Arch i tec tu re  and by us ing  the  corresponding d i s -  
t r i b u t e d  programming model, which a re  descr ibed i n  a companion paper [Z]. 

the  
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I T I S  has been designed f o r  real- t ime, d i s t r i b u t e d  computing envi  ron- 
ments, The pro to type system has been i n s t a l l e d  on t h e  computer network o f  
t h e  Space S t a t i o n  Laboratory a t  Boeing Aerospace Company i n  Hun tsv i l l e ,  
Alabama. (See F igure  1.) 

The con f igu ra t i on  inc ludes a VAX/750, and two M V A X - I 1  computers, 
connected by an ETHERNET l i n k ,  The VAX systems run under t h e  VMS/DECNET 
opera t ing  system, An HP 9836 computer and a Real-Time Data A c q u i s i t i o n  
System serve as an i n t e l l i g e n t  Remote Terminal U n i t  (RTU) i n  the  t e s t  
system. The RTU i s  connected t o  t h e  \IAX/750 and t o  one o f  t he  MVAX-11's by 
a RS232 in te r face .  The two o ther  main components o f  t h e  con f igu ra t i on  a re  
an Apol lo  workstat ion and t h e  A Y D I N  graphics system. 

Some o f  t h e  func t i ona l  components o f  t h e  pro to type t e s t  i n t e g r a t i o n  
system have been dedicated t o  s p e c i f i c  computers, The rea l - t ime database 
and-'the low- leve l  data processing programs a re  a l l o c a t e d  on t h e  VAX/750. 
The system i s  supported by a SCADA system (Supervisory Contro l  and Data 
Acqu is i t i on ) ,  which has a graphic input /ou tpu t  dev ice (AYDIN). The SUT, 
which i s  a c o n t r o l l e r  f o r  a phys ica l  subsystem o f  t h e  Space Sta t ion ,  i s  
a l l oca ted  on the  Apo l lo  workstat ion.  (The c o n t r o l l e r s  are implemented by 
t h e  App l i ca t i on  Generator system developed by t h e  Boeing Aerospace 
Company,) The s imu la to r  o f  t he  subsystem runs on one o f  t he  MVAX-11's. The 
RS232 l i n k  between t h e  M V A X - I 1  and the  RTU makes it poss ib le  f o r  t h e  
measurement data t o  be c o l l e c t e d  e i t h e r  from t h e  s imulator  o r  f r o m  t h e  
phys ica l  system. 

On t h e  top  l e v e l ,  I T I S  i s  composed o f  Autonomous Communicating Ob- 
j e c t s  which are a l l oca ted  dynamically on d i f f e r e n t  VMS nodes. The 
ob jec t  types used i n  I T I S  are: (1) Rule Network Object  (RNO), (2 )  Proce- 
dura l  Network Object (PNO) ,  and (3 )  Real-time Database Object (RDO). 

(AGO), 

RNO's are rule-based systems t h a t  perform forward-chaining t r i g g e r e d  
by f a c t s  t h a t  are sent t o  them as messages. PNO's represent procedural 
networks and t h e i r  i n te r faces ,  and can be used f o r  implementing complex 
s igna l  processing systems, o r  s imu la t ion  systems. RDO i s  an "ob ject  s h e l l "  
around a rea l - t ime  database, which provides a u n i f i e d  i n te r face  t o  the  
database i t s e l f .  A d e t a i l e d  desc r ip t i on  o f  t h e  ob jec t  types i s  given i n  
E21Q 

Obviously, t h e  ac tua l  components and s t r u c t u r e  o f  t he  t e s t  system are  
determined by t h e  SUT and by t h e  p a r t i c u l a r  t e s t  scenario. As i t  was 
discussed before, t he  main problem of t e s t  i n t e g r a t i o n  i s  t h a t  due t o  t h e  
heterogeneous subsystem s t ruc tu re ,  l a rge  number o f  t e s t  cases, and d i f -  
f e r e n t  s ta tes  o f  t h e  subsystem development, t h e  number of t e s t  system 
a l t e r n a t i v e s  may be extremely high. Separated development o f  t he  d i f f e r e n t  
a l t e r n a t i v e s ,  t h e i r  continuous upgrading and maintenance are very expen- 
s i v e  and sources o f  inconsis tenc ies.  

The essence o f  our approach can be summarized as fo l lows:  
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1. A gener ic  t e s t  system s t r u c t u r e  has been def ined whose components are 
communicating objects .  

2. The ob jec ts  a re  associated w i th  h i e r a r c h i c a l l y  s t ruc tu red  knowledge 
bases. The knowledge bases descr ibe i n  d e c l a r a t i v e  form the  var ious 
t e s t  system components, t h e  corresponding s e l e c t i o n  ru les  and t h e  
p roper t i es  o f  t h e  system conf igura t ion  (e.g., processor nodes, i n t e r -  
face spec i f i ca t i ons ,  etc.)  

3. A p a r t i c u l a r  vers ion o f  t h e  t e s t  system i s  generated by a top-down 
b u i l d i n g  process: f i r s t  t h e  scenar io d e s c r i p t i o n  i s  processed and the  
top-1 eve1 t e s t  system components are selected. These components w i  11 
rece ive  t h e  re levant  in fo rmat ion  der ived  from t h e  scenar io spec i f i ca -  
t i o n  and i n t e r p r e t  it. The r e s u l t  o f  t h e  i n t e r p r e t a t i o n  i s  t h e  selec- 
t i o n  and a l l o c a t i o n  o f  lower l e v e l  system components, and the  same 
process i s  app l ied  recurs ive ly .  The t e s t  system, which has been b u i l t  
by t h e  generat ion process, has i t s  own opera tor  i n te r face ,  which i s  
used f o r  experiment cont ro l .  

Taking advantage o f  t h e  Mul t ig raph Execut ion Environment [2], t h e  t e s t  
system can be reconf igured dynamically, as a response t o  the  de tec t ion  
of s i g n i f i c a n t  events i n  t h e  t e s t  process. 

4. 

The top  l e v e l  f unc t i ona l  s t r u c t u r e  o f  I T I S  can be seen i n  F igure  2. 

The Operator I n t e r f a c e  Object  i s  a RNO, which communicates w i t h  t h e  
operator  through a nested menu in te r face .  The menus present a l t e r n a t i v e s  
f o r  cha rac te r i z ing  t h e  t e s t  scenar io,  such as goals o f  t h e  t e s t ,  s t a t e  of 
t he  var ious subsystems, p a s s / f a i l  c r i t e r i a ,  etc.  The answers of t he  
operator  are formed, and sent t o  t h e  Test System B u i l d e r  (TSB) object .  

TSB i s  a l so  a r u l e  network ob jec t  which i s  responsib le  f o r  generat ing 
t h e  t e s t  system conf igura t ion ,  On t h i s  leve l ,  t h e  t e s t  system generat ion 
means: (1) t h e  s e l e c t i o n  o f  t h e  top  l e v e l  ob jec ts ,  (2 )  dec is ion  about 
t h e i r  a1 loca t ion ,  according t o  con f igu ra t i ona l  c o n s t r a i n t s  and resource 
a l l o c a t i o n  ru les ,  and ( 3 )  sending s p e c i f i c a t i o n  parameters t o  the  top  
l e v e l  ob jec ts  fo r  f u r t h e r  i n t e r p r e t a t i o n .  

The Test Signal  Generator (TSG), System Under Test I n te r face  (SUTI) 
and Test Analyzer (TA) ob jec ts  are u s u a l l y  procedural  networks. The 
s p e c i f i c a t i o n  parameters, which a re  sent t o  them a f t e r  a l l oca t i on ,  a re  
i n t e r p r e t e d  i n  t h e  context  o f  t h e i r  l o c a l  knowledge base, and t h e  ap.- 
p r o p r i a t e  vers ion o f  t h e  procedural  network i s  b u i l t .  

The TSG ob jec t  i s  t y p i c a l l y  a procedural  network which has a dynamic 
c o n t r o l  i n te r face .  The operator  can se lec t  t e s t  cases through t h i s  con t ro l  
in ter face.  The s t r u c t u r e  o f  t h e  SUTI  ob jec t  depends on t h e  t e s t  scenario. 
Two of t h e  t y p i c a l  a l t e r n a t i v e s  are: (1) SUT i s  an external  hardware, 
t he re fo re  only  t h e  appropr ia te  input /ou tpu t  in te r faces  have t o  be b u i l t ,  
( 2 )  SUT i s  an ex terna l  hardware c o n t r o l l e r ,  but  has t o  be simulated f o r  
t h e  system t o  be cont ro l led .  I n  t h e  l a t t e r  case, no t  on ly  the  input /ou tpu t  
in te r faces ,  but  a l s o  t h e  s imu la to r  system have t o  be generated. The TA 
ob jec t  i n  t h e  pro to type system has two leve ls :  a low- level  procedural 
network checks t h e  p a s s / f a i l  c r i t e r i a ,  and a connected r u l e  network ob jec t  
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i n t e r p r e t s  and q u a l i f i e s  t h e  r e s u l t s  f o r  t h e  var ious t e s t  cases. 

The most important advantage o f  t h e  I T I S  i s  t h a t  t h e  actual  vers ion  
of t he  t e s t  system i s  generated au tomat ica l l y  from t h e  knowledge bases. 
The user  does no t  have t o  design and implement t h e  complex c o n t r o l  f l o w  
and synchronizat ion scheme o f  t h e  d i s t r i b u t e d  t e s t  program. The knowledge 
bases a re  s t r i c t l y  dec la ra t i ve :  they i nc lude  s e l e c t i o n  ru les ,  and t h e  
s p e c i f i c a t i o n  o f  t he  l o g i c  s t r u c t u r e  o f  procedural  networks. I n  order  t o  
support t e s t  system v i s i b i l i t y  C31, a graphic moni tor  has been developed 
which can present the  ac tua l  t e s t  system conf igura t ion .  

TEST INTEGRATION FOR THE SPACE STATION COMMON MODULE THERMAL SYSTEM 

For t e s t i n g  and demonstrating t h e  c a p a b i l i t i e s  o f  I T I S ,  a p ro to type 
system has been developed. The SUT f o r  t h e  pro to type system i s  a h i e r a r -  
c h i c a l  c o n t r o l l e r  f o r  t h e  space s t a t i o n  common module thermal system [4]. 
The block diagram o f  the  system con f igu ra t i on  can be seen i n  F igure 3. 

1. The Test System B u i l d e r  (TSB) prompts t h e  operator  wi th  quest ions,  
which descr ibe the  requi  red t e s t  scenar i  0. The bas ic  scenar io a1 te rna-  
t i v e s  i n  t h e  t h e  pro to type system are: 

- The thermal system i s  i n  s imulated o r  hardware form. 

- The thermal s imu la t i on  model i s  se r ies  o r  p a r a l l e l .  

- The thermal l o c a l  c o n t r o l l e r s  are i n  s imulated or hardware form. 

- Test s igna ls  are generated by sof tware or hardware. 

- The analyzer f o r  t h e  t e s t  system has one o r  two leve ls .  

- The goal o f  t he  t e s t  i s  s t a b i l i t y  o r  accuracy analysis. 

Based on t h e  answers, TSB se lec ts  t h e  main t e s t  system components, 
determines t h e i r  spec i f i ca t i ons ,  and decides t h e  bas ic  system a l l o c a -  
t i o n .  

2. I f  t h e  operator  requ i res  t h e  thermal system t o  be simulated, then t h e  
top  l e v e l  s t r u c t u r e  of t h e  t e s t  system generated corresponds t o  F igure  
3. The reason RUO i s  used f o r  coupl ing t h e  s imu la to r  wi th t h e  c o n t r o l -  
l e r  i s  t h a t  we wanted t o  moni tor  t h e  s t a t e  o f  t h e  thermal system by 
us ing  t h e  SCAOA's graphic  output  f a c i l i t y .  Th is  approach ensures t h a t  
t he  opera tor  i n t e r f a c e  o f  t h e  t e s t  system con f igu ra t i on  w i l l  no t  
change i f  t h e  phys ica l  model of t he  thermal system i s  used. 

3. The operator  i n t e r f a c e  of t he  generated t e s t  system makes i t  poss ib le  
f o r  t h e  operator  t o  s e l e c t  a p a r t i c u l a r  load  p r o f i l e ,  which w i l l  be 
sent t o  t h e  s imu la to r  by t h e  TSG object .  The TA ob jec t  checks whether 
the  temperature values are  i n  t h e  predef ined range, and sends a mes- 
sage t o  the  operator  i f  a p a r t i c u l a r  t e s t  f a i l s .  

As we have mentioned before, although t h e  s imulator ,  t he  c o n t r o l l e r  
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and t h e  ROO are usua l l y  a l l oca ted  on d i f f e r e n t  VAX nodes, t h e  ac tua l  
a l l o c a t i o n  i s  t ransparent  t o  t h e  operator. The necessary i n t e r t a s k  
synchronizat ion and communication funct ions are  generated automat ical  ly. 

SUMMARY 

The pro to type o f  I T I S  has been implemented f o r  t h e  Space S t a t i o n  
Laboratory o f  t h e  Boeing Aerospace Company, i n  Hun tsv i l l e ,  Alabama. I T I S  
i s  a h igh- leve l  A I  c o n t r o l  l a y e r  above a d i s t r i b u t e d  t e s t  system con- 
f i g u r a t i o n ,  which provides t h e  f o l l o w i n g  services:  

1. The appropr ia te vers ion o f  t h e  t e s t  system i s  generated au tomat ica l l y  
by us ing  t h e  s p e c i f i c a t i o n  o f  t he  t e s t  scenario. 

2. I T I S  supports the  dynamic a l l o c a t i o n  o f  t h e  t e s t  system components and 
i s  ab le t o  reconf igura te  t h e  system f o r  se lec ted  run-time events. 

3. The system inc ludes h i e r a r c h i c a l l y  s t r u c t u r e d  knowledge bases, which 
are  de f ined i n  problem-speci f ic  representat ion languages, 

The pro to type system has proven t h a t  t he  approach dramat ica l l y  i m -  
proves t h e  p r o d u c t i v i t y  o f  t e s t  technology f o r  system in teg ra t i on .  The 
next s tep  o f  t h e  research w i l l  be t o  prov ide graphic  t o o l s  f o r  b u i l d i n g  
and mod i fy ing  t h e  knowledge bases. 
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ON RECOGNIZING IGNORANCE 

Richard J. Greene 

General Research Corporation 

How can an expert system reason about its own ability to deal with 

a particular problem ? Ideally, an expert system ought to rapidly 

recognize that a particular problem is beyond its abilities and defer to 

another, perhaps human, expert. This capability is extremely 

important in domains where expert systems may control life-critical 

processes such as air traffic control, medicine, strategic defense, and 

manned space exploration. In short, an expert system should behave 

as a human expert and call for help when the situation requires it. 

Even if one assumes an expert system can sense its limitations, can it 

do this quickly enough to matter ? Paradoxically, human experts often 

do recognize rapidly when a problem is beyond their ken and do not 

try to solve it. How this occurs without exhaustive searching is still an 

open question. 

This paper shall : 

* Survey the methods used by knowledge engineers to infuse an 

expert system with knowledge of its own limitations 

* Employ computability theory to analyze the general problem of 

meta-knowledge and to give insight into the efficacy of specific 

soh tions. 

2.0 Notions About Ignorance 

The calculus of probabilities quantifies ignorance as well as certainty. 

For example, if one asserts a five appears" and then throws a die, we 

can say that the assertion is ignorant five-sixths of the time: "A five 
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doesn't appear'' is clearly a less ignorant statement. An assertion is 

free of ignorance if and only if one can assign a probability of 1.0 or 

0.0 to it. 

The situation is much more complicated when we do not know the 

probabilities. In this case , the only method of validation is empirical. 

Should the cardinality of the set of possible outcomes be unknown, 

we have no way of assessing our limitations and quantifying our 

ignorance. 

3.0 Impact of Ignorance On Expert Systems 

Our initial notions about ignorance suggest that any expert system 

containing heuristic information cannot be sound, much less complete. 

Of course, this idea agrees with common sense : human experts are 

neither sound nor complete within their domains of expertise. 

However, knowing this, human experts are often able to detect 

unsound reasoning or ,better yet, recognize without try in? to so lve 

fhe problem that the prospects for a sound solution are dim. For 

example, a mathematcian knows that if the determinant of a matrix 

equals zero, then the matrix has no inverse. 

4.0 Technique For Recognizing Ignorance 

One can recognize ignorance u priori by employing 

metalcnowledge[ 11 . For example, if you were asked to name the 

capitals of all fifq staes, you might quickly answer "I don't know 

them all" 

inp to name aqy. In short, you seem to have second order 

knowledge about what you h o w  and what you do not know. 

Expert systems may employ metaknowledge to bring "promising " 
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subsets of knowledge to bear upon a problem rather than *'try 

everything". Ideally, an expert system ought to deal with two distinct 

problems : 

* The competence problem : can a given problem solver solve a given 

problem? 

* the construction problem : what is the solution to the given problem? 

An expert system then employs a "metaknowledge" base for 

reasoning about the competence problem and a knowledge base for 

reasoning about the problem's solution. If one factors expert problem 

solving this way , all seems well : we simply solve the competence 

problem separately from the construction problem. In this way the 

expert system "knows" its limitations. The crucial question here is 

itself a competence question : does such a general "competency test" 

exist ? 

~norance Recognizer" 

We cannot, in general, construct an algorithm which takes a 

knowlede base , inference procedure, a problem description as input 

and produces a yesho competence decision. The ability to do this 

implies a solution to the halting problem for Turing machines. To see 

this, simply rephrase the problem to read a Turing machine and input 

string as input and "halt" for competence decision. 

We can approach the competence problem from another direction 

and derive similar results. E the Church-Turing Thesis is correct, then 

any finite description is describable in first order predicate calculus 

[2]. Thus any expert system can be recast in first order predicate 

calculus and vie m prover. According to Goedel's 

Incompleteness m, we h o w  there are true but unprovable 
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a general "ignorance reco e could use 

it to recognize our inability to prove these theore 

ver tries unsuccessfully to prove it. 

assumption of "unprovable" since the "ignorahce recognizer'' is also a 

theorem prover. Thus the existence of a general "ignorance recognizer'' 

is ~ f o ~ l y  shown to be impossible. 

recognizers" possible in principle? 

ific I' ignoran~e 

construct a s 

* the recognition of domain specific ignorance 

information is present 

The recognition of domain specific igno 

because the Halting Problem results me 

general ignorance recognizer. No asse 

specific Turing machine and a specifi 

principle, given a specific expert sys 

instances , it is possible for the syste 

theory of computability does not tell us how 

On the other hand, can an expert sy 

heuristic inference is present? In th 

cannot. 

We cannot even assert with certainty that a ce is sound. 

A conclusion based on a series of es must 

suspe~t In short, we 
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proposition is true) based on a series of potentially unsound 

inferences. 

Thus, unsoundness is inherent in expert systems. We cannot 

guarantee an expert system will infer only true(valid) assertions. 

Yet, we can nevertheless obtain a greater degree of control over this 

situation. One technique is to view the input data set as a vector ar,d 

apply pattern recognition techniques to rapidly classify it as 

"probably can do" or "probably cannot do" and proceed accordingly. A 

"minimum distance" classifier with a suitable distance metric serves 

as the basis of this approach. Basically, the classifier views input data 

instance as a point in Euclidean n-space and uses the distance to 

known solved problems (prototypes) as a guide in estimating the 

expert system's ability to solve a specific problem. If an input instance 

is sufficiently "far" from its closest prototype, then the expert system 

may recognize this as ignorance. 

Although not a panacea , this approach may offer a real-time remedy 

to the ignorance recogition problem. I am currently investigating 

these topics and hope to report my findings . 
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Automated Pract ical  Reasoning Systems 

Michael L e w i s  

By " p r a c t i c a l  r e a s o n i n g  systemP8 I mean a system, be i t  human 

o r  mechanica l ,  which makes  r a t i o n a l  d e c i s i o n s  a b o u t  what t o  do o r  

what ac t s  t o  per form i n  t h e  f a c e  of w e l l - s p e c i f i e d  c i r cums tances .  

The f i n a l  d e c i s i o n  made is of t h e  form *'I ought  t o  do A" where 

t h e  "1" may be a human o r  computer and t h e  "A" i s  t h e  ac t  t o  be 

performed. I s h a l l  c a l l  t h i s  s o r t  of ought  a "genuine ought" ,  

s i n c e  i t  w i l l  a c t u a l l y  e n t a i l  t h e  sys tem per forming  t h e  ac t ,  o r ,  

as i t  were, A' ing.  Not a l l  ough t s ,  though, e n t a i l  t h e  p e r f o r -  

mance of some act .  Some ough t s  enter  i n t o  p r a c t i c a l  d e l i b e r a -  

t i o n ,  a l t h o u g h  t h e i r  a c t - o b j e c t s  are  n o t  performed. E.g,, a 

sys tem might  i n f e r  a t  one moment t h a t  i t  ough t  t o  f l i p  a c e r t a i n  

s w i t c h ,  b u t  t h e n  o t h e r  i n f o r m a t i o n  m i g h t  e n s u e  which d e f e a t s  o r  ' 

o v e r r u l e s  t h e  d e c i s i o n  t o  f l i p  t h e  swi t ch .  B u t  t h e n  a g a i n  even  

l a t e r  i n f o r m a t i o n  might  ensue  such  t h a t  t h e  sys tem i n f e r s  t h a t  it 

ough t  a f t e r a l l  t o  f l i p  t h e  swi t ch .  I s h a l l  c a l l  these k inds  of 

ough t s  ( t h e  k i n d s  which can  be o v e r r u l e d  g i v e n  f u r t h e r  informa- 

t i o n )  " d e f e a s i b l e  oughts" .  With enough i n f o r m a t i o n  p r e s e n t e d  

ove r  a r e a o n a b l e  amount of t i m e ,  t h e  f i n a l  d e f e a s i b l e  ought  

beeomes t h e  genu ine  ough t  and t h e  sytem ac ts  a c c o r d i n g l y .  

Below I s k e t c h  a sys tem which i n f e r s  genuine  ough t s  based 

on t h e  i n f o r m a l  accoun t  of decision-making and a c t i o n  p r e s e n t e d  

above. The sys tem was implemented i n  PROLOG a t  t h e  Advanced 
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Computa t iona l  Methods Center  a t  t h e  U n i v e r s i t y  of Georgia  and is 

a v a i l a b l e  f o r  demons ta t ion  ( C f  L e w i s  [ 2 ] ) ,  

Consider  t h e  f o l l o w i n g  f i r s t  approximat ion  of r u l e s  f o r  

p r a c t i c a l  decis ion-making ( adap ted  from von Wright  [ 3 1 ) :  

1 System S ought  t o  do  A i f  and o n l y  i f  t h e  do ing  of A w i l l  

have (or r e s u l t  i n )  t h e  p r o p e r t y  P and i t  ough t  t o  be t h a t  

P. 

2 System S ought  n o t  do  A i f  and o n l y  i f  t h e  do ing  of A w i l l  

have ( o r  r e s u l t  i n )  t h e  p r o p e r t y  P and i t  ought  t o  be t h a t  

not-P. 

Note t h a t  w e  have t h e  word "ought"  a p p l y i n g  t o  t h e  performance of 

ac t s  i n  t h e  l e f t  s i d e  of t h e  b i c o n d i t i o n a l ,  and have i t  a p p l y i n g  

t o  p r o p e r t i e s  or r e s u l t s  of ac t s  i n  t h e  r i g h t  s i d e  of t h e  bicon- 

d i t i o n a l .  Thus,  w e  m u s t  d i s t i n g u i s h  a t h i r d  k ind  of ought ,  v i z . ,  

t h e  "normative ought" .  The d i s t i n c t i o n  between normat ive  ough t s ,  

on t h e  one hand, and genuine  and d e f e a s i b l e  ough t s  on t h e  o t h e r ,  

is f a m i l i a r  i n  p h i l o s o p h i c a l  e t h i c a l  t heo ry .  I t  i s  normat ive  

t h a t  one keep promises .  I t  is  d e f e a s i b l e  t h a t  I keep t h i s  p a r t i -  

c u l a r  promise.  And i t  is  genuine  t h a t  I keep t h i s  p a r t i c u l a r  

promise  i f  a l l  t h e  r e l e v a n t  i n f o r m a t i o n  is  i n  and t h e  a c t  of 

keeping t h e  promise is  n o t  o v e r r u l e d .  

The problem w i t h  our f i r s t  approximat ion  is  t h a t  t h e  same 

ac t  may ve ry  w e l l  ough t  t o  be performed and ough t  n o t  be 

p e r f  o r  med Suppose t h a t  t h e  f l i p p i n g  of a s w i t c h  r e s u l t s  i n  

i l l u m i n a t i o n  and a l s o  r e su l t s  i n  e a s y  d e t e c t i o n  by a second 
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p a r t y .  F u r t h e r  suppose  t h a t  i l l u m i n a t i o n  is d e s i r a b l e  (or 

normat ive)  and t h a t  e a s y  d e t e c t i o n  is u n d e s i r a b l e  ( o r  non- 

d e t e c t i o n  is norma t ive ) .  I t  f o l l o w s  by t h e  above r u l e s ,  t h e n ,  

t h a t  S ought  t o  f l i p  t h e  s w i t c h  and ough t  n o t  f l i p  t h e  s w i t c h ,  

O f  c o u r s e ,  t h e  sys tem canno t  do b o t h ,  Our f i r s t  approximat ion  

m u s t  be r e f i n e d  so  t h a t  i t  c a n  make some s o r t  of r a t i o n a l  deci- 

s i o n  when a n  ought  and a n  ought-not  c o n f l i c t .  I.e., i t  needs 

some way t o  d e c i s i v e l y  i n f e r  a genuine  ough t  ove r  some r e a s o n a b l e  

p e r i o d  of t i m e .  

A s imple  way t o  ad judica te  between c o n f l i c t i n g  o u g h t s  is  t o  

determine which r e s u l t  is more d e s i r a b l e ,  e .g . ,  i l l u m i n a t i o n  o r  

non-de t e c t ion .  Thus, as  a second approximat ion ,  c o n s i d e r  t h e  

f o l l o w i n g  r u l e s  of p r a c t i c a l  decis ion-making ( adap ted  from 

Cas taneda [l I : 

1' System S g e n u i n e l y  ought  t o  do A i f  and o n l y  i f  t h e r e  is 

a n a t u r a l  number - n and some normat ive  sys tem N s u c h  t h a t  S 

do A and i t  is n o t  t h e  case t h a t  there i s  some Ough tN (n)  
normat ive  sys tem N' and n a t u r a l  number - m such  t h a t  S 

do A and - m is g r e a t e r  t h a n  o r  equal  t o  N '  ( m )  ought-not  

n. 

2' Otherwise ,  S g e n u i n e l y  ought  n o t  do A. 

- 

T h i s  approximat ion  r e q u i r e s  t h a t  r e s u l t s  of a c t i o n s  ( o r  normat ive  

ough t s )  be n u m e r i c a l l y  weighted .  The  numer ica l  w e i g h t s  a s s i g n e d  

t o  r e s u l t s  of a c t i o n s  a r e  me taphor i ca l  e x p r e s s i o n s  of t h e  import  

o r  d e g r e e  of d e s i r a b i l i t y  a t t r i b u t e d  t o  those r e s u l t s .  I n  t h e  
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example of f l i p p i n g  t h e  s w i t c h ,  t h e n ,  t h e  sys tem s imply  needs t o  

know what  is  more d e s i r a b l e ,  i l l u m i n a t i o n  o r  non-de tec t ion .  I f  

t h e  d e s i r a b i l i t y  of i l l u m i n a t i o n  h a s  a weight  of 5, and t h e  

d e s i r a b i l i t y  of non-de tec t ion  h a s  a we igh t  of 3 ,  t h e n  t h e  

f o l l o w i n g  two ought -s ta tements  a r e  i s s u e d :  

f l i p  t h e  s w i t c h .  O'gh ti 1 lum i n a t  i o n  ( 5 
ought-no tnon-de tec t ion  ( 3 )  f l i p  t h e  swi tch .  

From l ' ,  s i n c e  3 is  n o t  g r e a t e r  t h a n  o r  e q u a l  t o  5,  S genu ine ly  

ought  t o  f l i p  t h e  s w i t c h ,  and f i n d s  i t s e l f  a c t u a l l y  f l i p p i n g  t h e  

s w i t c h .  

The  problems w i t h  t h i s  second approximat ion  a r e  two-fold: 

F i r s t ,  i t  is  s t i l l  p o s s i b l e  t h a t  t h e  same a c t i o n  both  ought  t o  be 

performed and ough t  n o t  be performed,  One can e a s i l y  imagine 

c a s e s  i n  which a sys tem a s s i g n s  a weight  of 5 both  t o  i l l u m i n a -  

t i o n  and  non-de tec t ion .  I n  s u c h  cases, t h e  sys tem is  s t a l e m a t e d .  

T h e  second problem, which is  r e l a t e d  t o  t h e  f i r s t  one,  is  q u i t e  

s imply  t h a t  p r a c t i c a l  d e c i s i o n s  a b o u t  what  t o  do a r e  o f t e n  n o t  

t h i s  s i m p l e  and s t r a i g h t f o r w a r d ,  When one is  i n  a quandary,  and 

one i s  s e r i o u s l y  r e f l e c t i v e  and c o n s c i e n t i o u s ,  a l l  k inds  of 

c o n s i d e r a t i o n s  come i n t o  p l a y .  To i l l u s t r a t e  t h i s  p o i n t ,  

c o n s i d e r  a s t o r y  w i t h  which i n  some way I ' m  s u r e  w e  a l l  c a n  

i d e n t i f y  : 

Tom, l e t  u s  s a y ,  i s  a t en th -g rade r  who has promised S a l l y  

t h a t  he w i l l  come t o  see h e r .  H i s  mother f o r b i d s  him t o  see 

h e r .  Tom, t h e n ,  i s  i n  a quandary.  Should h e  d e f y  h i s  
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mother and see S a l l y  anyway? O r  shou ld  h e  n o t  v i s i t  S a l l y ?  

He and S a l l y  r e a l l y  have  a t h i n g  f o r  each  o t h e r  -- h i s  

" h e a r t "  s a y s  g o  see h e r .  F u r t h e r ,  h e  knows t h a t  S a l l y  w i l l  

be q u i t e  h u r t  i f  h e  d o e s n ' t  see h e r .  I f  h e  sees S a l l y ,  

though,  h e  w i l l  have t o  l i e  t o  h i s  mother. I f  h e  d o e s n ' t  

see her and b r e a k s  i t  o f f ,  though, h e  might  be f o r f e i t i n g  a 

chance a t  a l i f e t i m e  of happ iness .  E t c ,  etc. . .  

O f  c o u r s e ,  t h i s  s t o r y  is a b i t  melodramatic .  However, t h e  p l o t  

o r  d e c i s i o n  p rocedure  is e q u a l l y  a p p l i c a b l e  t o  inves tmen t  i n  

s t o c k s  and bonds o r  t h e  pu rchase  of a new car o r  f l i p p i n g  a 

swi t ch .  The p o i n t  of t h e  s t o r y  i s  t h a t  s e v e r a l  normat ive  ough t s  

a re  a t  p l a y ,  v i z . ,  keeping  promises ,  obeying p a r e n t s ,  f o l l o w i n g  

o n e ' s  f e e l i n g s ,  h u r t i n g  a n o t h e r  human be ing ,  t e l l i n g  l i e s  o r  

f a b r i c a t i o n s ,  p u r s u i n g  happ iness ,  e tc .  Given t h i s  k ind  of 

i n f o r m a t i o n ,  how might  a sys tem d e c i d e  what is  i t ' s  genuine 

ought?  Somehow, i t  con templa t e s  each horn  of t h e  dilemma, and 

ove r  some s a t i s f a c t o r y  p e r i o d  of t i m e ,  one ho rn  e v e n t u a l l y  out-  

weighs t h e  o t h e r  and t h e  sys tem a c t s  a c c o r d i n g l y .  The contem- 

p l a t i o n  of a r e f l e c t i v e  and c o n s c i e n t i o u s  sys tem i n v o l v e s  a c a r e -  

f u l  we igh t ing  of each  normat ive  ought ,  and c u l m i n a t e s  i n  a s o r t  

of g l o b a l  c o l l e c t i v e  we igh t  of s e e i n g  S a l l y  and a g l o b a l  weight  

of n o t  s e e i n g  S a l l y .  The ough t  w i t h  t h e  g r e a t e r  weight  is t h e  

genuine  ought .  T h i s  s o r t  of p r a c t i c a l  d e l i b e r a t i o n  is  c a p t u r e d  

i n  t h e  f o l l o w i n g  t h i r d  approximat ion  f o r  r u l e s  of p rac t ica l  

dec  ision-mak i n g  : 
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l V 8  S g e n u i n e l y  ought  t o  do A i f  and o n l y  i f  there is some 

k n a t u r a l  number k of normat ive  sys t ems  N1, N 2 , ,  .. ,N 

c o l l e c t i v e l y  hav ing  weight  - n ( w r i t t e n  N(k ,n ) )  which i s s u e  

do A and i t  is n o t  t h e  case t h a t  there  i s  N(k,n) s ought  

1 some number 1 of normat ive  sys t ems  N'1 ,N '2 , . . . ,N '  

c o l l e c t i v e l y  hav ing  weight  - m which i s s u e  S ought-no%, 

do A and - m is g r e a t e r  t h a n  o r  equal t o  - n. 

2! Otherwise ,  S genu ine ly  o u g h t  n o t  do A. 

( 1 , m )  

I n  our s t o r y ,  t h e  r a t i o n a l  c o u r s e  f o r  Tom t o  take i s  t o  examine 

t h e  r e s u l t s  of h i s  s e e i n g  S a l l y  o r  n o t  s e e i n g  S a l l y  and t o  deter-  

m i n e  t h e  impor t  of t h o s e  r e su l t s .  E.g., how impor t an t  i s  it  t o  

h im t o  keep promises? How i m p o r t a n t  is it  t o  obey p a r e n t s ?  To 

n o t  h u r t  a n o t h e r  human being? Each normat ive  ought  is weighted 

and c o n t r i b u t e s  t o  t h e  c o l l e c t i v e  weight  of t h e  i s s u a n c e  of t h e  

ought  and t h e  ought-not.  T h i s  s o r t  of d e l i b e r a t i o n  is s p e l l e d  

o u t  i n  1 I 8  and 2". 

Problems remain,  however. ( i )  The n o t i o n  of " c o l l e c t i v e  

weight"  needs  t o  be c l e a r l y  s p e l l e d  o u t .  To d a t e  t h e  sys tem 

c o n s i d e r s  two p a r a m e t e r s  when computing c o l l e c t i v e  weight :  t h e  

ave rage  of t h e  p a r t i c u l a r  weights  and the  number of w e i g h t s  

involved .  E.g., i f  t h r e e  normat ive  o u g h t s  of we igh t  5 issue "S 

ought  t o  A" and two normat ive  ough t s  of weight  5 i s s u e  "S 

ought-not  A", t h e n  t h e  sys tem i n f e r s  t h a t  i t  g e n u i n e l y  ough t  t o  

do  A ,  s i n c e  there are three s t r ikes  f o r  d o i n g  A and two f o r  n o t  

do ing  A. (ii) Chained resu l t s ,  i.e. r e s u l t s  of r e su l t s  ... of 
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r e s u l t s  of a c t i o n s  must e n t e r  i n t o  t h e  computa t ion  of c o l l e c t i v e  

we igh t . E.g., f l i p p i n g  t h e  swi t ch  r e s u l t s  i n  i l l u m i n a t i o n ,  

i l l u m i n a t i o n  r e s u l t s  i n  e a s y  guage-reading,  e a s y  guage-reading 

r e s u l t s  i n  e f f i c i e n t  d e c i s i o n  of a c t i o n ,  w h i l e  i l l u m i n a t i o n  

r e s u l t s  i n  e a s y - d e t e c t i o n  and e f f i c i e n t  d e c i s i o n  of a c t i o n  

r e s u l t s  i n  non-de tec t ion .  The c o n s i d e r a t i o n  of cha ined  resu l t s  

i s  tan tamount  t o  "good f o r e s i g h t " .  To  d a t e  t h e  sys tem can  handle  

t h e  c o n s i d e r a t i o n  of cha ined  resu l t s .  (iii) A f t e r  a l l  t h e  i n f o r -  

mat ion is  i n ,  g iven  a s u i t a b l e  amount of t i m e ,  and t h e  delibera- 

t i o n  h a s  t a k e n  place,  i t  is  n o n e t h e l e s s  p o s s i b l e  t h a t  t h e  system 

is s t a l e m a t e d .  I n  such  cases, t h e  sys tem m u s t  randomly choose 

one ho rn  of t h e  dilemma and a c t  a c c o r d i n g l y .  T h i s  c a l l s  f o r  one 

f i n a l  approximat ion  of our ru les  f o r  p r a c t i c a l  decision-making: 

1"' If t h e r e  i s  some number k of normat ive  sys tems N1, 

N 2 ,  .,., N c o l l e c t i v e l y  having weight  11 which issue S ' k 

(k ,n)  do A and some number 1 of normative sys tems 

N ' 1 , N ' 2 , .  . . , N I 1  c o l l e c t i v e l y  having  we igh t  - m which 

do A ,  t h e n  i s s u e  S ought-no$, 

( i )  i f  - m is g r e a t e r  t han  - n, S g e n u i n e l y  ought  t o  do A; 

( ii) i f  - m is equal t o  - n,  S randomly chooses  between 

doing  A and n o t  do ing  A; 

(iii) o t h e r w i s e ,  S genu ine ly  ough t  n o t  do A ,  

( 1 , m )  

The sys tem running  s o  f a r  i n s t a n t i a t e s  1"'. The f a c t u a l  

knowledge base upon which t h e  sys tem deliberates c o n s i s t s  of j u s t  

two k i n d s  of clauses: 
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h a s ( A c t ,  P r o p e r t y )  . 
normat ive  ( P r o p e r t y ,  Weight) . 

From a c o l l e c t i o n  of t h e s e  k i n d s  of fac t s ,  t h e  sys tem i n f e r s  b o t h  

t h e  d e f e a s i b l e  ough t s  and t h e  genuine  ought .  The a u t h o r  is n o t  

p e r f e c t l y  s a t i s f i e d  y e t  w i t h  t h e  sys t em ' s  computa t ion  of c o l l e c -  

t i v e  weight .  T h i s  is c o n s i d e r e d  one of t h e  problems for f u r t h e r  

r e f l e c t i o n  and r e s e a r c h .  I t  is hoped t h a t  t h i s  l i n e  of r e s e a r c h  

w i l l  f a c i l i t a t e  t h e  t r a n s f e r e n c e  of human decision-making 

capab i l i t i e s  t o  machines.  

Re fe rences  

[l] Castaneda,  Hector-Neri: The S t r u c t u r e  of Mora l i t y ,  C h a r l e s  
C.  Thoman: S p r i n g f i e l d ,  I l l i n o i s ;  1974. 

[ 2 ]  L e w i s ,  Michael: "The Automation of a Pract ical  Reasoning 
System Based on Concepts  i n  Deont ic  Logic" ,  ACMC Research Repor t  
01-0014; Advanced Computat ional  Methods Cen te r ,  U n i v e r s i t y  of 
Georgia;  1986. 

E3 
A c  
H i  

] von Wright ,  Georg Henrik: "On t h e  Logic  of Norms and 
t i o n s " ,  N e w  S t u d i e s  i n  Deont ic  Logic  ( e d i t o r :  R i s t o  
l p i n i n )  ; Reide l :  Dordrecht ,  Holland;  1981; 3-35. 

Michael L e w i s  
Department of Phi losophy 
U n i v e r s i t y  Center  a t  Binghamton 
S t a t e  U n i v e r s i t y  of N e w  York 
Binghamton, N e w  York 13901 
U . S . A .  

200 



c -  

Abstract 

ISY-DAMP 
A Distributed AI System 

for the 
Dynamic Allocation and Management of Power 

Steven B. Hall, Ph.D 
Peter C .  Ohler 

Lockheed Missiles and Space Company 
0/59-50 B/580 

Sunnyvale, CA 94089-3504 

One of the critical parameters that mus t  be ad- 
dressed when designing a loosely-coupled dis- 
tributed A I  system has t o  do with the degree to  
which authority is  centralized or decentralized. 
The decision t o  implement  the D A M P  system a6 
a network of cooperating agents mandated that we 
address this issue. The D A I S Y - D A M P  problem 
i s  described; the component agents of the system 
are characterized; and the communication proto- 
cols sys tem elucidated. The  motivations and ad- 
vantages in designing the system with authority 
decentralized is  discussed. Progress in the area of 
Speech Act theory is  proposed as playing a role in 
constructing decentralized systems. 

This paper describes the DAISY-DAMP project 
currently under development at LMSC’s Astro- 
nautics Division. This paper focuses on the dis- 
tributed AI issues tha t  are being addressed in this 
project. The  utility of decentralizing authority in 
a distributed system of this class is discussed. A 
more complete description of the system’s archi- 

tecture and the role of a prototyping testbed can 
be found elsewhere.’ The  paper below is orga- 
nized as follows: 

Section 1 is a general introduction to the DAISY- 
DAMP system. 

Section 2 describes the system’s design archi- 
tecture. 

Section 3 addresses the communication proto- 
col issues. 

Section 4 characterizes lessons learned and fu- 
ture developments. 

ODUGTION 

DAISY-DAMP is a prototype version of an avant- 
garde electrical power management system. The  
project was initially funded for its potential uti- 
lization as an  embedded control system on the 
NASA International Space Station. The global 
intent of the project. is to design a generic power 

‘See the Published Proceedings of the 1986 SPIE Sym- 
posium on Advances in Intelligent Robotics Systems. 
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control system that offers considerable adaptiv- 
ity in responding to evolving environmental de- 
mands. 

The system is designed as a decentralized network 
of cooperating expert (or knowledge based) sys- 
tems. Three of the four major agents of DAISY- 
DAMP are planning systems which are designed 
to work in parallel. The fourth agent is a diagnos- 
tic system responsible for fault identification and 
isolation. As such the system is B prototypical 
loosely coupled distributed AI system. 

The design of this system as a DAISY offers the 
opportunity to explore some of the critical ques- 
tions regarding the high level communication pro- 
tocols that need to be utilized within loosed cou- 
pled systems. This paper will address some of 
these issues in the context of an engineering task. 

A critical feature of the prototyping of this sys- 
tem involves the construction of a testbed that 
facilitates the construction and performance test- 
ing of a wide variety of DAI protocol systems. Al- 
though the testbed design and development will 
not be discussed in any significant detail here, a 
note should be made of its critical role in explor- 
ing many of the issues addressed within this pa- 
per. A good testbed for developing a DAI system 
should minimally support the expeditious inves- 
tigation of the following issues: 

., 

0 Mixes of 'data' and 'goal-directed' control in 
the system; 

0 Distributions of uncertainty and error in the 
input data; 

e Types of communication policies used; 

0 Communication channel characteristics; 

0 The problem solving and communication re- 
sponsibilities of each node; 

0 The authority relationsliips among nodes; 

Figure 1: SYSTEM ARCHITECTURE 

2 SYSTEM STRUCTURE 

A first significant step in the design of DAISY- 
DAMP has been involved with the definition 
of the various system agents along with their 
roles and responsibilities. This section charac- 
terizes the current best definition of the four pri- 
mary agents that together constitute the DAISY- 
DAMP. See figure 1. 

2.1 POWER ALLOCATION 
AGENT 

The power allocation agent is responsible for de- 
ciding how power ought to be routed from the 
various sources of power to the various loads re- 
quiring power. As such the problem is a system 
configuration task with an inherent need to per- 
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form dynamic reconfiguration. 

The  goal of this agent is to generate a config- 
uration plan specifying what switches are to be 
thrown at what times in order to optimize the 
distribution of available power and minimize the 
frequency of switch throwing. 

Part of the complexity in this domain comes 
about because of the intrinsic trade-off between 
these two objectives. In general as the commit- 
ment to optimizing the configuration increases, 
the frequency of switch throwing increases as 
well. 

Additionally, the notion of an  optimized config- 
uration is composed of two competing objectives 
as well: redundant systems should be maintained 
on distinct circuits while, simultaneously, the un- 
claimed power in the system should be as evenly 
(intelligently) distributed as possible to insure 
power availability for the activation of unsched- 
uled loads (e.g., the activation of the  tracking mo- 
tors). 

Finally it should be noted tha t  the notion of an 
even or fair distribution of excess power is a com- 
plex concept that  should minimally include refer- 
ences to the power demands of the unschedulable 
loads on each of the configured circuits and their 
probability of being ’on’ during the period under 
consideration. 

Two interesting trends (laws?) should be noted 
here: 

0 As the power margin (i.e., the difference he- 
tween the power available and the power re- 
quired) decreases the switch throw frequency 
increases. 

e As the number of powered redundant sys- 
tems increase the even distribution of avail- 
able power decreases. 

One final consideration should be noted: the low 
vulnerability loads (;.e., those whose power sup- 
ply can be interrupted without significant cost) 
should be distributed throughout the circuit net- 

that  in the context of the need to  shed 
a load,because of insufficient power on a partic- 
ular circuit, a critical load need not be $h.ed, It 
should be noted that the satisfaction of this con- 
straint (although generally not highly prioritized) 
is also potentially in conflict with both the redun- 
dancy and even distribution constraints. 

The  power allocation agent module was the first 
module of DAISY-DAMP to begin development 
and is currently serving as a prototype for further 
developments. 

2.2 LOAD SCHEDULI 

The  load scheduling agent’s primary role is to  
determine when each of the various loads that 
require power ought ,to be cncrgized. The  load 
scheduling agent serves a central negotiating role 
in DAISY-DAMP. The  agent is currently as- 
signed the following responsibilities: 

e Communicate with the OMS scheduler to de- 
termine global scheduling projections; 

a Communicate with the Resource Manage- 
ment Agent to determine power available 
projections; 

e Communicate with the Power Allocation 
Agent to determine the feasibility/advisabiiity 
of implementing the current load schedule. 

In a static or non-modifiable world the, Load 
Scheduling Agent’s task is a relatively straight 
forward one. %’he agent takes the power avail- 
able plan from the Resource Manager and the 
task plan from the OMS scheduler and gener- 
ates a plan/schedule for energizing the required 
loads within the bounds of the available power. 
Such a scenario also assumes tha t  any produced 
load schedule can be implemented safely and ef- 
ficiently by the Power Allocation Agent. 

The  situatirn is however both more complex and 
flexible than the scenario specified above sug- 
gests. There are satisfaction constraints tha t  
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guide the  generation of the system configuration 
plan, the resource management plan, as well as 
the  task plan tha t  primarily respond to the struc- 
ture of the load schedule plan. If these constraints 
are to be satisfied then the global planning pro- 
cess must involveeither a degree of parallelism or 
be iterative in nature. 

A major goal in the development of DAISY- 
DAMP is to generate a system of cooperating 
agents t ha t  can readily recognize problems tha t  
impact the development of the evolving plans of 
the agents to which they interface. 

A few scattered exemplars of the problems in var- 
ious evolving plans tha t  need to  be monitored in- 
clude the following: 

0 Planned high frequency switching rates on 
high power switches reflects a need to modify 
the planned power margin (i.e., more power 
or less demand during ’critical’ periods). 

0 The inability to generate load plans that are 
in concert with the estimated unit estimates 
derived from the task plan reflects a need to 
modify the  OMS task plan. 

0 An estimate that the long term health of the 
electrical power system is being jeopardized 
is a reflection that the current short term 
negotiation policy is too aggressive. 

0 The  inability to generate a plan tha t  is sta- 
ble for a temporal period of time sufficient 
to dedicate the computational resources to 
emergency replanning without negative side 
effects reflects a level of resolution in the 
global planning process that is excessive. 

2.3 RESOURCE 
MANAGEMENT AGENT 

The Resource Management Agent’s primary re- 
sponsibility is to insure the availability of elec- 
trical power and the health of the power system. 
The agent is responsible for the following func- 
tions: 

0 monitoring and projecting the power avail- 
ability; 

0 generating plans which specify how much 
power is to be made available per unit time 
for powering loads; 

e recharging and reconditioning the power sys- 
tem batteries; 

0 assuring the long term health of the system. 

The complexity of the resource management task 
is a function of the inherent flexibility in how 
the resource management task is achieved. While 
the batteries have a limited capacity to provide 
power, the timing of their utilization is quite flex- 
ible within the given constraints. They are un- 
der demand during the dark cycle, must be dis- 
charged periodically for reconditioning purposes 
and have some health maintenance requirements 
but otherwise the resource management agent 
has a considerable degree of freedom to  choose 
when the best time to ’borrow’ power is and when 
the borrowed power ought t o  be ’repaid’. As a 
consequence of this ff exibility, multicycle projec- 
tions and utilization commitments are likely to 
play a major role in the generation of the re- 
source utilization plan. If, for example, an  ex- 
pressed short-term need for additional power can 
be balanced with an expressed willingness to limit 
power usage for a specified period in the future 
and such an arrangement is judged to not en- 
danger the health of the power system than the  
request may be granted. 

The  effect of this arrangement is to produce an 
ongoing negotiation between the resource man- 
agement agent and the load scheduling as to  how 
much power is to be provided during the foresee- 
able future. 

2.4 FAULT MANAGEMENT 
AGENT 

The faul t  management agent is primarily respon- 
sible for identifying and isolating power hardware 
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failures. The  agent is also responsible for track- 
ing failures and maintaining statistics regarding 
the MTBFs (Mean Time Between Failures) for 
the various components. 

The  fault identification function actively moni- 
tors power system sensors for both failure trends 
and positive component failures. 

The fault isolation function is an active compo- 
nent that  utilizes both sensor readings and active 
configuration manipulation to  localize the fault. 
The active configuration manipulation requires 
an interface to  the power allocation agent. 

3 COMMUNICATION 
PROTOCOL 
STRUCTURE 

The global behavior of Daisy-Damp is largely a 
function of the extent to which the individual 
components can be induced to function in con- 
cert. This mutual dependency highlights the role 
of the communication protocols. The  protocols of 
particular interest are at the seventh level. The  
function of these high level communication rules 
is to determine not only what types of messages 
should be transmitted and when they should be 
transmitted but what the content of those mes- 
sages should be. 

One of the important questions in formulating the 
structure of these communication protocols con- 
cerns the assignment of authority to  initiate mes- 
sages and thereby control the processing of the 
associated agents. The  Daisy-Damp system has 
been designed with the authority decentralized. 
This means that each of the various agents can 
independently initiate actions in its associates. 

The primary motivation for this decentralization 
lies in  the uncertainty with which agents that  are 
simultaneously solving inter-related subproblems 
can know the current state of their associated 
agents and therefore how and where specific prob- 
;ems ought to be handled. 

For example; th optimal solution to the power 
scheduler's recognition tha t  it is being forced to 
throw its switches at an unacceptably high rate 
during some temporal interval, is not deducible 
by the power scheduler in isolation. The best 
solution may involve the resource manager in- 
creasing the available power for tha t  interval or it 
may involve the load scheduler dropping some of 
the power demands for tha t  period or it may in- 
volve simply doing nothing. Modification to the 
plans of either the load scheduler or the resource 
manager is likely to require coordination with the 
other. 

This problem can be solved by centralizing au- 
thority in a single agent which maintains accu- 
rate models of the various agents and therefore 
can assign tasks and solve problems appropri- 
ately. Unfortunately the consequent overwhelm- 
ing communication requirements invalidate many 
of the motivations for initially designing the sys- 
tem in a distributed fashion and result in a su- 
perfluous redundancy. 

The  better solution to  this problem lies not in 
maintaining complete models of each agent at  
either each node or a t  a centralized node, but 
rather in exploiting the uncertainty by generating 
messages that are intended by the initiating agent 
to be interpreted by the receiving agent in terms 
of its current state. In the example above, a mes- 
sage tha t  simply announces the problem should 
be sufficient, with an appropriate protocol sys- 
tem, to initiate the communication and problem- 
solving process that produces the optimal out- 
come. 

T h e  key to such a strategy lies in each agent's 
possession of a body of knowledge that governs 
the  production and interpretation of messages 
along with the knowledge and capacity to ex- 
ploit the fact that  this knowledge is shared among 
the various agents. Since Lhis body o f  knowledge 
is largely application independent the perpetual 
problem of maintaining knowledge base concur- 
rency in distributed A1 systems is largely replaced 
by the one-time engineering task associated with 
the construction of this 'cornmunication module'. 
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I f Assertions \ 

I 
Figure 2: Communication Module Architecture 

This communication module is in itself a stan- 
dard knowledge based system whose function is 
largely independent of the agent within which it 
resides or the problem domain being addressed. 
Like any knowledge based system it is subject to 
incremental development and can serve a valu- 
able role within a developing distributed AI sys- 
tem at a reasonably early stage in its develop- 
ment. The global structure of a complete system 
is shown diagrammatically in figure 2. The pri- 
mary components of this module are summarized 
below: 

The  Censor is a relatively simple element whose 
responsibility involves determining when specific 
facts or goals in the agent’s workspace have 
reached a lcvel of certitude to justify consider- 

ing for communication. The  critical confidence 
value can be modified as a function of a system 
developer’s manipulation or by real-time message 
interpretation. Enhancements to this function in- 
clude the ability to censor subclasses of the active 
facts and goals for different levels of certitude. 
Some flexibility exists in where the censor func- 
tion can be reasonably situated; some communi- 
cation module designs will encode similar func- 
tions into the module itself. 

The  communication workspace contains the facts 
and goals tha t  are of relevance to the communi- 
cation module. The  workspace is segmented into 
three types of knowledge: agent models, commu- 
nication history and intermediate results. 

The  agent models section includes two kinds of 
information: declarative information about the 
functional responsibilities of each agent and cur- 
rent state knowledge that is expressed or implied 
by the transmitted messages. 

The  communication history section encodes in-‘ 
formation about the active ’topics’, including: 
what messages have been exchanged between 
which agents; what topic/problem each message 
addressed; what the current state of each topic 
is and the source(s) and message class(es) of the 
expected next message in each topic area. 

The  intermediate results section includes both 
partial conclusions regarding the appropriate in- 
terprctation of a received message and the ap- 
propriate message class and message content for 
a transmitted message. 

3.3 

The  Communication Knowledge Base is the most 
universal of the communication module compo- 
nents and the keystone of the module. ‘The 

206 



communication knowledge base encodes a body 
of knowledge about the communication process 
itself tha t  enables both information/knowledge 
that is t o  be communicated to be encoded in such 
a way as t o  exploit the flexibility in the system 
and messages that are received to be properly in- 
terpreted in terms of the receiving agent’s current 
state. The  declarative knowledge that must be 
encoded within this module falls into two broad 
categories: 

1. The  conditions under which a particular 
message type can justifiably be transmitted; 

2. The conditions under which the content of 
a particular message type can justifiably be 
transmitted; 

The  structure and representation of this knowl- 
edge is a significant task that draws heavily on 
previous work in both Distributed Artificial In- 
telligence theory and Speech Act theory,2 

Communication knowledge base rules are respon- 
sible for utilizing this knowledge to both produce 
and comprehend messages as a function of the 
current state of the work space and the contents 
of the message buffers. One subset of these rules 
are specifically dedicated to determining the im- 
plications of the fact that the structure of the 
messages being received is a product of a system 
that is utilizing this same body of knowledge. An- 
other subset of rules is specifically dedicated to 
responding to messages tha t  violate the agent’s 
expected messages set. 

The optimal structure and function of these rules 
has not  yet been determined for the general case. 
Some of the open question include: 

0 To what extentfdepth should the production 
and comprehension of a message exploit the 

Zc.f., Searie, J. 1969. Speech Acts: An Essay in the Phi- 
losophy of 1,anguage. Cambridge, England: Cambridge 
University Press. 

31,inguistic Communication and Speech Acts. 
Rach and Robert Harnish. MIT PRESS, 1979. 

Kent 

fact tha t  the protocols are shared. For ex- 
ample, should the structure of a constructed 
message exploit the knowledge that the re- 
ceiving agent will be examining the message 
for what it implies about the  transmitting 
agent. Should the extent of this considera- 
tion be allowed to  vary over time. 

0 To what extent should the maintained agent 
models be allowed to become a communica- 
tion focus in itself. What are the best vehi- 
cles for assuring pragmatic agent models. 

3.4 COMMUNICATION 
MODULE GLOBAL 
BEHAVIOR 

The ’power’ of such a system is a function of 
many factors including those referenced above; 
but the following high level capabilities charac- 
terize, in general, the consequence of implement- 
ing such a module. The  generic communication 
module is expected: 

0 To determine what state-information pos- 
sessed by the home agent is of potential rel- 
evance to each associated agent; 

0 To determine what state-information pos- 
sessed by the associated agents is of potential 
relevance to the home agent; 

0 To determine what actions planned by the 
home agent are of consequence to  each asso- 
ciated agent; 

0 To determine what actions planned by the 
associated agents are of consequence to the 
home agent; 

The communication module is also responsible 
for determining the justifications and/or condi- 
tions that support and/or determine the state- 
information and planned actions of the associ- 
ated agents. This capability plays a critical role 
in determining the optimal negotiation foci. 

207 



One of the important determinants of the effec- 
tiveness of the communication module in generat- 
ing coordinated system behavior has to do  with 
the number of uniquely defined message types. 
A message type is an  explicitly represented wrap 
for the message contents. Message types can be 
roughly mapped onto a class of words that in 
the world of Speech Act Theory are referenced 
as illocutionary verbs. Generally, these verbs are 
grouped into four classes: constatives, directives, 
commissives and acknowledgements. Instances 
within these classes include, for example: con- 
cessives, retractives, ascriptives, prohibitives, ad- 
visories, offers, accepts and bids. 

A minimal set of message types for the DAISY- 
DAMP system has been defined to include: as- 
sertions, commands, requests and queries. These 
four message types correspond roughly to a pro- 
totypical instance of each of the four classes ref- 
erenced above. As prototypical instances they 
carry the presuppositions and iniplications of the 
class with few of the attributes that would dis- 
tinguish them from other members of the set. 
As additional message type distinctions are made 
within the each of the represented types, ad- 
ditional presuppositional and implicational at- 
tributes are included. Thus  the power of the 
communication module can be enhanced by the 
refinement of the message type hierarchy. 

Our work on DAISY-DAMP has given u s  the 
opportunity to consider some the qualities tha t  
characterize a particular problem as a good can- 
didate for implementation as a distributed AI sys- 
tem. 

A primary feature of this application that sug- 
gests a DAI approach, is the simultaneous plan- 
ning aspects of the task. A n  obvious way to ap- 
proach this problem, if it  were to  be solved by 
human ground operators, would be to divide the 

problem into several simultaneous planning prob- 
lems. A tremendous gain in system comprehen- 
sibility is gained if the system simply models this 
intuitive approach to solving the problem. 

Having committed to a distributed design we 
have been obligated to confront the high level 
network control issues that are inherent in such a 
design. Approaches that depended on knowledge 
base concurrency whether in a centralized con- 
trol agent or dispersed throughout the network 
were seen in this domain to be inefficient and un- 
necessarily redundant. A solution to the control 
problem is recognized in a decentralized system 
tha t  makes robust use of mutually possessed in- 
telligent communication modules. The work in 
Speech Act Theory seems to offer promising in- 
sights into the structure of the knowledge base of 
this component. 
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There is a need for knowledge-based fault detection and diagnostics on the 
future generation of space vehicles. These vehicles have a more demanding 
set of requirements than today's vehicles. A tank pressurization system was 
chosen to explore the potential for an on-board knowledge-based fault detection 
and diagnostic system. Specific tasks were to investigate sensor-based 
diagnostics, appropriate levels of knowledge representation, the generation of 
further diagnostic tests, the diagnosis of two failures, and effective forms of 
graphical representation. 

I 

Future space vehicles such as the Orbital Transfer Vehicle 
experience a change in the way Integration, Checkout, and Launch 
will be performed. There are several reasons for this. Space basing will require 
more autonomous vehicles. Vehicles may be reuseable up 100 missions. 
The space-based vehicle must be checked out, serviced, an integrated with 
payloads through the part-time efforts of an astronaut whose primary expertise is 
in material or life sciences. The Space Station cannot accomodate the same 
Ground Support Equipment we are used to seeing. Total life-cycle costs must 
be reduced. A shift to on-board checkout and fault detection would help satisfy 
some of these requirements. 

good example of the present state-of-the-art in Launch Processing for 
unmanned vehicles. The CCLS provides problem isolation capability; flexible 
operator control; historical data records; identical, safe, rigorous testing; 
lessened chance of human error; and software development capability. It 
performs checkout of the major system elements, controls the cryogenic tanking 
and does the prelaunch sequencing. And finally, it allows automatic redline 

The CCLS is a mature system originating some 20 years ago. It is also a 
modern system, having undergone 3 major revisions. It consists of 4 Harris 

The General Dynamics Computer Controlled Launch System (CCLS) is 

onitoring during launch. 
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computers, extensive operator interface including color graphics, 
communication links, and front-end interfacing in a dual redundant 
configuration. 

CCLS is a real-time system with a response time to many events of seven 
milliseconds. The extent of CCLS is best realized by considering that it 
incorporates over a million lines of code. It operates with little operator 
intervention, does a great deal of data analysis, and gives GO/NOGO indications 

- with explanations. This sets the standard for future Launch Support Systems: 
they must be smaller, cheaper, even more autonomous, easier to develop, and 
just as capable. 

The purpose of this IRAD is to investigate techniques to develop these 
future Launch Support Systems. Such techniques might include improved Fault 
Detection/lsolation and better ways of graphically representing data. Artificial 
Intelligence (AI) is of particular importance. AI is a term assigned to a field of 
research attempting to emulate the intelligence of the human mind. A number of 
methods for classifying and using knowledge are being developed as a 
byproduct of this research. These methods, regardless of their fidelity to natural 
intelligence, are useful in their own right. This work considers only the sub-field 
of Expert Systems as distinguished from robotics, natural language 
interpretation, and artificial neural nets. Expert Systems have already been 
applied to a number of off-line diagnostic type problems. On-line diagnostic 
systems include NAVEX (Maletz) and LES (Scarl). 

SYSTEM DESCRIPTION 

Symbolics was the selected hardware because it was available and 
because of its reputation as the standard in AI research. Both ART and KEE' 
were considered for the software. ART was chosen primarily because of a 
perceived speed advantage. We also wanted to explore the ART viewpoint 
feature. Although not required by this problem, more complex problems would 
require both non-monotonic and hypothetical reasoning. ART permits levels of 
viewpoints which seem designed for this problem. ART will be discussed more 
later. 

Different areas were considered for a prototype Expert System. Electronic 
systems were ruled out because the future bus-based systems are not yet well 
defined. Fluid systems are complex and critical and yet have a much smaller 
number of basic components. A problem of tank pressure control was 
eventually chosen from the fluids area. The next step was to determine the 
strategy of reasoning about errors. It was decided to rely on reasoning from 
what is known as first principles because of the following: (Davis) 

1) it provides a strong degree of machine independence; 
2) it makes the system easier to construct and maintain; 
3) it facilitates defining the programs scope of competence; 
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the demonstration program. They are completely separate from the control and 
monitor rules. 

The use of an Expert System shell is a excellent way to get a program 
running quickly. ART is particularly powerful in the organization, classification, 
and manipulation of the data base. Graphics are easy to incorporate and easy 
to use. A rich variety of programming constructs allows a wide variety of pattern 
matching operations to be easily performed. Nevertheless, certain details of 
implementation have become apparent: 

The first problem is speed of execution and memory requirements. 
Even our simple prototype became very cumbersome to work with. 
This seems to be related more to the number of schemata than to 
the number of rules. Obviously there are always ways to speed any 
program up, but this involves what some would consider kludges. 
Another reason for slowness is discussed in item 5 below. 
It is not convenient (although it is possible) to save the current 
state of facts and schema. In other words you cannot stop in the 
middle of a run and pickup where you left off the next day. Each 
run starts from the initial state. This curtailed certain ideas we 
were going to explore concerning graphical manipulation of data. 
The name of a slot cannot be a variable. This necessitated large 
case statements, extra rules, and needless repetition of data. 
The compiled load cannot be saved. Every load is a new compile. 
Although the incremental compile feature usually negates this 
problem, it appears that it doesn't always work as expected whe*n 
.lisp files are involved. 
Graphics can be created in two ways--with the Icon Editor or with 
programmed functions. The editor is easy and the programmed 
functions are efficient. That is the problem. One would like to 
have easy and efficent together. Of course, it could always be 
argued that with practice comes ease. 
When logical dependencies become false they remove slot values 
from the data base. This is probably what some applications 
desire. Unfortunately, we would have preferred the slot value be 
set to an initial or default state. 
We experienced a problem with backward chaining when several 
rules created the same goal patterns. Since backward chaining 
was not necessary, we didn't investigate this further. It could 
have been a problem with our implementation. 
While viewpoints did appear to be a very useful tool, they were 
also extremely demanding in their use of machine resources. So 
much so as to be virtually unusable in any further extension of this 
application. 
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CONCLUSIONS AND RECOMMENDATIONS 

A shell requires too much overhead for any embedded application. An 
application of this type probably doesn't require all the frills the shell provides; 
but, in turn, has unique requirements of its own. A user written inference engine 
tailored to the task is necessary. 

One impression we gained from this effort was the essentially deterministic 
and associative nature of our problem solution. A colloquial way to express this 
is "where is the intelligence.;' A more rigorous explanation is given by quoting 
from a treatise on this subject (Sutherland). "AI constructs cannot endogenously 
perform the sorts of inference operations that stochastic decision exercises 
demand." "Lacking such a capability, AI constructs cannot transcend, but rather 
must compete with instruments of the type available from traditional decision 
disciplines." In many instances, certain AI properties might place them at an 
efficiency disadvantage." "AI facilities are vastly more sophisticated for ordering 
and manipulating knowledge than for either employing it or generating it." 

With these limitations of current AI techniques in mind it should not be 
surprising to learn that the fundamentals of a rule-based production system have 
been reduced to IC chips (Helley) (Togai and Watanabe). Further research in 
this area should concentrate on a consistent representation of vehicle 
subsystems at the appropriate level and the incorporation of an appropriate 
inference engine in a combined hardware/software representation. 
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EXPERT SYSTEMS FOR MSFC POWER SYSTEMS 

David J. Weeks 

Information and Electronic Systems Laboratory 
NASNMarshall Space Flight Center 

Marshall Space Flight Cented, Alabama 35812 

Abstract 

Future space vehicles and platforms including Space Station 
wi l l  possess complex power systems. These systems wi l l  
require a high level of autonomous Operation to  allow the crew 
to concentrate on mission activites and to limit the number of 
ground support personnel to a reasonable number. 

The Electrical Power Branch at NASA's Marshall Space Flight 
Center is developing advanced automation approaches which will 
enable the necessary levels of autonomy. These approaches 
include the utilization of knowledge-based or expert systems. 

lntroductian 

As the electrical power requirements for spacecraft increase, 
the complexity of managing such systems also increases. A key 
lesson learned from the first American space station, Skylab, 
was that future spacecraft with larger power systems must 
minimize ground support and crew involvement. 

Since 1982 Marshall Space Flight Center has been involved 
with the development of expert or knowledge-based systems to 
facilitate the automation of electrical power systems. These 
expert systems focus on the problems of fault diagnosis and 
payload scheduling. Future plans involve the development of 
expert systems for intel l igent data reduction, payload 
scheduling including implementation of the revised schedule, 
fault recovery, battery management, trends analysis, and 
component failure forecasting. 
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Space Station Experiment Scheduler 

The Space Station Experiment Scheduler (SSES) i s  a 
proof-of-concept demonstration prototype expert system which 
performs scheduling/rescheduling activities for payloads much 
faster than conventional approaches. Though a relatively simple 
model, this expert system demonstrates that a dynamic 
rescheduler embedded in the power management system can 
handle perturbations to the available power to help ensure that 
power is utilized as it becomes available and critical loads are 
never shed unless absolutely necessary. 

Space power cannot be .wasted due to the historical cost of 
$1000 per kilowatt versus about 5 cents for terrestial use. It 
is imperative that the 'wrong' load is never shed unless 
absolutely necessary. A DOD or ESA payload might be critical 
for national defense or due to  international agreements; a 
science experiment may have a critical window for operation; or 
a materials processing payload may increase its importance as 
an expensive crystal nears completion and cannot be interrupted 
without flaws occurring. 
SSES can reschedule about 50 payloads for a two week period 

in a couple of minutes. This model employs only a fraction of 
the 200 scheduling constraints that the Marshall Space Flight 
Center Experiment Planning System (EPS) utilizes, but does 
consider power consumption, payload duration, intermittent 
usage, crew attendance required, and priority class. SSES was 
developed by  Technology Applications Ine. of Jacksonville, 
Florida under the direction of the Electrical Power Branch for 
the Office of Space Station under the Space Station Advanced 
Development program. 

Hubble Space Telescope Electrical Power Svstem Diaanoser 

The Nickel-Cadmium Battery Expert System (NICBES) wil l be 
interfaced with the Hubble Space Telescope Electrical Power! 
System breadboard at Marshall Space Flight Center in November, 
1986. A block diagram of the configuration is shown in -Figure 2. 

As  present ly configured, th is  breadboard i s  operated 
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It was sponsored by the Office of Aeronautics 
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ri s t f  n ¶ E, ¶ 

a t e r i a l s  processing i n  space [I] o f f e r s  numerous advantages over 
processing on earth,  p a r t i c u l a r l y  due t o  the  absence o f  g rav i t y .  The 
h ighest  poss ib le  l e v e l  o f  automation i s  very des i rab le  i n  space based 
manufactur ing p lan ts  and the  automation o f  o e impor tant  component o f  t h e  
manufactur ing process; q u a l i t y  c o n t r o l  (QC) i 1 1  be discussed here, 

Automation o f  ma te r ia l s  QC i s  genera l l y  o f  s i g n i f i c a n t  i n t e r e s t ,  
p a r t i c u l a r l y  f o r  economic and ergonomi c reasons Bochove and Somers [ E ]  
have descr ibed a system h i c h  performs s p e c i f i c  t e s t s  on ma te r ia l s  and 
determines i f  t h e  r e s u l t s  a re  acceptable o r  not, A database system which 
s to res  t e s t  c r i t e r i a  and t e s t  r e s u l t s  has been presented by Burgade [3] and 
Svinn ing [4] uses computers t o  ma in ta in  data on produc t ion  parameters and 
corresponding product p roper t i es  f o r  manual reference, The approach 
proposed here  i s  an at tempt t o  improve on these systems. 

f a t y p i c a l  mater ia ls  process ing p l a n t  and i t s  QC 
components a re  sketche i n  f i g u r e  I ,  

The opera t ion  
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F i  gure 1 lvfateri a1 s processing. 

The requi  red resources (mater ia ls  energy, etc.  1 and appropr ia te c o n t r o l  
s igna ls  en te r  t h e  processing u n i t  which i n  t u r n  d e l i v e r s  the  manufactured 
items, I n  a d d i t i o n  t o  the  requ i red  i npu ts  t h e  processing u n i t  may be a f -  
f ec ted  by var ious "disturbances",  i .e, genera l l y  unwanted e f f e c t s  which 
poss ib l y  degrade the  manufactured items. These disturbances are  t y p i c a l l y  
e l e c t r i c a l  noise, chemical impur i t i es ,  g r a v i t a t i o n a l  j i t t e r ,  etc.  Each 
produced i t em i s  subjected t o  var ious t e s t s  and t h e  r e s u l t s  a re  submit ted 
t o  a QC exper t  system such as t h e  one proposed i n  t h i s  paper, The r o l e  of 
t he  exper t  system i s  t o  

( i )  determine if the  i t e m  t e s t e d  should be accepted o r  re jec ted ;  
( i i )  i n  t he  case o f  r e j e c t i o n ,  est imate which disturbances 

con t r i bu ted  t o  t h e  manufactur ing f a i l u r e ,  

The est imates o f  d isturbances may be t ransmi t ted  t o  human operators o r  t o  
appropr ia te  c o n t r o l  u n i t s  i n  t h e  p l a n t  f o r  correct ions,  

any problems encountered i n  QC a re  i n h e r e n t l y  hard t o  so lve  and 
some even w i thout  any f i n a l  so lu t ions .  e suggest c e r t a i n  approximations 
and h e u r i s t i c  methods t o  a r r i v e  a t  r e s u l t s  here necessary -a common ap- 
proach f o r  many " a r t i f i c i a l  i n t e l l i g e n c e "  ( A I )  methods, Instead o f  coding 
the  accumulated in fo rmat ion  of t he  exper t  system i n  terms o f  " i f - t h e n  
ru les ' '  we s t o r e  i t  as mul t id imensional  vectors  which are r e t r i e v e d  and 
processed by ad-hoc funct ions,  This i s  done f o r  t h e  sake of e f f i c i e n c y  and 
fur thermore t h i s  approach i s  more i n  l i n e  w i t h  t h e  inherent  nature o f  our 
task 

I n  t h e  f o l l o w i n g  d iscuss ion we w i l l  r e f e r  t o  t h e  product ion o f  
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lead-aluminum (Pb-AI) c y l i n d e r s  as an example o f  ma te r ia l s  processing 
[ll,[5]. Th is  p a r t i c u l a r  process i s  we l l  s u i t e d  f o r  space operat ion as 
g r a v i t y  causes separat ion of lead  and aluminum when molten on earth.  

2. Q u a l i t y  Cont ro l  Fundamentals 

A l l  products are designed so as t o  have c e r t a i n  p roper t i es  s u i t a b l e  
f o r  t h e i r  f unc t i ona l  performance. Examples f o r  t h e  Pb-A1 cy l i nde rs  i nc lude  
y i e l d  s t rength,  f a t i g u e  l i f e  and ex terna l  dimensions. Some of these 
p roper t i es  can be measured by nondestruct ive t e s t s  (NDT) wh i l e  o thers  
r e q u i r e  d e s t r u c t i v e  t e s t s  (DT) which genera l ly  degrade o r  destroy t h e  
t e s t e d  i t em [6]. Degradation o f  t h e  requ i red  p roper t i es  i s  usua l l y  caused 
by d i s c o n t i n u i t i e s  i n  t h e  items and these d i s c o n t i n u i t i e s  are i n  t u r n  
genera l l y  caused by the  d is turbance factors .  As most d i s c o n t i n u i t i e s  can be 
assessed by NDT methods ( v i sua l  inspect ion,  radiography, acoust ic  t es ts ,  
etc.)  examination o f  t he  d i s c o n t i n u i t i e s  a re  f requen t l y  p re fe r red  over 
t e s t s  o f  t h e  re levant  p roper t i es  which we want t o  achieve. The q u a l i t y  
con t ro l  c r i t e r i a  a re  the re fo re  expressed i n  terms o f  d i s c o n t i n u i t e s  r a t h e r  
than t h e  des i red  phys ica l  p roper t ies .  

2.1, Required ProDert ies 

Le t  us assume t h a t  t h e  s p e c i f i c a t i o n s  f o r  t h e  Pb-A1 cy l i nde rs  c a l l  
f o r  c e r t a i n  c h a r a c t e r i s t i c s  f o r  some N proper ty  types. For  example we would 
want " the  f r a c t u r e  s t rength  t o  be a t  least6150 ks i " ,  " the  endurance f o r  
some c y c l i c  tens ion  t e s t  t o  be a t  l e a s t  10 cyc les" ,  etc.  As these are  our 
uncond i t iona l  requirements we want t h e  t e s t e d  i t em t o  f u l f i l l  a l l  N o f  
these condi t ions.  As a mat te r  o f  no ta t i on  l e t  us l a b e l  t h e  N p roper ty  types 
by l,Z,..,N and use p .  f o r  t h e  measured value (by DT o r  NDT) o f  p roper ty  
i. We denote t h e  bounbby value f o r  acceptable p roper ty  i by pi 
( " c r i t i c a l " ) .  I f ,  f o r  example, ' ' f rac tu re  s t rength"  i s  l a b e l l e d  By i = l  then 
we s t a t e  t h e  corresponding t e s t  by (p Lp ) where p1 i s  150ksi o r  some 
o ther  requ i red  value. F o r  t h e  propert!& wi fEh we prefeP t o  have l a r g e  
numerical values we de f ine  p = /pi and f o r  p re fe rab ly  low valued 
p roper t i es  we se t  pi = ?& can de f i ne  our c r i t e r i o n  f o r  
acceptance as 

As t h e  requ i red  p roper t i es  a re  an ordered se t  o f  d i s t i n c t  proper ty  values 
we w i l l  represent them as a vector  

composed o f  t h e  N nonnegative components represent ing  t h e  measured 
p roper t  i es. 

2.2. Q u a l i t y  Funct ions 

The q u a l i t y  analys is ,  as se t  f o r t h  above, was based on a s t r i c t  
accept / re jec t  evaluat ion.  We now in t roduce a gradual measure o f  t he  "over- 
a l l  q u a l i t y "  o f  a tes ted  item. Def in ing such a measure i s  not t r i v i a l .  We 
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w i l l  de f i ne  i t  as some sca la r  func t ion  Q(g) where increased Q i n  some sense 
ind i ca tes  increased qua l i t y .  By se lec t i ng  a th reho ld  value Q we can 
rephrase t h e  acceptance c r i t e r i o n  as Q(pJ>Qo. The func t i on  Qfe) should be 
def ined so as t o  be cons is ten t  wi th commoiily accepted q u a l i t y  c r i t e r i a ,  
such as 

Q(2) has a maximum a t  e=O; 
Q(p) < Qo i f f  any component p - > l ;  Q(e) = Qo f o r  boundary cases {where a t  l e a s t  some pi=l 

Q ( p )  > Q, i f f  a l l  p . d ;  
dQ E)/dpi - .< 0 f o r  a l l  i. 

whi le  a l l  o ther  pi<l); 

A simple candidate f o r  such a func t i on  i s  

Q(2) = l/max(pi) f o r  i=l,2,..,No 

F igure 2 i l l u s t r a t e s  t h i s  func t i on  f o r  N=2. 

F igu re  2. The q u a l i t y  f unc t i on  Q(2). 

Any i t em w i l l  be accepted as long as i t s  e-vector  i s  w i t h i n  t h e  rectangular  
volume enclosedaby t h e  planes pi=O and pi=lo 

2,3, D i s c o n t i n u i t i e s  and Disturbances 

signed values d.  according t o  t h e i r  seve r i t i es .  Spec i f i ca t ions  f o r  NDJ- 
QC, based on d i l t h t i n u i t i e s ,  genera l ly  s t a t e  t h e  minimum r e j e c t i o n  value 
d. f o r  each d i s c o n t i n u i t y  type  i. For M d i s t i n c t  types we are  therefore 
iX t8 res ted  i n  t h e  values d. = d.  /d .  
t i v e  and def ined so t h a t  d k r e a l l k g  a7c ind icates decreasing s e v e r i t y  of 
d i s c o n t i n u i t y  i. As f o r  t h e  proper ty  vector  e we s i m i l a r l y  de f i ne  

D i s c o n t i n u i t i e s  (poros i ty ,  cracks, etc.) can be measured and as- 

f o r  i=l,Z,.. ,M. Each di i s  nonfiega- 

- = (d19d2,**,dM)* 
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Likewise we represent t h e  process disturbances (i.e. t h e  causes f o r  
d i s c o n t i n u i t i e s )  by t h e  vector  

where t h e  ci values i n d i c a t e  amounts o f  chemical impur i t i es ,  temperature 
dev iat ions,  etc.  Un l i ke  t h e  2- and - d-vectors we do no t  normal ize t h e  com- 
ponents o f  - c. 

2.4. Re la t ions  Between The c, d and e-vectors  - -  
By some under ly ing  phys ica l  processes (which are  general l y  unknown) 

any given s e t  o f  d isturbances c causes a corresponding se t  o f  d iscon- 
t i n u i t i e s  d t o  appear i n  t h e  pFoduced item. Each d i n  t u r n  a f fec ts  t h e  
f i n a l  p r o p z r t i e s  o f  t h e  i t e m  and r e s u l t s  i n  a g iven e-vector.  As these 
r e l a t i o n s  are governed by phys ica l  laws we expect them t o  be de te rm in i s t i c .  
Therefore e.g. repeated occurrences o f  a given c should always r e s u l t  i n  
t h e  same d. I f  d i f f e r e n t  d-vectors a re  observed-for t h e  same c we have t o  
conclude That e r ro rs  have-been made somewhere i n  t h e  observatTons. 

I t i s  f a i r  t o  assume t h a t  these mapping func t ions  are  reasonably 
we l l  behaved i n  the  sense t h a t  they and a t  l e a s t  t h e i r  f i r s t  d e r i v a t i v e s  
are  continuous. Although they are genera l l y  unknown as mathematical expres- 
s ions we w i l l  approximate these non l inear  mappings a t  i s o l a t e d  po in ts ,  
based on known po in ts  i n  t h e i r  neighborhoods. 

3. QC - The T r a d i t i o n a l  Approach 

examine t h e  d.  values and r e j e c t  the  tes ted  i t em i f  any d.  > d. ( o r  
e q u i v a l e n t l y  I f  any di > 1). I n  o ther  words, we check i f  d 15 wTth1Acthe 
rec tangu lar  acceptance Koundaries de l im i ted  by d. = 1 (i=i,2,.. ,M). Clear l y  
t h i s  i s  v a l i d  f o r  s i n g l e  i s o l a t e d  d i s c o n t i n u i t i e l  bu t  we may quest ion t h i s  
method when app l ied  t o  concur ren t ly  occur r ing  d i s c o n t i n u i t i e s .  F o r  example 
we cou ld  be tempted t o  r e j e c t  an i t em where several  d i s c o n t i n u i t i e s  occur, 
i f  each one j u s t  bare ly  remains w i t h i n  t h e  acceptance boundaries. This  
r a r e l y  becomes a problem, however, as r e a l  acceptance c r i t e r i a  a re  usua i l y  
de f ined w i t h  some f a c t o r s  o f  sa fe ty  ( t h i s  i n  t u r n  o f t e n  r e s u l t s  i n  unneces- 
s a r i l y  s t r i n g e n t  acceptance c r i t e r i a ) .  I n  t h e  f o l l o w i n g  sec t i on  we w i l l  see 
t h a t  t h i s  concern does no t  a r i s e  i n  the  approach presented there,  as i t  
evaluates j o i n t  d i s c o n t i n u i t i e s  i n  t h e  same way as i s o l a t e d  ones. 

The ususal method of QC based on observed d i s c o n t i n u i t i e s  i s  t o  

t 

4. QC - The Vector Based Approach 

A database o f  measured 2-, d- and e-vectors  i s  maintained as 
t r i p l e s  o f  vectors f o r  a l a r g e  numbgr of t e s t e d  items. It can be updated by 
i n s e r t i n g  o r  d e l e t i n g  any t r i p l e .  For a new i t em t o  be evaluated we measure 
i t s  d-vector  by NDT o r  o ther  appropr ia te means. Then we se lec t  those 
- d-veztors f rom t h e  database which most c lose ly  resemble the  new d, say a 
t o t a l  of K vectors. The t f o r  each of t h e  K database items i s  known and 
based on t h a t  in fo rmat ion  we est imate f o r  t h e  c u r r e n t l y  examined item. 
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Once t h a t  p- has been estimated we evaluate Q(e) and make t h e  appropr ia te 
accept / re jec t  decision. 

Opt ional ly ,  we may a l so  seek t o  est imate which process disturbances 
caused t h e  observed d, i.e. we would want an est imate o f  c f o r  t h e  t e s t e d  
specimen. Th is  can b z  der ived s i m i l a r l y  t o  t h e  estimate, F i n a l l y ,  we may 
wish t o  add t h e  cur ren t  subject  t o  t h e  database. I n  t h a t  case we perform 
ca re fu l  t e s t s  (NDT and/or UT) t o  determine t h e  ac tua l  e, we record t h e  
observed c and i n s e r t  these vectors w i t h  d i n t o  t h e  database. The e n t i r e  
process is i l l u s t r a t e d  by t h e  f lowchar t  07 f i g u r e  3, The es t imat ion  of p- 
w i  11 be discussed bel  ow. 

4.1. Se lec t ing  Database Vectors Closest t o  

t o  s e l e c t  from t h e  database a s e t  o f  some K vectors, which adequately 
resemble d, Thus we face two questions: what i s  an appropr ia te measure of 
resemblance o r  s i m i l a r i t y ,  and what should K be? 

A measure o f  s i m i l a r i t y  could be any sca la r  f unc t i on  S(C&,$) which 
e x h i b i t s  a reasonable behavior f o r  our sense o f  s i m i l a r i t y .  E.g. we would 
want S t o  assume a maximum f o r  d =d and minimum f o r  a l l  d and d which 
have no common nonzero componenrl.<n example o f  such a f d c t i o n %  

2 2 

The s t a r t i n g  p o i n t  f o r  es t imat ing  e f o r  t h e  c u r r e n t l y  examined a i s  

S(gl,gp) = dl-g2 / max(Ildl! - ,w2n 1 
which ranges from 0 t o  1. 

For a given d we search t h e  database f o r  t h e  d. which y i e l d s  t h e  
h ighes t  S(d,d.), t h e n  we f i n d  t h e  one g i v i n g  t h e  s e c o d  h ighest  S, an so on 
f o r  up t o  some K vectors. These K neighbors t o  d w i l l  be used t o  estimate 
t h e  p- o f  t h e  examined item. A simple approximatTon f o r  e i s  d e f i n i n g  i t  so 
t h a t  i t  i s  r e l a t e d  t o  el,..,& i n  t h e  same way as d r e l a t e s  t o  cll,..,&. 
S p e c i f i c a l l y ,  expressing d i n  terms o f  i t s  database neighbors as d = 
alcil+..+aK& y i e l d s  an esrimate o f  p- as 2 cz a Generaliy we may 
requ i re  a l a rge  K t o  span a l l  nonzero dimensib:& o f  d f %  t h a t  ca se i t  may 
be w iser  t o  t runcate  K t o  a lower value and evaluate-the constants a 
so t h a t  d '  = a d +..+aK$ i s  a t  a minimum d is tance from d. The t runc  t i o n  
could, f& exadiF!e, be se t  a t  t h e  d. which y i e l d s  t h e  f i r s t  S value below 
some s p e c i f i e d  threshold. Finally,-&s discussed i n  next section, we must 
always keep K<M - where M i s  t h e  dimension o f  t h e  - d-space. 

- -1 

+..+a 

raK 

4.2. Est imat ina D and c 

The o u t l i n e  o f  a simple es t imat ion  o f  e w a s  introduced above. To 
maintain, f o r  t he  es t imat ion  o f  e, only  the  d.-vectors most s i m i l a r  t o  d 
and t o  keep t h e  computational e f f o r t s  reasonzble we ctoose t o  keep K w i t h i n  
some modest value. Then we evaluate A = ,a ,..,a ) so t h a t  d '  = 
a dl+,.+a d approximates d as c l o s e i y  stab os 5 -  i b l e  f a c t u a l l y  d'-= d when t k  s e l e c k d  set  of d. spa% a l l  nonzero dimensions o f  d). ThTs przblem has 
a unique s o l u t i o n  fo?A as long as KLM and none o f  t h e  a. are l i n e a r l y  
dependent. By d i f f e r e n F i a t i n g  t h e  expression f o r  !d'-dIl-kith respect t o  
each ai we get K expressions and equate each one to zero. The eventual 
r e s u l t  i s  
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Figure 3. An o u t l i n e  o f  t h e  expert system. 
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f o r  K<M; - and 

f o r  t h e  special case o f  KIM 

where A i s  t h e  K by 1 vector o f  t he  a. constants and d i s  the (M by 1) 
lumn-vector o f  the observed discontinuities. D i s  a-(K by M) matr ix  where 

is gl anf so on t o  the  K-th row whiFh i s  the d d ,..,d values 
t h a t  [DO 3 i s  a symmetrical (K by K )  matrix, wA;cK s imph f ies  

the -ka t r i  x i nversion-somewhat . 
Having obtained - A = (al,..,aK)T we estimate e accordingly as 

e * algl+a&+. .+aK&. 

This 
i tem should be accepted o r  rejected. 

as e, by using the same calculated a; values: 

i s  then used t o  evaluate Q(e) which determines whether the  tested 

Optional ly, an estimate for  c can be obtained too, i n  the same way 

- c alsl+..taK s. 

5. Implementation 

A t  t he  t ime o f  t h i s  w r i t i n g  a QC expert system using the vector 
based methods i s  i n  i t s  ea r l y  t e s t  stages. I t i s  w r i t t e n  i n  LISP and runs 
on IBM-PC compatible computers. Emphasis i s  placed on ease o f  use, windows 
and menus are extensively appl ied and on- l ine help i s  provided a t  each 
step. I n  i t s  current form a l l  informat ion transactions take place v i a  the 
keyboard and the scr  en. Future versions may be modif ied so as t o  i n t e r a c t  

cont ro l  l e t s .  

the database i s  important. I d e n t i f i c a t i o n  o f  t he  1: "neighbors" t o  an ex- 
amined set o f  d i scon t inu i t i es  i s  a po ten t i a l  t ime bott leneck f o r  large 
databases. This problem i s  bas i ca l l y  the "multidimensional nearest neighbor 
problem" [7] f o r  which a general e f f i c i e n t ,  so lu t i on  i s  not known. The 
current expert system a t tempts ' t o  reduce the search t ime by keeping a t a b l e  
o f  the M d iscon t inu j t y  types and pointers from each one t o  the stored - d-vectors where t h a t  d i scon t inu i t y  i s  present. Each d has pointers t o  the 
corresponding e and c as well, When the neighbors t o a  given d are t o  be 
located, the program-uses the po in te r  t o  l i s t  up only those-points o f  the 
database which contain any o f  the nonzero d. o f  d. I n  other words a l l  
d i scon t inu i t y  vectors which have no common XonzeFo d i scon t inu i t y  types w i t h  
d (i.e. S=O) are l e f t  out; This reduces the search space somewhat. The 
tab le  o f  d i scon t inu i t y  types serves a lso as storage f o r  informat ion 
s p e c i f i c  t o  each d i s c o n t i n u i t y .  (al lowable numeric ranges, help information, 
etc.) and we keep s i m i l a r  tab les fo r  the property-  and disturbance types. 

w i th  other  periphera t s, such as d i scon t inu i t y  t e s t i n g  hardware and process 

From the perspective o f  computational performance the s t ructure o f  
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I n  re t rospec t  t h e  methods pres 
approaches i n  several ways. 

(i) Instead o f  us ing  Q 
we attempt t o  e s t i  
d i s c o n t i n u i t i e s  an 
Using these approx 
of d i s c o n t i n u i t i e s  by est imat ing-  and examining how the  
corresponding p roper t i es  w i l l  be af fected.  

(ii) The method described provides n 
a l so  estimates o f  process e r r o r s  ( 
degradation o f  t h e  t e s t e d  items. - 

(i i i ) Bui 1 d ing  t h e  database o f  compl e t  
l a r g e  number o f  items provides 
in fo rmat ian  no t  otherwise r e a d i l y  accessible, 

. r  

Although t h e  system has been.described here w i t h  mater ia ls  process- 
i n g  i n  space i n  mind, i t  i s  general enough t o  handle any QC tasks o f  nature 
s i m i l a r  t o  t h e  mater ia ls  processing. Thorough t e s t s  t o  evaluate t h e  p e r f o r -  
mance o f  t h e  system have not  y e t  been undertaken, as it i s  s t i l l  i n  t h e  
f i n a l  cons t ruc t ion  phase. Only a few simple examples f o r  q u a l i t y  co 
welds have been examined and so f a r  they y i e l d  sa t i s fac to ry , resu l t s  
eva lua t ion  awaits more i n tens i ve  app l i ca t i ons  o f  t h e  system, 
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TIHE-PHASED INCORPORATION OF AUTOHATION AND ROBOTICS 
ON TEE U.S. SPACE STATION 

R. B. Puwes - P.S .  Lin - E.M. Fisher Jr. 

Boeing Aerospace Co. 

Huntsville; AL.' 35807-3701 

Space Statio 

i 

A plan for the incorporation of. Automa-ion arid Rcdotics 
technology on the space station .is presented. The time- 
phased introduction of twenty-two selected candidates is set 
forth in accordance with a technology development forecast. 
Twenty candidates were chosen primarily for their potential 
to relieve the crew of mundane or dangersus operations and 
maintenance burdens, thus freeing crew time for mission 
uties and enhancing safety. Two candidates were chosen 

based on a potential for increasing the productivity of 
laboratory experiments and thus directly enhancing the 
scientific B1value" of the space station. A technology 
assessment for each candidate investigates present state of 
the art, development timelines including space qualification 
considerations, and potential for technology transfer to 
earth applications. Each candidate is evaluated using a 
crew-workload model driven by crew size, number of 
pressurized U.S. modules and external payloads, which makes 
it possible to assess the impact of automation during a 
growth scenario. Costs for each increment of implementation 
are estimated and accumulated. 

1. Introduction 

This paper is a summary of the Boeing Company's input to Data 
Requirement 17, "Automation and Robotics Plan", which 
constitutes part of NASA's response to public law 98-371 
hat nandated the study of advanced automation technology for 
he space station. 

2. Method 

The objective of the creation of a comprehensive A&R plan has 
been accomplished according to the subtask flowchart shown in 
Figure 1. Initially, 69 A&R candidates were identified for 
consideration. A set of selection criteria was formulated 
whose application to the original candidates has produced a 
reduced set of 22 candidates, one of which, Robot Friday, is 
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correct judgemen . Using this approach the ~ m ~ l @ ~ e n t a ~ ~ o n  
sequence for  a ificial intelligence was governed by the 
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following scenario, with sufficient time at each stage to 
verify performance and for human acceptance : 

A. on the ground, advise only 
B. on orbit, observe only 
C. on orbit, observe and advise 
D. on orbit, observe and control 

4. Results 

The 22 A&R candidates listed in Table 1 have been recommended 
for space station implementation. Twenty candidates are in 
the area of operations and maintenance and two are in 
laboratory support. 

4.1 Operations and Maintenance 

The 20 operations and maintenance candidates have been 
organized into a buildup sequence as shown in Figure 5 in 
which technology, experience and hardware flow from one 
candidate to the next. Figure 6 shows the result of 
inputting the time-phased implementation of the 20 candidates 
into the crew workload model. It indicates that the station- 
keeping crewload, which grew unacceptably high assuming a 
constant Skylab level of automation, could be maintained 
roughly at five men on the growth station via the given 
implementation sequence. The band between physical crew size 
and crew size to operate the station represents the number of 
people available to contribute to mission activities. 

The number of hours and calculated value of the crew-time 
saved by implementation of the A&R candidates is shown in 
Figure 7 . According to the figure the operation and 
maintenance candidates will pay for themselves in terms of 
crew hours saved in less than 2 years after IOC. 

Implementation cost estimates for each increment of A&R are 
shown in Figure 5 associated with each node on the graph. 
The figures are the accumulated costs of all increments 
feeding that node. Yearly cost estimates are shown in Figure 
8. The total accumulated cost for the entire plan is $4.44 
billion throught the year 2014. 

4.2 Laboratory Support 

The two selected laboratory support candidates, the 
experiment monitoring and control system and the 1aSoratory 
robotic system, are based on pre-existing terrestial hardware 
and software and are recommended for IOC implementation. 
Early implementation can cost-effectively increase laboratory 
productivity with a breakeven point less than two years after 
IOC, as shown on Figure 9. This assumes launch of a 
laboratory followed by a one year station buildup (man- 
tended) phase prior to a continuously manned capability. The 
increased experiment value provided by A&R has Seen equated 
to the cost necessary to achieve the same increased 
experiment value with additional crew time, assuning a value 
of $ 2 0 , 0 0 0  per on-orbit crew hour. 
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nt of cost for laboratory support 
ions and maintenance automation is 
d over a 23 year period assuming 

he other candidates. Although 
peration schedule extends until 
nt telescience capability j.8 

iven six to seven years of prior 

4.3 Hardware Scars 

he areas of robotic 
have been investigated. 

For robotic locomotion, the probable scarring of the module 
interior structure with tracks or rails was identified, 

uming that a decision to use this type of locomotion could 
made early. Other related items such as attachment 

fittings, structural strength, recessed switches and 
navigational beacons were determined to be either adequate at 
IOC or upgradable. 

For robotic vision, items such as bar code labels, shadow 
defeating lighting schemes and contrasting color treatments 
were all determined to be adequate at IOC or upgradable; 
therefore no scars were identified. 

For robotic manipulation czf connectors, latches, controls, 
ossible problem area was identified. It was noted 

erally a task designed for robotic manipulation is 
umans also, It is recommended that a "standard" 

robotic manipulator be defined and that all hardware. 
requiring manipulation tasks be evaluated against this 
standard to determine the extent of the design changes that 
might be required to allow robotic manipulation of mundane 
tasks. 

4.4 Software Hooks 

Software capability requirements to assure integratability of 
&R candidates should be assured by growth capability 

built into the IOC station and by proper design methodologies 
and enforcement of software engineering design discipline. 

5.0 Summary 

A time-phased program far the implementation of 22 selected 
A&R candidates has been formulated. A cost and benefit 
analysis indicates that such an A&R program would pay for 
itself in terms of crew hours saved and scientific value 
prodxed in the lab within 2 years of IOC. 
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MOTION PLANNING FOR A FREE-FLYING ROBOT 

Donald Leo Kaiser 
Patrick J. Hawkins . 

Boeing Computer Services 
Advanced Technology Center for Computer Sciences 

Seattle, WA 98124 
P.O. BOX 24346, MS 7L-65 

ABSTRACT 

This paper presents an investigation of motion planning combining low level control and obstacle 
avoidance for a free-flying robot. This free-flying robot is an outgrowth of the concept of an 
assistant for astronauts on the US. Space Station and Shuttle, suggested by Boeing at a meeting with 
the NASA Advanced Technology and Automation Committee in 1985 (1). During this meeting, 
Boeing was encouraged to conduct additional research. 

A motion planner based on the Khatlb potential field approach is described. Because of the 
uncluttered environment in space, it generates a path from representation of known obstacles 
rather than from a representation of free space A global planner supplies the low level controller 
with interim points between the current position and the desired goal position that the vehicle 
does not become trapped by local minima, a phenomenon of the potential field approach. 
Discussion of the feasibility of this system for space applications i s  presented. 

1. INTRODUCTION 

Boeing has been investigating the role semi-autonomous robots will have in space because extra- 
vehicular activity will increase in frequency and be of longer duration -for future space missions. 
Currently, a simulation (2) exists that allows an operator to vocally guide and teach the robot safe 
paths around a graphic display of the U.S. Space Shuttle. Figure 1 shows the architecture for the free- 
flying robot which consists of seven distinct functional blocks: the system blackboard, voice 
interface, graphics simulation, path planner, command interface, control simulation, and dynamic 
simulation. The system blackboard provides a central location for all communication, both requests 
and information depositlretrieval. The voice interface accepts and coordinates interaction with the 
user by speech recognition and synthesis. It also validates incoming commands and passes them to 
the blackboard. A robot viewpoint is given by the graphics simulation, i.e. the computer screen 
supplies a simulated view from the onboard camera. The path planner determines a path to  a 
previously remembered point. Points along the path in terms of world coordinates are converted to 
relative coordinates by the command interface. The control simulator determines the necessary 
thrust commands. Finally, the thrust commands are converted by the dynamics simulator to  
positions which are sent to the graphics srmulation and to the control simulator as feedback. The 
current operator directed path planner is being changed to a motion planner that incorporates 
obstacle avoidance and has knowledge of the vehicle's environment. This paper discusses the 
investigations into the area of motion planning 

The motion planning problem involves generating a trajectory from i ts  current to the desired goal 
position. Several issues for motion planning may be considered: 

0 The moving vehicle must not collide with statlonary or moving obstacles. 



Figure 1. Free-Flying Robot Architecture 

0 

0 

0 

0 

Dimension of environment: 2D versus 3D. 
The geometry of the obstacles, particularly a convex or concave domain. 
The geometric representation of the vehicle. 
Rotation of the vehicle between close obstacles, or around the corners of an obstacle. 
Choosing a path based on a cost function. 

Two approaches have been used for motion planning: global and local. A global planner, with 
information about all known obstacles in the environment, generates an entire collision-free path 
for a vehicle from i t s  current position to a goal position. If the environment is changed during path 
execution, the vehicle must stop and the global planner must generate a new path A loccri planner 
focuses on the vehicle's immediate vicinity and generates a path by taking into acount observed 
obstacles as well as the goal position. However, local minima can occur such that the vehicle 
becomes trapped at certain points in space. Global planners generate entire paths, but typically do 
so very slowly. Local planners generate, in real time, potentially inefficient paths that are not 
guaranteed to reach the goal. 

The traditional approach to  path planning is to  divide the continuous free space into adjacent finite 
states and then search the graph for possible solution states. Whitney (3) is an early example of this 
combinatorial approach. He used a constant grid mesh to  divide a robot manipulator's working 
space into discrete units. A graph representing the valid states is explicitly stored and searched to  
generate a path. Whitney experimented with several search techniques, including dynamic 
programming and the heuristic A* algorithm (4) 

Krogh et al. (5) also assigned costs to  paths on the grid to  determine the "best" path. They 
commented that typical path planning algorithms evaluate the cost solely on the basis of  path 
length while their method considers how close the path comes t o  obstacles and penalties for 
travelling through particular areas, such as unmapped areas. However, Ruff e t  a/. (6) tried several 
different heuristics, most rather complex, which gave little or no improvement in the number of 
graph nodes checked and slowed down the A* search, therefore, Ruff et al. returned to  a simple 
distance cost function. 

2 48 



Brooks (8) generated a graph using generdozed cylinders to represent 2 0  free space. This 
representation system was created by Binford for modeling objects for artificial intelligence-based 
computer vision systems. Brooks also used the A* algorithm with a distance cost function. Brooks (9) 
later extended the generalized cylinders method to a four degrees of freedom robot manipulation 
problem with two classes of motion: pick and place. and insertions or fitting. 

Ruff et a/. (6) extended the grid search method to 3 0  by decomposing the space into cubes. They 
showed that deriving the cuboidal representation was the most time consuming part of their 
algorithm. They gave an example that a 10' x 10' x 6' room represented with 1" resolution would 
require over 12.5 million cubes. 

Khatib (10) presented a fresh approach to 3D motion planning by having the low level controller 
perform obstacle avoidance. In his approach, obstacles are described by the composition of 
primitives such as a cylinder, cone, or ellipsoid. The obstacles generate artificial potential fields that 
repel the vehicle, and the goal position generates one that attracts the vehicle. A path is generated 
in real time by the low level controller, but local minima can occur causing the vehicle to  stop before 
reaching i ts  goal. Local minima are positions where the attractive force of the goal and the repulsive 
force of the obstacle are equal and opposite. 

Krogh (1 1) introduced generalized potential fields, i.e. potential fields which are both position and 
velocity dependent, and subgoals that are positioned to eliminate the minima problem. However, 
no method was given for determining those subgoals. 

Krogh et a/. also used a low level controller in conjunction with the grid method to do motion 
planning. The grid search generates subgoals that are an optimum path for the low level controller. 
The local minima are removed by addition of intermediate subgoals at the edge of obstructing 
obstacles. Determining the best set of subgoals was left for future research. 

We use a modified version of Khatib's low level controller in conjunction with a global planner. The 
global planner uses i t s  knowledge of the obstacles to generate a sequence of interim points to the 
goal that circumvents the local minima problem. We assume the following: 

Obstacles are represented by convex polygons and the free-flying robot by a point. The'size 
of the free-flying robot is  taken into account when the potential field of each obstacle is 
constructed. 
The dimension of the environment is 2D. The free space surrounding the obstacles are 
referred to as corridors and there are no dead end corridors. 
Obstacles do not touch one another. Potential fields from two separate objects do not 
overlap. If the range of the potential field is  XO, then the corridor width must be twice xo. 
The goal point is  within an accessible corridor. This is a point-inclusion problem which can be 
easily determined in 2-space (1 2) 

0 

0 

0 

0 

11. LOW LEVEL CONTROLLER 

The low level controller utilizes Khatib's (IO) obstacle avoidance techniques to generate actuator 
signals that direct the vehicle away from obstacles and towards the goal. To accomplish this task, the 
low level control law must have knowledge of the obstacles to be avoided. Geometric models and 
locations of the obstacles must be stored in the low level control law memory i f  no sensors are used; 
otherwise sensors are used to confirm or determine their shapes and location. The low level control 
law computes the actuator signal based on the shortest distance to each obstacle. This distance is 
either computed from stored obstacle models or found with a search routine on the sensed 
distances. 
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From the control law perspective, the vehicle moves in a field of  force with the goal state as an 
attractive force and the obstacles as repelling forces These forces are generated from artificial 
potential fields. The potential field of the goal in the x direction is 

where K is the position gain, x, is the distance to  the goal from the initial position in the x direction, 
and x i s  the distance travelled in the x direction The attractive force is 

F,, = -grad(Ugx) = K(xg-x) 

There are similar equations in the y direction. 

This i s  simply the proportional position control law. The potential field of each obstacle is  

where po represents the range of the potential field influence, (p-PO) is the shortest distance to the 
obstacles from the vehicle's position p, and N is  the potential field strength The repulsive force due 
to the obstacle's potential field is 

where dp/dx is the partial derivative of the distance from the vehicle to  the obstacle, 

dpldx = [dp/dx, dp/dy, dp/dzIT. 

In addition, the control law contains a damping term, K,(dx/dt) where K, is  the velocity gain and 
(dx/dt) i s  the velocity vector. The servomechanism is  velocity limited such that the position error is set 
to  KvVmax, when Kp(xg-x) is greater than K,V,,,,,where Vmaxis the commanded maximum velocity. 

111. SOLUTION OF THE LOW LEVEL CONTROLLER'S LOCAL MINIMA PROBLEM 

An obstacle's potential field i s  limited t o  a given region surrounding the obstacle to  avoid 
undesirable perturbing forces beyond i ts  vicinity (10) Therefore, the only time that a minimum 
point can occur is  when the vehicle is within the range of the obstacle's potential field and the goal's 
attractive force is equal and opposite to the obstacle's repelling force. Essentially, the obstacle is 
between the vehicle and the goal The two cases wherl local minima occur are (Figure 2): 

0 

e 

The obstacle exerts a repulsive force (Fo) on the vehicle in one direction which balances the 
attractive force (F,) of the goal in the opposite drrection. 
The obstacle exerts repulsive forces (Fox, Fay) on the vehicle in m o r e d m  one direction which 
balance the goal's attractive forces (Fgx, Fgy) 

Both cases can occur in a concave domain, but only the first pertains to  a convex domain u 
assumption that potential fields from obstacles cannot overlap. 

Two approaches to  solving the local minima problem are: 

0 Locate the minima points and avoid them 
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oal 

Figure 2. Two Cases When local Minima Occur for Potential Field Approach 

0 Provide a sequence of interim goal points to  the desired goal point that prevents creation of 
local minima. 

A wide range of geometric models can be selected for the obstacles. Because we represent the 
obstacles by convex polygons, simple equations can be used for the potential field forces. However, 
due to the uncertainty of the vehicle's trajectory while avoiding obstacles, local minima cannot be 
easily predicted. Therefore, the first approach is too computationally expensive for a real time 
control system (10) and becomes intractable in real time if the obstacles are moving. We 
implemented the second approach combining the low level controller with a global planner. 

25 1 



IV. DESCRIPTION OF GLOBAL PLANNER 

This implementation generates a sequence of interim points such that at any given interim point 
both the previous point and the next are visible. Figure 3 shows a sample path created by the global 

Goal 

CG ' - .  

Figure 3. Global Planner Generated Path 

planner. The recursive algorithm below is  called initially using the current position, the desired goal 
position, and the empty path l i s t  as parameters. It produces a l i s t  of interim points in reverse order 
needed to  go from the start t o  the goal. Note that i f  there are no obstacle edges that intersect CG, 
the goal i s  visible and the current level of  the algorithm ends.. 

252 



Planner (current-start, current-goal, path-list) 
Find equation of line segment ((Xi) from current-start to current-goal. 

there are any obstacle edges that intersect CG then: 
Find the closest edge (CE) to current-start and the intersection point 
Identify the obtuse angle that E makes with 
corresponding end point 
Place an interim point on the !ine containing CE a distance xo away from the endpoint 
Planner (current-start, interim-point, path-list) 
Push interim-point onto path-list 
Planner (interim-point, current-goal, path-list) 

from the current-start and identify E ' s  

where D,,, i s  the largest width of the vehicle, i.e. the largest distance from the vehicle's center of 
mass to i t s  perimeter. 

V. AP I LI A Y 

lo consider the vehicle a point mass, the range of influence of the potential field i s  increased by the 
largest width, Dmax, of the vehicle. In addition to  this distance, the region of influence must contain 
the distance the vehicle will penetrate the potential field before reversing and moving away from 
the obstacle. This distance is a function of the maximum velocity of  the vehicle, as shown in 
Appendix I .  Typical design values for a free-flying robot are shown in Table 1. From these values the 

Given 
Mass of Robot (M) 250 kilograms 
Maximum width of Robot (Dmar) '1.1 meters 
Maximum Velocity of Robot (VmaX) 

Range of Potential Field (xo) 1.51 meters 
Strength of Potential Field (N) 

range of the potential field is 1.51 meters using a potential field strength of 1000 watt-seconds 
meters' based on the equation developed in Appendix I. The maximum actuator force of 208 
newtons is developed using the potential field strength. 

The space environment is well suited to  this approach of  motion planning The vehicle's 
environment i s  known and uncluttered, lending itself t o  a path planning system whose 
representation focuses on the obstacles rather than on the entire free space By surrounding the 
actual obstacle shapes with convex polygonal envelopes for the purpose of working with a simpler 
representation, an adequate margin of safety will be built into the system. Furthermore, the vehicle 
will be closest to  the polygonal envelope only vvhen it is approaching an edge perpendicularly. 

A severe limitation with the current global planner IS  that no cost function is implemented to allow 
comparison of different paths. It may position the interim points quite inefficiently depending on 
the configuration of the obstacles. The s ace environment would necessitate incorporating a cost 
function into the approach; fuel limitations could then be considered and sensitive areas where 
experiments were being conducted or photographs being taken could be avoided. Currently, the 
choice of the side of the obstacle on which the interim point is placed i s  arbitrary. Future work is 
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suggested toward considering the obstacle size and geometry in this choice. Use of a visibility graph 
may provide a tractable approach. Use of interim points to  avoid local minima in a concave domain 
i s  also under investigation. Future work will also include examining motion planning in a 3D 
environment. 

We would like to thank Kimberly Jyl Kaiser, Ph.D , for her discussion and assistance in preparing this 
~ a n u s ~ r ~ p ~ .  
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APPENDIX 1. DERIVATION OF THE RANGE OF THE POTENTIAL FIELD 

The range (xo) i s  the maximum distance of the potential field. Beyond this distance the potential 
field i s  zero; hence the low level controller does not generate obstacle avoidance commands. We 
assume the following: 

0 

0 

0 

Worst case conditions for developing xu 
The vehicle i s  moving perpendicularly towards a surface at a maximum velocity, VmaE 
The actuator system is linear 

The potential field has the form 

P.E = $N[(l /(xo- x)) -(I/XO)]~ for 0 < x <XO 

= o  for 0 < x 

where N is the potential field strength constant and x i s  the distance traveled. 

Since the system is conservative, xo can be determined based on conservation o f  energy. The 
vehicle's kinetic energy as it enters the potential field is 

where M is the vehicle's mass. 

All of the kinetic energy must be converted to  potential energy at a safe distance from the obstacle. 
Hence, 

x = X o -  Dma, 

where Dmax is the maximum width of the vehicle. Substitution of the previous equation into the 
potential energy equation gives 

Application of the conservation of energy gives 

and 
K.E. = P.E. 

+MV2 = +N[(l/Dmax) - ( I /xo) ]~ 

There are two solutions to  this equation: 

The solution with the positive sign is  discarded because the penetration distance x of this solution is  
negative. For negative x, the potential field i s  defined as zero. Hence, 
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ABSTRACT 

The Boeing OMV Docking and Proximity Operat ion System (DAPOS) has  been 
completed. The system cons t ruc ted  involves  t h e  use of f o u r  separate 
processors .  Appropriate  sof tware  i s  developed t h a t  d r i v e s  each of t h e s e  
f o u r  processors  

The hand c o n t r o l l e r  l o g i c  coord ina tes  a l l  t h e  a c t i v i t i e s  i n  t h e  
c o n t r o l  s t a t i o n ,  and communicates wi th  t h e  OMV mathematical  model. The 
state con t ro l  
s t a t i o n  as w e l l  as t h e  POLY 2000 ( v i a  t h e  ALCYON hos t  computer) f o r  real 
t i m e  graphi  cs gene rat i on. 

v e c t o r  generated by t h e  model i s  i n  t u r n  t r ansmi t t ed  t o  t h e  

The OMV c h a r a c t e r i s t i c s  are s t o r e d  i n  a d a t a  f i l e  which may be e a s i l y  
updated and modified without d i s t u r b i n g  t h e  sof tware ,  thereby making t h e  
system very f l e x i b l e .  

The cu r ren t  system suppor ts  two types  of hand con t ro l l e r s .  A 
programmable touch panel  (PTP) i s  being i n t e g r a t e d  t o  t h e  system as a 
follow-up work t o  ‘ the cur ren t  con t r ac t  . 

The system has been flown by s e v e r a l  vo lun tee r s  some of whom are 
a i r p l a n e  p i l o t s .  A u s e r  manual i s  a l s o  enclosed.  Data i s  co l l ec t ed  and 
w i l l  be presented.  
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ORIGINAL PAGE Is 
OF POOR\ QUALirY 

INTRODUCTION 

The paper  summarizes t h e  r e s u l t s  of a j o i n t  e f f o r t  between UAH and 

Boeing Aerospace t o  develop an s imula to r  t o  i n v e s t i g a t e  docking of the 

OMV with t h e  Space S ta t ion .  The OMV Docking and Proximity Operation 

Simulator  (DAPOS) developed by UAH encompasses t h e  kollowing elements: 

a) A mathematical  model of t h e  OMV 

b) A g raph ica l  model s imula t ing  t h e  scene as recorded by a n  on- 

board v ideo  camera, and 

c) Cont ro l  s t a t i o n  l o g i c ,  

A s p e c i a l  purpose process  (POLY 2000) i s  used f o r  graphics  genera t ion  and 

d i sp lay ,  but convent ional ,  gene ra l  purpose computers are used f o r  both t h e  

mathematical  model (microVAX) and t h e  hand c o n t r o l l e r  l o g i c  ( I B M  AT), 

DAPOS -- SYSTEM ORGANIZATION 

DAPOS i s  made up of s e v e r a l  hardware and sof tware  components. A POLY 

2000 (SCM) i s  used f o r  t h e  genera t ing  and updat ing of t h e  graphics ,  The 

sof tware i s  a g raph ica l  model t h a t  s imula tes  t h e  scene as seen  by t h e  

on-board, forward looking camera. 

The scene must be cons t an t ly  updated, depending on t h e  s ta te  of t h e  

OMV. Thus, a mathematical  model of t h e  OMV i s  required.  The model r e s ides  

i n  a computer (microVAX). Las t ly ,  t h e  mathematical  model accepts input  

from a hand c o n t r o l  s t a t i o n  which i s  i t s e l f  made up of s e v e r a l  hardware and 

sof tware  components , To coord ina te  t h e s e  a c t i v i t i e s  i n  the con t ro l  

s t a t i o n ,  a t h i r d  computer (IMB AT microcomputer) i s  used t o  process  t h e  

s i g n a l s  and communicate wi th  t h e  mathematical model, 

The in tended  system a r c h i t e c t u r e  i s  as Shown i n  Figure 1. Here, t h e  

intended hos t  computer i s  t h e  ALCYON t h a t  i s  a t t a c h e d  t o  t h e  SCM v ia  a 

modified Q-bus, A f t e r  t h e  hand c o n t r o l l e r  l o g i c  was i n s t a l l e d ,  p lans  were 

made t o  implement t h e  OMV model t o  t h e  ALCPQN computer. A quick benchmark 
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was c a r r i e d  ou t ,  and i t  was found t h a t  t h i s  computer s not f a s t  enough t h e  

execute  t h e  model a t  t h e  des i r ed  updat ing rate, A sugges t ion  was 

forwarded t o  implement both t h e  geomet i c  model and t h e  O W  mathematical  

but t h i s  sra.ggestbon was r e j e c t e d  can t h e  grounds t h a t :  

There are no perf o nce f i g u r e s  to support  t h e  f a c t  t h a t  t h e  

SCM can handle  both t a s k s  and s t i l l  he  able t o  update a t  t h e  

d e s i  red rate 

The SCM may not have s u f f i c i e n t  memory t o  accommodate both 

t a s k s ,  

The SCM i s  not equipped wi th  a f l o a t i n g  poj-nt a c c e l e r a t o r  and 

t h e  mathematical  model uses  almost exc lus ive ly  double 

p r e c i s i o n  f l o a t i n g  poin t  a r i t h m e t i c ,  and 

It i s  t h e  d e s i r e  of Boeing Aerospace t o  implement t h e  sys t em 

quick ly  s o  t h a t  t h e r e  Fs s u f f i c i e n t  t i m e  t o  f u r t h e r  

i n v e s t i g a t e  t h e  numberlica_l. p rocess ing  c a p a b i l i t y  s f  the  POLHT 

2000 B 

Based on these  rea.sons, a, microVdX equipped with a f l o a t i n g  poin t  

a c c e l e r a t o r  i s  used t o  hos t  t h e  mathematical  mode ,  To d a t e ,  t h e  system 

a r c h i t e c t u r e  i s  shown i n  Figure 2, In t h e  present  implementation, f o u r  

separate processors  are involved,  and t h e  processors  a r e  in te rconnec ted  by 

means o f  d a t a  l i n k s ,  As can be seen  i n  t h i s  diagram, t h e  j o y s t i c k s  (used 

as hand c o n t r o l l e r s )  communicate with t h e  IBM AT v i a  a hard-wired Q-bus. 

The AT communicates wi th  t h e  microVAX b i -d i r ec t iona l ly  us ing  a n  RS232 l i n k ,  

The s ta te  vec to r  of t h e  O W  computed by t h e  microVAX i s  t r ansmi t t ed  t o  

t h e  ALCYON communicates with t h e  SCPl over  t h e  modified Q-bus, Figure 3 

summarizes t h e  l o g i c a l  f low of i n f  osmation between these  processors  
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ORlGINAL PAGE. CS 
OF POOR QUALITY 

CONTROL STATION 

The c o n t r o l  s t a t i o n  i s  made up of s e v e r a l  p i eces  of hardware and 

sof tware  components, An IBM AT i s  used t o  coord ina te  a l l  i t s  a c t i v i t i e s  

and t o  communicate w i t h  the OMV model i n  t h e  microVAX. 

Two types  of hand c o n t r o l l e r s  are a t t a c h e d  t o  t h e  IBM AT; a p a i r  of 3 

DOF j o y s t i c k s  and a s i n g l e  6 DOF hand c o n t r o l l e r  made by CAE of Canada. 

The la t ter  w i l l  be d iscussed  i n  a s e p a r a t e  r e p o r t ,  and i n  t h e  balance of 

t h e  p re sen t  r e p o r t ,  t h e  term ‘hand con t ro l l e r ’  will be used t o  mean t h e  

p a i r  of 3 DOF j o y s t i c k s .  For  c l a r i t y ,  t h e  two j o y s t i c k s  w i l l  be c a l l e d  

joys t ick-0  and joys t ick-1  r e spec t ive ly .  Each j o y s t i c k  provides  t h r e e  

ana log  and two d i g i t a l  ou tputs ,  and each j o y s t i c k  i s  connected t o  t h e  

appropr i a t e  connectors of a TECMAR LAB TENDER d a t a  a c q u i s i t i o n  board 

i n s t a l l e d  on t h e  mother-board of t h e  IBM AT, and t h i s  board can accomodate 

both ana log  and d i g i t a l  s igna l s .  8-bit  ADC‘s are used f o r  t h e  present  

a p p l i c a t i o n .  This  board i s  a l s o  equipped wi th  t h r e e  p a r a l l e l  p o r t s  named 

A, B and C providing a t o t a l  of 24 l i n e s  of d i g i t a l  I/O. I n  t h e  present  

work, a l l  t h r e e  p o r t s  are programmed v i a  sof tware  f o r  i n p u t ,  and only f o u r  

out of t h e  24 channels are used. 

A s  po in ted  out earl ier,  each j o y s t i c k  has  two switches ( d i g i t a l  

ou tput )  i n  a d d i t i o n  t o  i t s  t h r e e  potent iometers  (analog output) .  These are 

normally open swi thces ,  and i n  t h e  present  work are programmed as toggle  

switches.  Each swi tch  has  been ass igned  a unique func t ion  a s  shown i n  

Figure 4. It i s  important t o  remember t h a t  t h e s e  are togg le  swi tches ,  and 

t h a t  is  i s  necessary t o  press t h e  swi tch  a g a i n  t o  r e s t o r e  i t  t o  t h e  

o r i g i n a l  state. 

The hand c o n t r o l l e r  l o g i c  i s  implemented i n  sof tware  c a l l e d  BBHC. 

t h e  This  

hard  d i s k  (d r ive  C:). 

sof tware  i s  phys ica l ly  found i n  a sub-directory c a l l e d  BOEING on 

Figure  5 shows t h e  high l e v e l  f low diagram of BBHC. 
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An auto-pi lot  l o g i c  is  a l s o  implanted i n  t h e  hard c o n t r o l l e r  software. 

When the  auto-pi lot  i s  engaged, t he  analog s i g n a l s  from the  hand con t ro l l e r  

are read but not processed. Instead,  t he  auto-pi lot  a lgori thm employs a 

scheme using the  s ta te  vec tor  of t he  OMV a t  t h a t  given mement t o  determine 

the  f i r s t  12 b i t s  of t he  cont ro l  word. The fou r  switches are, however, 

s t i l l  a c t i v e ,  The s t r a t e g y  employed by the  auto-pi lot  a lgori thm i s  one 

t h a t  tends t o  minimize f l i g h t  t i m e  by using a number of shor t  s t r a i g h t  path 

segments t o  approximate the  f l i g h t  path of t h e  OMV. A s  implemented, t he  

auto-pi lot  may be engaged and disengaged a t  will be toggl ing the  AUTO 

switch located on the  joys t ick .  The hand c o n t r o l l e r  l o g i c  i s  w r i t t e n  

i n  TURBO PASCAL. 

OMV MATHEMATICAL MODEL - 
I n  order  t o  construct  the  model of the  Orb i t a l  Maneuvering Vehicle, 

t he  following assumption a r e  made: 

1. The OMV i s  assumed t o  be a c i r c u l a r  d i sk  of uniform mass 

d i s t r i b u t i o n .  I n  the  present  app l i ca t ion ,  t he  d e t a i l  shape of 

2, 

t he  OMV i s  unimportant as long as the  mass and propulsion 

c h a r a c t e r i s t i c s  of t he  Orb i t a l  Maneuvering Vehicle a r e  known. I n  

the  present model, t he  mass and t h r u s t  c h a r a c t e r i s t i c s  a r e  taken 

from the  MSFC Preliminary Def in i t ion  Studies.  

The OMV i s  manipulated using s i g n a l s  derived from the  hand 

con t ro l l e r .  These s igna l s  can be c l a s s i f i e d  i n t o  two groups. 

The f i r s t  group i s  used t o  s imula te  a force  a c t i n g  through the  

center  of mass of t he  OMV. I n  o ther  words, one can, from thLs 

group of s igna l s ,  generate  an  acce le ra t ion  vec tor  

a = [al,a2,a3] 

s imulates  ro t a t ions  about 1, 2 and 3 axes,  namely, a vector  

w = [w1,w2,w3] . Assumpt€ons 1 and 2 mean than de ta i l ed  

i n  the  body frame. The o ther  group of s igna l s  - 

- 
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knowledge of t h e  shape, t h r u s t  l e v e l  and placement of t h e  

t h r u s t e r  and s o  f o r t h  are not r e a l l y  needed. 

THE GEOMETRIC MODEL - 
The geometr ic  model emulates the scene as seen by t h e  on-board, 

forward looking v ideo  camera. This  model must s a t i s f y  t h e  fol lowing t h r e e  

requirements : 

1) It must be a b l e  t o  genera te  real is t ic  graphics  d i sp l ay  i n  t h e  

v i c i n i t y  of t h e  space s t a t i o n ,  i nc lud ing  t h e  docking probe 

The scene sequence must be d i c t a t e d  by t h e  motion of t h e  OMV, 

t h a t  a t r a i n e d  ope ra to r  can "sense" t h e  OMV motion, and 

2)  so 

3)  The updat ing rate must be s u f f i c i e n t l y  h igh  s o  t h a t  a smooth 

animation e f f e c t  can be obtained. 

I n  t h e  present  implementation, t h e  e n t i r e  system i s  updated a t  a rate 

of e i g h t  times p e r  second (real t i m e ) ,  even though t h e  designed update rate 

i s  t e n  times pe r  second. A t  t h e  cur ren t  updat ing rate, smooth animation i s  

obtained. I n  o rde r  t h a t  t h e  p o s i t i o n  and o r i e n t a t i o n  da ta  may be used by 

t h e  geometr ic  model, both t h e  SCM graphics  processor  and i t s  hos t  ( t h e  

ALCYON) must be used. These two processors  are l inked  t o g e t h e r  by means of 

a modified Q-bus t h a t  permits  in format ion  exhange between t h e  two 

processors  us ing  t h e  f i l e  s e rve r .  

A s h o r t  program c a l l e d  COP3.C w r i t t e n  i n  C e x i s t s  i n  t h e  ALCYON which 

repea ted ly  reads t h e s e  d a t a  from t h e  mathematical  model, scales them 

s u i t a b l e  and p laces  them i n  t h e  Q-bus. This  i s  necessary s i n c e  t h e s e  

q u a n t i t i e s  are real numbers, and must be s c a l e d  and converted t o  i n t e g e r s  

before  being t r ansmi t t ed  over t h e  Q-bus. S p e c i f i c a l l y ,  a l l  angular  

q u a n t i t i e s  must be expressed i n  BAM's. 

To gene ra t e  t h e  necessary animated graphics ,  a n  e x i s t i n g  program 

c a l l e d  FLY.C provided by GTI i s  modified and used. This sof tware i s  
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compiled, and uploaded t o  t h e  SCM f o r  execut€on a f t e r  i t  is s u i t a b l y  

modified t o :  

- i nc lude  a s h o r t  a lgor i thm t o  i n t e r c e p t  da t a  from t h e  Q-bus, and 

use t h i s  d a t a  t o  s u i t a b l y  update t h e  scene  sequence, and 

- i nco rpora t e  t h e  geometr ic  model of t h e  space s t a t i o n  wi th  a 

docking probe developed by John Holmes a t  Boeing Huntsv i l le .  

This  model y i e l d s  a s u f f i c i e n t l y  realist ic d i s p l a y  of t h e  Space 

S t  a t  i on , 

This sof tware  loads t h e  appropr i a t e  set of p i c t u r e  f i l e s  from d i s k  and 

t h e s e  f i l e s  c o n s t i t u t e  t h e  v i s u a l  d a t a  base. These are t h e  f i l e s  used t o  

genera te  t h e  graphics ,  and as t h e  v i s u a l  model i s  improved, t h e  p i c u t r e  

f i l e s  i n  t h i s  d a t a  base may be rep laced  by t h e  lastest ve r s ion  without 

having t o  d i s t u r b  t h e  source  code. This  r ep resen t s  a very e f f i c i e n t  method 

of implementing t h e  v i s u a l  model. 

The p i c t u r e  f i l e s  are developed by John Holmes a t  Boeing Aerospace 

Company . 
PRELIMINARY KESULTS 

DAPOS i s  now on-line and opera t iona l .  S ince  f o u r  s e p a r a t e  processors  

are used i n  t h i s  system, t h e  s t a r t - u p  procedure i s  n e c e s s a r i l y  somewhat 

complicated,  and a l l  e f f o r t s  have been made t o  make t h e  process  easier. 

A t  p re sen t ,  both t h e  3 DOF j o y s t i c k  p a i r  and t h e  s i n g l e  6 DOF hand 

c o n t r o l l e r  are connected and ope ra t iona l ,  a l though only one set of hand 

c o n t r o l l e r s  may be used a t  a t i m e ,  The axes of both hand c o n t r o l l e r s  are 

chosen i n  a n  appropr i a t e  manner, 

The au to -p i lo t ,  though not a n  important  p a r t  of t h e  cu r ren t  scope of 

work, func t ions  w e l l  un l e s s  t h e  OMV is tumbling very badly,  (with t h e  

a t t i t u d e  i n  rate c o n t r o l )  due t o  seve re  cross-coupling, I n  genera l ,  t h e  

au to-p i lo t  can s u c c e s s f u l l y  dock the OMV much f a s t e r  t han  a human ope ra to r ,  
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at  t h e  expense of more f u e l  consumed. 

HUMAN FUTURE STUDIES 

The primary ob jec t ive  i n  t h i s  p r o j e c t  i s  t o  determine 

o b j e c t i v e l y  measurable s u p e r i o r i t y  of e i t h e r  a s i n g l e  any 

whether t h e r e  i s  

s i x  degree-of - 
freedom hand c o n t r o l l e r  o r  a p a i r  of t h r e e  degree-of -f reedom hand 

c o n t r o l l e r s  f o r  t h e  t a s k  of OMV cont ro l .  There i s  no publ ished d a t a  t h a t  

has  been i d e n t i f i e d  t h a t  addresses  t h i s  o b j e c t i v e  comparison, a l though 

t h e r e  i s  some anecdo ta l  ev ident  t h a t  sugges ts  t h e  s u p e r i o r i t y  of t h e  6 DOF 

c o n t r o l l e r .  

During t h e  i n f  ormation-gathering phase of t h i s  work, personal  

d i scuss ions  were h e l d  wi th  Tom Bryan, who supe rv i se s  t h e  opera t ion  of t h e  

t e l e r o b o t i c s  l a b  f a c i l i t y  a t  MSFC. H e  r e l a t e d  a n  experience i n  which they  

had loan 

from CAE) and a p a i r  of 3 DOF c o n t r o l l e r s  f o r  c o n t r o l  of a r o b o t i c  arm by 

a human operator .  The arm being used had a small " d r i f t "  which caused i t  

t o  appear  not t o  be fo l lowing  t h e  operator 's  commands exac t ly .  When t h e  

heman ope ra to r  t r i e d  t o  overcome t h e  d r i f t  u s ing  t h e  p a i r  of 3 DOF 

c o n t r o l l e r s ,  t h e  t a s k  w a s  a very d i f f i c u l t  one which some opera tors  were 

never a b l e  t o  perform s a t i s f a c t o r i l y .  However, when us ing  t h e  s i n g l e  6 ODF 

c o n t r o l l e r ,  c o r r e c t i o n  f o r  t h e  d r i f t  was a n  easy  t a s k  which was almost 

i n t u i t i v e  and could be accomplished wi th  p r a c t i c a l l y  no t r a i n i n g  required.  

used both a s i n g l e  6 DOF c o n t r o l l e r  (an engineer ing  prototype on 

Discussions were a l s o  h e l d  wi th  Mike Kink of CAE of Canada, t h e  f i rm  

which manufactures t h e  6 DOF c o n t r o l l e r .  He r e l a t e d  experience with t h e  

multi-axis hand c o n t r o l l e r  i n  which t h e  t a s k  of f l y i n g  a high-performance 

h e l i c o p t e r  had been placed under t h e  c o n t r o l  of a CAE hand c o n t r o l l e r .  The 

c o n t r o l l e r  replaced t h e  t h r e e  con t ro l s  r o u t i n e l y  used i n  t h e  f l i g h t  c o n t r o l  

of r o t a r y  wing a i r c r a f t  ( c y c l i c ,  c o l l e c t i v e  ,and t h e  pedlas ) .  The comments 

from t h e  tes t  p i l o t s  and t h e i r  experience in t h e  f l i g h t  test i n d i c t e d  t h a t  

265 



the  configurat ion 

of f l i g h t  cont ro ls ,  and t h a t  the  t r a i n i n g  required t o  s a t i s f a c t o r i l y  f l y  

the  he l i cop te r  with t h e  It%-axis hand c o n t r o l l e r  was s t a n t i a l l y  

reduced from more t r a d i t i o n a l  approaches. 

new c o n t r o l l e r  was far super ior  t o  the  more t r a d i t i o n a l  

The apporach taken t o  eva lu t a t e  t h i s  quest ion was t o  have human 

operators  perform a se l ec t ed  segment of a n  OMV mission, using both kinds of 

con t ro l l e r s ,  and t o  compare t h e i r  perofrmance. It was an t i c ipa t ed  t h a t  t he  

dependent var iab le  se l ec t ed  would allow t h e  i d e n t i f i c a t i o n  of any 

supe r io r i ty  t h a t  m y  exist f o r  e i t h e r  cont ro l  configuration. 

TEST SUBJECTS. - 
f ie  sub jec t s  used f o r  t h i s  test were a l l  inexperienced i n  the  a c t u a l  

t a sk  of con t ro l l i ng  an OMV. Two Skylab a s s t ronau t s  were used a s  subjec ts ,  

as w e l l  as s i x  non-austronaut personnel chosen randomly t o  participate i n  

the  test .  It is believed t h a t  e igh t  subjec t  provide s u f f i c i e n t  da ta  f o r  a 

determination t o  be made regarding the  hypothesis of no di f fe rence  between 

the  cont ro l  t reatments ,  s ince  the  experimental  design i s  within subjec ts  

design and s ince  t h e r e  are qnly' two l e v e l s  of t h e  independent var iable  and 

no i n t e r a c t i o n  e f f e c t s  t o  be d e l t  with. ' 

TASK - 
The t a s k  performed by the  sub jec t s  i n  t h i s  s tudy is a simple one of 

f ly ing  t h e  OMV v i s u a l  model with the  cont ro ls  of the  MPAC Element 

Demonstrator. Rather than dupl ica te  a lengthy sec t ion  of descr ip t ive  t e x t ,  

the  subject .  is asked t o  r e f e r  t o  the  i n s t r u c t i o n s  t o  the  subject .  A v i s u a l  

representa t ion  of the  t a s k  i s  included as Figure 6. 

EVALUATION 

Since t h e r e  i s  a s i n g l e  independent var iab le ,  t h e  type of hand 

t h i s  is d p l e  two l eve l ,  wi th in  sub jec t s  experimental 

The n u l l  hypothesis o r  hypothesis of no d i f f e rence ,  i d e n t i f i e d  as design. 
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HO, i s  t h a t  t h e r e  i s  no d i f f e r e n  

c o n t r o l l e r s  The research  hypo the r s i s  

a s i g n i f i c a n t  d i f f e r e n c e  i n  the'  sub je& 

t a s k ,  and t h a t  t h e  d i f f e r e n c e  w i l l  ' favor ee-of -f reedom 

cont r o l l e  r . 
It i s  l i k e l y  t h a t  t h e r e  i s  a le the- s u b j e c t s  a 

is  a l s o  l i k e l y  t h a t  t h e r e  would be PO 

whichever c o n t r o l l e r  i s  used f i r s t  t ' o l l e r  used ' ~ 

Therefore ,  i t  w a s  necessary t o  use  a counterbalanced o rde r  of 

t o  t h e  e i g h t  s u b j e c t s  t o  c o n t r o l  d e r  effect ' .  Thus, f o u r  

s u b j e c t s  used t h e  s i n g l e  c o n t r o l l e r  f d t h e  p a i r '  of c o n t r o l l e r s  

second, while  t h e  o t h e r  f o u r  s u b j e c t s  "used ' t h e  p a i r  of c o n t r o l f e r s  f i r s t  

and then  switched t o  the s i n g l e  c o n t r o l l e r .  ' The i n s t r u c t i o n s  t o  every 
. r  " 

sub jec t  were t h e  samec 

DEPENDENT MEASURES 
I ,  

Evaluat ion measures are known as dependent v a r i a  ' i n  t h e  design '  of 

The experiments on t h e  performance of man-machine i n t e r f a c e  combinations. 

dependent v a r i a b l e  s e l e c t e d  t o  be measured f o r  t h i s  research p ro jec t  

whether o r  not t h e  docking i s  s u c c e s s f u l ,  

t o  success fu l ly  o r  unsuccessfu l ly  dock t h e  ONV, and' t h e  t o t a  

while making t h e  a t t e m p t .  

DATA 

e t i m e ' i t  takes 

v 1  - 
The raw da ta  f o r  a l l  t h e  s u b j e c t s  le  I, The da ta  

col lapsed ac ross  a l l  e i g h t  s u b j e c t s  i s  shown i n  a sdeeessful docking, s o  

t h a t  dependent v a r i a b l e  w a s  dropped from he  r consi  d e r a t  i on, 

The a n a l y s i s  of var iance  y i e l d  F r a t i o s  t h a t  were not s i g n i f i c a n t  a t  

the .05 l e v e l .  
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RESULTS 

The r e s u l t s  i n d i c a t e  t h a t ,  wi th in  t h e  l imi t ed  conditions of t h i s  

s tudy,  t h e r e  i s  no s i g n i f i c a n t  d i f f e rence  between a s i n g l e  6 DOF con t ro l l e r  

o r  a p a i r  of 3 DOF controllers f o r  t h e  t a s k  of OMV control .  Comments from 

the  p a r t i c i p a n t s ,  

( 7  of 8 ) f o r  the  6 DOF cont ro l le r .  

however, c l e a r l y  showed a[ majori ty  subjec t ive  preference 

The objec t ive  of t h i s  e f f o r t  was t o  determine whether t he re  i s  any 

objec t ive ly  measurable supe r io r i ty  of e i t h e r  3 DOF of 6 DOF con t ro l l e r s  f o r  

t h e  t a s k  of p i l o t i n g  the  OMV. The results of our data  co l l ec t ion  seem t o  

i n d i c t e  t h a t  t he re  is  not any such d i f f e rence ,  a t  least not under the  

conditions of t h i s  experim6nt. Therefore,  i t  i s  possible  t h a t  we w i l l  have 

t o  look f u r t h e r  f o r  reasons t o  choose between c o n t r o l l e r  configurations f o r  

t h i s  v i t a l l y  important task.  

The i n t i t a l  bias  of t h i s  i n v e s t i g a t o r  was tha t  t he  s i n g l e  6 DOF 

con t ro l l e r  would prove t o  be super ior  t o  the  p a i r  of 3 DOF con t ro l l e r s  f o r  

the  OMV coh t to l  task.  However, t h i s  d id  not t u r n  out t o  be t rue .  It i s  

l i k e l y  t h a t  one of themain reasons i s  t h a t  t he  t a s k  of f l y i n g  the  OMV i s ,  

i n  r e a l i t y ,  - not very s i m i l a r  t o  the  t a s k  of f ly ing  an a i rp l ane  o r  

he l icopter .  The cont ro l  inputs  are t y p i c a l l y  Small and inf requent ,  and the  

response of t he  vehic le  t o  those inputs  i s  not rapid,  but a c t u a l l y  r a t h e r  

languid i n  most axes of motion. The prec is ion  of the  cont ro l  seems t o  be 

of more importance than whether of not cont ro l  inputs  t o  a l l  t he  exes of 

motion can be input  with one hand. Further  s tudy is planned along the  

l i n e s  of clearly descr ibing the  key parameters f o r  cont ro ls  f o r  OMV and 

o the t  f ree- f lyer  proximity operations.  
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CONTROLLERS 

SUBJECT 

s1 
52 
S3 
54 
55 
S6 
s 7  
S8 

Mean 
SD 

6 DGF 

TIME FUEL 
USED ( %  LEFT) 

7- - 

934.4 
408.9 
267 7 
238.6 
267 0 8 
419.8 
359.2 
298.1 

95.39 
97.00 
94.21 
94.95 
90 . 84 
92.26 
97. 16 
97.99 

399.3 94.98 
211.9 2.32 

3 DOF 

TIME FUEL 
USED ( X  LEFT) -- - 

1211.8 
313.0 
313.8 
247.6 
311.3 

365.2 
306.1 

386.3 

431 9 
297 3 

92.92 
97.03 
94.36 
95.09 
90.28 

96.38 
97.92 

90.58 

94.32 
2.68 

TABLE I. R A W  DATA FOR ALL SUBJECTS 
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AVERAGE FUEL CONSUMPTION COMPARISON 

6 DOF CONTKOLLER 
5*02% 

3 DOF CONTROLLER 
5,68% 

AVERAGE DOCKING TIME COMPARISON 

6 DOF CONTROLLER 
399,3 sec. 

3 DOF CONTROLLER 
431.9 sec 

[ C o m p a r i s o n  with one anomalous data set ( S l )  de le ted1  

6 DOF CONTROLLER 3 DOF CONTROLLER 

FUEL 5.08% 
TIME 322.9 sec 

FUEL 5 48% 
TIME 320,s sec 

TABLE 11, COMPARISON OF RESULTS ON DEPENDENT VARIABLES 
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ALCYCt N SCM 

ren AT CON I TOR 

Figure 1 

Proposed System Architecture 
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Figure 2 

DAPOS -- System Architecture 
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4. 

Figure 3 

DAWS -- Information Flow 
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switch 
--a_-- ------ 

3 

0 ABORT terminate current run 

1 AUTO enable/disable auto-pilot 

2 BRAKE toggle brake, causing all 

motion to cease 

3 MAIN selects main engines or 

cold gas thruster for pro- 

pulsion. 

Figure 4 

Switch / Function Assignment 
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I 

Figure 5 

BBHC -- Hand Controller Logic 

275 



+z 

t +Y 

"BACK" TO STATION 

DIRECTION 
OF FLIGHT 

Figure 6 

Task Visual Representation 
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within Space-Based ECLS Systems 

David W. Pachura 
Salem A. Suleiman 
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Manin Marietta Denver Aerospace 
Space Station proSram 

P. 0. Box 179 (MS D1744) 
Denver,CO 80201 

Abstract 

ARGES (the Atmosphere Revitalization Group Expert System) is a demonstration prototype expert 
system for fault management for the Solid Amine, Water Desorbed (SAWD) CO, removal 
assembly, aassociated with the Environmental Control and LVe Support (ECLS) Syxtem. ARGES 
monitors and reduces data in real time fiom either the SAWP controller or a simulation of the 
SAWD assembly. It can detect gradual degradations or predict failures. This allows graceful 
shutdown and scheduled maintenance, which reduces crew maintenance overhead. Status and fault 
information is presented in a user inte~ace that simulates what would be seen by a crewperson. 
The user interface employs animated color graphics and an object-oriented approach to provide 
detailed status information, fault ident@catwn, and explanation of reasoning in a rapidly assimilated 
manner. In d i t w n ,  ARGES recommends possible courses of action for predicted and actual faults. 
ARGES is seen as a forerunner of &-based fault managment systems for manned space systems. 

Introduction 

ARGES (the Atmosphere Revitalization Group Expert System) is the reqult of an independent research and 
development project (D-47~) at Martin Marietta to demonstrate the application of artificial intelligence to fault 
diagnosis and management in space-based Environmental Control and Life Support ECLS systems. The work was 
performed in conjuction with Hamilton Standard, Inc ,Windsor Locks ,ann. ,  who provided expert engineering and 
design knowledge regarding operations of the ECLS system assembly hardware/software. The goal was to show an 
increased flexibility and function within this task, providing greater assistance to the crew and reducing the need for 
ground-based support. The first phase of the development was the design and implementation of a prototype that 
performs fault detection and isolation and demonstrates the user interaction and interface with the overall 
management software. In this paper, we discuss some of the significant features of AROES, the architecture and 
current state of the system, and conclude with some areas of future work. 

Approach 

ARGES is an expert system for fault diagnosis of the Solid Amine Water Desorbed (SAWD) CO2 Removal 
Assembly. It is a prototype for demonstrating the applicability of AIIExpert Systems technology to space-based 
ECLS systems and its function as part of the overall management software system. With that goal in mind, the 
resulting system departs from other work previously done in the ECLS system area Dickey84, Lance851. Its most 
important features are: 
1. It is a prototype of an expert system which functions as part of the control and management software for the 

ECLSS; not as an isolated system which communicates with a user, but as an embedded program, which uses 
data received directly from the hardware. It interprets the data, detects a fault, and reaches a conclusion without 
human intervention. Any interaction between the user and the program occurs at the user's option and 
convenience, as a means of verifying the conclusion, not as an aid to the program's diagnosis. 
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2. The user interface is designed to simulate what would be seen by an 
aenovgh of interface to see how ;UR w ~ s $ m m  could iplteract wi 
see how a sophisticated user interface can support a crewmember (se 

c r e ~ e m b e r  -we have simulated 
o m ~ n e n ~  of the manager, and to 

3. A major goal of ARGES is to recog 
the alternatives to using an expert s~qtgm’are. et 

%&an opetator iS monitor the hardware tel downlink for degradations. 
ler, we can improve crew 

ironment. Thus , we are 

training for contingencies can be-r 

3 

The domain chosen for 
ECLSS. In particular, we focu 
cabin air and replenish it with 
cabin air, a C02 Reduction A 
methane, and an 02 Generation 
pure 02 to be added to cabin air. For thh‘prototype expert system, we focused on the C02 Removal Assembly 
because it is the most complex of the three. We ckose the SAWD system because we had access to the experts (see 
@aiIey86]). Although ARGES is designed to perform fault diagnosis for the entire atmosphere revitalization group, 
only the SAWD data are considered because access to data from the other components was not initially provided. 

the Atmosphere Revitalization Subsystem within 
n “group” of assemblies which remove C02 from 
Removal Assembly, which removes C02 from 

ich combines the C02 with N2 to yield water 
hich takes the water from the C02 Re~ct ion A 

The use of a S A W  C02 re imal  m for manned space pla 
([Boehm821). The following is a brief description of the operation of the S 
with the technology. 

has been discussed i 
system to familiarize th 

The system consists. of:&o canisters, or beds;, of solid diethylenetriamine - “amine” - in a polystyrene 
substrate. During normal operation, One bed adsorbs C02 from cabin air, while the other desorbs CO2. A fan 
draws air through the moist adsorbing amine bed. This cools and dries the bed, collecting C02 on the amine 
particles in the bed. Steam is driven through the other bed to desorb it. This initially pushes the remainder of the 
purified cabin air, or ullage air, out of the bed and concentrates C02 at one end of the bed. A sharp increase of flow 
out of .the amine, bed signals Qat 4XB- is now being driven ouut of the bed. This causes a valve to switch and the 
C02 to be directed:@ an awumulaton and the 2 reduction unit. An increase in the bed outlet temperature signals 
that all the (24% bas beee‘ckiven offsand is-now. almost all steam. At this point, valves are switched to 
connect the output of, the desorbing bed to the input of the,adsorbing bed, so that the steam in the bed just desorbed 
can be used to beat the.bedth;glt wasadsorbing, ,Mm this, the roles of the beds are reversed; ie., the desorbed bed now 
adsorbs C02 and vice versa. Operation of ystem is performed by a. microprocessor that communicates via an 
RS-232 port or a MIL-STD 1553 network to an external controller/display unit. Fault handling in the controller is 
confined to limit checking al temperatures and times in the system, with out-of-bounds conditions resulting 
in automatic shutdown and, , F in&cafidn being sent to the controller/display unit. - .  

RGES Architecture 

ARGES is organized into four major components (see Figure 1): the input processor, the expert system, the 
display manager, and the user interface. ARGES can read data from several sources - a software simulation of the 
SAWD hardware, mtRS-2324hk tathe SAWD controller, or a file (consisting of stored RS-232 data). These data 
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are passed to the input processor (which performs data transformation for the expert system) and to the display system 

Figure 1. ARGES Structure 

for updating the schematic display. After accumulating sufficient data, the expert system makes a diagnosis and sends 
the conclusion to the display system and user interface. Below, we discuss each of these components in more detail. 

The Data input Sources 

The Simulation. The central part of the simulation is a simple model of the S A W  amine bed provided by 
Hamilton-Standard, Inc. This is a one node version of the computer model they use for hardware design, 
development and testing of the SAWD Cyanosy85]. The ARGES simulation of the SAWD system allows the 
graphics display and expert reasoner to be driven with reasonable accuracy in the absence of the actual hardware. 
Since the trending that the expert system performs may take several days, the use of the simulation at multiples of 
real-time allows testing more quickly than the actual hardware allows, even if we could induce faults in the h a w a r e  
to test the system. 

SAWD hardware via RS-232 link to controller. Because the SAWD operation cycle is on the order of two 
hours, and drifts and changes usually occur on the order of days,the only truly time-critical portion of ARGES is the 
link to the SAWD controller. Once a link is established, the input processor begins to receive information every 
several seconds. In order to handle these incoming data without lagging behind, the input reader and processor were 
implemented as processes to separate the real-time data processing from the more time-consuming, but less 
time-critical operations. Each process can be assigned a separate priority that determines the amount of processor time 
it receives. Currently in ARGES, the input processing does not operate at high priority, but if the amount of 
computation changes (through representation changes, or extensions to the expert system or interface), we can force 
the input processor to run before the other components. 

Files. In order to facilitate testing, we recorded several hours of S A W  controller output in a disk file, 
which can be replayed at varying speeds. Since this data is from the hardware, it enailed us to confirm some 
operation before we had access to the hardware. 
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Input Processing 

The input data from the S A W  controller via the RS-232 link are a series of floating-point numbers and 
one-byte flag values that reflect the c m n t  state of the hardware. These data are converted into the representation used 
by ARGES and a checksum is validated. If invalid, or if the display and expert system fall behind the input 
processor, the current data are discarded because the loss of a single data point is insignificant. If either the display 
or expert reasoner q u e s t  data when the current value is invalid, they “sleep” until valid data becomes available. 

The Expert Reasoner 

The expert system operates in two modes: fault detection and fault diagnosis. In the fault detection mode, 
which occurs during normal SAWD operation, it monitors a few key parameters, or “health indicators”, and the 
status and error-code values received from the controller. When these parameters indicate a potential fault in SAWD, 
the expert system enters fault diagnosis mode and begins to record data to determine the long-term data trends (if the 
system has not already shut down). 

In the fault diagnosis mode incoming data are collected and stored, then analyzed and trended using linear 
least-squares fit for several SAWD cycles. Whenever sufficient data are collected, the result ing trend is inserted into 
the production system working memory and the rule base is invoked to diagnose and verify whether a fault has 
occurred. 

When a fault is diagnosed, the rules invoke procedures to notify the user about the fault detected and provide 
recommendations. Display functions are also invoked to highlight the faulty component on the SAWD schematic. 
If the SAWD has not yet shut down, the data trends are extrapolated to find when they will cross thresholds and cause 
system shutdown. If no fault is recognized, a “default” rule is invoked to notify the operator that an undiagnosed 
fault exists. A tree of conclusions and antecedents, or inference net, is built as diagnosis proceeds to provide a 
means of constructing an explanation, discussed further below. 

he Knowledge Re~resentation 

In ARGES, the expert knowledge is represented using HAPS (the Hierarchical, Augmentable Production. 
System), an in-house developed production system similar to OPSS[Brownston84]. We chose HAPS because it was 
available at low cost, we had access to the source code so we could enhance it to meet any special requirements, and 
HAPS provided a reasonably flexible representation - it supports lists, frames, and FLAVOR instances as working 
memory elements; access to LISP functions on both the left and right hand sides of a rule; user-definable conflict 
resolution; and access to HAPS structures from the LISP environment. 

Initially we used only simple lists for representations of working memory elements (domain knowIedge 
facts), but this has been replaced with a frame hierarchy providing a fault taxonomy and description of the ECLSS. 
The diagnosis and fault recognition is performed by forward-chaining rules, with recommendations generated from the 
fault type using the frame hierarchy. 

The User Interface 

The user interface for ARGES performs several functions: a) it depicts graphically the operation of SAWD 
system to facilitate user understanding, b) it displays the conclusions reached by the expert system, c) it allows the 
user to examine the chain of reasoning used by the expert system. In order to study how an expert system could be 
integrated with the rest of a space station management system, the user interface simulates a more complete interface 
between a crew member and a more generalized fault management system. In particular, the fault management 
interface simulates other components of the overall space station management function and the status & warning 
display for the space station, although only that component dealing with the C02 removal assembly is actually 
functional. By simulating these functions, we can demonstrate how an AI-based fault management system can enable 
a crewmember to detect and diagnose faults, perform temporary work-arounds, and take corrective actions with 
reduced knowledge of the Space Station systems and reduced ground supponz. 
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The interface uses two monitors, one color and one monchrome, and a mouse. It is based on the direct 
manipulation, object-oriented approach found in the Lisp machine and Smalltalk environment[Goldberg80, 
Symbolics851. Text and objects displayed on both the monchrome and color screens are, to the extent possible, 
“mouse-sensitive”. Inquiries concerning the represented systems, components, sensors, etc., are made by interacting 
with the displayed objects directly. In an operational system, the mouse would be replaced by a suitable zero-G 
device, such as a track ball. 

The monchrome screen primarily displays textual information, such as error messages, and menus of 
possible corrective actions. Notifications of errors happen as highly-visible “pop-up” text boxes with an indication of 
the response time required by the user. A set of possible responses recommended by the expert system is an 
associated “pop-up” menu. In addition, significant events are recorded in a scrollable log. When the user requests, an 
additional window appears to display an explanation of the current conclusions. 

To provide explanation, we make use of the inference net built during the fault diagnosis process. Associated 
with each working memory element is the description of the conclusion, which is easily converted to English text 
and displayed Each displayed conclusion is mouse-sensitive, and clicking on it results in the addition (or removal) of 
its antecedent symptoms to the display. The user can traverse the inference net from the final conclusion back to the 
leaves of the net (Le., trended data). 

The color screen is the primary means of displaying information to the user. Under normal circumstances 
(before a fault has been recognized) a simple, hierarchical diagram of the space station systems is displayed. This 
“map” graphically provides the current status of various systems (off, on, warning, alarm, etc.). The user can click 
on a component box to see an expansion down to its subsystems with the status of each subsystem displayed. At 
the bottom of the hierarchy, the schematics of the assemblies are available, with the diagram dynamically updating to 
show the current status of each assembly. When a fault occurs, the appropriate subsystem boxes change state. In the 
assembly schematic, the icon of the faulted component also changes state, to graphically display the fault location 
isolated by the expert reasoner. As an aid to the user to help visualize the relationship of the faulty subsystem, the 
subsystem hierarchy is reproduced in the lower right comer, complete with status and possible other fault indications. 
This enables the user to always have an indication of overall status (or other problems) while dealing with a fault in 
one subsystem. 

Current Status of System 

ARGES has been implemented with a small set of faults on a Symbolics 3675 and an LMI Lambda. We 
have concentrated primarily on predictable faults, since this gives the additional capability of predicting a failure 
before it happens, as well as diagnosing a fault to a single component. We have tested it against the SAWD 
prototype at Marshall Space Flight Center for monitoring normal operations, but limitations on the testing of the 
hardware prevent us from introducing faults into the hardware to test the expert system. Currently, the system is 
undergoing an evaluation study of the expert system and user interface (see IGreitzer861). 

Conclusion and Future Directions 

ARGES is a demonstration of AI technology applied to the problem of fault diagnosis and handling for 
manned space platforms. By applying AVexpert system technology, we can perform functions not possible with 
conventional controller software, such as: detection of degradations before they result in failure, providing greater 
flexibility in handling faults and modifying the fault software, and providing a higher level of interaction between the 
Space Station fault software and crewmember. The ultimate goal is to enable the crew to function more as managers 
and decision-makers, and less as interpreters of data and procedures manuals. 

We are currently working to expand the simulation of the crew interface, so that more of the characteristics of 
an integrated “fault management” system can be evaluated. In addition, we would like to expand to a full set of faults 
for the entire atmosphere revitalization group. One of the limitations of the approach we have taken is that 
rule-based systems can only encode previously conceived faults. We would like to build a model-based reasoner, 
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either quantitative, based on the simulation we use currently, or qualitative, to provide the deeper, causal reasoning 
necessary when the shallow rule-based approach is inadquate. 

ISoehm821 

[Browston84] 

Pickey841 

[Goldberg801 

[Greitzer86] 

[Symbolics851 

rYanosy8 51 

Bailey, Pat, and Doehr, Brett, “Knowledge Acquisition and Rapid Prototyping of an Expert 
System: Dealing with “Real World” Problems”, paper presented at the Conference on Artificial 
Intelligence for Space Applications, Nov. 13-14,1986, Huntsville, Alabama. 

Boehm, Albert M., and Cusick, Robert J. ”A Regenerable Solid Amine C02 Concentrator for 
Space Station” Twelfth Intersociety Conference on Enviromental 
Systems, July 19-21, 1982, San Diego, CA. 

Brownston, Lee and Robert Farrell, Elaine Kant, Nancy Martin, Programming Expert Systems in 
OPS5, Addison-Wesley, Reading, MA, 1984. 

Dickey, Frederick J., and Toussaint, Amy L. “ECECIS: An Application of Expert Systems to 
Manned Space Stations”, Conference on Artificial Intelligence Applications Proceedings, IEEE, 
1984. 

Goldberg, Adele, Smalltalk-80, Addison-Wesley, Reading MA, 1980 

Greitzer, Frank, “Intelligent Interface Design and Evaluation”, paper presented at the Conference 
on Artificial Intelligence for Space Applications, Nov. 13-14, 1986, Huntsville, Alabama. 

Lance, Nick and Malin, Jane T., “Development of a Prototype Expert System for Fault 
Diagnosis of a Regenerative Electrochemical C02 Removal Subsystem”, Ref. No. ECS/SRlll, 
NASNJohnson Space Center, Houston TX, May 13, 1985. 

Symbolics, Inc., S ymbolics Reference Manual, Vol. 7, Programming the User Interface, 
Cambridge, MA 1985. 

Yanosy, James L., and Rowell, Lawrence F. “Utility of an Emulation and Simulation Computer 
Model for Air Revitalization System Hardware Design, Development, and Test” Fifteenth 
Intersociety Conference on Enviromental Systems, July 15-17,1985, San Francisco, CA. 

28 2 



SCARES 

A Spacecraft Control Anomaly Resolution Expert Syste 

Marc Hamilton 

TBW Inc. 

1 Space Park 

Redondo Beach, CA 90278 

Abstract 

The current pace of our technological 
development is reflected in the increased mis- 
sion lifetime of each new generation of satel- 
lite. Coupled with this has come a reduced 
availability of experts to  provide technical 
assistance in satellite operation on a day to  
day basis. Given such an environment, this 
paper discusses an  expert system based archi- 
tecture for spacecraft anomaly resolution. By 
capturing “deep knowledge” about a space- 
craft, the system is able to detect and diag- 
nose faults better than previous conventional 
approaches. 

A prototype expert system named 
SCARES (applied only t o  a spacecraft att i tude 
control system) is discussed. This prototype 
was developed in the Artificial Intelligence 
Technology Center of TRW’s System Develop- 
ment Division, under contract F04701-83-C- 
0079 for the U.S. Air Force Space Division. 
Extension of the prototype to  handle 
anomalies in other systems of the satellite is 
also discussed. 

eywords: Expert Systems, Artificial Intelli- 
gence, Diagnosis, Satellite Control 

Introduction 

Command and control of today’s space- 
craft is a complicated process which includes 
monitoring telemetry, determining vehicle 
health and status, and generating command 
messages. Currently, these tasks are carried 
out in ground stations equipped with main- 
frame computers and staffed with many opera- 
tors. As newer satellites become more sophis- 
ticated, failures become fewer, but the 

diagnosis of remaining failures becomes more 
difficult [I]. When spacecraft anomalies do 
occur dozens of experts are often called in to 
investigate the problem* As we aim t o  
increase the survivability of future spacecraft 
it is evident tha t  much of this process must be 
automated. Working toward the goal of auto- 
nomous spacecraft, SCARES attempts to diag- 
nose anomalies in the attitude control system 
of a spacecraft using an  expert system 
approach. 

Background 

Some background on the attitude control 
system t o  be monitored is needed to  under- 
stand how SCARES works. The attitude con- 
trol system’s function is to  keep the spacecraft 
correctly pointed toward the ear th  and to 
maintain the correct orbit. The attitude eon- 
trol system is composed of four separate 
assemblies, each with a dual redundant 
backup. The Sun Sensor and the Earth Sensor 
sense the presence of the Sun and Earth, 
respectively. These signals are then used as 
inputs t o  the Control Electronics which deter- 
mines the att i tude of the spacecraft. If neces- 
sary, the Valve Driver is signaled to activate 
control jets which keep the spacecraft pointed 
toward the earth. Various signals are sampled 
at different points in this process and sent to 
the ground station as telemetry. Redundant 
units can be switched in via ground command 
if necessary. A simplified functional flow of 
this process is presented in Figure 1. 

The ear th  sensor is a critical component 
in the ear th  pointing process, which keeps a 
satellite correctly pointed toward the earth. A 
typical scanning type earth sensor includes a 
mirror drive mechanism which scans back and 
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forth across the earth's horizon at a high rate, 
as  shown in Figure 2a. Reflection of sunlight 
from the earth's surface (or the lack of 
reflection when pointing off the horizon) is 
directed by the mirror onto a sensor. The 
earth sensor electronics then generates a raw 
radiance signal (RAD). The RAD then is used 
to  calculate a horizon crossing signal (HCS) 
which corresponds t o  "1" when the ear th  sen- 
sor is pointed toward the ear th  and "0" when 
it  is pointed off the earth. If the HCS is tog- 
gling at the correct rate, the track check (TC) 
signal will be set t o  "1". A pointing angle sig- 
nal (PAS) indicating the pointing angle of the 
spacecraft is also generated by the ear th  sen- 
sor electronics. A sample graph of these 
figures is shown in Figure 2b. 

The current SCARES system is imple- 
mented in Lisp on a Symbolics 3670 worksta- 
tion. I t  uses a frame based knowledge 
representation scheme and handles both induc- 
tive (forward chaining) and deductive (back- 
ward chaining) rules. The SCARES software is 
implemented using an  object orientated pro- 
gramming approach. Among its many advaq- 
tages, the object orientated implementation 
allows separate components or sub-components 
to be implemented as independent asynchro- 
nous processes. 

The general SCARES architecture is 
shown in Figure 3. This architecture breaks 
down the anomaly resolution process into three 
main steps. First, a real time monitor detects 
faults at an  early stage, while their signatures 
are still confined to  one area. Next, a diag- 
nosis routine attempts to localize the fault 
down to a line replaceable unit or assembly. 
In doing so, the diagnosis component may 
instruct the monitor t o  perform retry or fault 
masking operations on itself so tha t  the moni- 
tor may continue to  operate correctly. 
Thirdly, a hypothesis generation and test com- 
ponent is invoked t o  handle faults not easily 
resolved by the diagnostic process and t o  sug- 
gest possible reconfiguration and recovery 
actions. These three components were 
designed t o  correlate with spacecraft command 
and control functions which can be classified 
as: 

- routine, on-line (monitoring) 
- routine, off-line (diagnosis) 
- non-routine, off-line (hypothesis 

generation and test) 

The SCARES Environment controls and 
coordinates the actions of the above three rou- 
tines. All user interface functions are  
managed by the environment. I t  also main- 
tains a central situation da ta  base for use by 
the other SCARES modules. This da ta  base 
stores the telemetry history, the current satel- 
lite configuration, performance statistics, an  
alarm log, the operator log, and all commands 
issued t o  the satellite. The environment is also 
responsible for storing and maintaining the 
different knowledge bases which make up the 
rules used by SCARES. Before any of these 
rules can be triggered, however, the environ- 
ment needs t o  receive telemetry da ta  from the 
telemetry preprocessor. 

Telemetry Preprocessor 

The Telemetry Preprocessor is responsible 
for converting the telemetry obtained from 
different sources into a format suitable for use 
by the rest of the SCARES system. Different 
types of telemetry input are accepted by the 
preprocessor. The first record format consists 
of mnemonic name, timestamp, and value tri- 
plets. This generic satellite independent for- 
mat  is used by the simulation which provides 
da ta  for the prototype. Alternately, da ta  in 
the mainframe format, which is satellite 
specific, can be read from telemetry tapes or 
directly from the groundstation by the 
SCARES system. 

A typical mainframe format might con- 
sist of 128 8 bit words which are being down- 
linked from the satellite every 8 milliseconds. 
Most of these words are independent telemetry 
signals which are downlinked in each main- 
frame. Some low frequency signals, however, 
may be telemetered less often while high fre- 
quency signals, such as the earth sensor HCS, 
may be telemetered several times per main- 
frame. Additional telemetry formats for han- 
dling da ta  from remote tracking stations are  
also provided. 

284 



Monitor 

The SCARES monitor provides the main 
source of fault detection in our system. It does 
so by performing three types of real time 
checks on downlinked telemetry. First, a limit 
check is done on individual telemetry points. 
Next, a rate check is done on two or more 
telemetry points in the same channel. Third, 
cross-channel checking tests for consistency of 
the telemetry. By contrast, current ground 
station monitoring consists almost entirely of 
simple limit checks. 

The SCARES monitor actually consists of 
five separate monitors, the Earth Sensor moni- 
tor, the Sun Sensor monitor, the Control Eiec- 
tronics monitor, the Valve Driver monitor, and 
a master monitor which controls the previous 
four. The master monitor receives telemetry 
data and control information from the 
SCARES environment and distributes it to the 
appropriate monitors. The individual monitors 
then process the data  and return error mes- 
sages to  the master monitor. The error mes- 
sages are then returned by the master monitor 
t o  an alarm handler residing in the SCARES 
environment. 

The highest data  load is handled by the 
Earth Sensor monitor, which must monitor 
three signals which are  downlinked four times 
per mainframe (every two milliseconds). These 
signals are the Horizon Crossing Strobe (HCS), 
the Raw Radiance Signal (RA 
Pointing Angle Signal (PAS). Rather than 
attempting to  analyze all this da ta .  which 
would be computationally inefficient, the moni- 
tor only receives an  eight mainframe sarr ple 
(32 values) of each signal once every two 
seconds. These samples are sufficient for the 
monitor t o  detect any fault in the  ear th  sensor 
and allow the monitor to  provide real time 
performance. 

Once an alarm has been generated by the 
SCARES monitor, i t  is the job of the diagnosis 
component to  isolate the alarm to a faulty 
assembly. There are several steps to this pro- 
cess which can be separated into prediagnosis 
and diagnosis actions. 

During prediagnosis, a monitor alarm or 
sequence of alarms is first translated into a 
form suitable for presentation to  the user. 
Some alarms contain information related to  
the monitor design which should not be 
presented to the user, who is only expected to 
be familiar with the actual satellite. For 
instance, the ESA monitor produces the alarm 

"stuck in s ta te  2"' 
which in itself contains no useful information 
for the user. However, when coupled with 
several proceeding alarms, the "stuck in s ta te  
2" alarm atlows the prediagnosis component to  
conclude tha t  the CS signal is stuck high. 

is component also handles 
reconfiguring the monitor when necessary. For 
instance, if the HCS signal is stuck high, the 
ESA monitor will continue to  fail in s ta te  2, 
thus losing any potentially valuable informa- 
tion which might come from other states. In 
order to allow the ESA monitor to continue 
operation in a degraded mode, the prediagnosis 
component instructs the ESA monitor to  

CS signal in future operations. 
The ESA monitor can now continue to cycle 
through all its s ta tes  and produce additional 
alarms. 

At this point the actual diagnosis process 
begins. Each new set of alarms triggers a pro- 
duction system which attempts to  produce 
conclusions in the form of diagnostic informa- 
tion for each alarm. Various diagnostic 
knowledge sources contain rules for localizing 
faults t o  line replaceable units or assemblies, 
determining the potential impact of faults on 
the attitude control system's operation,' and 
for recommending corrective action. Alarms 
can recycle through this process for several 
iterations, as new alarms or conclusions may 
help to diagnose a previous alarm. Eventu- 
ally, if no conclusions can be reached, or alter- 
natively if requested by the operator, an alarm 
may pass to the hypothesis generation and test 
stage. 
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esis ~ e n e ~ a t i Q ~  and Test 

The hypothesis generation and test stage 
consists of a number of loosely structured rou- 
tines which attempt t o  guide the user t o  solu- 
tions which cannot be reached by the diagnosis 
component alone. The hypothesis generation 
stage attempts to reason from both a func- 
tional Row orientated and a hardware orien- 
tated perspective. 

At a functional level, rules attempt to 
determine the high level function which caused 
the alarm. The corresponding functional flow 
diagram is then displayed for the user. An 
attempt is then made to  draw correlations, 
both automatically (by SCARES) and manu- 
ally (by the operator), between the alarm, its 
related function, and other potentially related 
alarms or functions. 

On a hardware level, the same type of 
reasoning is followed. The alarm is mapped t o  
a set of hardware tables which indicate poten- 
tially faulty hardware. A top level view of the 
circuit board or component in question is then 
displayed. Operators can choose t o  highlight 
all related components, all unique components, 
or both. The operator can pan and zoom over 
large displays, requesting more detailed 
diagrams, even down to the gate level, if, 
desired. 

All operator activity in the hypothesis 
generation stage is logged for future reference. 
If the same alarm ever triggers the hypothesis 
generation stage again, SCARES remembers 
what the operator did the last time this alarm 
appeared and the conclusion of the actions 
taken. This information can then be used t o  
guide the user through the current alarm's 
hypothesis generation stage. In this manner, 
SCARES has a limited ability to actually 
"learn" how to resolve a n  anomaly. 

Once a hypothesis has been generated, i t  
then needs to be validated by testing. In order 
to do this, SCARES uses a version of the 
deduction algorithm [2] to  diagnose faulty 
hardware. The deduction algorithm uses a cir- 
cuit description of the part  in question and pri- 
mary input and output points (provided by 
telemetry values) to deduce if the hypothesis is 
correct. The deduction algorithm is guided by 
the circuit's network topology (rather than an  
algebraic description of the circuit) to a 

posteriori deduce the internal line values of the 
circuit. For example, if a nand gate output is 
"O", then both inputs should be "1". The "1's'' 
are then traced back until a primary input 
point is reached. If there is a contradiction at 
the primary input, the algorithm backtracks 
t o  the last decision point, undoing all values 
along the way. Using hierarchical design 
models of the hardware components, as pro- 
posed in [3], the deduction algorithm first 
localizes faults a t  a board or component level 
and only proceeds t o  the circuit and gate level 
when additional information is needed. 

The current SCARES system is designed 
t o  handle a wide range of anomalies, spanning 
both electrical and mechanical failures and 
chosen from historical and postulated 
scenarios. The following is a sample anomaly 
scenario which deals with an  ESA related ano- 
maly sequence and exercises the three major 
SCARES components; the monitor, the diag- 
nosis module, and the hypothesis generation 
and test module. A timeline of events is shown 
in Figure 4. 

Event E l  represents a n  operator shift 
change. At shift change, the new operator is 
briefed by SCARES which displays the current 
satellite configuration and key performance 
statistics while allowing him t o  review the pre- 
vious operator's daily log. 

A loss of track check alarm is generated 
by the ESA monitor at event E2. The diagnos- 
tic module immediately discovers tha t  this is 
due to  a moon avoidance maneuver. When *the 
moon appears on the earth's horizon, the ear th  
sensor is programmed to scan around the 
moon, thus briefly losing the ear th  track check. 
The operator requests a display of the ESA 
raw radiance, horizon crossing, and track 
check signals and confirms tha t  the ear th  sen- 
sor was undergoing a moon avoidance 
maneuver a t  the time of the alarm. Since the 
moon will stay on the earth's horizon for 
approximately twenty minutes, the diagnosis 
process makes a note of this in the situation 

ile the monitor will continue t o  
generate loss of track check alarms, future 
alarms of this type will be ignored as long as 
they can continue t o  be explained by the moon 
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avoidance maneuvering. 
At event E3, while the moon avoidance 

warning is still in effect, the ESA monitor 
reports tha t  the HCS and RAD signals are out 
of sync. Normally, when the raw radiance 
exceeds a threshold the HCS goes high indicat- 
ing tha t  the earth sensor is on the earth. The 
opposite happens as the sensor scans off of the 
earth. In order to determine if the HCS or the 
RAD is stuck high or low, the diagnosis process 
automatically requests tha t  the monitor rerun 
the current da ta  set, once ignoring the HCS 
and once ignoring the RAD signal. The out- 
come of this test determines tha t  the HCS is 
stuck high. Once this is determined, the diag- 
nosis process instructs the ESA monitor t o  
ignore the HCS in the future and alerts the 
operator to  the condition. 

The preliminary diagnostic conclusion 
determines that  the HCS stuck high alarm is 
due to a mirror pivot failure in the primary 
earth sensor. At the same time, however, the 
diagnostic process notices that  the track check 
is high while the moon avoidance maneuver is 
occurring. This cannot be explained by any of 
the diagnostic rules so the hypothesis genera- 
tion and test stage is automatically invoked. 

At this point it is necessary to  generate a 
hypothesis which explains why the TC and 
HCS signals are both stuck high. An ESA mir- 
ror pivot failure is discounted since such 
failure could not effect both the T C  and the 
HCS without also effecting the RAD signal, 
which is still nominal. By checking hardware 
tables, it is determined that  the T C  and HCS 
signals are both routed through amplifiers on a 
single chip in the CEA. That  chip is therefore 
hypothesised as being faulty. 

This hypothesis can be tested by using 
the deduction algorithm [21. By using CEA 
telemetry points as primary input and output 
references, the deduction algorithm deduces 
that  only "1" values have occurred at the out- 
put of the chip in question, while both "1" and 
"0" values should have occurred. The conclu- 
sion is then made tha t  the alternate CEA 
should be switched in. 

At event E4, the operator switches in the 
alternate CEA. In a real system, this would 
be a lengthy procedure involving many ground 
station components in addition to  SCARES. 

The master monitor is then automatically 
reinitialized and the ESA monitor begins, moni- 
toring the HCS again. The HCS and TC sig- 
nals now appear normal. All actions taken 
have been logged for reference in case similar 
problems occur in the future. The operator 
also makes a n  operator log entry t o  supple- 
ment the automatic logging and for future 
reference by other operators. 

Extensions 

The current SCARES prototype only han- 
dles anomalies in the attitude control system 
of a satellite. Planned extensions would allow 
monitoring and diagnosis of other satellite sys- 
tems, including thermal, power, and payload 
systems. This would be accomplished by 
adding additional monitor components for 
each new subsystem and increasing the diag- 
nostic rule base. 

Because of SCARES current object orien- 
tated implementation, communication and 
interaction with new modules via message 
passing could be easily accomplished. This 
feature would simplify the sharing of interim 
conclusions among multiple components. For 
instance, a transient power subsystem fault, if 
detected, could help explain a related earth 
'sensor signal anomaly. The object orientated 
approach also lends itself t o  distributed pro- 
cessing architectures, with each object being 
implemented as a independent asynchronous 
process. 

The SCARES prototype was designed to  
be expanded into a functional workstation 
which provides automatic diagnosis and 
manual (operator directed) assistance to  
current mission operations in a ground station 
environment. Future extensions would add 
additional automatic diagnosis capabilities and 
would make SCARES suitable for use in mobile 
ground stations. Eventually, the entire ano- 
maly resolution process could be handled on 
board a spacecraft which would then be able 
t o  operate autonomously for months at a time. 

Conclusione 

Longer mission lifetimes, increased satel- 
lite complexity, and the reduction of expert 
assistance availability have all led to require- 
ments for more highly autonomous spacecraft. 
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While traditional ground station monitoring 
eventually detects most anomalies, diagnosis of 
even straightforward problems often requires 
expert intervention. Often, such aid can come 
too late. Initial fault signatures may have 
spread throughout the telemetry and the ano- 
maly resolution process becomes dragged out 
and time consuming. 

The SCARES prototype demonstrates 
how expert system technology can be applied 
in large real-time fault diagnostic systems t o  
detect, diagnose, and recover from complicated 
anomalies. With its three stage approach of 
monitoring, diagnosis, and hypothesis genera- 
tion and test, SCARES technology can be used 
today in ground station environments to  help 
resolve spacecraft anomalies. Once mature, 
these techniques could be coupled with next 
generation compact LISP machines and actu- 
ally be placed onboard what would be a highly 
autonomous spacecraft. 
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Many knowledge-based software generation methods have been 
proposed to improve software quality and programmer productivity. 
Several government and industry initiatives have focused on software 
reusability as one solution to these problems. DARTS", a General 
Dynamics-proprietary symbolic processing technology, provides a unique 
solution to the reuse problem: archetyping. 

Archetyping is the embedding of high-order language statements in 
text files. An advanced macro-processor uses the text files to generate 
new versions of complex software systems. A DARTS program, the 
Software Generation and Configuration Management (SGCM) System 
automates the archetyping process and maintenance cycle. This paper 
briefly discusses the DARTS technology, describes archetyping, and 
presents in detail, the SGCM system. 

1. DARTS 

The DARTS technology provides a language, an interpreter, and storage 
files. The language of DARTS is AXE". It offers many advanced software 
concepts such as procedural constructs, pattern matching, dynamic 
knowledge representation, and list processing. AXE statements are 
demarcated by '<' and '9. 

The BOLT processor interprets and executes all AXE statements in a 
text file. All other text is passed unchanged to a result file. 

Knowledge bases are files in which permanent storage areas called 
"metasymbols" reside. Integers, strings, lists, and executable AXE code 
can be stored as metasymbols. 



A 
DARTS 
interface 
Program 

L 

This is archetype: 
RCHNUMBER> 

date is <-DATE> 

Knowledge 
Bases 

8 

FINAL TEXT 
PRODUCTS 

PROCESSOR I 
I I , 

I This is archetype: I 

2. ARCHETYPING 

Any text file 

FIGURE 1 : The Archetyping Process. 

may be archetyped. This includes source code, 
documentation, design specifications, and test requirement documents 
(TRDs). A text file is made into an archetype file by embedding AXE 
statements within the text. The AXE statement "JUMP" sends the 
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archetype file to the BOLT processor which processes all AXE statements 
in the archetype file and passes all non-AXE text to a result file. AXE 
statements control the actions of the BOLT processor. Some actions are: 

1). Skip a section of an archetype fi le conditionally or 

2). Processing will continue at the 

3). 
4). 

unconditionally. 
Jump to another archetype file. 

beginning of the called archetype file. 
Iterate on a section of an archetype file. 
Return a value and pass it to the result file. 

At the end of a called archetype file, processing returns to the position 
immediately following the jump call in the calling archetype file. When 
archetyping is complete, the result file is the final text product. 

Knowledge bases play a key role in archetyping. Most AXE statements 
in an archetype file access metasymbols stored in a knowledge base. Most 
archetyping applications have a user-friendly DARTS program that lets the 
user manipulate the metasymbols and consequently, determine the final 
text product. Figure 1 illustrates the archetyping process. 

3. THE SGCM SYSTEM 

The SGCM system was designed and built to automate the archetyping 
process. Manual archetyping is too unwieldy to be practical for a large 
software system. Large archetype files become unmaintainable and it is 
impossible to manually keep track of the duties of many archetype files. 
Ambitious software manufacturing requires the automatic archetyping of 
the SGCM system. Figure 2 shows the components of the SGCM system. 

The system is built around two basic structures, the configuration 
and the segment. A user-definition language defines and uses these 
structures. A user interface performs the manufacturing and management. 
The system generates an archetype file for each configuration and 
segment. It also stores pertinent information about each configuration 
and segment as metasymbols -in two management knowledge bases. The 
archetype files and management knowledge bases are handled internally by 
the system and are invisible to the user. 
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A configuration is a short-hand version of a final text product. An 
archetype file is generated from a configuration definition. The system 
uses this archetype file to create a stand-alone final text product. 

A segment is a reusable module of text designed to be repeatedly used 
by configurations and other segments. Segment parameters can be defined 
and used to obtain multiple variations of a segment. Segment definitions 
generate archetype files just like configuration definitions. However, 
segment archetype files can be jumped to only by other archetype files. A 
segment archetype file is never used to create a stand-alone final text 
product. 

The system provides "environments" for problem partitioning. All 
configurations and segments are defined in some environment. 
Configurations and segments may only use other configurations and 
segments defined in the same environment. This lets a user define 
configurations and segments for several environments but give each the 
same name. For example, a segment 'start' may be defined in environment 
source-code, documentation, and TRD. If a configuration defined in the 
documentation environment uses segment 'start', the segment accessed is 
the segment 'start' also defined in the documentation environment. 

3.1. THE USER-DEFINITION LANGUAGE 

All configuration and segments are defined and used in definitions 
with the User-Definition language. Configuration and segment "definition" 
statements create archetype files. Configuration and segment "use" 
statements become "jump" statements in an archetype file. See figures 3 
and 4 for examples of the User-Definition language. 

3.1 . I .  The Confiauration Definition Statement 

The configuration definition statement requires a configuration name 
and an environment specification. The definition contains a mixture of 
free text and "use-segment" and "use-configuration" statements. When 
encoded, the resulting archetype file will contain the free text and AXE 
"jump" statements to other archetype files. The created configuration 
archetype file is accessed in the manufacturing phase to create the final 
text product. The configuration definition is also used to update the 
management knowledge bases with the new information. 
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The segment definition statement allows the same segment name to 
be defined in several environments at the same time. Each segment 
definition contains a mixture- of text and "use-segment" statements. The 
segment may also have parameters defined inside itself. The parameter 
values are obtained from the "use-segment" statement when the segment 
is used. In addition, an optional description section is provided allowing a 
user to describe a Segment in a few sentences. This description is later 
accessed by users who are unfamiliar with the segment. The definition 
statement generates an archetype file for each segment defined and 
updates the management knowledge bases. 

3. The .Seg.ment US$ement  

The "use-segment" statement appears inside a configuration or 
segment definition. This statement results in an AXE "jump" statement 
being placed in the defined configuration's or segment's archetype file. 
D u r i n g t h e m an u f ac t u r i n g p h as8 , the 'I j u m p" state m e n t ca u s es t h e u sed 
segment's archetype file to be processed. The final text product contains 
the results of the jump. The use segment statement allows an optional 
list of parameter values, which replace the parameter definitions inside 
the used segment. Values passed to undefined parameters are ignored. 

3.1.4. The ConfiguratiDn Use SBtement 

A configuratim may use another configuration. The new configuration 
is an exact copy of the used configuration if no segment manipulation is 
specified. The system provides segment deletion, replacement, 'and 
appending within the configuration use statement. The deletion utility 
prevents specified segments from appearing .in the new configuration. The 
replacement option takes two lists of segments as input. Each segment in 
the second list rep 8s a corresponding segment in the first list. 

Each segment in the Iists'of segments as input. 
ed onto the corresponding segment in the first list. 

Segments can be defined nywhere, even inside other definitions. In 
the encoding phase, outer definitions are processed as usual until a nested 
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is complete, the outer definition processing continues as if the nested 
definition never existed. Therefore, text does not have to be moved to 
define a segment. Transforming existing text files into definitions files 
is fast and easy because of this feature. 

3.2. THE USER INTERFACE 

The user interface of the SGCM system is a DARTS program that 
allows a user to generate and manage software. There are four main 
modules: 

1). System Services 
2). The Encoder 
3). The Manufacturer 
4). The Manager 

3.2.1. Svstem Services 

The system sevices module allows the user to access the outside system 
commands such as print, directory, purge, delete, and edit. Each command 
behaves inside the user interface as it does outside. For example, a 
definitions file is created with the editor either inside or outside the user 
interface. 

3.2.2. The Encoder 

The encoder creates an archetype file for every configuration and 
segment defined in a definitions file. It also updates the manager 
knowledge bases with the new information. 

3.2.3. The Manufacturer 

Given a configuration name, the manufacturer produces a final text 
product from the corresponding configuration archetype file. Other 
archetype files are accessed if specified by AXE "jump" statements. The 
manager knowledge bases obtain the correct archetype filename for each 
specified configuration and segment. They also keep track of segment 
d e I et i o n s , re p I ace m e n t s , and a p p e n d s f o r t h e " u s e-co n f i g u rat i o n 'I 
statement. 
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The manager obtains information about configurations and segments 
from the manager knowledge bases. For each configuration and segment, 

ger provides date and time created, archetype filename, 
configurations an that use it. configuration 
uses another configu elete, replace, and information 
may be obtained. The manager also marks as obsolete any segment or 
configuration that uses either a changed or obsolete configuration or 
segment. The manager can list all obsolete segments and configurations 
and tell why each has been marked as obsolete. This tracking feature 
allows for easy maintenaince of confi urations and segments. 

4. SUMMARY 

Archetyping saves text. any different text products can be 
generated from just one archetype file by manipulating knowledge bases. 
For large software systems, however, manually creating and maintaining 
archetype files is impractical. The SGCM system automates the 
archetyping process and provides a simple but powerful user-definition 
language. Users produce definitions files from scratch or from existing 
text files. The encoder uses a definitions file to create archetype files 
and update the manager knowledge bases. Text products are manufactured 
from the archetype files with direction from the manager knowledge 
bases. The manager provides maintainance information for the user. The 

System can generate and maintain complex software systems 
quickly and easily. 
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INTRODUCTION 
Every spacecraft, whether in orbit around the earth or on a deepspace flight, has at 
i ts  disposal limited amounts of the resources required for it to accomplish its mission. 
The availability of these resources depends upon spacecraft internal systems as well 
as its orientation, location and environment. A mission typically &ill involve the 
operation of a set of experiments alonl: with spacecraft housekeeping, control, 
propulsion, energy generation, collection and storage, etc. The environment 
surrounding a spacecraft, especially one orbiting the em-th, is continually changing, 
and conditions under which many operations can be wr ied  out are present only 
periodically or rarely. Because of this, most space missions are planiied in detail long 
in advance, in an attempt to accomplish as much as possible while staying within 
resource budgets. Such advanced planning first involves deciding what the goals of 
the mission are and what operations must be carried out to achieve them, then 
scheduling activities to accomplish these operations. Activities must be scheduled BO 
that they have the necessary resources and conditions available to them, do not 
interfere with one another and do not endanger the mission. As a mission progresses 
i ts  goals may change, subsystems may become incapable of operation, or other 
unforeseen situations may arise. These changes require on-the-fly revisions to the 
schedule of experiment and subsystems activations. 
Activity scheduling is currently a costly, human-intensive task which requires a great 
deal of expertise. It belongs to a class of problems whose complexity increases 
exponentially with the number of operations. NASA has in the past accomplished 
this task by using a great deal of manpower, a large number of negotiating sessions, 
interminable bouts of phone tag, and mountains of paperwork. Lately the situation 
has improved with the introduction of automated scheduling techniques, but these to 
date still require expert involvement and f d  short in some important ways. This 
paper introduces a prototype activity scheduler, MAESTRO, capable of meeting the 
needs of many NASA missions, eventually to include Space Station. We first discuss 
the approach to resourceconstrained scheduling, then describe the intended domain 
for MAESTRO, its design and current mpabilities, and conclude with a description of 
planned enhancements and revisions to the system. 
FOUNDATIONS OF APPROACH 
hZAESTRO is designed to operate in the domain of resourceconstrained scheduling 
problems. In resource-constrained scheduling activities are scheduled subject to the 
availability of the resources. In the real world of space applications resources are a 
limited commodity. A primary criterion for Q good schedule in this domain is that the 
schedukd activities use as much of the al!ocated resources as possible. 
Resource-constrained procedures may be categorized by their approach to the 
problem and evaluated according to their utility in application. The two main 
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approaches are optimd methods and heuristics. Optimal methods are designed io 
produce the best possible solution to the resource utilizat.ion problem. These include 
linear programming and other mathematical models. While a pro\-eably optimal 
schedule is by definition the best solution, there are limitations on where optimal 
methods may be utilized, as we ;vi11 discuss Mow. In contrast, the heuristic 
approach can quickly produce good (but not necessarily optimal) activity scheduks, 

rapproaching maximal consumption of the available resources. 
Several problems may preclude the use of optimal methods for resourceconstrained 
scheduling problems. First, uncertainty in the predicted environment may make 
optimal schedules infeasible. Optimal scheduling methods assume nn apri01-i ;7ew of 
the environment, where exact knowledge of durations and resource levels is possible. 
The real world of spacecraft operations is uncertnin. Experiments may run longer or 
shorter thnn anticipated and the resources themselves may fluctuate based on 
conditions external to the spacecraft. The scheduler must be able to rext to these 
uncertainties in order to produce and maintain p o d  schedules. Optimal methods 
currently have no facility for dealing with such uncertainties in a timely fashion. 
A second major obstacle for the use of optimal methods is the size of the scheduling 
problem, both in terms of the number of activities to be scheduled, and the number 
of resources which must be simultaneously allocated in order to satisfy operational 
requirements. Typically the process of producing an optimal schedule is time 
consuming, requiring an  exhaustive analysis of the search space which grows 
exponentially with the number of activities and resources. The computational 
impracticability of determining optimal schedules is definitly evident in 
resource-constrained scheduling. Weist, one of the fathers of linear programming, 
spoke of the impracticallity of solving resourceconstrained scheduling problems 
utilizing the mathematical approach. He showed that a 55 activity network with 4 
resource types required 5000 equations and 1600 variables. Davis points out that  
"These mathematical optimization procedures me capable of handling far less 
complex problems than the heuristic category." 
Finally, optimal methods require that optimdity be strictly defined. I t  is rarely 
known in complex problems if the schedule produced is the optimum. This would 
require that the predefined evaluation criteria be matched against every possible 
schedule, which is hardly practical. This is especially true of the MAESTRO domain 
where the precedence relationships between activities are minimized and resources 
are the constraining factor, providing a massive explosion of pbssible schedules that 
may be produced during a particular scheduling period. 

Pksource-constl-ained scheduling problems are nmenable to heuristic problem solving, 
utilizing scheduling rules-of-thumb that are capable of producing reasonably g o d  
schedules, which may not be optimum. The heuristic approach differs from optimal 
methods in that it is not necessary to search the space of all possible schedules, but 
to incorporate techniques that will assist in shrinking the problem to rmnageable 
proportions. Heuristics utilized to select activities for scheduling may produce differing 
quality schedules bnsed on the specific conditions, nctivities and resources for each 
scheduling period. Experience has shovln the heuristic approach can produce 
schedules in a timely fashion permitting the option 0: producing several pod  
schedules in order to select one that may be "best". I t  is important, due to changing 
mission requirements ond spncecraft management goals, that  the scheduling 
heuristics be readily modifiable in order to produca ptentially differing schedules for 
evaluation. 
I t  is likely that it will prove fruitful for rese'archcrs to pursue work on the problem 
by developing both the mathematical and heuristic-based npproacixs. A truly robust 
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system will probably evolve utilizing the strong points of both. b W S T R O  has been 
implemented utilizing the heuristic approach to resource-constmined scheduling. 
MAESTRO DOMAIN 
The scenario in which MAESTRO is intended to operate is that of a spacecraft 
which supports a set of experiments. A n  experiment’s activations are constrained by 
resource availability, environmental conditions, spacecraft position and orienbtion, 
and sequencing restrictions imposed by mission pals and requirements. 
Resources can include electrical power, thermal energy rejection, crew, data 
processing and storage, several types of communication, and consumables such as 
water and liquid nitrogen. Some of these sre both quantitycontrolcd and 
ratecontroled, Le. there is Q maximum rate at which they can be expended and a 
maximum amount which can be consumed over a scheduling period. Electrical power 
is an example of this type of resource. 
Environmental conditions include day and night, temperature, composition of gasses 
near the spacecraft, various targets, vibrational stability, etc. These ar.2 similar to 
quantity and rate controled resources except that they are available on an 
all-or-nothing basis. Each activity which requires a certain condition (e.g. day cycle) 
will be simultaneously satisfied (with respect to that requiremmt) by the existence of 
that  condition. 
Sequencing restrictions among activities include the temporal relritions identified by 
Allen in his work on temporal reasoning, such as before/after, during, overlapping, 
etc. These may be imposed by mission requirements or activity characteristics. 
The  MAESTRO scenario includes the existence of a predevelopcd schedule which is 
to be followed to some extent, a currently active schedule of operations which are. 
being executed while the new schedule is beiig developed, and Crew or Mission 
Control directives which alter the schedule, under development or currently active. 
Activities begun during one scheduling period may carry over to succeeding periods 
indefinitely. Activities are considered to be composed of one or more subtasks which 
have sequencing constraints among them. Each activity typically is performed many 
times over the course of a mission. It is assumed that the success of a particular 
activity may depend upon the number of performances of it that are executed. 
Individual performances of activities can be categorized by whether they are 
continuous, intermittent or one-shot, and by whether once started they can be 
interrupted and restarted with little impact on their overall success. 
Some activities may require either of two resources, but not both. The availabililty of 
a ground station for communications may obviate the need for data storage, for 
example. In addition, resource use by m activity or subtask may vary over i t s  
duration. Activities are sometimes considered to be producers of a resource as well as 
consumers, and can be producers of conditions not acceptable to other activities. 
Most spacecraft subsystems are examples of the former, creating or regulating 
resources necessary to other activities, while an experiment which produced 
vibrations would be typical of the latter. 
It is assumed that each activity will have a priority, or iinportance attached to it, 
and further that  these priorities change over the course of the mission or eve;, a 
single sciicduling period. For instance, a non-restartable expriment will acquire a 
higher priority after a large amount of time has been invested in it, especially if its 
success is di-or-nothing, for e.uample. 
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CURRENT MAESTRO IAU'LEMENTATXON 
At present MAESTRO is capable of handling only a subset of the scheduling 
problem as described above. The current implementation is described in more detail 
in the next sections. In general, given a list of activities and a set of resource 
availability and operating conditions projections, MAESTRO will place as many 
performances of as many activities as possible on a schedule. In the event of a 
change in resource availabilities or the conditions under which activities are running, 
the scheduler can decide which, if any, activities peed to be unscheduled and which 
can be rescheduled at different times. 
ACTMTIES 
An activity is typically an experimental payload, with certain requirements for power, 
crew time, ambient temperature ranges, etc. Activities may also includa non-payload 
events which require particular resources or environmental conditions (eg. crew lunch 
requires some power, a crew member, etch Currently, MAESTRO offers a set of 200 
activities from which the user may select any subset for scheduling. The activities 
are models of payloads which appear in the Mission Requirements Data Base 
(MRDB) for space station, maintained by Johnson Space Center. An activity 
description contains its resource utilization profile, constraints on operating 
conditions, a measure of its importance, a number of performances requested and 
other characteristics. After the initialization of the scheduling system, each activity . 
also contains a description of its possible opportunities to be scheduled - intervals on 
the timeline when its resource requirements and operating constraints can be met. 
USER CONTROL 
MAESTRO allows variable levels of user intervention. The user can request that the 
scheduler put one or more activities on the schedule, or can himself put activities on 
the schedule, inspect their opportunities to be scheduled, ete., before, during and 
after the scheduling process. He can also allow the scheduler to run completely 
automatically, in which case it will schedule activities until there are no more which 
can be scheduled. The user may deschedule a performance of an activity. He may 
query the system regarding remaining opportunities for an activity, or for profiles of 
the remaining availability for the various resources. Resource availability is also user 
alterable. The level of interaction and intervention is thus determined by the user. 
AUTOMATIC SCHEDULING 
Whenever an activity is placed on the list of those requested for scheduling, either 
through system initialization or as a result of any activity being unscheduled, its 
opportunities to be scheduled are calculated. Then, when the scheduler attempts to 
schedule an activity, it first selects a small subset of the outstanding scheduling 
requests by comparing opportunities and priorities, then looks at the opportunity 
rating, priority and percent of performance requests satisfied~for each activity in this 
subset (its success rating), and selects one which is deemed most "interesting" to 
schedule next. An interesting activity is one which has few opportunities in the 
current scheduling period, has high priority relative to other activities requested, 
and/or has accrued relatively little success compared to other activities. Upon making 
this selection the scheduler uses a set of scheduling heuristics to determine where 
withir? the activity's opportunities to schedule a performance of it. Scheduling 
heuristics can include eariest-possible, resource-use-leveling, crew preference, and 
more sophisticated methods such as opportunity comparison, among others. 
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ESOURCS UPDATE 

r can remove one or 

been created there can arise 
did, usually as a result of a c 

ugh the use of the displ 
s composed of a collectio 
ns are currently a v ~ b l  

e sehedule and resource utilization panes are viewports into a larger background 
m a p .  Panning within the larger image is supported thmugh a menu of scrolling 
commands or actual mouse activation on the pane. Objects on the schedule pane, 
such as schedule bars, activity names, and opportunity indicators, are mouse 
sensitive and provide the user additional modification and interrogation capabilities. 
he user may interact with the scheduler to manually or automatically unschedule 

.and schedule performances of activities. Additionally dhe m y  affect resource 
availability through interaction with the resource manager. The display of resources 
provides the capability to graphically depict actual availability, consumption or 
percentage of utilization. The scheduler is at the user’s command through menu 
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options for querying the status of the schedule, evduating a schedule, specifying the 
duration of the scheduling period, choosing activities to schedule, mmipulating the 
size of the schedule display, and handling contingency situations. Feedback from the 
system to the user is provided whenever any action is requested. 
REPRESXNTATIONS USED 
MAESTRO is programmed in Zeta-Lisp, utilizing FLAVORS on a Symbolics 3640. In 
order to provide natural and flexible representations within the system, object 
oriented techniques are utilized to represent the basic components of the system - 
activities, resources, etc. 
Interval-based representations are utilized for describing time-varying objects. For 
example, the resource attribute representing current availability versus time is the 
triplet quantity-startend, indicating that "quantity" is evailable from time "start" 
until time "end". Whenever a resource availability update occurs new triplets are 
generated and then codlesced to include as few as necessary to represent availability 
over the entire scheduling period. 
SYSTEM PERFORMANCE 
Test data includes two-hundred activities, averaging five performance requests each, 
totalling around one-thousand performance requests. These activities use twelve 
different limiting ratecontroled resources, eleven quantitycontroled resource3 and 
two-hundred pieces of equipment, and are requested for scheduling Over a 
twelve-hour period. On a Symbolics 3640, the system can currently schedule these in 
roughly ninety minutes. Given only forty activities, or two-hundred performance 
requests, the system requires about eight minutes to complete a schedule, which is 
consistent with the exponential time complexity of the scheduling problem. 
MAESTRO can revise a schedule in an'ywhere from a few seconds to several minutes 
depending upon the magnitude of the change in conditions. When used for mixed 
manua! and automatic scheduling, the time a user has to wait for the completion of 
a command will typically be much less than that for the automatic development or 
revision of a complete schedule. A marked performance improvement has k i l  
observed on a Symbolics 3675 with a farger main memory. 
FUTURE ENHANCEMENTS 
MAESTRO has been under development for approximately six months, utilizing two 
researchers for its implementation, and as such is still in its infancy. Our list of 
desired capabilities far outstrips those of the existing system and may not be 
prnctical any time soon, but many items from the list are intended to be 
implemented in MAESTRO within the next several months. Our intent here is to 
indicate what a very powerful scheduler might be capable of. 
HIERARCHICAL REPRESENTATIONS 

Consider activities to be components of other activities, and have various 
subcomponents themselves. 

Allow various degrees of specificity on the temporal constraints among activities at 
dl levels, and use them to constrain the scheduling of activities. 

Allow resource requirements of nctivities to be described at various levels of 
abstraction, such that an octillty could specify a necd for a crewmember, or a 
payload specinlist, or Colonel Smith, for example. 
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Allow multiple alternative schedules covering ~*arious time scales, with t,heir 
associated resource use and conditions data, which can be inspected, compared and 
uscd to generate other schedules. 

- Make use of a Ground-generated 
schedule in scheduling the next s 

timeline and the currently active 

SCHEDUUNG ZNTELLZGENCE 

Take into consideration all relevant factors in deciding which activity to schedule 
next, instead of just priority, opportunity and success. 

When calculating opprtunil y, consider sequencing constraints as we11 as resource 
and conditions availability. 

When deciding where to schedule an activity, consider the opportunities of vmious 
other activities, possibly schtduling several at once to make surq they do not 
conflict. 

Use some form of backtracking to undo scheduling decisions which cause activities 
not to be schedulable. 

Allow the user to select which scheduling heuristics to use, and in what o&r(rs), 

Explain to the user why a particular scheduling request could not be met, and 
suggest alternatives with their relative merits and problems. 

BREADTH OF DOMAZN COVERAGE 

In addition to the experiments include all of the subsystems aboard the spacecraft 
in the database of activities. 

Allow the scheduling of activities whose durations are variable. 

Characterize performances as continuous, iptermittent or one-shot, and ~g 
restartable or nonrestartable. 

Handle resource use trade-offs, such as using TDRSS if available and using data 
buffering if not. 

Interface the scheduler with other automation software such as resource systems 
con trollers. 

Summarize priority of activites scheduled and communicate with high-level 
resource allocation manager. 

Display a list of activities using a resource at a certain time, and 4 description of 
the resource use by an activity over time. 

1 Track the use of and plan for resupply of critical consummable resources. 
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is a prototype scheduler designed primarily for the Space 
An attempt has been made throughout the development 

effort to use general and powerhl representations, a l ~ ~ t h ~ s  and heuristics such 
that the system could be converted with minimal effort to handle scheduling in a 

he scheduler coul b.used as a, training.Euol for human 
f the what-if ca Pf b&ties and evaluation functions to find 

d methods. The system can be used to schedule 
in activity durations are not a function of the 

resources made available to them, and wherein sequences of operations and the 
constraints on them are known in advance. Examples of other potential applications 
include airline flight scheduling, robotics% operations scheduling, factory inventory 
management and job scheduling, and communications scheduling. Each of these 
applications would require revisions to MAESTRO, the magnitude of which dzpends 
upon the similarity of the problem to Space Station activity scheduling. 
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AN EXPERT SYSTEMS APPLICATION TO 
SPACE BASE DATA PROCESSING 

Stephen M. Babb 
General Dynamics 

Space Systems Division 
San Diego, CA 92138 

ABSTRACT 

The advent of space vehicles with their increased data 
requirements are reflected in the complexity of future telemetry 
systems. Space based operations with its immense operating 
costs will shift the burden of data processing and routine analysis 
from the space station to the Orbital Transfer Vehicle (OTV). This 
paper describes a research and development project which 
addresses the real time on-board data processing tasks associated 
with a space based vehicle, specifically focusing on an 
implementation of an Expert System. 

Currently under development at General Dynamics / Space Systems 
Division is an expert system that processes space based vehicle 
telemetry data. The goal of the research project is to produce an 
expert system that will ultimately reside on board a flight 
vehicle. This particular system receives telemetry data from the 
vehicle and applies various rules to infer Out of Tolerance 
Conditions (OTC). In it's ultimate realization, only the essential 
information will be transmitted to the space station; the balance 
will be retained on board for use in other expert systems which 
monitor for long term trend analysis and perform mission planning. 

Large amounts of performance and status data generated by a 
contemporary telemetry system will be processed by the proposed 
expert system. A telemetry system was chosen for study and 
analysis because future vehicles are expected to have in excess of 
500 distinctive measurements and it will be physically impossible 
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to employ specialists to analyze this quantity of data at the Space 
station because of budget constraints as well as the risks involved 
supporting human life. Our goal is for the expert system to 
interpret this data into information of immediate concern to the 
OTV operator. 

It was recognized early on that an orderly development of this 
expert system would consist of several phases (Fig 1). The initial 
phase is the development of a non-real tims prototype 
demonstration system with a knowledge base that represents or 
characterizes several propulsion related measurements aboard a 
ground launched Atlas vehicle (Fig 2). During this phase several 
processing techniques were studied, all of them were computer 
based. During the second phase of the development program, a real 
time expert system is to be operated in a ground based 
environment, in parallel with conventional operations, performing 
validation and verification functions that instill confidence that 
the computer program does indeed function properly. The expert 
system would remain transparent to the user, although access to 
the rule base would be close at hand. The final phase of the 
project would involve the movement of the developed expert 
system from a ground based environment to that of a space based 
vehicle. This transition is planned to be virtually unnoticeable to 
the end user. Ultimate realization will result in the reduced code 
being embedded in a computer on board the spacecraft or OTV. 

Described in this paper is a demonstration prototype expert 
system titled Software and Hardware E x  peat  system Analyzing 
eealtime Data or SHEPARD; which was developed on a Symbolics 
3640 computer, running ART (Automated Resource Tool) based in 
Lisp. 

SHEPARD- A demonstration prototype 

The SHEPARD expert system is a first cut demonstration prototype 
program to assess previously recorded flight vehicle data. Early 
on in our research it became obvious that the concept of utilizing 
artificial intelligence to accomplish analysis of data would 
require a demonstration to show its feasibility. After several 
false starts, it was decided that a small set of closely related 
vehicle measurements would be used to develop our knowledge 
base. Again it was felt that a small but comprehensive set of 
propulsion and related vehicle measurements would adequately 
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allow us to experiment with the concepts involved with artificial 
intelligence while forming a credible expert system that would 
highlight the critical concepts. 

Flight data is stored within the pro m itself in the form of a 
"callable" ART file, and is read in sequentially with an associated 
time tag in increments of two seconds. The system has two 
fundamental modes of operation - automatic increment and 
continuous. In the auto increment mode, each time slice is called 
and read at the two second time interval, running until the data is 
exhausted. If one were to select the continuous mode of operation, 
the data is read in as fast as the host processor allows, again 
operating until all data is read. 

As a part of our validation and verification exercise, we utilized 
two sets of flight data, one which contained nominal parameters 
and yet another which had an observed anomaly greater than 3 0. 

This tolerance was chosen simply because we desired to look at 
gross preturbances, while ignoring those transients which were 
currently not of interest to us. 

As part of the demonstration system, the observer is shown a 
status window, which displays the latest anomaly (if any), the 
time of such event and the value (Fig 3). Also displayed will be a 
popup window which charts the time history of the particular 
measurement and its upper and lower operating limits; the rules 
built into the system will fire when the proper rules match the 
incoming data, causing suggested courses of actions to be 
announced to the operator. To give the human operator additional 
confidence in the operation of the expert system a listing of all 
the measurements utilized in the data base are displayed and 
selectable by the operator using the mouse. 

Summary - Future Considerations 

During the upcoming year several intermediate milestones have 
been identified which will chart our progress toward the ultimate 
goal of realizing a fully functional on board realtime data analysis 
expert system. Next years tasks are as follows: 

o Increase the depth of analysis (granularity) to include transients 
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o Supplement the current measurement set to insure a comprehensive 
subsystem measurement set. 

o Relocate the expert system to a new host environment on a Apollo 
workstation. 

o Utilize an updated version of ART, operating in the C language. 

This is the first year of a multiyear research and development effort has 
been deemed successful, largely in part to the development of 
demonstration prototype exp system SHEPARD. It has been s 
the program is indeed a tential solution to the problem, 
justifiable because the task is performed by a computer in 
environment and lastly it is appropriate because AI lends itself very will 
to problems requiring symbolic manipulation which are generally heuristic 
in nature. 
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Intelligent Resource Management for Local Area Networks: 
Approach and Evolution1 

Roger Mei ke 
Martin Marietta Denver Aerospace 

Space Station Program 
P.O. Box 179 (MS D1744) 

Denver, Co. 80201 

Abstract 

The Data Managment System network is a complex and important part of manned space platforms. Its eficient 
operation is vital to crew, subsystems and experiments. AI is being considered to aid in the initial design of the 
network and to augment the management of its operation. The Intelligent Resource Management for Local Area 
Networks (IRMA-LAN) project is concerned with the application of AI techniques to network configuration and 
managment. A network simulation was constructed employing real-time process scheduling for realistic loads, and 
utilizing the IEEE 802.4 token passing scheme. This simulation is an integral part of the construction of the 
IRMA-LAN system. From it, a causal model is being constructed for use in prediction and deep reasoning about the 
system configuration. An AI network design advisor is being added to help in the design of an eflcient network. 
The AI portion of the system is planned to evolve into a dynamic network management aid. This paper describes the 
approach, the integrated simulation, project evolution, and some initial results. 

The Intelligent Resource Managment for Local Area Networks (IRMA-LAN) project is concerned with the 

application of Artificial Intelligence (AI )techniques to network management. As part of this project, a prototype AI 

subsystem is being developed in Lisp on a Symbolic 3675 computer to test and demonstrate several of the concepts 

central to this project. By implementing an evolutionary design schedule, a rapid prototype was quickly assembled 

and then augmented. This allowed us to have a demonstration of some basic concepts very quickly. As the AI 

subsystem develops, more complexity is added to it. There are several benefits of developing an AI subsystem in 

parallel with the application system. These benefits are expected to generalize to other AI subsystems. 

Our initial studies identified eight candidate areas for the application of AI techniques to network configuration 

and management.2 The areas identified include fault detection, fault diagnosis, fault recovery, fault prevention and 

fault prediction as part of fault tolerance, and process addition, process deletion and optimization =as part of dynamic 

reconfiguration. Resource evaluation and configuration analysis are important shared tasks within these areas. A key 

discovery was that these tasks are important to the design of networks as well as to their operation. The ability to 

evaluate and use available resources efficiently is central to both a good design and smooth operation. This 

commonality allowed us to develop some of the concepts central to a dynamic network manager in a network design 

aid. The process we used is described below. 
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Prob~ems 

Currently, no human has the job to manage computer networks in the same way that we hoped the IRMA-LAN 

system would (Le. dynamically, while the network operates). There are no real experts, thus, we had to first invent 

the job and then fi'id out how to be good at it. There are people whose jobs are related to network management, and 

thus would have more expertise and insight into what this hypothetical network manager should do. We used 

knowledge and basic logic of these pseudoexperts to develop the rules of the AI subsystem. 

Some basic problems that can arise when building expert systems are thar (1) experts sometimes lose interest 

in the your system, (2) don't understand its design, or (3) consider it a very low priority because they expect little 

gain from it3 We became intemted in these problems when we decided to build a prototype IRMA-LAN system but 

had no experts to assist us. To create a m e  expert system we needed experts who were interested enough to give 

their expertise in return for immediate benefits. The way in which the project evolves is critical to keeping the 

interest of the experts. If there is an immediately useful by-product, experts are much more likely to be interested in 

helping to develop the AI subsystem. Also, by involving the experts in the evolution, they have a much better 

understanding of the resulting AI subsystem. Our approach was to make extensive use of our rapid prototyping 

environment to build a subsystem that did not incorporate expertise, but that would be immediately useful to an 

expert and could evolve to have the expertise of the network management tool originally desired. A design aid was 

chosen for implementation because it could both Relp the expert in the network design and develop into the dynamic 

manager. 

Although the goal of the IRMA-LAN project is to assess the role of AI techniques in network managment, the 

prototype AI subsystem must demonstrate those AI techniques as well as the environment in which they operate. As 

much effort is put into the conventional software as is put into the AI portions of the subsystem. In most cases, the 

user does not know or need to know whether a specific function is implemented using AI or conventional 

programming techniques. An emphasis of this project is to make a functional subsystem rather than one to 

demonstrate AI concepts. Integration is very important to this effort. The qualitative model, quantitative model and 

expert analysis portions interact with each other continuously in IRMA-LAN. The user interface presents these 

interacting portions as a single subsystem. Parallel interdependent development ensures that the portions of our 

subsystem wiII be well integrated. The various interactions of a complete IRMA-LAN system are shown in figure 1. 

From the start of this project the simulation model, user interface and expert analysis portions of the subsystem have 

been developing. Early in the development a network interface was added. Thus, all portions of the subsystem are 

now being developed in parallel. 
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Simulation Model 7 
Quantitative Model 

cwrtigufatmn Storage Interactwe Display 
Command and Control IEEE 802.4 Token Passlng Scheme 

Real Time Process Scheduling 

Conbguratlon Retrieval 

Configuration Analysis 

Figure 1 - Final phase components and ~ ~ ~ ~ r a c t i o n  

Over four phases we plan to evolve our knowledge base from a straight forward expert system for network 

design to a dynamic network management tool. These phases parallel the expertise that we are receiving. Our 

network management experts are people who design networks and network management programs, not people who 

manage networks themselves. Therefore the most direct use of their knowledge was to build a design aid. In this 

case, the AI subsystem is an advisor to a network designer. By abstracting this information to a higher level, we are 

building a knowledge base of principles involved in the network management problem. From these basic principles 

we are deriving a dynamic network management aid which will help in real-time network management. 

In the first phase, the subsystem was viewed as a network design aid. Network designers deal with large 

amounts of information. Our application benefits them by presenting these large amounts of information in a clear 

and concise manner. Using rapid protoyping techniques, we designed a very flexible system which allows the 

designer to change configurations easily. The first phase design consisted of a computer network simulation model 

and a preliminary user interface. Network designers could then test new designs and get immediate feedback through 

color graphics. The simulation model is flexible enough to allow easy changes, yet complete enough to allow 

reliable feedback to the user. This system is simple, but it still provides an improvement over the pencil and paper 
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techniques that network designers typically use. Once this system was shown to the designers (potential users), they 

became eager to provide suggestions to improve it. Because of the rapid prototyping environment, we were able to 

implement their suggestions quickly and keep their interest. 

The second phase involves connecting the system to a network so the designer can interact with a real network 

as well as the simulated one. In addition to the simulation model and user interface, a network interface is added. 

This allows for much more detailed designs and tests on real hardware, while maintaining flexibility through the 

simulation model. We are currently entering this phase of our project. 

During phases one and two, the AI portion of the project begins. Expert analysis rules and a qualitative model 

are developed in parallel with all the phases of the project. As we add functionality to the whole system, we add AI 

functions as well as conventional ones. The expert analysis rule base is created using vertical slice4 techniques in 

which a particular function is explored in detail and integrated into the system. This entails finding a suitable 

problem that a designer may want to work on and discovering the rules that govern the decision-making process for 

that particular problem. Using this method, demonstrations of AI potential can be rapidly developed. Some of the 

reactions to the initial configuration of the system led to the development of a set of fault diagnosis rules that set the 

framework for the knowledge base and are still a major part of our demonstrations. 

Because of the lack of true expertise in this limited domain, a qualitative model is being constructed to allow for 

deep reasoning that will fill in the gaps in the knowledge base. This portion of the simulation model is being 

developed from specific cases and logical analysis of the.quantitative model. 

The primary goal of the AI work during phases one and two is to develop an advisor. This means that the 

IRMA-LAN system is to be used as a network design tool in which the designer uses the AI portions of the system 

to help in various portions of the design. In the next two phases this thrust changes. The IRMA-LAN system 

makes a transition from design tool to management aid. The AI subsystem makes a transition from advisor to actor. 

The IRMA-LAN system becomes a part of the network management system and reacts to situations in the network 

rather than queries from a user. Based on these decisions it takes the appropriate actions. 

In the third phase the IRMA-LAN system recommends an initial configuration of the network based on various 

actions of the designer. The system is still used as a design aid, but now it has taken on a more active role. 'Based 

on scenarios that the designer runs, and other information it gathers during the design process, it takes an active role 

in initializing the network for use through the network interface. 

In the final phase, the IRMA-LAN prototype acts as a manager which reacts to the network and dynamically 

interacts with it to ensure efficient operation. This may include allocating processes to processors, tuning timers and 

buffer sizes, reacting to predicted changes in performance, and other active functions. The AI system will have made 

the complete change from advisor to actor. 
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~ ~ ~ y s ~ s  
The design schedule presented licabble to A I  subsystem in many 

domains. To achieve a uudly inte ea to be involved with the design of the 
conventional system which the Because of the rapid prototyping environments 

commonly used in AI develop design of the whole system rather than just the AI 

portions. Providing such tool advantages. First, it allows feedback from experts 

throughout the design of the system. Experts are actively involved in the design of the AI portion of the system by 

reacting to it as it develops. Similarly, the AI system can react to and become part of the design. Second, the 

schedule provides demonstration capabilities very early on in the development cycle. This provides visibility that can 

assist in integrating AI into the system. Third, it provides a base for testing and growth. The more complete the 

environment is for testing code, the more reliable the tests are. A tool that is used for design purposes will be well 

tested by the users and will become a good test ground for new code. Fourth, the knowledge acquired in the design 

phase may be directly applied to the final system. In many cases, the principles involved in designing a system are 

central to its operation. AI functions that perform tasks such as abstracting out the causes of certain actions in the 

simulation model may be just as appl~cab~e to mo~itoring pe~ormance in a real system. Fifth, in the case where 

expertise is not readily available, a qualitative model may help. hen there are no specific rules of thumb, a more 
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re complete solution. 

of the ~ ~ l ~ t f f ~ ~ ~ e  

cunently working on 

envea Aerospace, ~ n d e ~ n d e ~ t  Research and 

eike, R. e., "The Appl~cation of Artificial Intelligence Techniq 
Station", Proceedings: Artificial Intelligence - From Outer Space 
Alabama, Huntsville 

Reconfiguration for Space 
Qctober 1985, University of 

Some of the problems with dealing with experts are presented in 
Bailey, P. A, and Doehr, B. ., "Knowledge Acquisition and Rapid ~ ~ o ~ o t y p i n g  of an Expert System Dealing 

With 'Rea!   or^^ Problems", Proceedings: Conference on Artificial Intelligence for Space Applications, 
Huntsville, Alabama, November, 1986. 

Vertical slicing technique refers to studying a particular problem in depthh, thus taking a vertical slice of the 
problem domain. The design aid itself is a horizontal slice of the whole system under development, but the 
knowledge base (at least at first) i s  developed one problem at a time. For more infor~a~ion on vertical 
slicing see 

Gates, K. H., A ~ e l m ~ ,  E., and Eemmer, J. IF., " anagement of A I  System Software D e ~ e l o p ~ e n ~  for ~ ~ l i ~ ~  
Decision Aids" TEEE Symposium on Expert Systems an ashington D.C., 1985. 
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Introduction 

A mobile inspection robot has been proposed for the NASA Space Station. It will be a free- flying autonomous vehicle that will 

leave a berthing unit to accomplish a variety of inspection tasks around the space station, and then return to its berth to 

recharge, refuel, and transfer inforniation. This “Flying Eye“ robot will receive voice commands to change its attitude, move a t  

a constant velocity, and move to a predefined location along a selfgenerated path. I t  will also receive task commands that  will 

require coordination of vehicle motion, camera lighting and control, and interpretation and reaction to its sensory input. 

This mobile robot control system requires integration oftraditional command and control techniGues with a number of AI 

technologies. Speech recognition, natural language understanding,’task and path planning. sensory abstraction and pattern 

recognition are all required for successful implementation. The interface between the traditi, tal numeric control techniques 

and the symbolic processing of the AI technologies must be developed, and a distributed computing approach will be needed to 

meet the real-time computing requirements. 

TO study the integration of the elements of this project, we developed a novel mobile robot control architecture and simulation 

based on the blackboard architecture. This paper discusses the operation of the control system. its structure, and some novel 

implementation details. 

Control System Requirements 

To aid in the establishment of system requirements, a discussion of the functional elements of a mobile robot control system 

follows. A functional system overview is shown in Figure 1. Voice commands are recognized, parsed, and passed to the camera 

control, guidance and control system, or path planner. Camera commands adjust the current zoom setting with the camera 

actuators. Guidance and control commands adjust the location or attitude of the Flying Eye robot by issuing commands to the 

thrust actuators. The Path Planner responds to commands to move to a named location by issuing a sequence of commands to 

the guidance and control system. The effect of the various actuations are simulated in the world and resulting changes are 
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Figure 1 - Flying Eye robot functional block diagram 

measured with simulated sensor readings, such as position, velocity, camera image, etc. The sensed data is displayed for the 

human operator to view and to guide further commands. 

The system functions were broken down into a set of independent cooperating processes. The ListeneriTalker provides voice 

inputloutput to the system. The Path Planner monitors human directed motions and generates safe p a h  to symbolically 

named 1ocations.The Command Interpreter translates motion conrmands from symbols into numeric parameters. The Motion 

ControIler is a closed loop proportional feedback system which conipares current to commanded position and velocity, and 

generates thruster commands to reduce Lhe difference between the two. The World Simulation process takes actuator 

commands, calculates changes to the modeled world, and generates simulated sensor readings. 

These functions a re  independent suhsystems that  need shared access to global data and the ability to pass messages. The 

functions can operate in parallel most of the time, but must be able to synchronize there activities with the other functions. The 

operations performed by each function involves the reading of information represented a t  one level of abstraction. performing 

some computation upon it, and writing out the results of the computation in a representation at a different level of abstraction. 

For instance. the path planning function's input is a symbolic representation of a desired destination 1i.e. Go to the left 

wingtip.). I t  must compute a path and then present its results as a sequence of absolute coordinates that the motion control 

function can accomplish. The motion control function converts absolute coordinates into commands to the thrusters. The 

different types of processing required by different functions implies a heterogeneous hardware and software iniplementation 

environment. Several of the functions must be directly tied to external devices such as the ListenerRalker. 

The requirements of the control system architecture are  therefore: 

1) Support multiple independent processes executing in parallel 
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2) Support a heterogeneous hardware and software environment 

3) Support interprocess synchronization 

4) Provide I/O support to each process independently 

5) Provide a shared data base ofstate information 

Support a hierarchical representation of system state information. 6 )  

Control System Structure 

To implement this system, an approach was developed that would support the multiple levels of abstraction and cooperating 

processes inherent in the problem definition. Figure 2 shows the relationship between a hierarchical control system and the 

SENSORY FUSION TASK PLANNING AND 
AND ABSTRACTION DECOMPOSITION 

I WORLD 

I 
Figure 2 - Hierarchical real-time closed loop control 

real or simulated world i t  is controlling. In our applicaticm, the levels of abstractions are 1) sensors and actuators, 2)  relative 

spatial position and motion information, 3)  absolute spatial position and motion information, and 4 )  symbolic position and goal 

information. The sensors in 01:: .ipplication are position. velocity and camera image, and the actuators are thrusters and 
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camera zoom. The world we are controlling is a simulation ofthe dynamics, mass, and geometry ofthe Flying Eye robot, 

thruster performance, and a n  inertial navigation system. 

The control system structure must also allow the use of numeric processing languages like Cf'land symbolic processing 

languages like Lisp[*!, OPS5[31, and MRSW Knowing that eventually the Flying Eye robots computing would be distributed 

over the free flyer, the berthing unit, and a supervisory console, a way to coordinate distributed, loosely coupled, parallel 

computing was required. 

. -  

These goals led us to develop a custom control system architecture based on the AI blackboard architecture. 

Blackboards: The blackboard architecture has been defined and developed in a variety ofapplications. I t  has been a useful tool 

for solving problems, such as speech recognition in Hearsay [SI, ocean vessel tracking in HASP/SIAP[61. and medical diagnosis in 

PUFF[']. 

The three main componentsof any blackboard system are : 

11 The blackboard, a shared global database 

2) Knowledge sources, that embody specialized procedural knowledge and can interact with the blackboard database, but 

not directly with each other 

3) A trigger mechanism. which invokes activity in knowledge sources based on changes and transactions with the 

blackboard database. 

All blackboard systems have these components in common, but,then diversify in numerous details. 

The blackboard architecture provides a means for representing multiple levels ofabstraction, and the knowledge sources 

provide a modular way to implement the control task. To provide multiprocessing capability to the system, it was decided to use 

the UNIX operating system's multitasking capability to simulate multiple concurrent processes. Local area network 

technology is used to actually run some processes concurrently on other machines. 

To simplify the explanation ofour system, it will be compared to the Hearsay I1 system as described in@]. This paper provided 

the basic ideas from which our system evolved. 

Our system differs from Hearsay I1 in that: 

11 Preconditions are  not used. If a blackboard access causes a triggering event, then the data associated with the triggering 

event is sent to the knowledge source specified in the trigger pattern 

2) Knowledge sources are not instantiated with a local context when the trigger condition is met. Rather, since the 

knowledge sources are separate processes with their own computing context. only the trigger event is passed to the process. 

3)  Blackboard monitoring and knowledge source scheduling have been combined into one function. The multitasking 

operating system (UNIX) is providing for the apparent simultaneous execution of knowledge sources. so monitoring 
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becomes a matter of listening for blackboard requests and responding to them, and scheduling becomes a matter of deciding in 

what order to send data created by triggering events to knowledge sources. 

4) Process synchronization primitives (tags) a t  this time have not been implemented. 

The key features ofour system are: 

1) The blackboard. triggering mechanism, and knowledge source handler are implemented with Franz Lisp in a UNIX 

environment. 

21 Knowledge sources exist as separate processes within the UNIX environment and communicate with the blackboard 

through stream UO Franz Lisp has a set of convenient commands that give direct access to many operating system 

features. 

3) Because of the stream-based I/O, knowledge sources can be developed with any language, AI tool, or application 

package, including C, Lisp, MRS, OPS5. 

4) All interaction with the blackboard is based on the knowledge source approach, so the user interface is viewed as 

another source of knowledge and is implemented that way. 

5) The knowledge sources are created and maintain their own local computing environment (procedures, functions, 

variables, constants). 

6) UWIX provides a multitasking capability and, hence, the knowledge sources look like independent cooperating 

processes and the transfer to a true multiprocessor impiementalion is simpliiied. (Note. Fur this to Le true, the Late or 

interaction between knowledge sources has to be small compared to the operating system process scheduling rate.) 

Figure 3 shows how the independent cooperating processes, and knowledge sources ofour application map into the blackboard 

architecture. A more detailed discussion of the application can be found in [si. 

Blackboard Transactions and  Triggering: The interaction between knowledge sources and the blackboard system can be 

viewed as a form of message passing with pattern-driven routing. Ifa knowledge source wishes to access data from the 

blackboard, it sends a message to the blackboard. This message could look like "(read (position?x))"or "(replace (here-is 

stationll)". The first message asks to read the current value of position stored in the blackboard. The blackboard system will 

search the blackboard for an entry matching the request and return the resu!t to the knowledge source issuing the request. The 

second message asks to replace the current "here-is" entry in the blackboard with a new entry "(here-is stationl)". A knowledge 

source can interact with the blackboard wtth a READ, WRITE. REPLACE, or DELETE request. 

A potential side effect of any of the blackboard interactions is that the blackboard triggering mechanism might match against a 

trigger pattern and cause a trigger event. When this occurs the knowledge source message that caused the trigger event is put 

on a queue to send to a knowledge source. The trigger list is a set of message patterns associated knowledge source identifiers. 

Every blackboard message is compared against the trigger list patterns and, ifthere is n match, the message is queued to be 
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Figure 3 . l looile robot blackboard architecture block diagram 

kent t o  the  idcnt:iircl S n o w l r d ~ e  Lource. The queue holds "(message . knowledge source)" pairs and  the handler/scheduler sees 

[!-.at thc rnes5n;es are sen t  to the proper kno..vledge sources. 

1occ:r:un = local or external 

Sl.13rer kn~~wlrtlge sources interact with the b1ackl)oard system b.iseJ on  events in  their  internal envlronment. This could be a 

rpai LIIIIS;  clock interrupt, I/O with the es te rna l  .xorld.or the completion ofsome coinputation. The knowledge source initiates a 

rv.iJ t,r write front the blackboard and thz t  interaction tuay or tnay not result 111 a triggc'ring event and other knov. ledge source 

JCZ:X. ivy. '1 s[avh> knowledge sourci- >iniply wnirs for a inessaze to be sent to it froin a blackboard triggering event and then 

performs soine computation. perhaps posting some result back to the blackboard. 
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Synchronous knowledge sources interact with the blackboard system based on a real-time clock interrupt. This sets 

performance criteria for the blackboard system because it must be able to respond to the knowledge source’s request in a timely 

i-hiiiiiiier. hsynchrorroi;; knowledge soxccs arc triggcrec! cither by c!:tcrce! C*!CZ?E or hp the wrisal  cf a mc~rzgz fren: tho 

blackboard system. This characteristic is found in Motion Control knowledge source of our system to drive the servo update 

rate. 

A local knowledge source is  one that for simplicity or efficiency is run within the blackboard system process environment. 

Typically these are system initialization, monitoring, and shutdown knowledge source. They are constrained to interact with 

the blackboard data base in the same manner as all knowledge sources. An external knowledge source is one that exists as a 

separate process in the computing environment. It can be another process within the UWX environment on the same machine, 

or it can be a process running on a remote machine connected via serial or Ethernet communications. 

Table 1 show the characteristics of the knowledge sources used in our application. 

ListenerfMker 

Path Plnnner 

Command Interp. 

Modon Control 

World Simulation 

Camera Control 

Camera Simulation 

Initializrr 

Control 

master 

slave 

slave 

master 

master 

master 

master 

master 

Location 

external 

external 

external 

external 

, external 

local 

external 

local 

Trigger 

async 

async 

async 

sync 

sync 

async 

sync 

async 

Table 1 - Knowledge sources and their characteristics 

A knowledge source is considered active if it currently esists in the computing environment and can transact with the 

blackboard. The term computing environment is used to  extend the concept of a process environment to a distributed set of 

computing systems and their communications media. An inactive knowledge source is one that is known to the blackboard 

system but is not currently created and running. If a trigger event is addressed to a knowledge source that is inactive, the 

blackboard system can create the knowledge source in the computing environment and send it the trigger message. 

A knowledge source is typically organized as a block of initialization code that is executed once when the knowledge source is 

created followed by the body of the knowledge source. The initialization code is used to set up the local process environment 
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and may also interact with the blackboard to get initial values or to set initial values in the blackboard. The body is oRen a n  

infinite loop that is executed until the knowledge source is terminated. 

Table 2 shovJs the diversity of languages and machines used in our system. 
\ 

Element I Hardware Host 
Blackboard & Handler 1 Apollo DN660 
Trigger & Agenda Apollo DN660 
Voice Input Interstate VRTZOO 
Voice Output DECDECTALK 
List en e r i l a  I k er Apd lo  DN660 
Path Planner Symbolics 3670 
Command Interpreter Apollo ON660 
Motion Control Apollo ON660 
World Simulation Apollo DN660 
Camera Control Apollo DN660 
Camera s( Display Apollo ON660 
Status Console Apollo DN660 ' 

Table '1 . FI:;inq Eye h:irtiwire ~ n d  .software architecture 

Franz Lisp 
(integral to  h/w) 
(integral t o  h/w) 
Franz Lisp 
Zetalisp 
' I  c I' 
' I  c " 
' I  c " 
Franz Lisp 
A p o I I o G M R 3 D/" C ' I  

Apollo Display Mgr. 

S I 0  
S I 0  
Stream 10 
Ethernet / TCPA P 
Stream 10 
Stream 10 
Stream IO 
Function call 
Stream IO 
Stream 10 

Control Systcrn Operution 

Referrin: back tu the functional block diagram shown in Fiqure 1 and the blackboard implementation as mapped out in Figure 

3. the liilliwiiig discussion providcs sonit! insight into the real-time operation of the control system. 

Es:irnplc! 1 -"ltIo\-e left slody." h tiwe line 6Jr the systcrni reaction to a "!dove leftslowly"command is shown in Figure 4. 

A t  time t = 1. the Listener accepts soicc input. rr?coynixs words. parses and checks syntax. and translates the command into an  

ititcrwl rcprescntcltion. A c t  =2. the conitiiand interpreter receives the command and performs the necessary coordinate 

tratial'ormatioiis and parametcr settings. I t  then sets the motion control law variables. These variables represent the desired 

ststeof the roliot system. In this case, it is  to be muving at  a constant velocity in the left direction as defined by the local 
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0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 2 2 2 2 2 2 2 2 2  
1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8  

TiME l l l l l l l l l l l l l l l l 1 1 1 1 1 1 I 1 I 1 - I I  

Listener 
/Talker 

"Xopped" "Move left slowly" * 
Y 

\ , 
MOVE 

OMMAND 
Path Planner 

I 
1 I 

I I STOPPED 

Command 
Interpreter 

I M.C. PARAMETERS 

Motion 
Control 

World 
Slinuljtion 

Cjmerz 
SI 171 u 12 t IO I1 

ACTUATIONS 
ISENSING 

CURfiENT 
POSITION 

Figlire J  time line for "Move left slowly" 

rriic.rencc frnme or'thr F!ying Eye I I N I ~  asis.  A t  every tlck. the Control Law reads the current control laa variables and current 

~ n s e i l  rinta. position :;nd vrlacity I t  tl:t!n Senerates 3 thrust  command tha t  will bring the  desired s ta te  and actual state into 

azrcernent. At time t = 3 ,  thc control la\\ var:ables ;;re updated by the command interpreter and from tha t  point 011 the control 

h*.v yneroces  thrusts to  bring the  robot to the desired velacitj, (speed and  direction). 

At time L =  13. a ne\v voice command is isstied 'Stop."Tllis command is ag3in recognized, parsed. checked, 3nd translated acd 

then passed to the command interpreter. A t  t = t l ,  the command interpreter interprets t he  stop command as a desire to be at 

the current position with zero \?2llJcl~.'. I t  se t s  the  control law variables to represent thrs and makes the new da ta  available to 

the control law. A t  t = L5. the control law sees the new control I ~ I K  variables and starts readjusting the  thrusts to achieve the 

goal state: to be a t  the  desired position and h3ve zero velocity. Because the robot was moving a t  some velocity and does not have 

inr'nitc thrust  cap;ibilitj.. it takes some time co achiere this goal. When i t  does, it obs=rves tha t  it is stopped and  m.ikes this fact 

avnilalile to theTalker.  At t=%. the talker receives the message ;ind t r a n L t r s  !L into an  Enzlish phrase and passes it to a 

device which emits the  message "Stopped." 
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The camera simulation is activated every two ticks. I t  reads the current robot position and generates a simulated camera view 

of the world from a 3D graphical database. Future work will use this image for navigation and obstacle avoidance studies. 

Example 3 - T o  to Station 1." Figure 5 shows a time line for the "GO to Station 1" command. In this case, at t=  1, the 

0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 2 2 2 2 2 2 2 2 2  
1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8  

TIME 

iHere "Go toStiition 1" Station 1" 

ACTUATIONS 
ISENSING 

CURRENT 
POSITION 

Fiyure 5 . Time line for "Go to station I" 

coinnand is recognized and passed t~ tht: Pnrh P!anner instead of directly to the Command Interpreter. The Path Planner must 

interpret the symbolic nanie ofa location and ;emrate a path to that point. The path is represented JS il series ofstraight !ine 

iiioves bcrween points. At t =1, the first point :n the p:lth has been determined, it is passed to the Command Interpreter to 

begin the motion. 3Iean:~hile. the Path Planner completes the path generacion while, at t=5, the robot begins i t s  motion. 

Wlien the first point in the path is arrived A t .  t=9. J stopped message is generated and the Path Planner issues the next paint in 

its path. t = 12. This continues uiitil the Path Planner has issued moves to all point in the path. A t  this point. by observing that 

it has stopped m i l  that  there fire no more points in its path. t=25,  it forms the abstraction that i t  is at the symbolically named 

point Station 1. At t=27. it asserts this and the talker turns the messaqe into the English phrase "Here isstation 1" and speaks 

it. 
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Conclusions 

Mobile robot control systemsdecompose into a s e t  ofdistributed processes which cancooperate effectively to perform robot 

control. A hierarchical real-time closed loop control system can be implemented within a blackboard framework. The 

blackboard supports the multiple levels of abstraction and the knowledge sources provide for a simple decomposition of the 

control system into distributed cooperating processes. 

The blackboard-based system developed for this project met the following requirements: 

1) Support multiple independent processes executing in parallel 

2) Support a heterogeneous hardware and software environment 

3) Support interprocess synchronization 

4) Support anonymous destination message passing 

5) Provide 110 support to each process independently 

6) Provide a shared data base ofstate information 

7) Support a hierarchical representation ofsystem state  information. 

We have defined a set  of characteristic of knowledge source tha t  are found in real-time control system applications. This will be 

useful to others analyzing a control problem. 

The UNIX-based approach provided the means to simulate parallel knowledge source operation and interaction. The stream- 

based I/O approach simplifies the interaction of multiple knowledge sources developed on different machines with different 

languages and internal data representations by conirnunicating in serial streams ofASCII data. 

TCP/IP[loJ11 provided the ability to communicate between different machines via a local area network with sockets and remote 

shell commands. This allowed true as well as simulated parallel knowledge source operation. 

The multiple knowledge source approach also proved to be a viluable software engineering approach. The various knowledge 

sources were developed independently once the shared da ta  required in the blackboard database \vas defined. 
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Concepts for Robot Motion Primitives Required 
for Space Station Teleoperations 

Jeffrey L. Grover Steven A. E. Suchting 
Georgia Institute of Technology Boeing Aerospace Company, 
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Atlanta, Georgia 30332 Huntsville, Alabama 38507 

ABSTRACT 

Ground-controlled teleoperations are expected to be used to 
augment Space Station manned extra-vehicular activities (EVA) and 
intra-vehicular activities (IVA). However, ground-controlled 
teleoperations will encounter communications time delays of from 
three to eight seconds. Time delays greater than one second have 
been shown to be detrimental to safe and efficient 
teleoperations. Therefore, concepts must be developed to 
overcome the hazards and limitations of time delays when 
performing teleoperations using robots (telerobotics). The 
concepts for robot motion primitives incorporate force/torque and 
tactile sensor feedback to implement the degree of autonomy 
required for interactive, ground-controlled telerobotics, 

Several primitives are studied that augment human initiated 
actions by providing rapid response (shorter than the time delay) 
interaction with the physical environment of a telerobot, One 
primitive provides a shielding mechanism which prevents damage to 
a robot tool and its payload. This ''force shield*' stops the 
motion of a robot if forces and torques measured by a wrist 
sensor exceed expected threshold values. Threshold values might 
be exceeded if, for example, the tool or payload comes in contact 
with an unexpected surface. Another primitive, movement to a 
constraint, involves shielded movement to the vicinity of a 
target point and then additional movements until the expected 
force/torque values are reached. A compliant motion primitive 
demonstrates the use of force/torque feedback to autonomously 
complete a task, such as the insertion of a tool into a hole, If 
a but it is 
not the success constraint threshold, attempts are made to comply 
by altering the robot's path based on the direction of the 
experienced forces. A primitive for slip detection and recovery 
is also examined. The orientation of an object being grasped by 
a robot gripper may be evaluated by using a tactile array sensor. 
Slippage may be detected by noting a change in the orientation or 
by a shift in the object's center of mass. Recovery may be 
accomplished by increasing the grip force and then taking other 
appropriate action. 

force threshold is exceeded using compliant motion, 

These concepts for robot motion primitives constitute a level of 
intelligent sensing and reaction required to augment human 
actions through autonomous interaction with the physical 
environment. 
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1.0 Overview 

The productivity of Space Station laboratory activities will be 
enhanced by providing continuous experiment operation. To enable 
this, some experiments are expected to be performed in a 
telescience mode. In a telescience mode, an experimenter on the 
ground can monitor an experiment's progress and change its 
operating parameters via communications between the ground and 
=e space station. A telerobotic manipulator system will 
facilitate this process by enabling the physical manipulation of 
experiment samples and facilities from a ground-based control 
center. 

1.1 Development Goal 

Ground-controlled teleoperations are being evaluated for use in 
order to augment Space Station manned activities. However, 
ground-controlled teleoperations will encounter communications 
time delays of from three to eight seconds. At best, such delays 
hamper the operators ability to expediently perform the required 
duties. At worst, such delays may prevent the operators ability 
to safely conduct the required maneuvers. This time delay may be 
the cause of damage to the experiment, experimental setup, or the 
teleoperation manipulator. Concepts must be developed to 
overcome these hazards and limitations. 

1.2 Current Approach 

The present design strives for operator direction of semi- 
autonomous operation. The operator informs the manipulator of a 
desired action via the control console. The robot attempts to 
perform the desired function while utilizing the forces 
encountered. These forces are analyzed to determine their 
significance for the attempted operation. Force interpretation 
discriminates between unexpected forces which suggest the need 
for corrective action and. expected forces which are utilized for 
comformal motions. 

1.3 Attained Capabilities 

The present implementation contains a database of all known 
objects and positions in the work space. This information is used 
to reduce the need for explicit directives. In this way the 
operator interface has been implemented in a very efficient 
manner. 

Several low level sensing and motion operations have been 
developed and combined via a hierarchical control system to 
implement a flexible manipulator control system. Error conditions 
are sensed and handled at as low a level as is practical. 
Conditions which are not efficiently identified or handled by the 
system are presented to the operator for resolution. 
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ntation' system has been constructed from 
sing and control operators. Enhanc 
de the introduction of additional 
more sophisticated complex operators at the 

igher levels. The higher level operators are comprised of 
elected low level operators. The identification and 

operators at all levels will 
a result of continued operatio 

baseline system. Two high level  enhancement^ currently 
ive vision and a strategic lanqing sub-system. 

2.0 System Structure 

elerobotic syste een develope 
or the laborato 

en constructed to facilitate ex~erimentation in 
Commercial1 available ite 

utilized to extent pos ible. The majo 
e following sectio 

ode1 9836 ~ o m p u t e ~  Sys 

68000 based general 
ing environment has 

ystem presen The hardwa 
disk mass storage device, and an RS-232 
troller card. 

2.1,2 Unimate I? obot Arm and Controller 

560 Robot Arm is an industrial manipulator which 
the basis for all motion activities. The arm 

with six degrees of freedom. Motions may be 
o a fixed world coordinate system or relative 

The 
~unc~ions of the controller are that of development 
and manipulator control. A multiprogramming environment 
s manipulator control activities by providing a context 
echanism between the robot control and process control 

domains. The standard programming language offered in the Unimate 
control unit is VAL II. Special purpose interrupt driven device 
handlers have been coded in assembly language and installed in 
the system to facilitate sensor and command port communications. 

to the current position and orientation of the end effector. 

roller is an LSI-11 based processing system. 
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2.1.3 LORD Force Torque Sensor 

A LORD Corporation Model F/T 15/50 force/torque sensor provides 
the primary sensing capabilities on the robotic manipulator. The 
LORD F/T 15/50 has been affixed to the manipulator at the flange 
of joint six. The end effector normally attached at that point 
is connected to the opposite end of the sensor. 

The LORD F/T 15/50 sensor provides force readings along three 
axes in the range of 0.2 ounces to 15 pounds. Torque readings 
are provided about three axes in the range of 0.2 ounce-inches to 
50 pound-inches. In addition to these sensing capabilities, the 
model F/T 15/50 offers preprocessing capabilities. Force and 
torque thresholds can be specified and monitored by logic 
internal to the sensor control unit. 

2.1.4 LORD Tactile Sensor 

A LORD Corporation Model LTS-200 Tactile Sensing Array provides 
an ability to fffee199 objects grasped by the robotic end effector. 
The LORD LTS-200 has been affixed to the inner surface of one of 
the pneumatic gripper fingers. 

The LORD LTS-200 sensor provides an imaging array of 10 16 
sensing sites with a 0.7mm inter-site separation. Each site 
provides an independent linear displacement reading with a 
resolution of 16 levels. This capability provides a means of 
determining the shape, orientation, cross section, and texture of 
objects within the manipulator grasp. 

The LORD LTS-200 also provides a force vector sensing capability 
at the surface of the sensing array. The sensing and processing 
capabilities of this feature are similar to that described for 
the LORD F/T 15/50 Force Torque Sensor. This capability provides 
a means of detecting slip forces which may be experienced between 
the manipulator surface and an item within the end effector. 

2.2.0 Interconnection Scheme 

The items described in section 2.1 have been integrated into' a 
system to support the experimentation with robotic concepts. The 
following sections discuss those implementation components most 
crucial for understanding the systems operation. 

2.2.1 HP Directed Control 

The HP 9836 computer is used as the primary operator interface, A 
robotics oriented control language has been developed to assist 
the process of describing and directing robot activities. There 
are three methods by which the operator may direct the robot 
operations; via interactive command line processing, by evoking il 
predefined sequence of command line directives, or with the aid 
of an interactive teach pendant mechanism. 
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2.2.2 VAL Interfacing 

The Unimation controller hosts the robot sub-system software. The 
sub-system software is primarily coded in the VAL language. There 
are a few routines coded in machine code (assembly language). 

2.3 Software Control Structure 

The system software has been developed as cooperating systems 
hosted on an executive processor (HP9836) and a robotic sub- 
system processor (VAL). Each of these sub-systems has been 
implemented as a self sufficient system requiring the services of 
one another. The interaction between sub-systems is via a 
standard RS-232 link incorporating a sychronous message protocol 
with CRC error detection. The individual sub-system structures 
are identical in principle. Each consists of a local executive, 
command sequencer, data management facility, and a mechanism for 
control of a peripheral sub-system. 

2.3.1 Parallelisms 

The dual processor system provides one level of system 
parallelism. Each processor -may be performing independent or 
loosely coupled activities concurrently. Within each processor 
t k e  use of real time clock and asynchronous interrupts provides 
another level of parallelism. 

The VAL environment provides a multi-processing arrangement. 
There are two software partitions’executing code in support of 
the experimental setup. One partition, the process control, 
handles all external communications and device handling 
responsiblities. This includes interaction with the executive 
processor, tactile sensor, and force/torque sensor. The other 
partition, robot control, handles all command interpretation and 
execution. This includes normal motion, use of sensors in 
advanced motions, and error detection and recovery operations. 

The process control and robot control partitions interact with 
one another in a closely coupled arrangement. Control messag-es 
are received under interupt control by the process control 
partitions. After error detection and protocol handshaking, the 
command is passed to the robot control partition for execution. 
The robot control partition assumes control for command 
execution. The robot control partition assumes control for 
command execution and utilizes the process control partition for 
sensor interaction. Coordination between these partitions is 
achieved via two mechanisms. Interactions which are not time 
critical are signalled via global memory variables. Time 
critical interactions make use of a software interupt facility 
referred to as the react mechanism. This facility is utilized 
extensively in support of the error detection and recovery 
subsystem. 
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ror Handli 

ion mechanism for error conditions as implemented at all 
of the system hierarchy. In general, an e or condition 

tes the orderly shut-down of the immediate rocess and an 
turn to the calling sequence. The condition is 
ntly detected and interpreted to indica e the need for 
rective action. No attempt has been made 
error conditions at any given level of 

the detecting sequence similarly 
termination. Resolution of error conditions are 

attempted at as low a level as practical. The uppermost level of 
error resolution involves an operator action based on a system 

The error detection and resolution techniques vary th 
system imDlementation. The variation is based on e error!s 

n an unserviceable error condition has bee 
en level, 

or message. 

.. - 
oceurance in the overall hierarchy and the specific processes 
being controlled. In its simplest form it appears as an if-then- 
else construct. In its most complex form it may require the 
manipulation of multiple physical objects. 

3.0 Sensor Directed Movements 

jective of this project is to integrate robot motion 
ental sensing. This objective resulted from two 

independent operational requirements. Firqt, a teleoperated 
robot system must be capable of averting potentially damaging 
situations. Secondly, it is desirable to control a manipulative 
process based on interaction of the object with the workspace, 

3.1 Basic Techni 

The m o ~ e ~ e n ~  of an object from point A to point B is ultimately 
achieved via a VAL move command, There are three ways of moving 
an object: normal, shielded, or constrained. Differing 
conditions dictate a particular mode of movement. The different 
modes utilize the sensors in different ways. In some cases the 
determination of success for a particular operation may also 
vary. 

3.1.1 Shielded Motion 

One primitive provides a shielding mechanism which prevents 
damage to a robot tool and its payload. This I8force shieldv8 
stops the motion of a robot if forces and torques measured by a 
wrist sensor exceyd expected threshold values. Threshold values 
might be exceeded if, for example, the tool or payload comes in 
contact with an unexpected surface. 

342 



The basic concepts associated with shielded motion rely on the 
identification of expected forces. The current implementation 
allows for three possible sources of forces to be experienced. 
The first possible source of experienced force is gravity. 
Although the system has been developed for on-orbit operations, 
the gravity consideration has been included for two reasons. The 
provision of a gravity force vector component facilitates Earth- 
based development and testing. This provision also allows for 
operations in a simulated microgravity enviornment. The second 
source of experienced force results from overcoming inertia due 
to movements. A third potential source for experienced forces is 
due to contact with another object in the workspace. This type 
of force is desirable in compliant modes of motion but is 
considered abnormal for movements a presummably unoccupied 
region. 

The first step in performing a shielded motion is to calculate 
the force vector which is expected during the course of the 
upcoming motion. This vector should have two components. A 
gravity vector 8tdownward" and an inertial vector directed 
opposite to the direction of movement. This infomation is used 
to construct a force shield for the subject movement. This 
shield is in reality a description of forces in three dimensions 
which are tolerable for the subject movement in the specified 
environment. Any experienced force not accounted for by the 
specified force shield constitutes a breach of the shielding 
mechanism. Such a situation will immediately terminate the 
current movement and initiate a fault isolation and recovery 
sequence. 

3.1.2 Constrained Motion 

Another primitive, movement to a constraint, involves shielded 
movement to the vicinity of a target point and then additional 
movements until the expected force/torque values are reached. 
The concept of constrained motion suggests two possible 
scenarios. First, the goal may be to move to some destination 
defined in terms of an expected force rather than by a coordinate 
in the workspace. This situation may arise when securing a 
latch. In this case a locking mechanism may need to be moved 
until some specified resistence is experienced. It may not be 
known at what physical point this locking position will occur. 
For this application the constrained motion command is used to _ _  
identify an experienced force that will indicate success in 
completing the attempted operation. 

Another type of constrained motion is required when manipulating 
an item which cannot tolerate excessive forces. This case may be 
applicable when securing an object in a clamping fixture. 
Although a physically 8110ckedtv position may be known for a 
clamping mechanism, that position may exert a damaging force on 
the object being secured. For this case the constrained motion 
command would be used to specify an experienced force which is 
not to be exceeded in attempting to complete an operation. 
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3.1.3 Compliant Motion 

A compliant motion primitive demonstrates the use of force/torque 
feedback to autonomously complete a task, such as the insertion 
of a tool into a hole. If a force threshold is exceeded using 
compliant motion, but it is not the success constraint threshold, 
attempts are made to comply by altering the robot's path based on 
the direction of the experienced forces. 

3.1.4 Alignment Verification 

A known alignment of an object in the end effector is useful 
information. Motions are devised based on the best available 
model of the arm-tool configuration. Indicators exist in the VAL 
control system for determination of arm position at any given 
time. When an object is grasped by the end effector, it is the 
object8s position and orientation that are of interest. Search 
and insert operations are greatly simplified with the use 
alignment information derived from the tactile sensor. The 
object creates a depression in the sensitive surface of the 
tactile sensing array. The array is scanned to produce an image 
of the tactile imprint. This image may then be processed to 
recognize key features for object recognition and alignment and 
positioning operations. 

3.1.5 Slip Detection and Recovery 

A primitive for slip detection and recovery is also provided. 
The orientation of an object being grasped by a robot gripper may 
be evaluated by using a tactile array sensor. Slippage may be 
detected by noting a change in orientation or by a shift in the 
object's center of gravity. Recovery is then accomplished by 
increasing the grip force and then taking other appropriate 
action. In a gravity environment an immediate recovery technique 
involves repositioning the gripper directly below the object 
being grasped. This technique makes use of any continued 
slippage to guarantee reacquisition of the.object by the gripping 
mechanism. The zero gravity recovery actions currently being 
considered include bracing the object against a fixed surface or 
seating the object in a suitable position nearby. 

3.2 Combined Movements 

The basic techniques described in section 3.1 are combined to 
construct more advanced techniques. The lowest level of combined 
motion are described in the following sections. Still more 
complex combined motions are defined at higher levels. 
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3 . 2 . 1 Searches 
Searches are conducted 

the physical sp 

operations. 

The cylindrical search pattern is initiated while in some 
arbitrary location A. The search command contains information 
which specifies a first attempt search point B for the iterative 
search operations. The robot sub-system r ts by attempting a 
shielded motion from this point A to point B. If a successful 
movement is made the search is satisfied and control is returned 
to the control processor. In the event that the initial search 
attempt is not successful a region would be searched in hopes of 
accomplishing a similar motion successfully. The search region 
covered is defined by an expanding spiral perpendicular to the 
axis defined by points A and B. The spiral occurs on a pair of 
parallel planes, one containing point A and the other containing 
point B. The cylinder results from the alternating points in 
plane A and plane B as the spirals are traversed. The resulting 
cylinder is traversed from the axis outward. The rate at which 
the spiral expands is determined by the precision, or degree of 
fit between the object and the position. A closely sized pair 
would specify a fine search pattern with closely spaced search 
points . 
3.2.2 Insertions 

The insert process consists of advancing the object toward a 
point in a compliant manner. This process generally Consists of 
multiple motions satisfied by the eventual placement of the 
object tip at a point which provides the positive seating an 
object in a specific position. The success state is reached when 
the plane of the object tip is ultimately placed beyond the plane 
of the seat position. Two insert modes are currently supported. 
The modes supported are referred to as the cylindrical and 
conical insert patterns. 

of 

The insert command is initiated while in some arbitrary location 
A. The search command contains information which specifies an 
initial goal point B. The search consists of incremental steps 

the goal point B, and all movements are directed toward 
t B. After each movement the position of goal point 
ed based on forces experienced at that position. 

Corrective motions to compensat for experienced forces are 
search starting 
o the old point 

continues until 
the goal point B. 

a cone with 
e point B. Only 

345 



a single point on each incremental plane between plane A and 
plane B will be searched. The correcti,on at each plane defines 
the The resulting path 
which is traversed defines the path of least resistance from the 
apex to the plane of the base. 

The conical insert pattern allows four degrees of freedom for 
corrective actions. The degrees relative to axis of movement, 
are: (1) translation in the x ,  (2) translation in the y, (3) 
rotation around the x, and (4) rotation around the y. The 
cylindrical insert pattern allows only two degrees of freedom, 
(1) translation in the x and (2) translation in the y. 

point in the next plane for exploration. 
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ABSTRACT 

This paper d e s c r i b e s  t h e  use  of computer g r a p h i c  s i m u l a t i o n  techniques  t o  r e s o l v e  c r i t i c a l  
des ign  and o p e r a t i o n a l  i s s u e s  f o r  r o b o t i c  systems. Use of t h i s  technology w i l l  r e s u l t  i n  
g r e a t l y  improved systems and reduced development c o s t s .  The major d e s i g n  i s s u e s  i n  developing 
e f f e c t i v e  r o b o t i c  systems are d i s c u s s e d  and t h e  u s e  of ROBOSIM, a NASA developed s i m u l a t i o n  
t o o l ,  t o  address  these  i s s u e s  is presented. Three r e p r e s e n t a t i v e  s i m u l a t i o n  case s t u d i e s  a r e  
reviewed: o f f - l i n e  programming of  t h e  r o b o t i c  welding development c e l l  f o r  t h e  Space S h u t t l e  
Main Engine (SSME); t h e  i n t e g r a t i o n  of a s e n s o r  t o  c o n t r o l  t h e  robot  used f o r  removing t h e  
Thermal P r o t e c t i o n  System (TPS) Prom t h e  Sol id  Rocket Booster (SRB); and t h e  development of a 
t e l e o p e r a t o r / r o b o t  mechanism f a r  t h e  O r b i t a l  Maneuvering Vehicle (OMV). 

KEYWORDS 

Robotics,  S imula t ion ,  Computer-graphics, CAD, CAM, Off-line-programmfng, Robotic-welding, 
Robotic-spraying, S a t e l l i t e - s e r v i c i n g .  

INTRODUCTION 

Robotic systems have become i n c r e a s i n g l y  important t o ' a l l  f a c e t s  of manufacturing: space is no 
exception. Perhaps t h e  most p u b l i c i z e d  space  robot  is t h e  Remote Hanipula tor  System (RMS) which 
was b u i l t  by Canada f o r  the U.S. Space Shut t le .  P r i o r  t o  t h e  RMS, robot  manipulators were used 
on unmanned s p a c e c r a f t  t o  i n v e s t i g a t e  s o i l  p r o p e r t i e s  on t h e  moon and on Hars. Plans f o r  t h e  
U.S. Space S t a t i o n  which w i l l  become o p e r a t i o n a l  i n  t h e  e a r l y  1990's i n c l u d e  t h e  use  of 
t e l e o p e r a t o r s  and robots  t o  perform r o u t i n e  s t a t i o n  t a s k s  e.g., i n s p e c t i o n  and maintenance. 
Earth-bound r o b o t s  have a l s o  been used e x t e n s i v e l y  t h e  manufacturing of s p a c e c r a f t  
components (Fernandez 1983,1985). Although t h e  a p p l i c a t i o n s  € o r  space  and e a r t h  seem r a d i c a l l y  
d i f f e r e n t  t h e r e  remain many common i s s u e s  in t h e  procedures f o r  d e s i g n  and t e s t i n g  of robot 
systems. Graphic s i m u l a t i o n  has proven t o  be extremely e f f e c t i v e  i n  t h e  d e s i g n  of ba th  types  of 
system. In t h i s  paper w e  w i l l  examine: d e s i g n  i s s u e s  f o r  r o b o t s ;  ROBOSIM, a NASA developed 
computer g r a p h i c  s i m u l a t i o n  t o o l ;  and t h r e e  r o b o t i c  syatems t h a t  were developed using computer 
graphfc  s i m u l a t i o n  techniques.  

t o  suppor t  

Kinematic Design I s s u e s  

In des igning  a robot ce l l  t h e  s e l e c t i o n  of  t h e  r o b o t ' s  k inemat ic  d e s i g n  is u s u a l l y  cons idered  
f i r s t .  The number of robot j o i n t s ,  t h e  type  of j o i n t  ( r e v o l u t e  o r  p r i s m a t i c ) ,  and t h e  p h y s i c a l  
c o n f i g u r a t i o n  of  each  j o i n t e d  segment are a l l  elements of t h e  r o b o t ' s  k inemat ic  design. The 
p o s i t i o n  of t h e  last  r e f e r e n c e  frame (hand frame) is determined by t h e  j o i n t  p o s i t i o n s  and t h e  
geometric r e l a t i o n s h i p s  (kinematics).  Minor changes in t h e  k inemat ic  d e s i g n  of a manipulator 
can g r e a t l y  a f f e c t  t h e  volume through which t h e  r o b o t ' s  hand may be moved. The des ign  of t h e  
end-ef fec tor  ( t o o l )  and t h e  o r i e n t a t i o n  of t h e  p a r t  (workpiece) w i t h  r e s p e c t  t o  t h e  robot ( p a r t  
p o s i t i o n i n g )  also g r e a t l y  a f f e c t  t h e  a b i l i t y  of a robot to  perform a g iven  task.  For 
a p p l i c a t i o n s  which w i l l  use an e x i s t i n g  robot t h e  d e s i g n e r  must choose t h e  a p p r o p r i a t e  r o b o t ,  
des ign  t h e  workce l l  l a y o u t  and p a r t  f i x t u r i n g .  For systems which w i l l  u s e  a custom-built robot ,  
t h e  t a s k  of des igning  t h e  robot is added. A mistake i n  t h e  d e s i g n  of a cell  without t h e  use of 
computer g r a p h i c  s i m u l a t i o n  may n o t  be d e t e c t e d  u n t i l  the hardware i n t e g r a t i o n  phase. This  can  
r e s u l t  i a  c o s t l y  schedule  d e l a y s ,  procurement of i n c o r r e c t  components, and a g r e a t l y  increased  
system c o s t .  
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Robot Motion Control 

Robot control development is another area which can benefit from the use of computer graphic 
simulation techniques. Robot control algorithms may be viewed as existing at two levels: the 
kinematic control level; and the path planning level. Kinematic control algorithms are a 
function of the arm's kinematic design. These algorithms relate the position of the 
end-effector's reference frame to the joint position commands required to achieve the commanded 
position. These algorithms are a software implementation of the inverse kinematic equations. 
Prior to the use of graphic simulation, the control programs were debugged by observing the 
robot's motion subject to the commands of the experimental computer program. For robot systems 
with relatively low lifting capacity, a faulty program resulted in little more than 
embarrassment for the developer, however robot capacities have increased to the point where 
payloads are in the hundreds or thousands of pounds. Mistakes in programming can be serious. 
Another difficulty encountered in using the actual mechanism in the debugging process occurs 
for robots designed for use in zero-G which may not operate in a one-G environment. Again 
graphic simulation is the indicated procedure for this type of development. 

Robot Path-Planning/Verification 

Robot path-planning is the process of developing the sequential position, orientation and 
velocity commands that the robot's end-effector must execute in order to perform the desired 
function. Most current industrial robots are programmed using a teach pendant to manually 
command the robot to the desired points, this is the on-line manual programming method. Manual 
programing is highly in-efficient since the robot must be taken out of service, the path 
generated manually, replayed for verification and ultimately executed. On robots whose path 
programming is changed infrequently this is not significant, but for systems in which 
programming must be flexible manual programming is not satisfactory. Just as numerically 
controlled (NC) machine tools have become entirely programmed by off-line algorithms, the 
programming of robots will also eventually all be automated. Graphic simulation is a vital step 
that must be performed prior to the execution of an off-line generated robotic path program. 
Simulation will verify that: ( 1 )  the path specified is correct for the task; ( 2 )  the inverse 
kinematic equation may be solved at all points along the path program (controllability); and 
( 3 )  the arm or other components will not collide accidentally with obstacles within the 
workcell. 

Robot Dynamics 

In indbstrial applications the primary dynamics issues are that the robot chosen for a task is 
capable of handling the required payload weights and transport velocities. Industrial robots 
are typically rated for lifting capacity only. An approximation of the robot's ability to 
perform a task dynamically can be made through dynamic simulation of the loaded robot. The 
maximum joint loads recorded during the dynamic simulation are compared to the loads that 
result if the manipulator were statically loaded per the manufacturer's specifications. If 
these joint loads are exceeded by the dynamic tests, then the robot may not be capable of 
performing the task. Since this is only an approximation, a safety margin should be used in 
ma!cing the final decision. 

Although dynamic simulation is important for industrial robot systems, it is mandatory for 
systems used in space. Manipulator mechanisms and joint actuators are limited in weight due to 
launch considerations. Power supply limits reduce the size and rating of the mechanism's 
actuatorsI Dynamic studies will help to insure that the planned robotic tasks do not exceed the 
limits of the mechanism. The zero-G environment may be an advantage for handling larger 
payloads than would be possible on earth, but the dynamic interactions of the loaded 
manipulator and its mounting platform are significant for a space based robotic system. The 
possibility exists for parasitic oscillations to occur between the manipulator and the 
spacecraft's attitude control system. Simulation studies may reveal the existence of these or 
other undesirable effects. 

ROBOSIM OVERVIEW 

Simulation Procedure 

ROBOSIM was developed over a three year period at the Marshall Space Flight Center (MSFC) to 
facilitate the design and developmenc of robotic systems. Prior to ROBOSIM, robotic simulations 
were limited to the construction of scale models. Using ROBOSIM the kinematic design of the 
manipulator mechanism and other workcell components are modelled via a simulation language. The 
model consists of solid primitive shapes which approximate the robot's shape and mass 
properties. The joint configuration and type, either revolute, prismatic or fixed, are also 
specified. Once modelled, ROBOSIM computes the standard linkage parameters (Bartenberg 1955), 
the inverse kinematics and the manipulator's dynamics. The designer may also specify the joint 
actuator transfer €unctions. Path motion is specified by position and velocity language 
constructs. 
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ROBOSIM Hardware Configuration 

ROBOSIM is  resident on a Digital Equipment Corporation (DEC) VAXlll780 processor. During 
simulation development the user may use a low cost terminal with TEM 4014 graphics 
compatibility. Although a simulation may be executed ushg a non-real-time terminal, the use of 
a real-time graphics display is preferred. Interfaces have been provided for several dynamic 
display systems including Evans 6 Sutherland PS330, GTS Poly 2000, Silicon Graphics IRIS with 
other interfaces planned. A limited Initial Graphics Exchange Standard (IGES) pre- and 
post-processor allows ROBOSIM to communicate graphics and tool motion commands with any CAD/CAM 
system adhering to the standard which was developed by the U.Se National Bureau of 
Standards 

The simulator's speed for non-dynamic studies is greater than real-time. This speed is 
decreased for very large models with mulriple robots or robots with many degrees-of-freedom. 
Studies that required the modelling of dynamic effects also load the simulation processor., An 
Applied Dynamics AD10 parallel processor is used to improve the simulator's response in these 
situations. 

ROBOSIM Software System Structure 

ROBOSIM's  software structure mag be characterized as a hierarchy of three levels of software 
utilities, This structure is typical of large software systems, At the core or kernel of this 
system are routines that provide support for the most rudimentary of simulation tasks. Included 
among these functions are vector and matrix arithmeeio and display control. The typical user of 
ROBOSIM inreracts with these routines indirectly through his use of higher level utilities. A 
characteristic of routines at this level is their inflexibility in their interfacing 
requirements i,e,, data must be provided in specific formats, By interfacing via the higher 
levels a user avoids these requirements, however direct access is available when needed. 
Typically, a ROBOSIM user who is performing simulation studies involving externally supplied 
mechanism control algorithms must comunicate directly with the kernel routines, 

The second level within ROBOSIM integrates the lower level routines into more complex 
algorithms that perform often needed tasks in display management and robot control. Examples of 
graphics routines that function at this level include subroutines to perform viewpoint and 
perspective transformations. Examples of routines that service robot kinematics and conrrol 
issues include those which perform end-effector position computations and formulations of the 
manipulator's Jacobian matrix. 

The highest level wirhin ROBOSIM provides the human interface. At this level robots, 
workpieces, and fixturing assemblies may be modelled, placed within a workcell, programmed, 
dynamically simulated and viewed using fewer than forty distinct language instructions, The 
simplicity of this software interface greatly increases ROBOSIM's  use and it is this interface 
that is perhaps the most important feature of ROBOSIM, 

SIMULATION EXAMPLES 

ROBOSIM VI.0 became operational in July 1385. In the year since, ROBOSIM has been applied to 
numerous robot simulation studies, the three listed below are typical. The studies include: the 
development of an off-line programing algorithms for welding on the SSME; the development of 
vision sensor guided control for a robot used to refurbish the SRB; and the design of a robot 
manipulator for the Orbital Maneuvering Vehicle. For each study a discussion of the 
application, the simulation goals, and the results will be presented.. 

Downhand Control for SSXE Robotic Welding 

The Space Shuttle Main Engine is constructed of stainless steel using over ZOO0 welded seams. 
At the present time 30% of these velds are performed by fixed automation while the remaining 
70% are performed manually. A seudy performed of the manufacturing operation indicates that an 
additional 30% could be automated in a cost-effective manner using robotic welding techniques. 
The primary goal of this effort is the improvement of weld quality and reliability. A further 
improvement in manufacturing efficiency could be obtained by using automatic off-line robot 
programing techniques with downhand welding control. Downhand welding is the term applied to 
arc welding with the part in an orientation that maintains the weld puddle in a horizontal 
plane. This allows increased puddle size with a resulting greater deposition rate, fewer passes 
and reduced welding times. 

Hanual robot programing to perform downhand welding is extremely tedious and the results are 
only approximate, The algorithm for automatic off-line programming of the downhand position 
(Fernandez 1986) was developed using ROBOSLM as a test bed, The algorithm programs the robot 
and part positioner so that their coordinated motion results  in a constant weld travel speed 
while maintaining the dormhand position, Figure 1 depicts the robot cell with the six 
degree-of-freedom robot and a two degree-of-freedom part positioner, The part in figure 1 is a 
corrugated metal sheet, The pare geometry may be read from a CAD data base using IGES format, 
or it may have been inferred from a manually generated path program sent to the downhand 
algorithru via the robot's communication ineerface. In either case the algorithm computes the 
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Fig.  1. Simulated Six Axis Robot and Two Axis P o s i t i o n e r .  

d e s i r e d  local v e r t i c a l  i n  a r e f e r e n c e  frame moving a l o n g  t h e  weld seam a t  t h e  s p e c i f i e d  weld 
v e l o c i t y .  Weld p o s i t i o n e r  commands are computed so t h a t  t h e  d e s i r e d  downhand o r i e n t a t i o n  is 
achieved. Robot p o s i t i o n  and v e l o c i t y  commands are a l s o  genera ted  t o  keep t h e  t o r c h  moving i n  
t h e  weld seam a t  a c o n s t a n t  s u r f a c e  f e e d r a t e .  F igure  2 d e p i c t s  s e v e r a l  frames from t h e  
s i m u l a t i o n  o f  t h e  downhand welding algori thm. I n  f i g u r e  2 w e  note t h a t  t h e  a l g o r i t h m  is 
Punct ioning s i n c e  t h e  tangent  to  t h e  weld seam remains h o r i z o n t a l  a t  t h e  p o i n t  where t h e  t o r c h  
is i n  contac t .  

Vision Guided Off-Line Programming f o r  SRB Refurbishment 

The Solid Rocket Boos ters  used t o  a s s i s t  i n  launching  t h e  Space S h u t t l e  a r e  designed t o  be 
re-used.  To a c h i e v e  t h i s  t h e  Thermal P r o t e c t i o n  System (TPS) prevents  t h e  e r o s i o n  of  t h e  
b o o s t e r ' s  c a s i n g  d u r i n g  t h e  h e a t  of re-entry. The main component of  t h e  TPS is t h e  Marsha l l  
Sprayable  Abla tor  (MSA) which reduces  t h e  b o o s t e r ' s  skin t empera ture  by c o n t r o l l e d  evapora t ion .  
After recovery  a t  sea t h e  SRB is re turned  t o  t h e  b o o s t e r  p r o c e s s i n g  f a c i l i t y  a t  t h e  Kennedy 
Space Center (KSC). 

High-pressure w a t e r b l a s t  (20000 p s i )  is used to  remove t h e  p a r t i a l l y  burned a b l a t i v e  m a t e r i a l  
p r i o r  to  its re-appl ica t ion .  Due t o  t h e  d i f f i c u l t y  in performing t h e  c l e a n i n g  o p e r a t i o n s  
manually, r o b o t i c  workce l l s  were developed (Fernandez 1983). Proto types  of  t h e s e  workce l l s  were 
implemented a t  t h e  MSFC I n d u s t r i a l  P r o d u c t i v i t y  F a c i l i t y  i n  H u n t s v i l l e ,  Alabama. A computer 
g r a p h i c  s i m u l a t i o n  of t h e  p r o t o t y p e  r o b o t i c  c e l l  is shown i n  f i g u r e  3. The r o b o t ,  a C i n c i n n a t i  
Milacron HT3, is equipped w i t h  t h e  h i g h  p r e s s u r e  nozzle. The a f t  b o o s t e r  s e c t i o n  is shown 
mounted on a computer c o n t r o l l e d  r o t a r y  p o s i t i o n i n g  t a b l e .  In t h e  i n i t i a l  implementat ion of  
t h i s  cell ,  manual robot  programming methods were employed. The c u r r e n t  o p e r a t i o n  i n c l u d e s  both  
manual and off- l ine programming techniques .  One problem i n  t h e  o p e r a t i o n  of t h i s  ce l l  o c c u r s  
when t h e  water b l a s t  f a i l s  t o  remove t h e  MSA i n  t h e  f i r s t  c l e a n i n g  pass. A t  t h i s  p o i n t  t h e  
robot  and t u r n t a b l e  must be re-programmed manually t o  perform t h e  touch-up c leaning .  

A s o l u t i o n  to t h e  problem o f  programming t h e  robot  t o  perform touch-up c l e a n i n g  of  t h e  TPS 
r e s i d u e  is t h e  development o f  a vision s e n s o r  and o f f - l i n e  programming u t i l i t i e s .  Graphic  
s i m u l a t i o n  v i a  ROEOSIM was used t o  deve lop  t h e s e  programming u t i l i t i e s  wi thout  t h e  danger  o f  
damaging t h e  a c t u a l  workce l l  d u r i n g  i n i t i a l  development and de-bugging procedures .  In  o p e r a t i o n  
t h e  v i s i o n  s e n s o r  will s c a n  s e c t i o n s  of t h e  SRB t h a t  are presented  by r o t a t i n g  t h e  t u r n t a b l e .  
Due t o  t h e  s p r a y  and d e b r i s  real-time v i s u a l  i n s p e c t i o n  is not p o s s i b l e ,  i n s t e a d  t h e  i n s p e c t i o n  
is performed a f t e r  t h e  e n t i r e  c l e a n i n g  pass  is completed. The vision a l g o r i t h m  w i t h i n  t h e  
sensor  p r o v i d e s  informat ion  on t h e  l o c a t i o n  o f  t h e  MSA r e s i d u e s  as x and y-coordinate  l o c a t i o n s  
re ferenced  t o  t h e  image p lane  of t h e  s e n s o r  camera. Although t h e  v i s i o n  r o u t i n e s  were developed 
under a s e p a r a t e  e f f o r t ,  t h e  camera is s imula ted  i n  t h e  g r a p h i c  system by p l a c i n g  an  
"eye-point" i n  t h e  same l o c a t i o n  and o r i e n t a t i o n  a s  t h e  hardware system. The Pocal  l e n g t h  of 
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Fig. 2. Simulated Weld Operation with Automatic Downhand Position Control. 



Fig. 4 .  Simulated On-Orbit Satellite Servicing Mission. 

the perspective transformation (Duda 1973) associated with the "eye-point" is adjusted to match 
the field-of-view of the sensor camera's lens. In evaluating the off-line programming algorithm 
a simulated HSA residue is placed on the modelled SRB. The residue is placed within the 
field-of-view of the "eye-point" by rotating the turntable in the graphics model. To simulate 
the sensor's output the screen x and y-coordinates are noted and passed as input to the 
off-line programing utilities in a manner similar to the actual sensor. The resulting 
turntable and robot motion commands were executed by the graphic model, and the resulting 
operation was viewed in graphics to determine if proper cleaning motion would have occurred. 
This result is established when the graphic representation of the spray (dotted line in figure 
3) impinges on the simulated residue. The use of graphic simulation will continue when the 
sensor is integrated into the cleaning workcell. During operations the simulation will serve as 
a preview verification of the off-line generated cleaning paths. 

Design of A Robot for the Orbital Haneuvering Vehicle 

The Orbital Maneuvering Vehicle is designed as a re-useable, remotely controlled, free-flying 
vehicle capable of performing a wide range of on-orbit services in support of orbiting assets. 
It is projected as element of the Space Transportation System (STS), designed to 
operate from either the Shuttle , the Space Station or from the ground. The descriptions of the 
OMV or manipulator mechanism contained in this paper are not specific to any designs which may 
be currently under consideration by the U.S. National Aeronautics and Space Administration, 
however, the eunctional concepts described are correct and have been published elsewhere (Huber 
1984). 

The concept of the OMV includes the ability to accept mission kits to allow it to perform a 
variety of tasks in addition to its role as recoverable booster. One such kit is a 
manipulator/teleoperator, the "Smart Front-End" (SFE), which will allow remotely controlled 
manipulation to accomplish satellite and Space Station service tasks on-orbit. Flgure 4 
illustrates this concept. The OMV is shown equipped with a generic SFE manipulator. The SFE 
pictured consists of a bi-lateral pair of six degree-of-€reedom (DOF) manipulators and a 
manipulator transport mechanism, The transport system provides three DOF: a rotary track which 
encircles the docking adapter: a hinged boom; and a sliding joint allowing the bi-lateral pair 
to traverse the boom. The generic satellite which is being serviced in figure 4 is shown 
detached from the OMV/SFE cluster for clarity. In normal operation a solid connection would be 
established by a docking mechanism. 

an important 



NASA-I"1SFC 
Fig. 5 .  OMV Shown with SFE Manipulator in Stowed Position. 

ROBOSIM will be used extensively to assist in the development and evaluation of concepts for 
the SFE manipulator. Kinematic studies will reveal whether the SPE mechanism can be folded and 
stored within the space allocated on-board the Space Shuttle. Other kinematic studies will be 
required to determine if the OMV/SFE cluster can be successfully deployed from the cargo bay by 
the Space Shuttle's RMS. In figure 5 our generic OMVlSPE cluster is shown with the SFE folded 
in the stowable configuration. Further kinematic studies w i l l  determine if collisions between 
the SFE manipulator and satellite appendages occur during the execution of planned motion 
paths. 

The implementation of an SFE manipulator will also require the development of several modes of 
mechanism control. An algorithm to control the SFE during deployment or un-folding will be 
developed. Although this type of algorithm usually involves a predetermined sequence of joint 
motions, provision must be included to override this sequence, if necessary, and execute new 
motions to correct or avoid anomalies. During docking operations the mechanism can take a 
passive or an active role. If a passive role is assumed, control algorithms for the SFE can 
improve the maneuverability of the OMV by arranging the arm's configuration to minimize 
inertial imbalance, avoid obstruction of the target satellite and prevent the reaction control 
system (RCS) thruster plumes from impinging on the SFE. Strategies of controlled compliance in 
the SFE joint servo control loops may further improve the controllability of the OMV during 
fine docking maneuvers by de-coupling the SFE's mass or actively using the SFE's momentum to 
affect additional control. 

Once the OMV 1s docked with the target satellite a variety of different control issues must be 
resolved. As previously mentioned, algorithms that use mechanisms with kinematic redundancy to 
avoid collisiohs and minimize di rbance torques could significantly improve the system's 
performance. Real-time computer raphic simulation coupled to prototype teleoperator 
workstations can aid in resolving many issues relating to man-in-the-loop control. The 
placement of cameras may be simulated to insure that the field-of-view (FOV) is not obstructed. 
If a dual arm SFE design is chosen, graphic simulation could help to determine the most 
effective human interface for controlling the bi-lateral mechanism. Graphic simulation will not 
end with the successful SPE design, during servicing activities, a graphic display will allow 
the human operator to preview service tasks in simulation. Since communication delays in the 
man-in-the-loop control system may be large and varying, the use of a "predictive graphic 
display" to supplement the delayed visual feedback may improve the efficiency in performing 
operations remotely. When semi-autonomous or "supervisor control" methods are developed, the 
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graphics display would allow the human to verify mechanism motions that are proposed by the 
controller. One final note relates to the design of the satellite rather than the OMV itself. 
Current satellite design philosophy is oriented toward multiple redundancy and no post-launch 
servicing, the advent of on-orbit service techniques w i l l  relax some of these design 
constraints, but satellite design must change to take advantage of these new possibilities. 
Hardware simulations of servicing missions on modular satellites have been performed (Fernandez 
1950a,1980b,1984 and Scott 1985a,1985b), but computer graphic simulation provides a 
cost-effective means of preliminary evaluation of the compatibility between a satellite and the 
servicer. 

CONCLUSIONS 

The experience gained at the Marshall Space Flight Center indicates that the use of computer 
graphic simulation i n  support of robot systems development is extremely important. Although 
hardware implementation is not replaced by these simulators, a considerable cost savings is 
experienced by delaying hardware implementation until the designs have matured. Once a robot 
system becomes operational the value of graphic simulation continues as a means of previewing 
planned task execution. It is expected that as the performance of computer graphic simulators 
increases and as hardware costs decrease the use of graphic methods will become widespread. 
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1.1 PROBLEM 

Many system control tasks on space 
J. R. Carnes station are  complex, and will require 

substantial human attention if performed 
OX 1470, JA-65 through conventional technologies. 

BOEING COMPUTER SERVICES 

HUNTSVILLE, AL 35807-3701 Examples include: 

R. Nelson 
BOEING AEROSPACE COMPANY 

HUNTSVILLE, AL 35807-3701 
P. 0. BOX 1470, JA-68 

The concept of a generic module for 
management of on-board systems grew 
out of the structured analysis effort  for 
the space station software. Hierarchical 
specification of subsystems software 
revealed that nontrivial "supervisory" 
elements are required a t  all levels. The 
number of supervisors (and subsequent 
software) required to implement the 
hierarchical control over on-board 
functions comprise a large portion of the 
space station software. Thus, a generic 
knowledge-based supervisory module 
significantly reduces the amount of 
software to be developed. This module, 
the Generic Supervisor, depends on its 
knowledge of control to provide direction 
for subordinates and feed-back to 
superiors within a specific subsystem 
area. 

The Generic Supervisor provides an 
adaptable and maintainable control 
system. A portion of the Space Station 
Environmental Control and Life Support 
System (ECLSS) has been implemented as 
a hierarchy of supervisors. This 
proto type implementation demonstrates 
the fcasibility of a generic knowledge- 
based supervisor, and its facility to meet 
complex mission requirements. 

(I) Complex on-going background tasks 
using the same resources must be 
monitored and controlled, and coordinate 
with a variable activity schedule, 

ndividual activity schedules change 
rapidly to adapt to changing 
circumstances and requirements, and 
impact from other schedules, 

(3) Complex subsystems must act 
together to efficiently perform delicate 
and difficult functions with complete 
safety, and 

(4) Prompt fault  detection and 
circumvention (essential to continuing 
system functions). 

The aggregate workload of such tasks 
could be a constant drain on crew 
availability and productivity, especially 
on-board the space station. It appears 
increasingly likely that the crew may be 
unable to cope with the probable 
workload unless assisted by advanced 
machine intelligence. 

The development of complex systems and 
subsystems will require substantial 
human resources (throughout the 
software development lif ecycle) 
derf ormed through conventional 
technologies. Hierarchical specification 
of subsystems software reveals that non- 
trivial supervisory elements are requircd 
a t  all levels. The number of "supervisors" 
(and subsequent software) required to 
implement the hierarchical control over 
on-board functions comprise a large 
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2.1 SUPERVISOR INTERNALS 

The Generic Supervisor is a frame of 
twelve slots interacting with themselves 
and a thirteenth slot representing the 
external knowledge base. (The knowledge 
base is discussed in Section 3.) The 
supervisor concept is achieved through a 
well-connected causal network of demons, 
each of which represents a vital 
supervisory task. These tasks include 
command scheduling and execution, 
command and schedule analysis, 
command decomposition and 
reintegration, fault  detection and 
correction, performance evaluation and 
reporting. Within any instance of a 
supervisor frame, the general "control 
knowledge" used to coordinate the 
different nodes in the network is 
represented locally, and the more specific 
"control knowledge" required to drive a 
particular application is represented in 
the knowledge base. 

The network of functional nodes, or 
demons, actually resembles a custom 
blackboard architecture designed for 
solving control problems. The structure 
of this network remains an  invariant 
engine for every distributed supervisor in 
an application. A certain class of inputs 
(commands) move through the network 
and are analyzed, scheduled, decomposed, 
and executed a t  various stops. Other 
classes of input (external states and 
command results) are analyzed, 
reintegrated, evaluated, and reported. 
All nodes in the internal network 
monitor their inputs for fault tolerance 
and performance. 

The demon structure can be reduced to 
three nodes (see Figure 1): 
communication, command, and core. The 
communication node represents all 
interaction with the world outside of the 
supervisor. This node handles 
communication between a group of 
external sources and sinks (other 
supervisors, the crew interface, and 

sensors) and the supervisor 
command layer. t receives 
command and sensor inputs, 

inner 
raw 
and 

generates an initial analysis of command 
and feedback messages for consumption 
by the command node. return, the 
command layer genera command 
decomposition and performance 
information to be tributed by the 
communication e. The 
communication node is responsible for 
fault detection and correction, and 
performance evaluation and reporting. 

Detailed command processing, such as 
command scheduling and execution, and 
command decomposition and 
reintegration, takes place within the 
command node. The command node 
produces command schedules and analysis 
of reintegrated commands which it 
delivers to the core node for further 
correla tion/verif ication. It receives 
optimal schedule analysis and direction 
on the reintegration of feedback 
information from the core node, which 
provides the deepest analysis of 
command/feedback data and their impact 
on supervisor schedules. 

2.2 COMPOUND STRUCTURES 

The flexible design of the Generic 
Supervisor inakes i t  an ideal building 
block for compound control structures 
(the most common of which is the 
hierarchy, see Figure 2). The supervisor's 
ability to decompose an incoming 
message, or command, permits control 
models to explicitly represent a control 
application from the top-down point-of- 
view. 

The supervisory control engine is already 
developed, so building a system of 
supervisors involves only two steps. 
First, determine the structure of the 
overall control system, and the second, 
provide the behavior rules for  each 
supervisor. The knowledge base structure 
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is transparent to the system developer, 
and is created automatically. 

GE §T~UCTURE 

A supervisor responds to command 
stimulus by examining its localized 

ge structure (see igure 3). Each 
control class has decomposed subclasses 
and a parallel command class. A 
command instance describes the 
procedure, decomposition, and responses 
of a correlated supervisor stimulus 
through its relationship with rule classes. 
Decomposition information is derived 
from command class/subclass and 
command instance relationships. 

3.1 SUPERVISOR 

The knowledge slot in the supervisor 
frame allows the supervisor control 
functions to interact freely with the 
application control knowledge. 
Knowledge within a supervisor instance 
is partitioned into two sets. The first set 
is the supervisor/world knowledge. This 
knowledge drives the supervisor in its 
communication with elements outside the 
supervisor (Le,, superordinate and 
subordinate supervisors). The other set is 
the supervisor/subordinate knowledge. 
This set governs the actions of the demon 
nodes (within the communication, 
command, core nodes) for a given 
supervisor. 

Supervisor/world knowledge is 
represented in a set of relationships 
between the command classes and 
command instances. A command class is 
partitioned into subclasses which 
represent the granular class 
decomposition. These command 
subclasses become command classes a t  a 
lower level. Each command class has an  
enumeration of command instances which 
represent different functional activities 
possible at  the current command level. 

Command instances are functionally 
partition into subcommand instances 
which are represented both as instances 
subclasses and command subclass 
instances. This complex set of 
relationships allows the supervisor to 
derive standard command decomposition 
information (i.e., parent instance and 
child instances) in a n  environment rich 
with inherited class knowledge. 

Supervisor/Subordinate knowledge is 
represented in the relationships between 
a command instance and a rule class. 
Each command instance is linked to a 
rule class designed to direct the 
supervisor in  the solution of a specific 
problem class. Implicit inheritance 
relationships (from command instances to 
rule classes) are used to gather command 
rules into the rule classes required for 
supervisor operation. The stored rules 
represent a small partition of 
conditional/procedural information 
pertaining to a command instance or 
instances. Rules are  entered in a 
standard 

IF <condition> THEN <assertion> DO 
<procedure> 

form, and are  later compiled for use 
within the supervisor (see Figure 4 for 
the internal rule form). 

3.2 SYSTEM KNOWLEDGE - EXAMPLE 
The following example shows a control 
software implementation using the 
Generic Supervisor package. The subject 
is a small portion of the Environmental 
Control and Life Support Subsystem 
(ECLSS). (A more elaborate version of 
ECLSS using 45 supervisory modules has 
been implemented and is running in the 
BCS AI Lab.) The control problem, 
ECLSS, is broken into two subproblems, 
with one subproblem broken down into 
two state/control monitors (see Figure 5).  
The command knowledge for this 
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example shows the relationships present 
for a simple class and instance case. 6.  Hayes-Roth, F., Waterman, D. A,, 
(Square nodes are used to represent Lenat, D. B., Buildinq Exoert Systems, 
classes and round nodes to represent Addison-Wesley, 1983. 
instances. Solid lines depict class- 
subclass relationships, and dashed lines 
show the class-instance relationships.) 

The flow of control knowledge is shown 
in the decomposition of command 
instances, while the links to class 
knowledge are shown through the 
command class decomposition. For 
example, the command instance 
"MANAGE ATMOSPHERE PRESSURE" 
inherits general knowledge from the 
ATMOSPHERE COMPOSITION AND 
SUPPLY CLASS and specific control 
commands from MANAGE 
ATMOSPHERE, and when presented to 
the supervisor engine, generates specific 
control commands for its subordinates. 
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Th is  paper descr ibes a programming model and a r c h i t e c t u r e  which has 
been developed f o r  t h e  des ign and implementat ion o f  complex, heterogeneous 
measurement and c o n t r o l  systems. The M u l t i g r a p h  A r c h i t e c t u r e  i n t e g r a t e s  
a r t i f i c i a l  i n t e l l i g e n c e  techniques w i t h  convent ional  so f tware  tech-  
no log ies,  o f f e r s  a u n i f i e d  framework f o r  d i s t r i b u t e d  and shared memory- 
based p a r a l l e l  computat ional  models and suppor ts  m u l t i p l e  programming 
paradigms. The system can be implemented on d i f f e r e n t  hardware a r c h i t e c -  
t u r e s  and can be adapted t o  s t r o n g l y  d i f f e r e n t  a p p l i c a t i o n s .  

E v o l v i n g  c lasses o f  i n t e l l i g e n t  systems a r e  based on i n t e g r a t i n g  
a r t i f i c i a l  i n t e l l i g e n c e  ( A I )  techniques w i t h  convent iona l  sof tware tech-  
no log ies.  I n t e l  1 i gent measurement and c o n t r o l  systems, and t e s t  systems 
a r e  implemented by providi 'ng a "knowledge-based c o n t r o l  l e v e l  ," ( o r  
"knowledge l e v e l " )  f o r  l o w - l e v e l  s i g n a l  p rocess ing  and c o n t r o l  modules, 
One o f  our  b a s i c  goals  was t o  develop a '  hybrid a r c h i ~ ~ c t u ~ e  t h a t  would 
support  mergi ng symbol i c and numeri c a l  computat ions e 

A t y p i c a l  f e a t u r e  o f  t h e  i n t e l l i g e n t  measurement and c o n t r o l  systems 
i s  t h e  computat ional  he terogene i ty .  S ignal  p rocess ing  modules, databases, 
reasoning agents, etc., have t o  be implemented and connected t o  form an 
i n t e g r a t e d  system. This  he terogene i ty  r e q u i r e s  a programming environment 
t h a t  suppor ts  ing paradigms. The o t h e r  goal o f  t h i s  
research was t o  develop a mul t i -paradigm programming model d i r e c t e d  toward 
measurement and c o n t r o l  a p p l i c a t i o n s .  

Due t o  t h e  r e a l - t i m e  environment, and t o  t h e  complex i ty  o f  a p p l i c a -  
t i o n  systems, i n t e l l i g e n t  measurement and c o n t r o l  i s  u s u a l l y  computing 
i n t e n s i v e .  The reasonable way t o  ensure l a r g e  computing power i s  t o  use 
m u l t i p l e  processor  systems and p a r a l l e l  computing techniques, Computa- 
t i o n a l  he terogene i ty  has an impact on t h e  approach t o  be fol lowed. Loosely 
coupled d i s t r i b u t e d  computing models have t o  be i n t e g r a t e d  w i t h  shared 
memory-based p a r a l l e l  models i n  o rder  t o  ensure proper  f l e x i b i l i t y .  The 
t h i r d  major o b j e c t i v e  o f  our  research i s  t h e  integration 

els s u p p o r t i n g  d i f f e r e n t  computing g r a n u l a r i t y ,  

T h i s  paper descr ibes a p r o t o t y p e  programming environment t h a t  focuses 
on t h e  issues o f  i n t e g r a t i o n .  The M u l t i g r a p h  Programming Model has been 
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t es ted  i n  a s p e c i f i c  app l i ca t i on ,  t h e  I n t e l l i g e n t  Test I n t e g r a t i o n  System 
( IT IS )  [l]. The purpose o f  t h e  pro to type development was t o  analyze t h e  
f e a s i b i l i t y  and p roper t i es  o f  i n teg ra ted  systems. F i r s t ,  we g i ve  an over-  
view o f  t h e  system arch i tec tu re ,  then t h e  key concepts and components are 
discussed. 

MULTIGRAPH ARCHITECTURE 

The Mul t ig raph Arch i tec tu re  provides a gener ic  framework f o r  t h e  
i n teg ra ted  programming environment. Mu l t ig raph i s  a layered a rch i tec tu re  
having: knowledge-based layer ,  module layer,  system l a y e r  and hardware 
layer .  our cur ren t  implementations, t h e  hardware l a y e r  and t h e  system 
l a y e r  a re  prov ided by a p a r t i c u l a r  computer system and are "external  
elements'' t o  t h e  Mul t ig raph Archi tecture.  The s p e c i f i c  software components 
are de f ined and developed f o r  t h e  module l a y e r  and knowledge-based layer.  

The hardware l a y e r  might inc lude s i n g l e  processor systems, m u l t i -  
processor conf igura t ions  w i th  shared memory a rch i tec tu re ,  loose ly  coupled 
computer networks, and t h e i r  combination. The h igher  l e v e l  computing 
models can take  advantage o f  spec ia l  hardware components, such as an ar ray  
processor o r  o ther  resources. The pro to type system has been implemented on 
a network o f  VAX computers C11. 

I n  

The system l a y e r  inc ludes an operat ing system, p rov id ing  a standard- 
i zed  access mechanisms t o  t h e  hardware resources. I n  the  case o f  m u l t i p l e  
processor conf igura t ion ,  t h e  system l a y e r  f a c i l i t a t e s  task management, 
i n t e r t a s k ,  ( in te rprocessor )  communication and synchronizat ion and rea l  - 
t ime services.  I n  the  pro to type conf igura t ion ,  t h e  system l a y e r  i s  t he  
VMS/DECNET operat ing system. 

The module l a y e r  i s  an in termediate l a y e r  between t h e  knowledge-based 
and system layers.  The pr imary func t i on  o f  t he  module l a y e r  i s  t o  p rov ide  
a v i r t u a l  machine f o r  t h e  Mul t ig raph Computational Model (MCM). MCM i s  a 
p a r a l l e l  model o f  computations and i s  used f o r  suppor t ing medium/high 
computational g r a n u l a r i t y  on shared memory arch i tec tu res .  The module l a y e r  
inc ludes a run-t ime system f o r  MCM, c a l l e d  t h e  Mul t ig raph Kernel. The 
Mul t ig raph Kernel i s  a dataflow/demand-flow scheduler, passing t h e  elemen- 
t a r y  computations t o  the  system resources f o r  execution. A d e t a i l e d  
d e s c r i p t i o n  o f  MCM and t h e  Mul t ig raph Arch i tec tu re  can be found i n  [2 ]  and 
133. The o ther  func t i on  o f  t he  module l a y e r  i s  t o  separate the  h igher  
l aye rs  from the  operat ing system serv ices by means of a we l l -de f ined 
system l a y e r  in te r face .  

The knmledge-based l a y e r  supports symbolic computations. The i m -  
p lementat ion language i s  LISP, which i s  extended by the  components o f  a 
h i  gh-1 eve1 programming model descr i  bed 1 ater .  

DISTRIBUTED COMPUTING ENVIRONMENT 

The pro to type system has been implemented on a VAX network, running 
under t h e  VMS/DECNET opera t ing  system. The s t r u c t u r e  and main components 
o f  t h e  d i s t r i b u t e d  computing environment a re  dep ic ted  i n  F igure  1. 
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The d i f f e r e n t  VAX systems represent a 'Node' o f  t h e  network. The 
nodes run a copy of t h e  VMS operat ing system and are  l i n k e d  through t h e  

ET services, The key DECNET serv ices used i n  t h e  implementation o f  t h e  
programming model are: 'remote task a l l o c a t i o n  and dea l l oca t i on '  and 
' i n te r task   communication^ [43. These system serv ices are  hidden i n  a LISP 
kernel  (a mod i f ied  vers ion o f  FRA Z LISP) and are  used f o r  implementing 
t h e  Communicating L i s p  System (CL ) f a c i l i t y  [5]. 

The basic  concept o f  CLS i s  t h e  'Task' t h a t  represents a segment from 
t h e  system resources o f  a t i c u l a r  Node. Each Task provides an execution 
e n v i r o n ~ e n t  t h a t  supports p t s  o f  t h e  programming model and 

t i g r a p h  Kernel. Tasks can be dynamically 
f f e r e n t  a t t r i bu tes .  The a t t r i b u t e s  determine 

communicate w i t h  an Operator through an attached 
s i b i l i t y  o f  t h e  ob jec ts  a l l oca ted  i n  t h e  Task 
ETWORK' a t t r i b u t e s  might have an attached t e r -  

minal, and t h e i r  ob jects  can d i r e c t l y  communicate w i t h  each other. 'LOCAL) 
tasks do no t  have te rmina l  1/0 and t h e i r  ob jec ts  are accessible on ly  from 
t h e  ob jec ts  o f  t h e i r  parent Task. 

0 STR 

The basic concepts o f  t h e  con t ro l  s t r u c t u r e  and t h e i r  r e l a t i o n s  are  
represented i n  F igure 2. 

The cen t ra l  concept o f  t h e  p r o g r a ~ i n g  model i s  t h e  Autonomous Com- 
municating Object (ACO), ACQ i s  t he  major system s t r u c t u r i z a t i o n  p r i n c i p l e  
f o r  t h e  knowledge-based l a y e r  and i s  an extension o f  t h e  'Object# concept 
o f  t h e  ob jec t -o r ien ted  languages, such as F lavor  C61. The main features o f  
ACO's from t h e  aspect o f  con t ro l  are $he fo l low ing :  

1. 

2, 

3. 

4. 

K O ' s  are  f u l l y  autonomous systems t h a t  can run v i r t u a l l y  or physi -  
c a l  l y  para1 l e 1  e 

CO's can be dynamically a l l oca ted  and can compete f o r  t h e  same 
resources e I n  these cases t h e i  r re1 a t i  ve p r i o r i t y  w i  11 determi ne t h e  
resource a1 1 ocat i on e 

ACO's communicate w i t h  each other  by means of a f u l l y  asynchronous 
message passing protocol .  The message t r a n s f e r  and the  a l l o c a t i o n  o f  
ob jec ts  and new Tasks are c o n t r o l l e d  by t h e  Communication Managers. 
Each Task has i t s  own Communication Manager, which i s  p a r t  o f  t h e i r  
def au 1 t envi ronment e 

ACO's do not  have g lobal  i d e n t i f i e r s ,  t h e  Communication Managers are 
responsib le  f o r  ma in ta in ing  t h e  consistency of t h e  name space, 

I n  t h e  programming model, ACO's serve as a standardized "object  
s h e l l "  around a v a r i e t y  o f  heterogeneous system components t h a t  are b u i l t  
by us ing various programming paradigms, 

A f t e r  c rea t i ng  an instance o f  an ACO, a con t ro l  graph i s  b u i l t  i n  t h e  
module l aye r  by us ing c a l l s  t o  t h e  Mul t ig raph Kernel, The con t ro l  graph 
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represents t h e  i n t e r n a l  c o n t r o l  s t r u c t u r e  o f  t h e  object ,  and i s  descr ibed 
by us ing  t h e  conce,pts o f  t h e  Mul t ig raph Computational Model. MCM i s  a 
macro-dataf 1 ow model suppor t ing data-dr i  ven and demand-dri ven c o n t r o l  
f low. The way i n  which t h e  c o n t r o l  graph i s  generated depends on t h e  t ype  
of t h e  ob jec t .  R e l a t i v e l y  s imple incremental compi lers b u i l d  (and modify) 
t h e  graph, according t o  t h e  s p e c i f i c  knowledge base o f  t he  objects.  

While t h e  ACO's form t h e  "macro-structure" o f  t h e  system, t h e  i n t e r -  
na l  c o n t r o l  graphs o f  t h e  ob jec ts  c o n s t i t u t e  t h e i r  "micro-structure.' '  The 
macro-structure invo lves  l a r g e  computational g ranu la r i t y ,  there fore ,  t h e  
a l l o c a t i o n  o f  ob jec ts  can be a r e l a t i v e l y  expensive operat ion,  and t h e i r  
communication pro toco l  might be robust and safe. The computational 
g r a n u l a r i t y  on t h e  l e v e l  o f  t h e  mic ro-s t ruc tu re  can be s i g n i f i c a n t l y  
smaller. The minimum s i z e  o f  t h e  elementary computations i s  l i m i t e d  by t h e  
swi tch ing  overhead o f  t h e  Mul t ig raph Kernel (MK). ( I n  t h e  cu r ren t  i m -  
plementation, t h e  swi tch ing  t ime  i s  l ess  then 200 microseconds on t h e  
WAX785. ) 

The t h i r d  l e v e l  o f  t h e  c o n t r o l  s t r u c t u r e  i s  prov ided by t h e  system 
leve l .  t h e  pro to type system, the  c o n t r o l l e r  i s  t he  resource scheduler 
o f  t h e  WMS/DECNET opera t ing  system. The system l a y e r  i n t e r f a c e  o f  t h e  MK 
assigns system tasks t o  c o n t r o l  graphs, and schedules t h e  execut ion o f  t h e  
elementary computations. An important s e r v i c e - o f  MK i s  t o  l i n k  c o n t r o l  
graphs t h a t  a re  a l l oca ted  on d i f f e r e n t  nodes. This  p o s s i b i l i t y  ensures 
t h a t  t h e  mic ro-s t ruc tu re  o f  c e r t a i n  ACO's can be b u i l t  on m u l t i p l e  nodes, 
i.e., even a s i n g l e  ob jec t  can form a complex, d i s t r i b u t e d  system. 

I n  

As a conclusion, t h e  layered c o n t r o l  model supports d i f f e r e n t  l e v e l s  
o f  pa ra l l e l i sm.  ACO's a re  intended t o  form t h e  macro-structure o f  t h e  
system, and they communicate by us ing  t h e  t y p i c a l  services o f  loose ly  
coupled, d i s t r i b u t e d  systems. The mic ro-s t ruc tu re  o f  t h e  objects ,  
descr ibed by the  terms o f  MCM, provides much lower computational 
g ranu la r i t y ,  and can take  advantage o f  shared memory-based, mul t iprocessor  
a rch i tec tu res .  The key element o f  t h e  a r c h i t e c t u r e  i s  MK, which i n teg ra tes  
these models i n  a common framework. 

AUTONOMOUS COMMUNICATING OBJECTS 

As we prev ious ly  mentioned, t h e  ACO's p rov ide  a u n i f i e d  s h e l l  around 
heterogeneous computational objects.  The gener ic  s t r u c t u r e  o f  t h e  ob jec ts  
can be seen i n  F igure  3. Each type has a se t  o f  s p e c i f i c  'methods' i m -  
plementing t h e  communication protocol ,  and a se t  of 'methods' f o r  b u i l d i n g  
the  con t ro l  graph o f  t h e  object .  The core 3f t he  ob jec ts  i s  t he  
"know1 edge-base, " which descr i  bed by a we1 1 -speci f i ed representa t ion  
language. Summarized below a re  t h e  features o f  some o f  the  bas ic  ob jec t  
types. 

i s  

Rule Network Object (RNO) - 
The s t r u c t u r e  o f  t h e  RNO's can be seen i n  F igure  3.  The behavior o f  a 

p a r t i c u l a r  instance o f  an RNO ob jec t  i s  p r i m a r i l y  determined by the  rule- 
set,  which i s  associated w i t h  it. The r u l e s  are pa t te rn-dr iven  product ion 
ru les ,  and are  def ined by a r u l e  language descr ibed i n  C71. A f t e r  rece iv -  
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i n g  a message, t h e  RNO s t a r t s  a reasoning process dr iven  by t h e  f a c t  
inc luded i n  t h e  message. The reasoning process i s  forward chaining, and 
might r e s u l t  i n  changing t h e  i n t e r n a l  s t a t e  o f  t h e  object .  The s t a t e  i s  
represented by t h e  factbase o f  t h e  r u l e  network, and by t h e  instance 
var iab les  o f  t h e  object .  

The ' b u i l d e r '  method o f  t h e  RNO's generates t h e  con t ro l  graph o f  t h e  
ob jec t  f rom the  ru les.  I n  t h e  cur ren t  implementation, each r u l e  i s  as- 
s igned t o  a separate node i n  t h e  con t ro l  graph, and t h e  r u l e  i n t e r p r e t a -  
t i o n  runs under t h e  c o n t r o l  o f  t h e  MK us ing  t h e  dataf low c o n t r o l  p r i n -  
c ip le .  The i n t e r p r e t e r  implements a mod i f ied  vers ion  o f  t h e  RETE algo- 
r i thm. The average speed i s  7-10 msec/inference on t h e  VAX/785. 

Procedural Network Object (E) 
PNO's are intended f o r  implementing s igna l  processing systems. The 

s t r u c t u r e  o f  t h e  s igna l  processing system i s  represented i n  the  H ie ra rch i -  
c a l  Desc r ip t i on  Language (HDL), and t h i s  representat ion cons t i t u tes  t h e  
knowledge base o f  a PNO. The HDL descr ip t ions :  (1) prov ide  a w e l l -  
s t ruc tu red ,  h i e r a r c h i c a l  representat ion o f  t he  s igna l  f l o w ,  ( 2 )  support 
t he  s p e c i f i c a t i o n  of a l t e r n a t i v e s  on any l e v e l  o f  t h e  h ierarchy,  and t h e  
d e s c r i p t i o n  o f  t h e  s e l e c t i o n  ru les ,  and (3)  descr ibe the  dynamic c o n t r o l  
i n t e r f a c e  o f  t h e  procedural  network. 

The ' b u i l d e r '  method of PNO's generates the  con t ro l  graph o f  t h e  
procedural  network, according t o  t h e  top - leve l  spec i f i ca t i ons  required. 
The generat ion procedure can be considered as an " i n t e l l i g e n t "  i n t e r p r e t a -  
t i o n  o f  t h e  HDL descr ip t ion :  t h e  t o p  l e v e l  s p e c i f i c a t i o n s  are propagated 
down t h e  h ierarchy,  and dec is ions are made regard ing the  se lec t i on  o f  
a l t e r n a t i v e s  and a l l o c a t i o n  o f  modules. The r e s u l t  of t he  b u i l d i n g  process 
i s  a network o f  modules w r i t t e n  i n  any a v a i l a b l e  languages. The network i s  
l i n k e d  by the  con t ro l  graph, and run under t h e  c o n t r o l  of t he  MK by us ing  
t h e  dataf low con t ro l  p r i n c i p l e .  An important f ea tu re  of t he  PNO's i s  t h a t  
they can b u i l d  networks i n  t h e  d i s t r i b u t e d  environment. A f t e r  generation, 
PNO prov ides i n t e r f a c e  t o  t h e  procedural network, which makes it poss ib le  
t o  i n j e c t  s igna ls  i n  the  network, t o  moni tor  i t s  operat ion and t o  recon- 
f i g u r a t e  it. A more d e t a i l e d  desc r ip t i on  o f  t h e  PNO's can be found i n  [8]. 

-- Real -Time Database Object (RDO) - 
RDO i s  an ob jec t  s h e l l  around a rea l - t ime database provided by SCADA 

(Supervisory Contro l  and Data Acqu is i t i on  System). ROO can i n s e r t  and 
r e t r i e v e  data from t h e  SCADA database, through t h e  standard communication 
pro toco l .  Since SCADA i s  a f o r e i g n  component f o r  t he  Mul t ig raph program- 
ming model, RDO's do no t  have i n t e r n a l  mic ro-s t ruc tu re ,  they are mapped 
i n t o  a s i n g l e  node i n  t h e  c o n t r o l  graph. The knowledge base f o r  RDO i s  t he  
c o n f i g u r a t i o n  f i l e  of SCADA, t h e  b u i l d e r  method i s  simply t h e  a c t i v a t i o n  
o f  t h e  SCADA b u i l d e r  system. 

The pro to type system uses t h e  ob jec t  types descr ibed above. A number 
o f  o ther  ob jec t  types have a l so  been implemented, according t o  the  needs 
o f  d i f f e r e n t  app l i ca t i on  systems. 
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The Mul t ig raph Programming Model has been developed f o r  implementing 
complex, i n t e l l i g e n t  systems, The main focus o f  t h e  research was t o  f i n d  
an a r c h i t e c t u r e  and programming model t h a t  can i n t e g r a t e  i n  a u n i f i e d  
framework symbolic and numeric computations, d i f f e r e n t  l e v e l s  o f  p a r a l l e l  
programming methods, and var ious h igh- leve l  programming paradigms. 

The bas ic  concept o f  t h e  h igh- leve l  programming model i s  t h e  
Autonomous Communicating Object, The programming model cons is ts  of spec ia l  
ob jec t  types t h a t  o f f e r  h igh- leve l  support f o r  t he  design of complex 
system components, such as procedural  networks and rule-based systems. The 
pro to type vers ion o f  t h e  programming model has been implemented on d i s -  
t r i b u t e d  VAX conf igura t ion ,  and has been tes ted  i n  t h e  context  o f  t he  
I n t e l l i g e n t  Test I n t e g r a t i o n  System. 
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Abstract lution. 

The application of Knowledge Engineering tech- 

nology to a Distributed Processing Network Simu- 

lator (DPNS) under development at Ames i s  dis- 

cussed. 

Sirnulation and Artificial Intelligence share a 

fertile common ground both from a practical and 

from a conceptual point of view. 

Streghts and weaknesses of both Knowledge Based 

Systems and Modeling d Simulation are examined 

and three types of systems that combine the strenghts Introduction 
of both technologies are discussed: a Computer Aided 

Modeling system, an Intelligent User Interface and In a very general sense the field of Modeling and 

a Model Based Expert System (Embedded Sirnula- Simulation CUI old science itself. Indeed, it has 

tion). been at the very core of the scientific method: ex- 

These types of systems are a practical starting amine a phenomenon, make a quantitative model of 

point, however, the real strenghts of both technonolo- it, derive predictions from the model, compare the 

I 

gies will be exploited oibly when they are combined predictions with the behavior of the real system. If 

in a common knowledge representation paradigm. necessary, modify the model and iterate until the 

From an even deeper conceptual point of view behavior of the model and that of the real system 

one might even argue that the ability to reason from match, according to some predefined criteria. 

a set of facts (;.e. Expert Systems) is  less represen- The advent of computers, until now, has ex- 

tative of human reasoning than the ability to make panded the role of Modeling and Simulation in two 

a model of the world, change it as required, and ways: 1) it has made possible to compute analytical 

derive conclusions about the expected behavior of models that would have been impossible or imprac- 

world entities. This is  a fundamental problem in tical to do by hand and 2) it has added the possi- 

AI, and Modeling Theory can contribute to its so- b&ty of an algorithmic description of systems, such 
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as that typical of discrete event simulations, that tentionand 

would also have been impractical by hand. Just in mind th 

as mathematical languages such as Calculus have rather pri 

given models the precision required for quantitative intent of exploring the realm of what we understand 

results, programming languages provide an unam- to be real intelligence. 

bigous and reproducible description of models. 

~ u c c e ~ ~ ,  it should be 

aper bo enter' a con- 

The coming of age of the field of Artificial In- troversy on what 

telligence promises to expand the role of Modeling b i t a t ions  of pre 

and Simulation even further. This paper explores first of all, the position that pres 

the ways in which this expanded role may come ogy can both en 

about. ing and Simulation t e c h n ~ ~ ~ e  

The field of AI has about part.y as a nat. deeper vie 

ural evolution of computer science, stemming from tion suggests that its goals, and those of fundamen- 

the reahation that computers could be much more tal AI research to a pea t  extent, overlapping 

than powerful calculators, and partly from a desire 

to explore the ever more compelling analogies be- 

and complementq* 

tween brain and computer. Exploration of these 

analogies promises an increased understanding of 

brain function and shows potential new directions 

for the evolution of computer technology. 

Some of the early experiments in computer r e p  

resentation of knowledge have given rise to specific 

techniques, now embodied in Expert Systems, for 

capturing the knowledge of experts and for deriving 

answers to queries in specific knowledge domains. 

Separation of the knowledge domain from the in- 

ference engine has been a powerful technique that 

has enabled people to make use of essentially the 

same inference engine for different applications by 

simply changing the knowledge domain. This has 

given risp to an exciting new industry, based on 

practical applications, useful in many areas of both 

business and industry. 

While this industry is enjoying considerable at- 

Simulation languages have been developed in 

the same tradition and philosophy of procedural 

languages. ~ n d a ~ e ~ t a ~ ~ ~  they ave provided con- 

structs for describing systems in terms of differen- 

tial equations, in the case of continuous simulation, 

and for filing and retrieving events or for coordi- 

nating competing processes, in the case of discrete 

event simulation. 

The assumption made is that the system to be 

simulated is understood well enough to provide spec- 

ifications for a complete algorithmic description. 

In this sense simulation is treated like any other 

kid of application software. But while the as- 

sumption of complete specifications is valid, at least 

in principle, for most application software and for 

some simulations, much simulation work is of an 

374 



exploratory nature, and done to reveal and under- 

stand the structure of the system to be simulated. 

For this type of work, simulation languages are 

helpful only in the sense that they speed up the 

programming process with high level constructs. It 

seems to me, however, that the tools provided are 

not especially suited for quick exploratory changes 

in the structure of the program. 

Even in the case of general software engineer- 

ing the suggestion is often made that languages 

should be based on the assumption that all soft- 

ware will continue to be modified. Much modem 

programming philosophy is oriented towards this 

fact. Indeed, most of the software cycle is spent 

maintaining (Le. modifying) any given program. 

One approach taken in software engineering is pre- 

ventive. The attempt is made to tighten and for- 

malire the specification process so that the chances 

of errors, or that modifications will be required, is 

lessened. Unfortunately, cases where specifications 

can be completely fixed before the programming 

effort begins are more the exception than the rule. 

In simple terms, typically people do not know ex- 

actly what they want until they start seeing some 

concrete rendition of their idea. For this reason the 

concept of rapid prototyping is increasingly being 

favored over that of hard specifications. 

While an iterative cycle is unavoidable for the 

production of most software, it is actually an essen- 

tial part of the construction process when the soft- 

ware is a simulation designed to better understand 

a system under consideration. This is by no means 

the only type of simulation done, but it may be the 

most common. In this case, the very reason for cre- 

ating a simulation is to experiment with changes in 

the underlying model. Some changes may be only 

parametric, but often they require restructuring of 

the model itself. 

In order to make reasonable changes, and to un- 

derstand their consequences, a good understanding 

of both the underlying system and of the assump 

tions made in the simulation are required. In ad- 

dition, if the simulation is successful, this under- 

standing will increase and will, most likely, lead to 

new experimentation and new changes. 

Essentially, I am stating that a feature that dis- 

tinguishes simulation from other kinds of software 

development is that, in simulation, the develpment 

process often turns out to be more important to 

a project than the final product. I believe that 

modern simulation environments should reflect this 

fact. 

Let’s call such environment an Intelligent Sim- 
ulation Shell. The word intelligent refers to the 

fact that the shell will incorporate several types of 

knowledge, for example knowledge about 

1. the process of modeling and simulation 

2. the level of abstraction chosen for the model 

3. the underlying assumptions of the model 

4. the syntax of the underlying modeling lan- 

guage 

5. hystory and relationships among the different 

models constructed to solve the problem 

The representation of these types of knowledge will 

be based on models and meta-models, rules and 
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meta-rules embodying generally complex relation- 

ships among all these elements. 

Both simulation and artificial intelligence deal 

separately with all these forms of knowledge r e p  

resentation, but coherent integration is still a long 

way off. One way to attack the problem is to look 

at simulation and AI as inherently separate tools 

and see how their respective strengths can be com- 

bined. 

Validat ion 

Validation is really a problem for both simula- 

tion and KBS, but dealing with the model of a sy5  

tem that is at least intuitively understood is a great 

help, even if the real system has not yet been con- 

structed. The type of knowledge typically embod- 

ied in KBS is a set of rules that, occasionally can 

even be found to be in contradiction. The trust- 

worthiness of decisions that may be based on these 

rule can only be assessed by comparison with a real 

Strengths and weaknesses Of the system, but even in this case, lack of an underlying 

two technologies 

Static objects 

Objects whose attributes don't change in time 

are a strong feature of KBS. Typical examples might 

be genealogical relationships and high level decision 

rules. 

Dynamic objects 

Objects whose attributes do change in time have, 

until now, been mainly the province of Simulation. 

Inference engine 

The concept of an "inference engine" distinct 

from the knowledge domain has probably been the 

single most important factor in the growth of KBS 

technology. No counterpart exists in simulation. 

The model representation is typically interwoven 

with the algorithm that embodies the simulation, 

and this is precisely what makes simulation soft- 

ware more similar to ordinary application software 

than to KBS. 

model makes the methodology very difficult. 

Construction methodology 

Whereas the process of modeling and simulation 

can be approached with some mathematical rigor 

(e.g [6] ) building KBS is limited by the ability to 

extract an expert's high level knowledge and to cod- 

ify it as a set of rules that can be used by the sys- 

tem to reach conclusions. Present day methodol- 

ogy requires the presence of a human expert whose 

knowledge the KBS is trying to capture. It can be 

argued that viewing this as a weakness of KBS is 

reacy unfair. Indeed, in cases where one wishes to 

retain knowledge that exists only at a high level 

in a human expert and which cannot be extracted 

from a suitable model, this becomes a strength, 

and this is really the reason for the relative success 

of KBS. There is, however, a problem of percep- 

tion that must be addressed. It seems to me that 

the exciting notion of Artificial Intelligence and Ex- 

pert System is promoting the view that this type of 

methodology is somehow superior to that of mod- 
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eling and simulation, and, for this reason, problems result when so requested. 

that should really be approached with M & S tech- 

niques are forced into a KBS mode. The attitude 

seems to be: You have a problem? Build an expert 

system. 

In addition, a KBS could be used to select from 

typical simulation reports only the items requested 

by the user in a high level conversational mode. 

More sophysticated applications of a user inter- 

face would generally require more integration be- 

tween the KBS and the Simulation, than the ones 

envisioned here. I will refer to some of these in the 
Combining the t w ~  technologies 

Ideas for a taxonomy of possibilities in combin- 

ing the two technologies have been proposed (e.g. 

[4]). Let us consider some of these in light of the 

present strengths and weaknesses of Simulation and 

next section. But, even at this simple level, there 

are difficulties in utilieing present day Expert Sys- 

tem shells. I will discuss some of these below. 

Knowledge Based Systems (KBS). 

User interface 

Computer aided modeling and simu- 

lation (CAMS) 

The idea of expert user interface can be carried 

One obvious way to combine some of the strengths much further if one includes the concept of model- 

of both tools is to use a KBS as a user interface to ing among the activities that can benefit from com- 

a simulation. User interfaces to simulations range puterized aid. Often the words "modeling" and 

from simple data files that must be carefully writ- "simulation" are used as synonyms, but, strictly 

ten by the user by means of an ordinary editor, to speaking, the simulation is the algorithmic imple- 

sophisticated menu systems with sophisticated er- mentation of a model the was specified without the 

ror checking. In setting up complex simulations it aid of a computer. Typically, the modeling pro- 

is generally easy to enter unacceptable parameters cess requires skills in the art and science of Mod- 

and obtain a meaningless run, Simple error check- eling and Simulation and a understanding of the 

ing of parameter ranges is often not sufficient, since knowledge domain pertaining to the system being 

the acceptable range of one parameter may depend modeled. 

on a previous choice of another parameter. In gen- It is interesting to note that, whereas a clear 

era1 one must implement a set of rules. Therefore, separation of knowledge engineer and domain ex- 

it appears that a KBS, with its separation of knowl- pert has been established in AI, the simulationist 

edge base from inference engine, would be an ideal is typically a domain expert who picked up some 

tool for a user interface. This separation of knowl- modeling and simulation skills along the way, and 

edge base from inference engine implies the follow- often implements his/her model in a generic high 

ing: the ability to easily enter new rules or to mod- level language, sometimes finding it advantageous 

ify old ones, and to present an explanation of the to use a simulation language. This state of affairs is 
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reflected in, and may be a consequence of, the way 

these disciplines are taught: AI by computer sci- 

ence departments and Simulation by departments 

System. Examples of this concept have been im- 

plemented (e.g (31) and this type of system is often 

referred to as "model based expert system". Con- 

that view simulation as one of their tools, such as 

Engineering, Economics, Operations, etc. As a re- 

sult, simulation is almost invariably taught from 

the point of view of a particular discipline, and uses 

existing tools instead of being a source of new ways 

ceptually it is very simple: when a rule needs the 

value of a variable that is time dependent, a sim- 

ulation that will produce the value of the variable 

at the required time is triggered. This simulation 

algorithm could be an analytical formula or a dis- 

of thinking in computer science. 

In the CAMS concept, enough modeling exper- 

tise is built into a tool to guide a domain expert 

to build increasingly sophisticated models of a sys- 

tem under study. The distinction between this type 

of system an the user interface described above is 

that, in CAMS, the actual structure of the model is 

being changed in order to answer new types of ques- 

tions, in the user interface paradigm, on the other 

hand, the model can only be changed parametri- 

cally. The former emphasyses, and takes advantage 

of, the learning that occurs as a result of the mod- 

eling process within a domain of interest; the latter 

is only concerned with running, and learning from, 

a particular model. 

Examples of interesting attempts to implement 

the CAMS concept are KBS (which here stands for 

Knowledge Based Simulation) at Carnegie-Mellon 

[5] and two Expert System8 for design and simula- 

tion developed at Los Alamos National Laboratory 

111 

Embedded simulation 

Another extension of the idea of Expert User 

Interface is a system where one or more simula- 

tions run transparently, as required by the Expert 

crete event simulation. 

This is an acceptable way to proceed, in the ab- 

sence of a better paradigm for treating time inde- 

pendent knowledge (or rules) and time dependent 

knowledge (or models) on an equal footing. The 

difference, as pointed out above, is that the rules 

are separate from the inference engine while the 

model based knowledge is still built into the simu- 

lation algorithm. 

Simulation models as a form of 

knowledge representation 

I have pointed out some ways in which using 

both simulation and AI technology can enhance the 

solution of problems in both fields. This is a good 

way to start, but it doesn't get to the root of the 

real problem, or opportunity. 

Expert Systems came about as a result of learn- 

ing how to separate the knowledge base from the 

"inference engine". As long as the two remained 

inextricably interwoven Expert Systems were not 

impossible, only much harder to build. Having ac- 

complished this separation, it appears that we have 

extracted something we can call "knowledge", in 

the form of rules or other ways in which some facts 
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relate to other facts. Conceptually this is very gen- 

eral, but, as implemented in present day KBS, it 
seems to refer only to relatively simple high level 

rules. 

Even though the field of computer simulation is 

older, this separation has never occurred, perhaps 

because the need was not perceived. But naw sim- 

ulation can learn from the success of KBS. Models 

are a very rich form of knowledge representation, 

and it would be equally advantageous to the field 

of simulation to be able to separate the model rep- 

resentation from what, by analogy, could be called 

the simulation engine that exercises the model. The 

main advantage would be the ability to create en- 

vironments where models are quickly changed, re- 

fined and exercised as needed. 

To some extent, elements of this separation al- 

ready exist in some high level constructs of simu- 

lation languages, where, for instance, devices and 

entities with their attributes are defined. But the 

systems do not have the "intelligence" to automat- 

ically propagate the consequences of any changes, 

or to warn or guide the user. These ideas can only 

be implemented if workmg from a common frame- 

work where knowledge is a mixture of time depen- 

dent models and of rules that can be both time de- 

pendent and time independent, and where AI and 

Simulation techniques are integrated. 

Modeling an 

fundamental 

ficial Int elligene 

So far I have de 

tion as a set of techn 

could yield new powerful tools. For my final point I 

want to go back to the statements made 

ginning of this paper, that the original 

AI research, at least in the mind of many, is to un- 

derstand the phenomenon we call intellig~n~e and 

to apply this understanding to computer technol- 

ogy. It seems to me that although 

has made great progress in creating systems that 

can capture human knowledge and deliver it i 

way that is most natural to us (ie. in the form 

dialog), it has not made much head~ay  

ing our understanding of intelligence. 

area where a symbiosis of AI and Simulation can 

be most fruitful. 

I would argue that ability to reaso 

of facts, as embodied in present day 

representative of human reasoning than the ability 

to make a model of the world, change it as required, 

and derive conclusions about the expected behavior 

of world entities. Interestingly, this ability is of the 

kind envisioned in the CAMS concept. In CA 
the modeling process would be guided by a, user, 

but this would be a natural first step in trying to 

understand the thought processes and mechanisms 

required in creating and refining models. 

It is really not surprising that "expert" thin 

ing as been easier to model than "common sense". 

Knowledge in narrow domains is typically of the 
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ind that b ame~able to representation in KBS. 

g requires a broad model of 

ibility to refine or general- 

ize s u ~ m o ~ e ~  aa required. If we learn how to aid 

~ u m a n s  in this process we may also learn how to 

begin to make it automatic. 

r 

ssi 

t Ames, in the Information Sciences Division, 

we are dveloping a "Distributed Processing Net- 

work Simulator" (DP S). Its intended use is to 

help in the design and evaluation of alternative con- 

figurations of the space station data system. 

UT initial cut at the system is a simulation 

written in ECSS, a high level simulation language 

based on Simscript and taylored to computer sys- 

tems. In this system, the user is given the ability. to 

define interactively a configuration of several LANs, 

connected by bridges or gateways. For each LAN 

define the number of nodes, and, for 

each node the type and number of devices and their 

characteristics. In addition, the user can run sim- 

here on the network. All choices 

a-e made by menu selection. 

Definitions €or each run are stored in a data 

base, and can be recalled and modified. To a very 

limited extent this system embodies some CAMS 

concepts, namely, the ability to modify the struc- 

ture of the model and to keep track of past runs. 

This is state-of-thearts for simulation, but struc- 

e limited to a very specific class of 

models and components. Also, the number of com- 

ponents can change, as well as whatever charac- 

teristics have been parameterized, but the level of 

resolution considered for each components cannot 

be changed. 

DPNS has brought to light another interesting 

problem: as the flexibility and generality of the sys- 

tem increases, so does the possibility of construct- 

ing structures that could not actually function in 

reality. The problem is similar to that of configur- 

ing a real system and forgetting to provide a cable 

or a correct interface. This may not be obvious for 

some configuration, in fact this might be one of the 

reasons for doing a simulation. But one would like 

to eliminate the possibility of making the kind of 

mistakes that are simply due to our innate inability 

to keep track of many things at once. 

We looked at some common expert system shells 

with the idea of using "what's out there" in the ex- 

pert user interface mode described above. Unfortu- 

nately, the expert system shells we have examined 

run in a consultation mode that is not appropriate 

for this type of problem. 

Typically, in this mode, a knowledge engineer 

would have prepared a set of rules that will en- 

able the system to answer a question of the type: 

can component A be connected to component B?. 

In order to answer the question the system would 

search its own data base and/or prompt the user 

for information on components A and B, and finally 

deliver the answer. This type of system is passive, 

in the sense that user has to make the enquiry. In 

addition, the system would gather information ei- 

ther from a prepared database (i.e. a fixed model) 

or would enquire of the user by means of a dialog. 
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SOFTWARE DEVELOPMENT WITHOUT LANGUAGES 

Haywood S. Osborne 
Teledyne Brown Engineering 

Huntsville, Alabama 

ABSTRACT 

Automatic programming generally involves the construction of a formal 
specification; i.e., one which allows unambiguous interpretation by tools 
for the subsequent production o f  the corresponding software. 
practical efforts in this direction have focused on the serious problems 
of: 

Previous 

o Designing the optimum specification language, 

o Mapping (translating or compiling) from this specification 
language to the program itself. 

The approach proposed in this paper bypasses the above problems. 
It postulates that the specification proper should be an intermediate 
form, with the sole function of containing information sufficient to 
facilitate construction of programs and also o f  matching documentation. 
Thus, the means of forming the intermediary becomes a human-factors task 
rather than a linguistic one; human users will read documents generated 
from the "specification", rather than the specification itself. 
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In the past  few years,  the Ar t i f ic ia l  Intell igence category known as  
"Automatic Programming" has begun t o  produce practical  o u t p u t s  , as 
typified by the advancement of expert-system she l l s  such as  ART and K E E ,  
and in an in te l lec tua l ly  separate vein, i n  ongoing improvements t o  the 
"Programmer's Apprentice" a t  MITI''. T h e  s i s t e r  f i e l d  i n  the software 
engineering d isc ip l ine ,  ra ther  more appropriately label led "Computer 
Aided Software Engineering'' (CASE)  , i s  a l so  beginning t o  sprout products, 
such as  TAGS, Cadre, and IDE. 

A common thread which runs through these disparate approaches i s  the 
idea t h a t  the form t o  be manipulated by the developer should be, not the 
software i t s e l f ,  b u t  the "formal", specification fo r  the software. 
form of t h i s  paradigm i s  expressed par t icular ly  c lear ly  by Balzer (1983)2'3. 
The mode of working resembles the current way of building microcircuitry, 
via CAD systems, and i s  so labelled in Figure 1. 

One 

THE c I A, D a APPROACH TO SOFTWARE' DEVELOPMENT 

INFORMAL REaUIREMENTS 

N T  
R E ~ U I R E M E N T S  E N 1  

SPEClFlCATlON SPECIFICATION 

- 
AOR CORRECTION 

AUTOMATED 
ACTIVITIES 

I 
I 

PERFORMANCE 
ANALYSIS. FOR 
FINE TUNING 

CONFIGURATION 
MANAGEMENT 

(SPEC @@ CODE) 
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I n  the C.A.D. way of working, as i l l u s t r a t e d  i n  F igure 1, beyond the 
gather ing and understanding o f  requirements, the  s p e c i f i c a t i o n  i s  the  
major e n t i t y  a c t u a l l y  worked wi th .  

o The s p e c i f i c a t i o n  i s  composed; 

o Software t o o l s  diagnose f o r  incompleteness and incon- 
s is tenc ies ,  and i n d i c a t e  such. The designer modi f ies 
the spec u n t i l  formal c r i t e r i a  - s a t i s f a c t i o n  o f  the 
d iagnos t ic  t o o l  s - are  met. 

o The t o o l s  may i n t e r p r e t  t he  formal spec i f i ca t i on ,  p o i n t i n g  
ou t  e r r o r s  o f  d e t a i l  which cou ld  no t  be found e a r l i e r  
(e.g. values becoming ou t  o f  range; t in i ing  e r ro rs ) .  
response, the designer mod i f ies  the spec i f i ca t i on .  

o Once i t  "works", and the pieces work together  i n  r e a l  o r  
s imulated modes, i t  i s  tuned t o  make i t  work we l l .  
Tools should measure s imulated t imings,  "dead code" 
etc.  , i n  fashions analogous t o  a mic roe lec t ron ics  C.A.D 
system's l o g i c  s imulat ion,  normal ly  performed today i n  
VLSI ch ip  design. Again, t h e  designer modi f ies the 
s p e c i f i c a t i o n  t o  meet requirements. 

o A f t e r  the  s p e c i f i c a t i o n  i s  s a t i s f a c t o r y  - and on ly  then - 
source code i s  produced (by t o o l s ) ,  and normal com- 
p i l a t i o n  and l i n k i n g  proceed; i n  e a r l y  phases o f  C.A.0 
software development, programmers must s t i l l  escor t  the  
de l  i v e r a b l  es through the process 

o f  t e s t  data may complete the  p i c tu re .  

I n  

o I n  l a t e r  stages o f  C.A.D. system development, generat ion 

A r e c u r r i n g  problem i n  t h i s  approach i s :  what cons t i t u tes  s u f f i c i e n t  
" fo rmal i t y " ,  w i t h  respect  t o  t h e  language o f  the s p e c i f i c a t i o n ?  
l i n e  of reasoning, the  i dea l  spec i f i ca t i on  language would be Engl ish.  
From a human f a c t o r s  standpoint ,  t h a t  may w e l l  be t rue; b u t  the t o o l s  
which manipulate the  s p e c i f i c a t i o n  must then deal w i t h  na tu ra l  language . 
problems as p a r t  o f  the  man/machine i n te r face ,  w i t h  respect  t o  "under- 
standing" the spec i f i ca t i on ,  and, a lso,  the mapping o f  the s p e c i f i c a t i o n  
t o  a programming language. 
l abo ra to r ies  f o r  some t i n e  t o  come. 

I n  one 

Both e f f o r t s  seem bound t o  reiiiain i n  A . I .  

The opposi te  l i n e  o f  reasoning character izes most o f  the c u r r e n t l y  a v a i l -  
ab le  products; A very  h igh  l e v e l  language i s  provided, w i t h  the i n t e n t i o n  
of gather ing a knowledge base descr ib ing  the t a r g e t  system i n  a s u f f i c i e n t l y  
r igorous  manner t o  f a c i l i t a t e  "emission" o f  e i t h e r  matching code o r  an 
in ference engine w i t h  an appropr ia te complement o f  const ructed ru les .  I n  
t h i s  approach, un for tunate ly ,  a hunian-factors problem begins t o  doiiiinate: 
no mat te r  how h igh  the l e v e l  o f  the language there comes the  moment when 
the ana lys t  o r  developer must t r a n s f e r  h i s  a t t e n t i o n  from the probleiii domain 
t o  the medium o f  expression; and the a c t i v i t y  perforined from t h a t  moment i s  
"programmi ngl' (Sliiol i a r  and Barstow, 1983) 4.  

385 



The technique proposed here i s  a bypa;.ss o f  the problem, r a t h e r  than a 
theo re t i ca l  so lu t ion .  I t  may be summarized thus ly :  

o Commit tool-development resource t o  the  cons t ruc t ion  o f  
a syntax-d i rected e d i t o r ,  which would a l l ow  m u l t i p l e  
v a r i e t i e s  of inpu t ,  as requ i red  by a human-factor ana lys is  
o f  the  given s p e c i f i c a t i o n  language. 

o Having s u f f i c i e n t l y  obscured the d e t a i l s  o f  the  language, 
w i t h  respect  t o  the  demands made on the  user, t a i l o r  the 
language w i t h  the  aim o f  a l l ow ing  an i n t e r n a l  representa- 
t i o n  which f a c i l i t a t e s  cons t ruc t i on  o f  t o o l s  w i t h  two 
major sets  o f  funct ions.  

a )  

b )  

Mapping t o  an e x i s t i n g  programming language f o r  
execut ion-t ime e f f i c i e n c y ;  

Mapping t o  a diagrammatic scheme o f  graphic 
representat ion,  t o  maximize feedback t o  the 
developer, i n  m u l t i p l e  formats f o r  human e f f i c i e n c y .  

Two impor tant  p r a c t i c a l  consequences a r i s e  from the  approach: 

o F a c i l i t a t i o n  o f  the Balzer  (1983) C.A.D. par id igm becomes 
the focus o f  t he  language design e f f o r t ,  ra the r  than the 
usual search f o r  compromises between what a man can l e a r n  
w i t h  some e f f i c i e n c y  and what a t o o l  can parse unambiguously. 

FIGURL 2 

THE "INPUTIPROCESSIOUTPUT" 
FLOWCHART, WHICH IS A GENERIC 
DESCRIPTION OF ALMOST ANY- 
THING, SAYS SOMETHING MEAN- 
INGFUL IN THE CONTEXT OF AN 
AUTOMATED DESIGN SYSTEM. IT 
SAYS, "LOOK AT EACH STAGE AS A 
SEPARATE PROBLEM, WITH A VERY 
m ~ F E f K & N T  SET OF SOLUTIONS." 

/ TO .-. DISK 
CREATE 

SPECIFICATIONS A N 0  
MOOIFV AS NEEOEO 

UTILIZE 

WHICH CAN BE DONE 
THE MANY THINGS 

MECHANICALLY WITH 
A SPECIFICATION ARE 
OESCRIBEO HEREIN 

f To DISPLAY - USER 
IN ANY OF MANY FORMATS. 
CHOSEN BY THE USER 
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ORlGIMAb P A W  tS 
OF POOR QUALITY 

o The language "disappears" from the system, i n  the sense tha t  
the input medium becomes progressively detatched from the 
comprehensive - and user modifiable - choice of o u t p u t  
displays. The  qual i ty  of the C.A.D. system, therefore,  i s  
measured more by the human-factor design of i t s  tools than 
the arguable a t t r i bu te s  of the specification language i t -  
s e l f .  
e f fec t ive  tools i s  a more t ractable  problem than the 
quest for  the Perfect Representation6. 

T h i s  wri ter  would propose tha t  the creation of 

I n  a "no-language'' model o f  a C.A.D. system fo r  software development, the 
ro l e  of human fac to r sp  rather  than a spec i f ic  representation language be- 
comes paramount. 
i s  buried i n  a syntax-directed ed i tor  which i s  par t  of the key t o  this kind 
of approach. 

The i l l u s t r a t ed  system does u t i l i z e  a "language", b u t  i t  

The heart of the package's concept (Figure 2 )  i s  t ha t  the stereotypical 
" input-process ing-output"  division actually r e f l ec t s  a meaningful s p l i t  
of necessary functions,  each with very d i f fe ren t  requirements. 

o Input has the primary requirement o f  rapidi ty ,  so tha t  ideas 
can be captured before they are  l o s t ,  and before the very 
ac t  of inputting impedes the mental/logical flow of the 
next idea. Rapidity of input may take d i f fe ren t  forms. 
While one i s  becoming famil iar  with the system's edi t ing,  
i t  should guide h i m  w i t h o u t  making h i m  worry about "correct 
rules";  because i f  i t  does tha t ,  then no matter how high 
the level, the ac t iv i ty  i s  s t i l l  programming (Smoliar and 
Barstow, 1983). After becoming famil iar ,  rapidi ty  i s ,  in 
general, fewest keystrokes possible (or ,  in a l a t e r  in- 
carnation of tools ,  fewest utterances possible). 

o Processing, on the other hand, should ca t e r  t o  the eff ic iency 
requirements of the surrounding environment. The internal 
layout of the data i s  never t o  be seen by humans; so, i t  i s  
uncompromisingly ta i lored f o r  tool performance. Speed . 
counts. A wide variety of tool support counts. B u t ,  there 
i s  no d i r ec t  human interact ion with the internal format, so 
one caters  t o  tools only. 

o O u t p u t  requirements of the package are a l so  more closely bound 
t o  human factors  than t o  the correctness of the internal 
language. O u t p u t  displays i n  a l l  forms are  feedback t o  
somebody: 
recognizable e r ror  displays,  to augment the " i n p u t "  con- 
s iderat ions described above; feedback t o  a user means the 
c leares t  possible depiction of the system's behavior, imply- 
ing a great variety of a t t r ac t ive  displays ( i  .e., docu- 
mentation) which breakdown t o  a variety of levels ,  t o  the 
ground f l o o r ,  i f  necessary. Each aspect of the system, and 
each aspect of i t s  u t i l i za t ion ,  should have i t s  own associated 
d i  spl ays. 

feedback t o  the designer may mean quickly 
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FIGURE 3 

I IiUBrlAN FACTORED 
FOR RAPIO G ~ ~ € R A T I O ~  
OF SPECIFICATION 

ROR- ILLUMINATI 
ALL -VISUALS 

---e-- 

GRAPHS - AND - LISTS 

Note, i n  passing, that the illustrations in Figures 2 and 3 could be 
legitmate outputs from a "no 'language" C,A.D.  system, FigGre 3, for 
instance, i s  a high-level "schematic" style o f  diagram, showing six 
separate components -- in this case, programs and a major data file; 
the components would each have corresponding lower-level functional 
diagrams, and the layout o f  the data file would appear i n  a tabular 
description. 

The implication of a no-language system, in this display context, is that 
a variety of outputs could be user-tailored to express or repress details, 
to cater to the particular audience, whereas a pure language-based system 
would avoid any tailoring because the display I is the language. 
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ABSTRACT Programming environments is an a 
recent origin and refers to an integrat 
of tools, such as program library, t 
tor, compiler, and debugger, in support of 
development. Understanding of programs an 
gramming has lead to automated techni 
program development. Knowledge based pr 
systems using program transformatio 
promise of automatic programming, and 
significant impact on future program 
ment methodologies. A review of recent 
ments in the area of knowledge 
programming environments, from the perspective 
of software enginnering, is presented. 

1. INTRODUCTION 

Software engineering is a discipline devote 
construction of large scale software systems. It was 
about in late sixties to address the needs of softw 
for effective management and development of so%: 
which were progressively getting larger and 

It was recognized early that computer 
facilitate the tasks of managers and deve 
model for software system life cycle identif 
requirements, design, implementation, testi 
maintenance. Early efforts for development 
tools has been directed towards support o 
of software system life cycle. However, t 
tegrated set of tools for the life 
than for a specific phase, soon became 
engineering environment refers to SUC 
for software development activity. The 
ment refers to integrated set of tools 
gram development, 'namely, the program des 
phase. 

Basic elements for a programming @nvironme~t~ include the 
program library, text editor, compiler, and debugg@r~ S 
gramming environments, such as UNIX, provide support f 
totyping, symbolic debugging, performance analysis, 
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ng. Primary objectives for a programming environ- 
litate timely development of error free programs. 

e area of programming environment continues to evolve, the 
opriately shifting from the support of low level 
tomation of low level activities and support of 

thods for design of programs [SI. Such environ- 

of development activities. At the higher level, 
vironment may be judged based on its support Q 

orate programming knowledge. 

irected programming environment [lo], the 
tax of the programming language is incorpor 
editor which provides templates for vari 

constructs. The programmer supplied text is checked 
ach construct as it is completed. This faci 
ent of error free programs, and supports a hig 
s than that of a set of characters. 

facilitates program development by enablin 
code and thereby supports timely development of 
Program libraries are language dependent. 

esign information, suitably represented, can be 
ramming languages. A library of plans, where a 

rentice System at MIT [11]. 

n rules leads to program transformation systems 
of programs [ 8 ] .  The selection of transforma- 

pplied is generally done in interactive fashion 
t is assumed that program specification is 
ram specificat'ion language. 

is a rather terse summary of excellent exposi- 
,111, the reader is referred to those articles 
he next section, we consider the acquisition of 

owledge needed to support automatic program imple- 
3 provides a view of knowledge based program- 

The last section provides a summary of the'pa- 

representation of program design information, couple 
editor provides for the support of program design i 

corporation of programing knowledge in the form of 

Knowledge of programming used in construction of a program 
is essential to transform a program specification into a program. 

isition and codification of this knowledge as a set of rules 
program synthesis is necessary to support automatic program 

lementation. This knowledge may be obtained by discovering 
g paradigms used in construction of a program. Based 
present knowledge that can be used to construct a sort 
sed on a class of sorting algorithms. 

unified view of a class of sorting algorithms leads to 
ge that can be used in synthesis of sorting algorithms. 
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It is based on the higher level transfer paradigm, recur- 
sive paradigm, divide-and-conquer paradigm which are also ap- 
plicable outside the sorting context. A set S of elements 
are to be ordered according to some specificed ordering rela- 
tion to obtains the ordered set S'. The basic divide-and- 
conquer strategy involves splitting of the S into two smaller 
sets S1 and S2, sorting S1 and S2, and then joining them in a 
manner to generate s ' .  Thus, 

SORT(S) C - 0  JOIN(SORT(SPLIT1(S)), SORT(SPLITz(S))) 

A recursive approach based on this divide-and-conquer strategy is 
now evident. The proof of correctness of the algorithm is based 
on the fact that a set with single element is sorted, and re- 
quirement that JOIN of a two sorted subsets be sorted. 

Work done by 
JOIN 

Work done by 
SPLIT 

Sing1 et on Equal size 
split split 

INSERTION MERGE 

SELECTION QUICK 

3. KNOWLEDGE BASED PROGRAMMING ENVIRONMENTS 

The programming environments considered in this section 
differ in the type of knowledge it incorporates and the degree of 
automation it supports. 

3.1 Syntax Directed Programming Environment 

The knowledge about of the syntax of programming language 
is exploited in the syntax directed programming environ- 
ments [lo]. It provides for integrated support for program edit- 
ing, execution, and debugging. The grammar of the programming 
language is embodied in a collection of templates predefined for 
all but the simplest statement types. Templates reinforce the 
view that as program is a hierarchical composition of syntactic 
objects, rather than a sequence of characters. Templates are 
generated by command, but expressions and assignment state- 
ments are inserted on per character basis. 
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Each time a template or a phrase is inserted, the code is 
generated. This allows the execution to follow editing without 
delay. Thus, incomplete programs are executable and hence program 
development and testing can go hand in hand. Since the tem- 
plates are predefined, there is no possibility of error in 
templates. The user typed text is checked immediately since the 
parser is invoked by the editor on a,phrase-by-phrase basis. 

The templates correspond to abstract computational units; 
because they are both inserted and manipulated as units, 
the process of programming begins and continues at a high level 
of abstraction; the user is never mired in the syntactic detail. 
At runtime, templates provide a framework for the struc- 
tured, single-step debugging facility. Thus templates, provide a 
unified view of both static and dynamic program structure. 

3.2 Programmer's Apprentice 

The programmer's apprentice project at MIT is involved in 
development of programming assistant system. The PA system 
assists the programmer in the program development. It allows the 
programmer to build up a program from prototypical fragments, and 
to modify a program in terms of its logical structure. The pro- 
grammer does not have to work through the PA system. The PA 
when used serves truely as a assistant. In order to be help- 
ful, the system must understand the programming process. The 
basis of this understanding is a representation for a program, 
called a plan, and knowledge about programming. 

A plan contains data flow as well control flow. The basic 
unit of a plan is a segment which corresponds to a unit of 
computation. Each segment has a number of input ports and a 
number of output ports which specify the input values it 
receives and output values it produces. A set of specifications 
associated with each segment gives pre-conditions which must be 
true for the segment to execute properly, and post-conditions 
which hold true after the segment is executed. 

The plan library is a collection of plans for common 
algorithmic fragments. These correspond to expressions, complex 
predicates, conditional expressions, and loops. In addition, 
more common programming cliche such as successive approximation, 
equality within epsilon, average, counting up, etc.. Each 
fragment has a name, and each has named roles which may be 
unfilled. The plan library is different from conventional 
program library in that it is independent of programming 
language, and a plan may be realized as code in many different 
ways. 

The system consists of the analyzer - a program which con- 
structs plan from a given program text, the coder - creates pro- 
gram from a given plan, the drawer - provides a graphical 
representation of a plan, the plan library - contains program 
fragments represented as plans, and the plan editor - allows 
modification of a program by modifying its plan. 
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3.3 Program Transformation Systems 

An excellent overview of program transformation system is 
given in 181. In the transformation approach to automatic 
programming development, it is assumed that the program 
specification is given in some suitable specification language. 
Hence the program specification itself may be viewed as a 
program in the specification language. A transformation T ap- 
plied to a program P results in a new program PI. Program 
development is then viewed as application of appropriate set 
of transformations to the program specification. We note 
that P' may be a program in the same language as P, as would 
be the case for an optimizing transformation. And a 
transformation must preserve correctness in that it must faith- 
fuly implement P. 

Transformation systems typically use a catalogue of 
transformations. The selection of transformation may be 
automatic or may be made in interactive fashion. Transformation 
systems are used for program modification, program synthesis, 
program adaptation, or program description. 

The transformation rules may be local and relate to language 
constructs, algebraic properties of these constructs, or 
application domain. Or these rules may be global and relate to 
flow analysis, consistency checks, or representation of 
programming paradigms. There are also rules that codify 
programming knowledge such as FOLD, UNFOLD rules, which are 
neither global nor local but represent implementation detail. 

4. CONCLUSION 

The goal of automatic programming still remains a distant 
one. General purpose systems provide flexibility while systems 
with restricted domain of applicability can be more powerful. 
Judicious incorporation of programming knowledgk into pro- 
gramming environments can significantly enhance the capability 
for the development of error free programs and improve the pro- 
grammer productivity. 
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This paper addresses the knowledge engineering and rapid prototyping phases of an expert system that hoes 
fault handling for a Solid Amine. Water Desorbed (SAWD) C02 removal assembly for the Environmental 
Control & Life Support System (ECLSS) for space-based platform. The knowledge acquisition phase foh, 
this project was interesting because it could not follow the "textbook" examples. As Q result of this, Q 

variety of methods were used during the knowledge acquisition task. The use of rapid prototyping and the 
need for a flexible prototype suggested certain types of kxowledge representation. By combining various 
techniques, a representative subset of faulfs and a method for handling those faults was achieved. Our 
experiences should prove useful for developing future fault handling expert systems under similar 
constraints. 

ion 
describes the knowledge acquisition and rapid prototyping phases for the Atmosphere Revitalization Group 

Expert System (ARGES). The work was supported by Martin Marietta Denver Aerospace Independent Research and 
Development task D-47S. The expert system does fault detection and diagnosis for a CO;? removal assembly within 
an Environmental Control & Life Support System (ECLSS) 1171. The project is interesting because we were not 
able to follow the usual wledge acquistion requirements of dealing with a well understood knowledge domain and 
having experts in the domain readily available. Although this caused some problems, we were able to develop an 
expert system while gaining valuable experience in the knowledge acquisition and rapid prototyping processes. This 
paper explains why we were not able to follow the usual requirements, describes the knowledge acquisition and rapid 
prototyping process we did use, gives a summary of the lessons we learned, offers suggestions for similar projects, 
and discusses future directions for this work. 

Two commonly agreed upon prerequisites for expert system development are that the knowledge domain be well 
understood and that the experts in the domain and the knowledge engineers work closely together [Z, 41. We were not 
able to strictly abide by either of these for the reasons described below. 

1. The CQ2 removal assembly is a Solid Amine, Water Desorbed (SAWI)) assembly developed by Hamilton 
Standard, Inc. The prototype was being developed by Hamilton Standard during the knowledge acquisition phase, 
resulting in several changes to the assembly design details during that phase. 

2. The prototype we were using for the expert system, SAWD 11, was being developed from an earlier version, 
SAWD I. Although there were experts on the operation of SAWD I and the theoretical operation of S A W  11, 
there were no experts on fault detection and diagnosis for SAWD 11. We had to deduce most of this knowledge 
with the help of the experts. 

3. The Hamilton Standard ECLSS experts, located in Windsor Locks, Connecticut, were busy developing 
SAWD II and the knowledge engineers were in Denver, Colorodo. Thus, the experts were not readily available 
to the knowledge engineers. 

4. The operation of SA I1 would affect and be affected by its interaction with other ECLSS assemblies. We 
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needed to incluck some of these effects in the expert system but the interactions were not fully understood 

5. The expert system would have to process telemetry data from S A W  II. However, because SAWD I1 had 
not been built and tested, we didn't have any samples of that data. Thus, we didn't know what would be "typical" 
deviations for each SAWD I1 parameter during normal operation (e.g. the size and frequency of fluctuations, etc). 

The following sections of the paper discuss the methods developed for dealing with these problems. 

The Knowledge Acquisition and Rapid Prototyping Processes 

This section describes the knowledge acquisition and rapid prototyping processes by giving a chronological summary 
of what was done and why it was done. The summary describes how we acquired our knowledge of SAWD II, how 
we chose an architecture for the prototype, and how it was revised based on feedback from the experts at Hamilton 
Standard 

Domain Selection 

The initial intent of this project was to develop an expert system within ECLSS, with the Atmosphere 
Revitalization Group (ARG) identified as having a likely set of candidates. From this point, prior to our initial 
meeting with Hamilton Standard, we examined the literature available on various assemblies (C% removal, (2% 
reduction and 02 generation) within the ARG [3, 6, 11, 181. This gave us initial insight about the domain 
candidates, making certain that the questions we then asked the experts were knowledgeable. Because of the effort and 
expense involved in setting up meetings between such widely separated groups, it was imbrtant to maximize the 
time that was available. In addition, we read about other expert systems done in the EGLSS area [lo, 151 to identify 
some of their benefits and limitations, with the intention of being able to overcome the latter while retaining the 
former. 

At that first meeting, we reviewed the ARG assemblies as well as an assembly for waste water reclamation. The 
project managers for each assembly gave a presentation on it, after which we discussed what might be an appropriate 
application for an expert system dealing with that assembly. Because of the relative complexity of their SAWD I1 
C02 removal assembly, and after examining the capabilities of the assembly controller, we determined that we could 
enhance the fault handling capability for that assembly with the use of an expert system. 

Initial Knowledge Acquisition 

We acquired some additioaal information from Hamilton Standard specific to the SAWD I1 assembly, again 
preparing as much as possible ahead of time for the next face-to-face discussion. We then held a meeting with 
Hamilton Standard and were given a description of how the SAWD I1 assembly would operate based on its current 
design. At that meeting we requested some sample SAWD I1 faults and the effects (symptoms) of those faults on 
SAWD 11. They gave us a summary of the effects of seven major faults and a Failure Mode and Effects Analysis 
(FMEA). 

Various papers had given us a good idea of how SAWD I worked [3, 111 and how SAWD I1 was meant to 
operate 161, but SAWD I1 was to be sufficiently different from SAWD I that we couldn't rely on our understanding 
being exactly correct. The FMEA wasn't of much use as far as specific information because as hardware development 
proceeded Fh4EAs would quickly become outdated. However, it and the summary of seven faults did give us an idea 
of the type of reasoning the expert system would have to do, that is, it made us realize that the expert system could 
deduce faults from SAWD I1 sensorbformation using if-then type rules. This is something we had already realized 
from our knowledge of fault handling and the papers we read about fault handling expert systems [ 10, 12, 13, 161, 
but it was nice to see it confirmed. We had also read some papers on causal model reasoning and considered using it 
in the expert system. So, at this point we had two general ideas for the knowledge representation and the reasoning 
process for the expert system The first was a rule-based approach in which if-then type rules would reason by 
forward-chaining from sensor information to symptoms and fmally to faults. This is a fairly simple paradigm that is 
well understood and has proven useful. Rules infer symptoms from SAWD I1 sensor information and other rules 
infer faults from patterns of symptoms. We also thought it would be possible to make use of backward-chaining or 
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goal-directed reasoning. That is, rules would consider a fault as a possibility, reason backwards to the symptoms 
necessary for that fault to exist and then look for sensor information that would be necessary for the symptoms to 
exist. The second idea was a causal model approach in which a qualitative or quantitative model of SAWD I1 would 
be used. Although this approach is still an area of research, it has been used with success [l, 12,141. 

We decided to use a forward-chaining rule-based approach for the prototype. The reasons for this choice are as 
follows: 

1. We understood it best and it seemed to fit the type of knowledge we had at that point ("if-then" rules are used 
to represent a wide variety of knowledge, probably because people can easily express their knowledge in that 
format). The F'MEA and the fault summary indicated that the SAWD II fault handling knowledge could be 
formalized as essentially independent modules of knowledge each consisting of a fault and a set of symptoms 
that indicate the fault. Rules are good for representing this type of knowledge because they are modular and 
independent [8]. We chose forward-chaining [SI because all the available information would be present in 
ARGES; that information would be sent from S A W  I1 and other assemblies to ARGES via a data network. 

2. SAVVD I1 was going to undergo many changes before the final version so that any expert system we 
developed would have to be easily modifiable and expandable. A rule-based system would be much easier to 
modify and expand than a model-based system 181. 

3. We wanted to get a prototype running quickly as a "proof of concept" and the rule-based approach would be 
the quickest of the two. 

4. We could implement the model based reasoning later as an extension to the rule-based reasoning. This 
seems to make sense when a human expert's problem solving technique is considered. When faced with a 
problem to solve, humans usually attempt to use heuristics (rules of thumb or surface knowledge) first. These 
heuristics are rules they have learned from experience. When those rules fail, the human relies on their model of 
the situation (Le., deep knowledge). The latter is usually a more complicated process taking more time. 

EA and Knowledge Base 

After deciding on the rule-based approach for the prototype, we chose 12 typical S A W  I1 faults and wrote a 
document that contained those faults and the symptoms we thought would occur as a result of each fault. We 
deduced the symptoms from our mental models of how SAWD I1 should work. This is not the normal way that 
knowledge engineering is done; the experts usually have this knowledge and the knowledge acquisition process 
involves formalizing that knowledge. Because of the peculiarities of our situation we had to deduce the knowledge and 
submit it to the experts for review and confmation. 

After the first iteration of this EMEA we developed a prototype knowledge base and an experimental explanation 
facility for the faults in the FMEA. The knowledge base consists of rules that build a dependency network of the 
chain of reasoning used to diagnose a fault. This is a network of nodes, each node being connected to all the nodes 
on which it depends. The explanation facility we developed is a Lisp procedure that traverses the network backwards 
from the fault to each antecedent node, printing out text that explains the step in the reasoning represented by the 
node. The explanation was designed so the operator could choose the desired level of explanation; that is, the extent 
of the chain of inference to be explained. 

We experimented with another method of doing the explanation. Instead of using a network, this method used 
rules to chain backwards from the fault to the antecedents; it was essentially the knowledge base in reverse. We used 
the network approach because it was more run-time efficient (though less space efficient) than the rule approach and 
we were snore concerned with time efficiency than space efficiency. Also, the space efficiency advantage of the rule 
method was not significant because some of the information held in the network nodes would have to be held in 
memory by the rule method. Thus, the rule approach would require at least a partial network. Also, the ARGES 
explanation process was a procedural process and such things are better done in a procedural language rather than a 
rule-based language. 
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To set up the rule base we drew a map of the network the FMEA would build i 
rules. This was actually twelve maps; one for each fauk The first map we 
recognized as symptoms by the left-hand sides of the rules and the faults asserted by th 
fault network nodes were connected to as many as seven symptom nodes. We dec 
understand, when explained, if we could summarize some of the symptoms in 
symptom. We called these ~ t e ~ a t e  symptoms. 

~ t e r m ~ ~ a t e  sympto 
II. TheBoschis 

consider the effect of S 
ample: it combines H2 and the C 

reduces them to H20 and Carbon. If a fault occurs in S A W  I1 which allows excess 0 2  to be sent to the Bosch the 
two symptoms occur: the osch rate of expulsion of excess gas wi 
decrease (other faults can cause one or the other of these symptoms to occur alone). We summarized these two 
symptom as the intermediate symptom "the C% reduction flow is impure". 

The knowledge base makes inferences on three levells as follows: 

I. If certain sensor readings are present then infer a particular symptom. 

2. If certain symptoms are present then infer a particular intermediate symptom. 

3. If certain symptoms andlor interne ate symptoms are present then infer a particular fault. 

We could have done all the reaso y using only level 1 and 3 but the interne~a~e s 
together symptoms that were related. This he1 ils a sort of cognitive su 

~xplanation in a way that is easier to u n ~ ~ ~ ~ .  

After completing this first FMEA 
was interesting and informative for us b 
about our MEA. They were trying to deci 
fault-derived approach. To do this they made 
SAWD I1 should work, so we learned a lot 
asked if we shouldn't e using a symptom-de~v 
that could cause eac symptom. We deci 

icular fault and might not be as efficie 
int. Therefore, we stayed with the fault- 

In addition to this meeting as a method of acquiring knowledge, we also had a Ha 
scientist working with us in Denver for about three months. She had writLen most of the 
software so she was able to answer questions about the coneroller operation and capabilities. 
not an expert at S A W  I1 fault handling, she was helpful in our understanding of ho 
deducing the symptoms that would exist for each fault. However, the review by the 
essential. 

As a result of these discussions we realized that most of the faults would be d slow drifting of sensors 
or the accumulated effects of the gradual failure of some other component. We both of these fault sets 
together and called them drift faults. The faults that happened quickly (which we called step faults) would be detected 
by the SAWD 11 controller when the fault caused a parameter to reach a c 
eventually cause some SAWD II parameter to reach a critical value and the 
system down. So, ARGES would have to do the following: 

1. Monitor the S A W  I1 data. 

2. Diagnose the fault when a step fault caused SAWD II shutdown. 

3. Trend the data and watch for drift faults. 
398 



4. Diagnose the drift faults. 

We talked to several people about how we should do the trending in ARGES and had almost as many opinions 
as the number of people we talked to. It was difficult to know the correct mathematical method needed because we 
didn't know the form of the data, we were not statisticians and we had no data from SAWD II (it hadn't even been 
built at that time) so we had no good idea of the variations in the data the expert system would be getting (size and 
frequency of fluctuations, e&.). We just had some vague guidelines such as knowing that the size of the SAWD I1 
environment would affect the form of the data by dampening fluctuations in the carbon dioxide level, but we didn't 
know how great the effect would be. We finally decided on doing a linear least-squares fit of the data points and then 
just comparing the slopes of the resulting fits. 

Intermediate Knowledge Acquisition 

This included another meeting between the knowledge engineers and the experts, as well as several rounds of 
questions and answers carried out via telefax and telephone calls. This process clearly identified some of the 
limitations of performing knowledge acquisition "remotely" as opposed to in actual meetings. When transmitting via 
telefax or using the mail to send questions and €eedback, there is the delay in writing up the questiondinformation, 
the concern about trying to eliminate any ambiguity, and the problem that some ambiguity invariably remains. By 
not having "real-time" interaction, effort can be misdirected and serious delays result. Telephone calls, while 
providing real-time interaction, can involve difficulties in actually getting a hold of a person (the dreaded game of 
"phone tag"). In addition, it restricts one to the verbal medium for getting ideas across, which can often be limiting. 
Also, it provides scant time for mulling over a question or answer, resulting in the frustration of remembering 
questions or details five minutes or two hours after the conversation, which requires the process to begin anew. 

Despite these difficulties, we were able to continually update our knowledge base to incorporate the current 
knowledge and philosophy of both normal and faulty SAWD I1 operation. This process demonstrated the necessity of 
using a flexible and easily modifiable representation of knowledge during the rapid prototyping phase. It also showed 
the utility of representing as much knowledge as possible, even when that knowledge is "best guess", so that the 
general amount and format of knowledge is known. It is easier to modify the specific value of a piece of knowledge 
once it becomes known, in the meantime using the best guess for preliminary testing and debugging, than to later on 
attempt to integrate a new and unforseen piece of howledge which may alter the reasoning process and thus require 
major restructuring of the knowledge base. 

Lessons Learned and Suggestions For Expert System Development 

1. As a result of our knowledge acquisition experience, we conclude that the most effective and efficient method 
of knowledge acquisition that we tried was meeting with several experts at one time. This is especially me in a 
situation like ours because S A W  I1 was not finished, and having several people present should increase the 
chances of getting correct information (e.g., often one person will think of something that others-miss). 
Getting feedback from the experts via telefax and/or mail suffices for minor feedback but we do not recommend 
it for the bulk of the interaction since it is possible that valuable time can be wasted waiting for responses to be 
written up and sent. 

We suggest that there be time in between meetings so both sides are able to digest information. and think; 
knowledge engineering can be an intense process and it is crucial that a correct understanding be gained by the 
knowledge engineers. When the experts are located a long distance from the knowledge engineers, the meetings 
should probably go for several days with at least the evenings free. Free time will allow each person to think 
privately about what has occurred in the meetings. This can get to be expensive but we think it will prove 
more cost effective in the long run because it will allow the problem to be more thoroughly thought out in the 
beginning so that many mistakes can be avoided. When the experts are located close to the knowledge 
engineers, we suggest several meetings with day-long breaks in between. 

We also suggest that one knowledge engineer travels to the site a day or so ahead of the main meetings to brief I 
the experts about what the knowledge engineers need or send a written briefing ahead of time (and make sure the 
experts read it). This shouldn't be done too far in advance because the experts are busy with their own work and 
will easily forget what they were told. This pre-meeting briefing will allow the experts to understand what is 
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needed from them and to formulate an approach to take in presenting their knowledge. 

2. Make sure the people you are talking to are the real experts and talk to them directly. If the real experts are 
not available from the start of the knowledge acquisition process, significant changes may have to be made later. 
If you have to communicate with the experts through layers of management, miscommunication and time delays 
will most likely take their tolls. 

3. In our situation, when the formalized expert knowledge (the EMEA) was reviewed by the experts, they not 
only changed the knowledge but also came up with new ways that the knowledge should be used (trend analysis 
of the data and the control of the reasoning process). This happened after the first iteration of the prototype and 
again after the second iteration. Because we chose a flexible rule-based approach to code the knowledge, neither 
change caused a major rewrite of the prototype. The lesson is keep the prototype flexible. The rule-based 

4. It greatly facilitates things to find out as soon as possible at least the type and format of all the information 
that will be available eo the expert system. This helps the reasoning process to plan for that information and 
also allows the knowledge base to incoqmrate "slots" for that knowledge in its structure. It also is helpful to get 
a best guess for any information still unknown, this enables reasonable testing and debugging to be done in 
early iterations of the expert system, with the ability to plug in "real" values as they become known. 

5. There were at least two parts of the reasoning process that we didn't know for sure how to do correctly: the 
trending and the comparisons of the trend slopes. We thought about these things but were pressed for time so 
we implemented temporary solutions and deferred the real solutions until later. This allowed us to get a system 
up and running to evaluate the concept. Don't be afraid to defer parts of the problem. 

6. We used a language developed internally at Martin Marietta for the rule base. It is called HAPS (Hierarchical, 
Augmentable Production System) and is an OPS-like language. We used it because we had access to the source 
code, it seemed to fit the problem as we saw it for our prototype and we didn't see any sense in spending a large 
amount of money on another language or expert system shell until we had a better idea of the final expert 
system architecture (e.g. would non-monotonic reasoning be needed, would the knowledge be expressed mainly 
in a rule base or would it be mainly model based, e&). The expert system shells available may be general 
enough to solve many problems but if a shell has a lot of features that a particular application does not need, 
then it is carrying a lot of overhead and cost. We think it is best not to make a premature choice of a language 
or shell. There are many public domain or inexpensive versions of OPS 5 that can be used in the same way as 
we used HAPS, Le. for the prototype. When the problem is well understood, you can choose a language that 
better fits the problem. 

7. We used Symbolics-Lisp for the control part of the expert system and the user interface. The program 
development was done on Symbolics 3670s and LMI Lambdas. These are computers dedicated to the Lisp 
language and have excellent AI development environments. We would highly recommend using these or similar 
machines if cireumstances permit. 

8. The architecture we used for the expert system may be useful for the prototype development of other fault 
handling expert sytems. It is a simple, flexible design that will allow the knowledge engineers to better 
understand the problem they are working with and allow them to have a working version done quickly to show 
the experts. 

9. We spoke earlier of the concurrent development of the expert system and SAWD I1 as a problem. It is a 
problem when viewed from the viewpoint of "traditional" expert system development. However, concurrent 
development can be an advantage because the expert system development could influence the application design 
and development. In the future, such developments should probably be done as one. 

10. The expert knowledge required for an expert system often contains proprietary information 171. If the 
experts and the knowledge engineers are from separate companies, this could be a fatal problem. The issue 
should be discussed and a solution to the problem agreed on before knowledge engineering begins. Also, the 
decision should be written into a contract between the two companies. 
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Current Status and Future Directions 

The control and the drift fault rule base have been written and partially tested The final drift fault rule base has 
the same basic form as the prototype but the knowledge contained in the rules has changed and it reasons from trended 
data unlike the prototype (it reasoned from untrended data). A revised version of the same explanation is being used 
which incorporates the same basic idea as the original explanation but has a greatly improved text display. 

When ARGES becomes more sophisticated it might have to handle faults requiring operator input; then we 
might need to use backward-chaining [5] .  This might be the case in which the forward-chaining rules have failed so 
ARGES has to hypothesize possible faults based on the information it has and then backward chain to determine 
other information it might need in order to verify a possible fault or choose one of several. It would then query the 
operator for the information. 

As mentioned earlier, another diagnosis technique that could be used when the forward-chaining rules fail is 
model-based reasoning. We may even be able to integrate rule- and model-based reasoning in a more effective way 
than this. Recent work in this fieId can be found in the references [l, 12, 141, 

Our current method of trending is to do a linear least-squares fit of data points and comparing the slopes of the 
fits. We aren't convinced of the correctness of that method. However, we now have a contact at Carnegie Mellon 
University who has quite a bit of experience doing this sort of trend analysis and who has recommended a more 
correct method. 

We plan to have a second rule base that diagnoses the step faults. ARGES would then watch for a message sent 
from the SAWD I1 controller that would indicate a step fault had occurred, put SAWD I1 data in working memory and 
invoke the step fault rule base. This will be very much like the drift fault rule base except it will recognize 
symptoms by comparing sensor values to the expected values; the drift fault rule base recognizes symptoms by 
comparing sensor trends. Also, the step fault rule base may have to be able to reason using partial data since SAWD 
II may be shut down before a full set of data is received. 

If our drift fault rule base grows large, the time needed to do a linear least-squares fit of the data could become 
significant. In that case, we plan to modify the expert system control so that it narrows down the set of possible 
faults before trend analysis is done. This might be done by looking for symptoms that show up quickly but do not 
allow isolation of the fault. 
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The proposed common module thermal con t ro l  system f o r  the  space s ta t ion  
is designed t o  i n t e g r a t e  thermal d i s t r i b u t i o n  and thermal con t ro l  funct ions i n  
order  t o  t r anspor t  hea t  and provide environmental temperature cont ro l  through 
the common module. When the thermal system is operat ing i n  an off-normal 
state, due t o  component f a u l t s ,  an i n t e l l i g e n t  c o n t r o l l e r  is  ca l l ed  upon t o  
diagnose the f a u l t  type, i d e n t i f y  the  f a u l t  loca t ion  and determine the appro- 
p r i a t e  cont ro l  ac t ion  required t o  isolate the f a u l t y  componente T h i s  paper is 
introducing a methodology f o r  f a u l t  diagnosis  based upon a combination of 
s i g n a l  redundancy techniques and fuzzy logic ,  An exper t  system u t i l i z e s  
p a r i t y  space representa t ion  and ana ly t i c  redundancy to der ive  f a u l t  symptoms 
the aggregate of which is assessed by a multivalued rule-based system. A 
subscale laboratory model of the  thermal con t ro l  system designed by Boeing 
Aerospace Company is used as the testbed f o r  t he  study, 

The common module Thermal Control System (TCS) f o r  the space s t a t i o n  is 
designed to  i n t e g r a t e  thermal d i s t r i b u t i o n  and thermal con t ro l  funct ions i n  
order  to  t r anspor t  hea t  and provide environmental temperature cont ro l  through 
the common module, 

A c l a s s i c a l  hierarchical c o n t r o l l e r  has been designed t o  direct  the Eluid 
f l o w  so as t o  remove excess hea t  and maintain an equi l ibr ium such t h a t  the 
temperatures a t  certain spec i f i ed  poin ts  i n  the network take on prescribed 
valuese To achieve t h i s  object ive,  the  ava i l ab le  con t ro l  inputs  are the  
o v e r a l l  f l u i d  mass flow rate and the r e l a t i v e  closures of c e r t a i n  bypass 
valves,  The ava i l ab le  outputs  cons i s t  of flow rates and temperatures measured 
a t  s eve ra l  po in ts  i n  the network. 

I n  addi t ion  t o  the optimum cont ro l  s t r a t egy ,  a lgori thmic approaches have 
been developed, both conventional and AI-based, t o  diagnose select f a u l t  
condi t ions i n  the  TCS, determine best estimates of monitored process var iable  
data, i den t i fy  the type oE f a u l t  and its loca t ion  i n  the  thermal loop, and 
provide appropr ia te  s t a t u s  reports  about means f o r  i s o l a t i n g  f a u l t y  components 
to  the maintenance module with minimum d i s rup t ion  t o  t h e  "normal" TCS 
functions.  
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I n  the opera t ion  of t h e  TCS, i n t e r p r e t i n g  and r epor t ing  t o  a l a r g e  
quan t i ty  of real t i m e  data is' a cha l lenging  t a sk ,  p a r t i c u l a r l y  under o f f -  
normal condi t ions ,  The t imely d e t e c t i o n  OP f a u l t  condi t ions  and t h e  i s o l a t i o n  
of f a u l t y  components is a t a s k  of paramount importance i f  t he  ope ra t iona l  
i n t e g r i t y  of the system is t o  be maintained. 

The e x p e r t  system FDIC ( F a u l t  Diagnost ics  and I n t e l l i g e n t  Cont ro l )  has  
been developed t o  assist i n  determining t h e  type of a f a u l t ,  i t s  p r e c i s e  
loca t ion  i n  t h e  TCS conf igura t ion ,  and sugges t  means f o r  i s o l a t i n g  f a u l t y  
components. 

The I n t e l l i g e n t  Con t ro l l e r  ( I C )  i n t e r a c t s  and works harmoniously with the  
h i e r a r c h i c a l  c o n t r o l l e r  to  .maintain system i n t e g r i t y .  

The goa ls  of the I C  des ign  are t o  develop a f a u l t  d e t e c t i o n  and i s o l a t i o n  
scheme which 

e Maximizes t h e  s e n s i t i v i t y  to  component f a i l u r e  de t ec t ion ,  and 

a Minimizes the  rate of f a i l u r e  de t ec t ion - fa l se  alarms. 

Usually these  two design goals  involve c o n f l i c t i n g  cri teria and t h e  I C  design 
is c a l l e d  upon t o  opt imize the  trade-off.  

Curren t  p r a c t i c e s  i n  t h e  area of sensor  s i g n a l  va l ida t ion ,  f a u l t  
de tec t ion ,  and i s o l a t i o n  are l imi t ed  t o  a few r a t h e r  rudimentary techniques 
t h a t  r e ly ,  €or the  most p a r t ,  on process  symmetry c h a r a c t e r i s t i c s  and phys ica l  
o r  a n a l y t i c  redundancy of observables.  The proposed methodology incorpora tes  
novel a n a l y t i c a l  approaches and i n t e l l i g e n t  a lgor i thms which guarantee its 
s e n s i t i v i t y  t o  s u b t l e  f a i l u r e  modes ' t h a t  are t r a n s p a r e n t  t o  most c u r r e n t  
techniques,  o f f e r ,  through a n a l y t i c  redundancy, a cos t - e f f ec t ive  a l t e r n a t i v e  
t o  a d d i t i o n a l  sensor  hardware, a l low €or  d e t e c t i o n  of nonsensor components, 
provide acceptab le  f a u l t  i s o l a t i o n  r e so lu t ion ,  and a s s u r e  robustness  t o  false 
alarming. 

Basic Wethodology 

Figure 1 d e p i c t s ,  i n  block-diagrammatic form, t h e  o v e r a l l  i n t e l l i g e n t  
c o n t r o l  philosophy. The system o r  thermal c o n t r o l  process  is viewed t o  
c o n s i s t  of the  TCS and t h e  h i e r a r c h i c a l  c o n t r o l l e r  with t h e i r  combined 
ob jec t ive  d i r e c t e d  towards achieving s p e c i f i e d  c o n t r o l  goals  under normal 
ope ra t ing  condi t ions .  Temperature, f l o w ,  and p res su re  sensors  provide,  
through t h e  d a t a  management system, s t a t u s  information t o  the  I C  €or  a l l  
important  process  var iab les .  Con t ro l l e r  command s i g n a l s  are a l s o  provided t o  
the  I C  d i r e c t l y  from the  h i e r a r c h i c a l  c o n t r o l l e r .  On the basis of a v a i l a b l e  
information, t h e  I C  calls upon a t r i g g e r i n g  module t o  i n i t i a t e  t he  data 
v a l i d a t i o n / f a u l t  d e t e c t i o n  rout ines ;  upon i d e n t i f i c a t i o n  of a f a u l t ,  it 
produces a s t a t u s  r e p o r t  d e t a i l i n g  t h e  f a u l t  type, i ts  loca t ion ,  and such 
p e r t i n e n t  information as the  degree of s e v e r i t y  of t he  p a r t i c u l a r  f a i l u r e  
inc ident ;  it f i n a l l y  decides  as t o  what appropr i a t e  measures must be taken t o  
isolate e f f e c t i v e l y  t h e  f a u l t  component. 
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Figure 2 is a schematic rep resen ta t ion  of a subsca le  thermal c o n t r o l  
system (STCS) s p e c i a l l y  designed and cons t ruc ted  by Boeing Aerospace Co. to  
demonstrate proof-of-concept f e a s i b i l i t y .  Three pipe segments and fou r  valves 
were i d e n t i f i e d  as "components" that may be subjec ted  to  a f a i l u r e  mode- 
a leaky p ipe  segment and a s t i c k i n g  valve. They were chosen t o  r ep resen t  
t y p i c a l  p ip ing  and valving conf igura t ions  i n  tkie STCS network. The de tec t ion  
methodology may be e a s i l y  extended t o  inc lude  any number of components as 
f a i l u r e  candidates  as long as a s u f f i c i e n t  amount of e i t h e r  d i r e c t  or a n a l y t i c  
measurements, is a v a i l a b l e  a t  the end nodes of each component. 

Basic assumptions concerning t h e  a p p l i c a t i o n  of t he  proposed methodology 
t o  the STCS may be summarized as: it is  assumed t h a t  a l l  sensors  are 
performing w i t h  z e ro  p r o b a b i l i t y  of a f a u l t y  ind ica t ion .  Sensor accurac ies ,  
as specified by the manufacturers,  have been considered i n  p r i o r i t i z i n g  and 
s e l e c t i n g  a n a l y t i c a l  measurements f o r  redundancy purposes, as w e l l  as i n  
e s t ima t ing  measurement errors. Component f a i l u r e s  are assumed t o  be of the 
s ingle-poin t  type and d e t e c t i o n  to  t h e  l e v e l  of a component can be guaranteed 
only f o r  the first fa i lure  i n  the system. All p e r t i n e n t  data are taken i n  the 
immediate v i c i n i t y  of a component and, therefore, t i m e  de lays  and data 
sampling rates are assumed t o  be negl ig ib le .  F ina l ly ,  it is  assumed that 
sensor  noise  p r o b a b i l i t y  d e n s i t y  func t ions  are uniform w i t h  z e ro  bias errors. 

The Intelligent Controller 

Figure 3 is a block diagram of the major modules comprising the expe r t  
system FDIC. 

I t  is  of i n t e r e s t  tha t  t h e  F a u l t  Detect ion and I s o l a t i o n  program be 
i n i t i a t e d  only when some evidence is p r e s e n t  which implies the poss ib l e  
f a i l u r e  of a system component. Such t r i g g e r i n g  of the f a u l t  de t ec t ion  
rou t ines  r e s u l t s  i n  s u b s t a n t i a l  computational savings and improves the relia- 
b i l i t y  of the a lgor i thm by reducing the frequency of the f a l s e  alarms. 

Tr igger ing  for a leaky p ipe  is i n i t i a t e d  by t w o  mechanisms: the f i r s t  
one is based upon the fact that  c o n t r o l l e r  command s i g n a l s  are presumed t o  
remain unchanged whenever the STCS maintains a s teady  state s t a t u s .  The 
second tr igger mechanism relies upon the d e t e c t i o n  of f l u i d  f low through the  
accumulation (make-up water) tank. Under t r a n s i e n t  condi t ions ,  only the make- 
up tank scheme may be used as a t r i g g e r i n g  mechanism. 

A motorized valve may remain a t  a c e r t a i n  p o s i t i o n  although a command 
s i g n a l  is  a t tempt ing  to change its s e t t i n g .  An obvious t r i g g e r i n g  mechanism 
f o r  a s tuck  valve involves  i n i t i a t i o n  of the f a u l t  d e t e c t i o n  rou t ine  whenever 
a change i n  valve p o s i t i o n  command is issued. Other t r i g g e r i n g  mechanisms 
under cons idera t ion  refer to  i d e n t i f i c a t i o n  of off-optimal s e t t i n g s  €or  the 
loop f l o w  rate whenever the thermal system is  fau l ted .  

SEVA (SEnsor VAlidation) uses s i g n a l  redundancy i n  a modified vers ion of 
the p a r i t y  space a lgor i thm f o r  s i g n a l  v a l i d a t i o n  developed by the Charles 
Stark Draper Labora tor ies  11 I .  The v a l i d a t i o n  procedure compares each reading 
t o  a l l  o t h e r  l i k e  readings.  The "best" estimate from a set of good 
measurements is def ined  as that value which g ives  the minimum of a p a r t i c u l a r  
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func t ion  of t h e  measurements. Where more than  the minimum number of measure- 
ments is ava i l ab le ,  t he  "best" estimate is taken i n  the least squares  sense,  
i.e., it is that  value which minimizes the square  of the length  of the 
measurement error vector.  

The tasks of the sensor  va l ida t ion  program are t o  c a l c u l a t e  t he  a n a l y t i c  
measurement values,  a t  each measurement poin t ,  which are needed to ob ta in  the 
"best" estimate of the measured var iable .  A measurement p o i n t  is defined t o  
be the beginning or t h e  end node of a leaky p ipe  segment and the immediate 
environment of a s tuck  valve. Furthermore, SEVA determines the  normal error 
bounds f o r  t he  measured v a r i a b l e s  and eva lua te s  t h e  f i n a l  component measure- 
ment va r i ab le s  and their corresponding e r r o r  bounds which e n t e r  t h e  Eaul t  
d e t e c t i o n  algorithm. 

An a n a l y t i c  measurement is expressed as some func t iona l  dependence on 
values  of va r i ab le s ,  which are obtained from process  measurements. The lat ter 
are always associated wi th  measurement u n c e r t a i n t i e s  and bias errorso I n  
general ,  an  a n a l y t i c  measurement may be expressed as f ( x l , x 2 ~ ~ e o ~ x  1- 

I f  zX , B ~  , . . . ,E 
m e n t ~ l x , , 8 ~ , .  ..,xn, then a Taylor 's  series expansion g ives  

n 

are the error bounds corresponding t o  the direct measure- 
X 

n 

1 
n * Ex f ( x ,  f EX . e . ,  x n 1 

f o e m  
af  = f(XlrX2,*O.,X 1 * E - a f  * e  - 

x1 x2 n 

- a f  f ( 0 P  * axn 

Thus, the  a n a l y t i c  measurement error, E , may be expressed as f 

A conserva t ive  a n a l y t i c  estimate of the  error threshold may be obtained by 
performing a s tandard  e r r o r  propagation c a l c u l a t i o n  under a worst-case 
scenario.  From Eq. ( I ) ,  cons ider  t he  worst case: 
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How small a leak or what minimum change i n  valve pos i t i on  can be detected 
is, of course, a funct ion of the instrument error statistics and the error 
propagation properties when a n a l y t i c  measurements are considered. 

Faul t  de t ec t ion  f o r  a leaky pipe segment or a s tuck valve is based upon 
determining d iscrepancies  or incons is tenc ies  i n  the measured values (direct  o r  
ana ly t i c )  of c e r t a i n  var iab les  which are most s e n s i t i v e  t o  the  p a r t i c u l a r  
f a u k  condition. 

Consider f i r s t  the case of a leaky p ipe  segment (see Fig. 2). 
Sens i t i v i ty  ana lys i s  and considerat ion of instrument inaccuracies  dictate that 
a reasonable measure of the f a u l t  condi t ion may be a r r ived  a t  by est imat ing 
the  flow rate discrepancies  between po in t s  al and bl, i.e., by monitoring the  
"measurement" 

0 . 
1 1 = m a  - % I  ( 3 )  

Similar  flow rate measurements are considered €or components ( 2 )  and (31 ,  
i.e. , 

and 

* 

m3 = ma 3 - %3 

( 4 )  

( 5 )  

Equations ( 3 ) ,  ( 4 ) ,  and ( 5 )  form the measurement vector k = [&,,&,,&,IT that  
w i l l  be employed subsequently i n  the p a r i t y  space algorithm. 

The measurements ma fmb ,ma could be e i t h e r  direct o r  ana ly t i c  o r  a 
combination of both dc&pendling2 upon the sensor  a v a i l a b i l i t y  a t  po in t s  
a1 ,bl ,a2, . .. When more than one measurement are ava i l ab le  a t  the beginning 
o r  end node of a given component, then the "best"  estimate is used i n  Eqs. 
(3 ) - (5 ) ,  i n  t he  sense that t h i s  estimate minimizes a least squares e r r o r  
c r i t e r ion .  

Next, consider t he  con t ro l  valve f a u l t  analysis .  The bypass con t ro l  
valves $, y, 6, and u do not  incorporate  a pos i t i one r  and, therefore ,  a stuck 
valve cannot be detected by direct measurement of the valve posi t ion.  I n  t h i s  
case, it becomes necessary to  consider some i n d i r e c t  quan t i ty  i n  order  t o  
express an inconsis tency measure use fu l  i n  the  p a r i t y  space analysis .  The 
flow ratio C is defined as . 

1 C E -  

0 

m 

m 
w 

where A, is the f l o w  rate through the bypass valve and io is tha t  por t ion  of 
the flow through the h e a t  exchanger. Then, a measurement f o r  component V i  may 
be defined by the  r e l a t i o n  
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where 

1 
Ci 

2 
Ci 

= a c t u a l  value of Ci before command is issued 

= a c t u a l  value of Ci a f t e r  command is issued 

ccl = command s i g n a l  before  change i n  command is issued i 

c2 = command s i g n a l  after change i n  command is issued. 'i 

I m = I - /  AC a c t u a l  
V i  AC command ( 6 )  

The corresponding error bounds f o r  each measurement va r i ab le  are computed by 
SEVA on the bas i s  of ava i l ab le  instrument error statistics. 

The f a u l t  de t ec t ion  module (FADE) gathers information from the Data 
Management Sys t e m ,  SEVA, and any hierarchical c o n t r o l l e r  s e t t i n g  discrepancies  
as symptoms for the possible exis tence of a component f a i l u r e .  Information 
about the measurement vec tors  which incorporate  measures of flow discrepancies  
and valve pos i t ion ing  are, provided t o  FADE from SEVA. Subsequently, a l l  of 
the  symptoms are normalized to a unique universe  of discourse for d iagnos t ic  
purposes. Normalized values of the symptoms are fed i n t o  a multivalued r u l e  
base to determine the type, location, and s e v e r i t y  of a f au l t .  

The FADE algorithm is i n i t i a t e d  by, p r i o r i t i z i n g  the ava i l ab le  evidence 
for the exis tence  of a eaul ty  component. If the evidence s t rongly  suggests 
that a poss ib le  f a u l t  condi t ion is due t o  a leaky p ipe  segment, then it 
i n i t i a t e s  t he  leak component de t ec t ion  part of the algorithm. If, on the  
o ther  hand, the evidence is suggest ive of a s t i c k i n g  valve, then the second 
p a r t  of the algorithm, involving the s t i c k i n g  valve de tec t ion ,  is i n i t i a t e d .  
Figure 4 dep ic t s  a block diagram of the p r i n c i p l e  func t ions  of the f a u l t  
de tec t ion  modu be. 

A major inpu t  to  FADE is measurement disccepancies,  as manifested by the 
p a r i t y  vector i n  p a r i t y  space [2-101. The magnitude of the p a r i t y  vector  is a 
measure of the d i s p a r i t y  between the various redundant measurements, and i ts  
d i r ec t ion  is ind ica t ive  of the i d e n t i t y  of the failed system component. The 
algorithm proceeds as follows: Following [21, a technique based upon the 
concurrent checking of the relative consistency of smaller size subsets of 
measurements is employed to  i d e n t i f y  a f a u l t y  component and, a t  the same time, 
estimate the "best" value of the corresponding va r i ab le  from measurements 
which remain f a i r l y  cons is ten t .  The exis tence and s e v e r i t y  of the f a u l t  i s  
checked by computing the length of the p a r i t y  vector and comparing it d i r e c t l y  
with a measure of the permissible  error bounds. 

Rule-based algorithms have been developed i n  order  to  assess the "heal th"  
of a p a r t i c u l a r  component (pipe segment or  con t ro l  valve)  in the presence of 

408 



symptomatic ‘evidence accumulated from various sources including the p a r i t y  
space algorithm, accumulation tank flow rate data ,  and hierarchical c o n t r o l l e r  
s e t t i n g  discrepancies .  The algorithms are based on multivalued log ic  ana lys i s  
and the compositional r u l e s  of inference.  

The algorithms c o n s i s t  of a multivalued r u l e  base containing a number of 
r u l e s  of the type: 

IF symptom A1 and symptom A2, ..., and symptom A4, 

THEN f a u l t  c e r t a i n t y  for component 1 is or component 2 is , etc. 

That is, the I F  sides of the r u l e s  are information about the f a u l t  symptoms 
and the THEN s i d e s  are exper t  b e l i e f s  about the c e r t a i n t y  or s e v e r i t y  of the 
f a u l t s .  Symptom magnitudes are considered i n  sets of l i n g u i s t i c  terms such as 
HIGH and LOW where each member is given a degree of belongingness to the 
set. Elements of each set are spanned over the e n t i r e  range of possible 
observations.  This range is referred to  as the universe  of discourse.  
Operating experience and a large volume of STCS input-output data are required 
i n  order  to  def ine  p rec i se ly  the l i n g u i s t i c  membership funct ions,  the range of 
the universe  of discourse,  and any other  appropriate  f e a t u r e  of the i n t e l l i -  
gent  c o n t r o l l e r  €or an on-line f a u l t  de tec t ion  appl icat ion.  

C r e d i b i l i t y  of the d iagnos t ic  algorithm is enhanced by using a mult iple  
consecutive d i s p a r i t y  c r i t e r i o n .  That is, the f a u l t  de t ec t ion  scheme is 
repeated consecutively a t  least three t i m e s  before a f i n a l  s t a t u s  report is 
issued. 

Final ly ,  h i s t o r i c a l  data computed by the  f a u l t  de t ec t ion  algorithm may be 
used as a t o o l  f o r  t rend ana lys i s  and, therefore, f o r  the poss ib le  i d e n t i f i c a -  
t i o n  of pending component f a i l u r e s  or fur ther  degradation i n  component 
performance. 

The f a u l t  i s o l a t i o n  algorithm (FAIS 1 is provided w i t h  information about 
the f a u l t  type ( s t i ck ing  valve or leaky pipe segment) and the seve r i ty  of the 
f a u l t ,  and it decides as t o  the ac t ion  t o  be taken t o  isolate the f a u l t y  
component f o r  repair and maintenance purposes. It i s sues  a s t a t u s  report and 
appropriate  commands t o  the maintenance module for f u r t h e r  action. 

Since there is no provis ion i n  the s t a t u s  €or automatic shut-down or 
throttle valving, the s e v e r i t y  of the Paul t  w i l l  dictate the need for operator  
intervent ion.  Thus, co r rec t ive  measures can be taken by t ransmi t t ing  the FAIS 
report t o  the scheduling and maintenance modules. 

An i n t e l l i g e n t  c o n t r o l l e r  has been developed f o r  STCS f a u l t  de tec t ion  and 
i d e n t i f i c a t i o n ,  and f a u l t  i s o l a t i o n  based upon a combination of s i g n a l  
redundancy techniques and multivalued logic .  
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The d e t a i l e d  algorithms provide valuable i n s i g h t  t o  the STCS con t ro l  
functions.  They revea l  the p rec i se  role and the desirable characteristics of 
sensors  and transducers;  they make clear the con t ro l  funct ions of conventional 
means; they suggest  ways f o r  improving the  s e l e c t i o n  of sensors  and o ther  
system components; they guide the  topologica l  design of the STCS; they, 
f i n a l l y ,  provide an indispensable  tool €or i n t e g r a t i n g  normal and emergency 
con t ro l  funct ions of the thermal loop. 

The test cases examined i l l u s t r a t e  t he  robustness,  v i a b i l i t y ,  and 
f l e x i b i l i t y  of the proposed approach. 

Future work is required i n  order to  incorporate  real STCS test  data i n t o  
the  i n t e l l i g e n t  c o n t r o l l e r  s t ruc tu re ,  improve and r e f i n e  the  rule-based 
system, s t rengthen  the i n t e r f a c e  between the conventional h i e r a r c h i c a l  
c o n t r o l l e r  and the  f a u l t  d iagnos t ics  rout ines ,  and achieve a more e f f e c t i v e  
in t eg ra t ion  of STCS and o ther  subsystem functions.  

This work w a s  conducted under con t r ac t  w i t h  the Boeing Aerospace 
Company. The a s s i s t ance  and cooperation of their t echn ica l  s t a f f  is grate-  
f u l l y  acknowledged. 
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Automated Generation of Spacecraft Activity Plans Donald A. Rmen thal 3 

a "cookbook" of suggested practices, values for the fields of the data structures are derived 
and entered into the scheduling database (known as the PMDB). "Scripting" is performed by 
senior Operations Astronomers, who are knowledgeable both in observational astronomy, and 
the specifics of the HST. This process can take as short as a few hours or as long as a day. 
Deriving the values for each database relation and entering them field by field ia the job of more 
junior Console Operators, and typically takes about as long as the script generation. Most of 
the derived operational details-when to turn on the tape recorders, which telemetry link (high 
or low bandwidth) is to be used, etc., are stored in these database relations and an expansion 
of data by a factor of 50 is typical. That is, for a single page of exposure descriptions on the 
proposal forms, about 50 pages of PMDB data is generated. 

Specifically, the scheduling system utilizes the following hierarchy of data structures: 

e exposurea  single data collection activity; most instrument parameters are stored at this 
level. 

e alignment-a set of exposures that can be performed without moving the telescope; PO- 
sitional, pointing control, and certain special requirements are stored here. 

observation set-a set of alignments that can be performed while using the same guide 
stars for pointing; critical timing data is stored here. 

e scheduling unit-the smallest entity upon which the scheduler operates. It is a set of one 
or more observation sets, and is the level at which timing relationships between exposures 
and any real-time decision points may be specified. 

The documentation of the manual procedures varied. Details of the scripting process re- 
quired considerable dialogue with the operations staff. The cookbook, however, was fairly 
complete, and served as a very good reference for generating rules. Our domain experts were 
extremely cooperative, as they were anxious to be automated out of the tedious job of manual 
transformation-we experienced very few problems in extracting techniques from our experts. 

On the other hand, the manual procedures were in constant flux. As the ground system was 
being delivered piecemeal, the operations st& had to change their procedures as time went on. 
Each new delivery meant changes to old procedures, new database relations to be populated, 
as well as potential false starts for using new capabilities. The rulebased transformation system 
needed to be extremely flexible in order to reflect its constantly changing requirements. 

3 Rulebased Transformation 

The basic strategy behind the flransformation system was to emulate the manual procedures. 
This capability is a major advantage of a rulebased implementation. Paralleling the manual 
techniques also made it easier to change the program when operational procedures changed. 
In addition, the data Structures of the scheduling system are somewhat arbitrary and poorly 
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and attempts to correct constraint violations while the user is  
constructing a particular manuever. 

SPEECH RECOGNITION AND SYNTHESIS 

Speech recognizers can be classified into belonging to  one of four classes. 
The class I system recognizes isolated speech; i.e. speech which single 
word commands are suitable for the application. These type of recognizers 
can further be characterized as recognizing a small number of words (IO - 
300). Because of the srnalt number of words in their active vocabulary, they 
usually have the capabilty of recognizing commands from several speakers 
with l i t t l e  or  no training. 

The class I I  recognizer is  either a connected connected or continous speech 
recognizer. For connected speech, a user must pause a t  least 116 of a 
second between words. Whereas, for continous speech, the user is  allowed 
t o  run words together as in natural speech. The general tradeoff being that 
the continous speech system is  restricted to  managing a smaller number 
words than the connected speech system. The vocabulary size of this Class 
varies from 50 to  1000 words. 

The class I l l  recognizer is  the speaker identification system. These 
systems are usually intended for verificatlon of personnel, via voke 
identification, before allowing access into secure areas. Because of the 
intensive training and screening required of the user, this system has not 
gained much propulari ty. 

The fourth class of recognizer is  the speech understanding system. Unlike 
others, this class of recognizer does not rely wholly on the acoustic signal, 
but makes use of concepts from the field of natural language, which is 
discussed in greater detail below. 

The speech recognition systems currently in use by the intelligent 
man-machine interface testbed are the Kurzweil KVS-3000 and the Votan 
VSP- 1 100. The Kurzweil KVS-3000 is capable of recognizing 1000 words 
of connected speech. For this particular system, the user must undergo an 
"enrollment" as well as a training period. The enrollment phase is a method 
by which the system builds an individualized voice modei. The data acquired 
from this phase is later used in the training phase to  construct voice 
patterns for  the application vocabulary. The ESFAS project is currently 
using a 350 word vocabulary. Also, the vocabulary has been partitioned into 
subsets. A subset is a scheme in which only a certain subset of words is 
active at any given time. 

The Votan VSP-I 100 is  capable of recognizing 75 doubly trained words of 
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continous speech. At the writ ing of this paper, this recognizer has not been 
implemented into the ESFAS interface. But, plans are underway t o  have the 
VSP- 1 I00 recognizer and the KVS-3000 alternate dynamically during the 
use of the ESFAS. The use of the VSP-1100 wi l l  be reserved for times 
when a need for continous speech is  necessary or  desireable { such as the 
entry of numeric data 

To query or  direct input from the user, the Dectalk speech synthesizer is 
used. This is a phoneme based voice system; i.e., speech output is 
constructed by concatenating a series of phonemes. The constructing of a 
phrase usually goes through a tr ial  and error process unti l the desired 
response is achieved. 

NATURAL LANGUAGE 

The most common and natural method which humans use to communicate is 
with language. These languages may be in the form of English, Spanish, 
Russian, French, etc. The communication of humans with computers, on the 
other hand, may seem quite awkward or inflexible. This rigidity is greatly 
due to the computer's need to parse the grammar into some form it can 
understand. 

The ability for a computer to  understand unconstrained grammar or Natural 
Language (NL) is an area of AI research which is receiving much interest. 
Present day systems are capable of processing a somewhat constrained 
grammar. But the free use of language into a computer, which is so natural 
and seemingly unconcious to  humans, is s t i l l  beyond grasp. Usually, NL 
systems are limited in that the user i s  restricted to  a specific structure, 
synta4 or in the various different meanings that a word may have, 
semantics. 

Although different schemes have been used in developing NL systems, the 
most popular present day methods are the knowledge based sytems. 
Generally, these systems rely on a large amount information about the 
specific domain. This knowledge is represented in the form of logic, 
procedural semantics, semantic networks, o r  caseframes. 

The NL system currently in use by the generic intelligent interface testbed 
uses caseframe instantiation to process the input from the speech 
recognizers or  the keyboard. The commercial name of the package is 
Language Craft and is developed and distributed by Carnegie Group. 
Basically, the programmar is  supplied with a workbench of various tools 
necessary to  develop a grammar. The major tools consist of the rewrite 
rules, caseframes, mapper rules, and lispif ie r  rules. Basically, a caseframe 
is a representational structure of the language appropriate to  the domain. 
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The template for a caseframe is shown below: 

[ *name* 
:type sentential or numhal 
:header headerpattern 
:nlg-token wuM or phrase 
:semantic-class person, place, 

thing or t h e  
:label pattern 
:predictable yes or nu 
:cases 

(casename- 1 
f ield-a value-a 
f ieid-b value-13. . .I 
(casename-2 
f ield-a value-a 
field-b value-13. . .I 
. . . I  

On a successful parse, the parse is  then passed to the mapper rules. Mapper 
rules are generally a method by which many caseframes may be coalesced 
into one. After this pass, the parse is then sent to the lispifier rules. At 
this point, the parse is  matched against the lispifier rules. On a successful 
match, the appropriate lisp function calls are made. 

GRAPH1 CS 

At present, a graphics computer has not been installed into the system. In 
general, a graphics system w i l l  be used during the retrieval and 
manipulation of structural objects. As an example of how this could be 
useful, consider an astronaut at a space station workstation. Suppose that, 
due to failure, she needs to replace a certain camera. Of course, a crew 
activity planner would have to  be consulted, before she can perform this 
task. Having scheduled a time for this EVA manuever, there is then the need 
of comparing the old camera with the new camera. Now, this comparing 
process could be accomplished by traditional methods; i.e., getting al l  this 
information from books o r  manuals. A more effective method would be to  
work with graphical representations with the use of a graphics system, 
because working with paper documents in a space environment is difficult. 

A major stipulation expected of the graphics computer is  that it be 
controllable through i t s  bus directly. This is  important because graphics 
systems inherently process large amounts of data in order to  display 
images. Since the lisp machine w i l l  be the central controller, data 
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transfers must be as quick as possible. These data transfers are 
achievable only by accessing the bus directly. 

CONCLUSION 

The impetus on this project is  placed on developing a command/control 
workstation testbed functionally similar to  that being proposed for use on 
the space station. From the proposed workstation, astronauts should be 
able to access or control the various subsystems on board the space 
station. These subsystems may be one of the spacecraft sustaining 
systems, such as the guidance navigation and control, or the crew 
monitoring systems, such as the crew health monitor or crew activity 
planner, or a payload experiment. Whatever the system a crewmeber is 
communicating with, it is crit ical that the interface be flexible, 
intelligent, and extremely user-friendly. These attributes of the system 
are a key importance because the ability for a crewmember to  work 
efficiently w i l l  rest greatly on the user interface. For these reasons, it 
became apparent, that a feasibilty study of the various state-of-the-art 
user interface tools be researched and implemented. 

The generic intelligent interface, as originally conceived, is presently not 
complete. To complete the system, a graphics interface or  computer is s t i l l  
necessary. The graphics computer is  especially needed during information 
retrieval. Therefore we are unable, at this time, able t o  make complete 
judgements on overall system performance. 

However, for the systems which have been implemented, several deductions 
can be made. Considering the capabilities of present day NL systems, it 
would be reasonable to  expect systems to operate without anaphora within 
the forseeable near future. Anaphora, the need to  repeat a phrase or  word, 
in order that the NL system can understand the meaning, is time consuming 
and a burden. As an example of anaphora, consider the editing of a document 
completely through the use of NL. Suppose the f i rs t  command to the editor 
is  to  center the t i t le. I f  the second command is to  capitalize the f i rs t  
le t ter  in each word, the editor should be aware that since an object has not 
been given, then this action is  intended for the t i t l e  and not the entire 
document. A straightforward scheme simply stores the noun of the 
sentence onto a stack for later retrieval. This scheme works for a few 
cases,' but restricted for ful l  use. Another drawback of NL systems, are 
their dependence of grammar to  a specific domain. 

Presently, the speech recognizers are operating in an open loop fashion; ].e., 
output from the recognizer is going directly to the iJL system. Therefore, 
the recognizer i s  not exploiting knowledge from the NL system which may 
be useful in selecting or  overriding a particular word. Most speech 
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the matching process. A pre-parser expert system i 
w i l l  select a word based on i t s  grammatica 
NL systems have inherent interfacing methods for u 
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GT 
The Space Station Program is  currently in the early stages of design. The 
extended l i f e  of the program and the wide range of planned capabilities 
present NASA w i th  a major challenge to  make effective use of a l l  available 
resources. Expert systems may represent one of the most important 
techniques NASA, can use to  improve performance and functionality of the 
Space Station. The recent growth in expert system applications has been 
spurred by the availability of commercial expert system development tools. 
These state-of-the-art tools provide mu1 t iple representation techniques, 
sophisticated user interfaces, and powerful development tools; allowing 
pr~grammers to  develop expert systems without requiring years of  training 
in knowledge engineering. This document describes the requirements for a 
software tool to aid in the development and delivery of expert systems 
intended for use in the Space Station Program. The intent i s  t o  define a tool 
that would be useful for a very broad range of expert system applications. 

This document describes the high level requirements for a software tool to 
aid in the development and delivery of expert systems intended for use in 
the Space Station Program. The intent is to define a tool that would be 
useful for a very broad range of expert system applications. These 
requirements have been gathered by the Art i f ic ial Intelligence Section, 
Technology Development Branch of the Mission Planning and Analysis 
Division (NASNJSC) w i th  inputs from most NASA centers through the 
Expert Systems Technology Working Group. 

The Space Station i s  being designed t o  accomodate growth and evolution. 
The tools used to  develop expert systems for  the Space Station must also be 
prepared to  evolve and meet the needs for advanced expert system 
technology. Some of those capabilities can be envisioned already, although 
they may not be readily avilable in current expert system tools. Therefore, 
this document w i l l  outline a set of in i t ia l  requirements, those capabilities 
which are currently available and should be included in  the tool 
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i m m e ~ ~ a t e ~ y ~  and a set of future  requirements, those capabilties which 
should be included as the  technology matures. 

The following characteristics are required by any general purpose expert 
system tool used fo r  Space Station applications. All of these capabilities 
a re  available in current, state-of-the-art tools  and should be included in the 
initial release of the tool. Although they may not all be used f o r  every 
application, the developer must be able t o  choose those capabilities that are 
needed and put them t o  use t o  solve a problem, like choosing a tool from an 
available tool set. 

resentat ion Requirements 
This  section describes the capabilities the tool m u s t  have to  represent 
knowledge (e.g. the methods provided fo r  describing a problem). 

es 
The tool must provide a rule system fo r  representing knowledge. The rule 
system will provide a robust and powerful rule  syntax with multiple 
variable bindings, predicate functions, and free form pat terns  on the left 
hand side of a rule. There w i l l  be no l imitations on the number o r  type of 
patterns,  o r  on the number of rules. 

The tool must provide an object  description language. The tool will provide a 
robust frame system with user-defined relations between objects.  The 
object  description language will  provide full  inheritance of properties 
(attr ibutes,  default  values and procedural attachments) between objects. 
The user  must be able t o  control or redefine inheritance as needed. Classes 
of ob jec t s  w i l l  be able to  inherit from several superclasses that are not 
necessarily descendants of the same  class (multiple inheritance). 
Procedures will be able t o  be local t o  several  classes that do not 
necessarily have any common superclass (mult i-methods). 

HYPQt 
The tool will  provide a method for  hypothetical reasoning. Hypothetical 
reasoning al lows an expert system to  consider multiple solutions to  a 
problem. 1 t is important in problems tha t  require consideration of numerous 
al ternat ives  to  find the best solution. 

U M  t 
The tool  will have the capability to  reason about uncertain data. Information 
isn't always known with complete certainty, many problems that require 
expertise deal with uncertain knowledge. An expert system b u i l t  t o  solve 
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such a problem must have a way of handling th!s wcertalnty. 

enanc~ 
The tool w i l l  have the capability to  define logically dependent information 
and automatically maintain the consistency of the fact database. Truth 
maintenance allows the development of complex logical relationships 
between objects and aids the verification of such systems. The truth 
~ ~ i n t e n a n c e  system must also be able to  handle logical contradictions 
under appropriate circumstances. 

The tool must support organization of the knowledge base into distinctly 
modular sets of rules or  knowledge sources. The tool  must allow rule sets 
(or objects or other representation units) to  be activated only as they apply 
to a problem. This w i l l  support incremental development by multiple 
experts, improve performance by assuring only appropriate know ledge is 
considered, and improve modular testing and verification. 

IS 
The tool must support the integration of an underlying "blackboard system 
t o  provide central storage of data for  communication between distributed 
expert systems. A blackboard could also be used to support transfer of 
information between user applications and expert systems. 

The tool  must support constaint propagation. Given a set of init ial values, 
constraint propagation assigns a value. to  each cell that satisfies the 
constraints. The basic inference step consists of finding a constraint that 
allows it to infer a previously unknown cell valbe. Potentially, other 
unknown cells could be inferred by continuing the inference process as 
more cell values are determined. Constraint propagation is useful in 
situations where there is  incomplete information about the values of state 
variables and where the relationships among them can be expressed as 
cons train ts. 

The tool must provide the ability to  include meta-knowledge about the 
application. This would include such features as: rule priorities to  control 
rule firings, meta-rules t o  load or choose applicable rule sets, and 
potentially, the knowledge of where an application is valid and what the 
boundries of the knowledge base are. 

Inference € n ~ i n e  ~ e q u i ~ ~ r n e ~ ~ s  
This section describes the capabilities the too l  must have to  utilize or 
apply the knowledge stored in the knowledge base. 
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wi l l  allow forward chaining of rules. Fo 
system to reason from known data to a conclusion. It i 

for problems that are data driven, Le. those where the solution is 
arily chosen from a small set of potential solutions. 

data that supports the 

The tool must also allow local procedures to  be "a 
provide ful l  object o r i en te~  pr 
w r i t ~ e n  in any procedural langu 
environrn@nt. The tool must 

ocedures will be 

The tool must not only have al l  

mix forward and b about information 
stored in objects. Hyp 
both objects and rule 
rules. Both object att  
factors to  be assigned to them. 

the truth maintenance system. Procedural a~t~chments must be able to 
trigger rule firing and rules must be able to  cause execution of procedural 
attachments, Overall, complete integration of features 1s required to  
provide a robust environment For the development and execution of expert 
sys terns. 

el i ui ts 
This section describes the capabilities the tool must have for delivery anG 
use in the expected Space Station computing environments. 
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Integration wlth other Languages 
The expert system must be able to calf functions or programs developed In 
other languages. The tool w i l l  be able to call functions developed in any 
language which w i l l  run on the host hardware. Developers must be able to  
call predicate functions on the lef t  hand side of a rule, and any kind of 
function from the right hand side of the rule. Procedural attachments to  an 
object (methods) w i l l  also be available in any external language used in the 
Space Station Software Support Environment (SSE). 

Embedded Expert Systems 
The tool w i l l  allow expert system applications to be fully embedded in a 
larger system. For most Space Station applications, an expert system wi l l  
merely be a part of a larger system, improving the "intelligence" of that 
system. For this to  occur, the entire expert system, it's inference engine, 
knowledge base, etc., must be completely embeddable within a larger 
system. A call to  the expert system wi l l  be similar to  any other subfunction 
call. This capability is  also required to allow the use of expert systems in a 
distributed processing environment. 

High Perf ormance 
The tool w i l l  provide sufficient performance to allow it's use for near 
real-time system monitoring and control functions. This means that the ru le  
system should be fully optimized with a rule compiler and efficient pattern 
matching techniques. Also the tool must be capable of handling large object 
databases with potentially thousands of objects. 

Hardware Independence 
The Space Station may not provide specialized hardware for  the execution of 
automated functions. To facilitate the use of automation, the tool w i l l  
provide a version of the inference engine (and other necessary internals) 
capable of  running on conventional computing hardware. 

Interface Support 
The tool w i l l  support a l l  display and interface capabilities provided as a 
part of the standard Space Station configuration. A t  the minimum, this 
includes high resolution displays, b i t  mapped graphics, multiple-windows, 
pointing devices (mouse, light pen, touch sensitive, etc), natural language, 
and speech recognizers. The tool must provide "hooks" to allow the use of 
any of these capabilities in a delivered system, and for advanced interface 
technologies as they bedme available. 

Explanation Faci I i ty 
The tool must provide a standard framework for the an explanation 
subsystem which could be incorporated in any expert system application. 
The explanation subsystem should be able to  explain the operation of the 
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expert system at al l  stages of a logical activity and must be able to  handle 
activities which span many sessions. Depth and level of explanation must 
be user controllable. The tool should allow explanations al l  the way down to  
the level of identifying specific rules. 

Dewel Qpment Environment Requirements 
Even with an expert system tool, the development of an expert system is  
s t i l l  a complicated process. This section describes the capabilities the tool 
must provide to  aid the development of an expert system application. 

The tool w i l l  include an intelligent text editor that can detect syntax o r  
typographical errors prior to compilation. The editor should also aid 
documentation of the development effort and provide tools to improve the 
readability of the code. Graphical editors can also be useful for the 
development of object hierarchies and should be provided where possible. 
The graphical editors w i l l  create readable, maintainable code. 

~ r a p ~ ~ c a ~  Interface 
The tool w i l l  make extensive use of graphical interfaces including features 
such as menus, multiple windows and pointing devices. 

Sing and Tracing Aids 
The tool w i l l  provide features to  aid the debugging of an expert system 
application. The features w i l l  include capabilities such as: tracing rule 
execution, single step rule execution, examine current state of the system, 
modify current state, explanation of the expert system decisions and 
graph ica 1 depict ions of object hierarchies. 

ental Compi$atiQn 
The tool w i l l  provide incremental compilation of rules to  speed the 
prototyping and debugging process. 

The tool w i l l  provide extensive on-line help with ful l  documentation of 
features including examples. The tool should also provide the framework for  
building on-line help systems for applications. 

~ e r f a c ~  Develo 
The SSE w i l l ,  provide the capability for  the development of advanced 
interfaces. The tool should allow use of these capabilities t o  their fullest 
extent. 

FUTURE CAPABILITIES 
The following characteristics features that w i l l  be important for Space 



Station applications when the technology becomes available. Theso 
capabilities should be planned for in future releases of the tool. As with the 
required capabilities, they may not all be used for  every application. 

Access ControliMulti-user Sup 
The tool shall be capable of producing expert systems which can support 
multiple users either sequentially or simultaneously. This includes the 
maintenance of an integrated knowledege base available to  all users, and 
communications mechanism for coordinating mu1 tiple sessions. 

Rule l n ~ u c ~ i ~ n  
The tool should include a means of inducing rules from an example set of 
problem solutions. There are tools currently available which can do this for 
limited problems, but none which are able to  work within the framework of 
a robust, hybrid knowledge representation system. 

Parallel P r ~ ~ e ~ ~ i n g  
Evolution of the Space Station should provide parallel processing fo r  very 
high performance systems. The tool must be able to take advantage of this 
capability as it develops. 
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s part of i t s  evaluation of new technologies, the Artif icial Intelligence 
Section of the Mission Planning and Analysis Division at Johnson Space 
Center has made timing tests of several expert system building tools. 
Among the production systems tested were ART, several versions of OPS5, 

CLIPS (C Language integrated Production System), an expert system 
der developed by the AI section. Also included in the test 

Zetalisp version of the benchmark along with four versions of the 
benchmark written in KEE, an object oriented, frame based expert system 
tool. 

The benchmark used for testing was a modified version of a planning 
problem known as the monkey and bananas problem in which a monkey must 
Ian how to  overcome a series of obstacles in order to eat a bunch of 
ananas. The monkeys and bananas problem is prototypical of certain 

planning problems. In this kind of problem a final objective or  goal is  
desired (e.g. the monkey wants to  eat the bananas). Typically the initial 

1 cannot be satisfied, therefore subgoals must be generated and 
hed. For example, the monkey must be holding the bananas t o  eat 
he is not holding them, therefore a goal must be generated for 

the monkey to  hold the bananas. The monkey must be at the same location 
as the bananas in order to  hold them and he is  not, therefore a goal must be 
generated for the monkey to  walk to  the location of the bananas. And so 
on. Although this problem does not represent a "real world" problem, it is 
prototypical of such problems. An expert system tool does not know 
whether o r  not the rules it is executing are rules for a "real wor ld  
problem. Thus, in an expert system benchmark i t  is  necessary only to  
create a set of rules that is  typical of "real wor ld  expert systems. The 
monkey and bananas problem meets this criterion. 

The benchmark for the production systems consisted of 30 rules and it 
required 81 to  86 rule firings to obtain the solution (depending upon the 
production system used). The discrepency in the number of rule firings 
was attributed to  differences in the inference engines. In ART, for 
example, attempting to  place an already existing fact into the knowledge 
base is a null operation, whereas in OPSS the fact would be placed in the 



knowledge base but with a distinct timetag. Also, the conflict resolution 
schemes (the mechanism which determines which rule w i l l  f ire next) are 
different in ART, CLIPS, and OPSS. Because of the similarities in the 
production systems, there was a one-for-one translation for each of the 
benchmark rules. 

Four versions of the KEE benchmark were done, two by the AI section and 
two by Intellicorp. A i l  of the versions of the KEE benchmark used the 
object description facilities of KEE to describe the problem. In two of the 
versions, reasoning was accomplished through the use of lisp methods 
(message passing between objects). In the other two versions, reasoning 
was accomplished through the use of rules: forward chaining in one version 
and backward chaining in the other version. The Zetalisp version of the 
benchmark was very similiar to the KEE version using lisp methods, 
however, instead of using KEE to  describe the objects, the flavors 
capability of Zetalisp was used. The ZetaLisp flavors version was 
primarily provided t o  give an indication of the cost of high order 
languages. 

The comparison of object oriented systems with production systems is 
subject to  a l o t  of interpretation. The speed of execution of e 
systems is  heavily dependent upon the efficiency of the implementation, 
and i t  is extremely diff icult t o  insure that the implementation of the 
benchmark is the most efficient implementation for both kinds of systems. 
One cannot draw hard conclusions about object oriented vs. rule based 
paradigms directly from the run time speeds of a benchmark . For the 
typical user, however, such a benchmark provides extremely useful 
information. The average user is only able to  make a "best try" when 
solving a problem. He does not necessarily have the inside information 
that the designer of the system would have when solving the problem and 
W i l l  probably not be able to code it as efficiently as the designer. With 
this in mind, the benchmark can provide information on the expected speed 
of a tyoical attemDt to  solve the problem. One must consider that this 
benchmark does not necessarily represent the speed of the most efficient 
implementation, but of  a typical implementation, and weigh the results 
accordingly. Because of the inherent differences between rule based tools 
and object oriented tools, separate tables have been used t o  show the 
results of the benchmark. 

Some of the benchmark results were quite surprising. Not unexpectedly 
the production systems running on the lisp machines.did the best. Vax 
OPS5 did very well compared to the lisp machines, but among a l l  the 
expert system tools it was the only one which did not provide a fu!! 
interactive programming environment (specifically the ability to 
incrementally compile rules). Running benchmarks on lisp machines can be 
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somewhat tricky and misleading. Due to the small size of this 
the amount of memory available on the l isp machines had l i t t l e  
the flnal run time speed. That is, running the problem on a 4 megabyte 
machine was not any faster than running the problem on the same machine 
w i th  2 megabytes. However, because the l isp machines use virtual 
memory, the f i r s t  run of a program is usually slower because the pro 
must be paged into memory. To illustrate, the f i rs t  run of the Zet 
flavors version on the LMI took 15 seconds, while a l l  s u b s ~ ~ u e n ~  runs took 
less than 0.4 seconds. The benchmark results indicate the most optimistic 
(that i s  the fastest) speed seen over several runs This is a slight 
disadvantage for computers such as the Vax 1 11780, the HP 9000, and the 
Pc's because the run times on these computers tended to  be fair ly 
constant. This benchmark, however, was not intended to provide hard 
fast numbers on execution speed, but rather provide a relative scale a 
give a general idea of expectations for different expert system tools 
running on different machines. 

The language the tool was developed in affected i t s  ~ r ~ o r m ~ ~ ~ c ~ .  OPSti+ 
outperformed ExperOPSS by about a three to one rat io on the Macintosh. 
This i s  probably attributable to the fact that OPS5+ is writ ten in C and 
ExperOPSS i s  wr i t ten in ExperLisp. ART running on the Vax did not run as 
fast as ART running on the Symbolics. Lisp on the Vax runs about 5 times 
slower than lisp on the Symbolics and Vax ART was writ ten in DEC's 
common lisp, so this may be the major cause of the poorer p ~ ~ ~ o r ~ a ~ ~ ~  
Also the Vax ART was a beta test version. Lisp is w ~ i ~ - s ~ i ~ ~ d  as ihe 
design language for expert system tools, however, tools writ ten in 1 isp 
w i l l  most l ikely suffer a performance penalty on machines wi th  
architectures that are not optimized for running lisp. 

The KEE benchmarks done by the AI section did not do well  on this test 
when compared to the other expert system tools. lntellicorp was given the  
opportunity to improve the benchmarks results. The lntellicor 
oriented version was a modified version of the benchmark done by the AI 
section and obtained most of i t s  speed improvement by reusing units. The 
AI section implementation created objects dynamically. lntellicorp 
changed that logic to l im i t  the amount of objects created dynamically. 
Apparently, the creation of objects in KEE is an "expensive" operation. 
Limiting the dynamic creation of objects, as done in Intellicorp's version, 
i s  a technique that should be applicable in many, but certainly not al l ,  
problems. Neither of the KEE rule versions ran extremely fast. Of the rule 
versions, the backward chaining solution (which was done by Intellicorp) 
did the best and seemed to be the most natural implementation of the 
problem using KEE. 

While the appropriateness of a particular paradigm (e.g. rule based, object 
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oriented, or procedural) for a particular problem is 
section believes that this benchmark is  most na tura~~y 
Therefore, while the KEE Lisp methods benchmark an the ZetaLisp flavors 
benchmark had fast execution times, we believe that the use of Lisp to  
accomplish reasoning for this particular problem does not allow for all  the 
advantages associated with higher order reasoning m~thodo~ogies such as 
rules. 

While benchmarks provide useful information, one should avoid drawing far 
reaching conclusions from them. This benchmark is ~ u s t  on 
possible benchmarks and does not fully test the capa~~ l i t ies  of the expert 
system tools. One might be fairly safe in drawing the conclusion that 
OPS5+ i s  a better optimized implementation than ExperOPS since the 
design and purpose of the tools are nearly identical. However, to  draw the 
conclusion that ART is a better expert system tool than KEE or that KEE is 
a better expert system tool than ART is beyond the scope of this study. 
ART and KEE have completely different design ph~~osoph~es and their 
strengths l ie with different types of problems. 
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BENCH~ARK~NG EXPERT SYSTEM TOOLS 

* Hardware tested 
* SYMBOLICS 3640 w i t h  4 Megabytes of memory 
* LMI w i t h  2 Megabytes of memory 

* T I  EXPLORER with 4 Megabytes of memory 

* VAX W 7 8 0  

* HP9000 

* IBM PC with 1 /2 Megabyte of memory 

* 16M AT w i th  1/2 Megabyte of memory 

* Macintosh w i th  1/2 Megabyte of memory 

* Software tested 

* ART - Inference Corporation 

* CLIPS - NASA MPAD AI Section 

* OPS5 - Charles L. Forgy 

* OPS5-DEC 

* OPS5+ - Artelligence Inc. 

* ExperOPS5 - ExperTel1 igence 

* KEE - IntelliCorp 
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BE~CHHARKING EXP OOL 
(RULE-BASED ES) 

ART (V2.0) 

CLIPS (V3.0) 

WS5 WAX V2.0) 

OPS5 (Forgy VPS2) 

ART (V2.0) 

CLIPS (V3.0) 

ART (V2.0 Beta) 

CLIPS (V3.0) 

WS5+ (V2.0003) 

CLIPS (V3.0) 

ART3a4 

08354 (V2.0002) 

ART (V Beta 3) 

KEE (V2. 1 .66)4D5 

OPSS+ (V2.00031 

CLIPS (V3.0) 

ExpsrOPSS (V 1.04) 

KEE (V2. i .66) 

SYMBOLICS 

SUN 

VAX 

SYMBOLICS 

TI EXPLORER 

VAX 

LMI 

HP 9000 

IBM AT 

ISM AT 

SYMBOLICS 

Macintosh 

VAX 

SYMBOLICS 

ISM PC 
IBM PC 

Macintosh 

SYMBOLICS 

1.2 

1.2 

1.3 
1.7 

2.4 

2.5 

3 
4 .O 

5.2 

7.0 

7.6 

14 

17 

17.8 

I9 
21.1 

55 

1 65 

RPS2 

86 : 71.7 

86 : 71.7 

81 : 62.3 

81 :47.6 

86 : 35.8 

86 : 34.4 

86 : 28.7 

86:21.5 

81 : 15.8 

86 : 12.3 

N/A 

81 :5.8 

86 : 5.1 

N/A 

81 :4.3 

86 : 4.1 

81 : 1.5 

84 : 0.5 

While benchmarks provide useful information, one should avoid drawing far reaching conclusions 

from them. This benchmark is just one of  many possible benchmarks and doer not fully test the 

capabilities of the expert system tools. For example. to draw the conclusion that ART is a better 

expert system tool than KEE o r  that KEE is a better expert system tool that ART is beyond the 

scope of this study. This table by itself may present information out o f  context. It is necessary to 
read the text o f  the paper which accompanies this table for a fuller explanatlon. This table does not 

contain all of the benchmark results. 

Total number o f  rule firings : Rules per second 

Benchmark implemented by Inference. 

Benchmark implemented using backward chaining rules. Al l  other benchmarks on this table were 

implemented using forward chaining rules unless noted otherwise. 

Benchmark implemented by Intellicorp. 
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BENCHMARKING EXPERT SYSTEM TOOLS 
(OBJECT ORIENTED APPROACHES) 

Zetalisp Flavon S Y m a I C s  

Zetalisp Fllnrors Lrll 

KEE IV2.166) (Lizp) SYMBOLICS 

KEE (V2.1.66) (Lisp? SYMBOLICS 

0.067 

0.3 

0.44 

6 

’ While benchmarks provide useful information, one should avoid drawing far reaching conclusions 

from them. This benchmark is just one of many possible benchmarks and does not fully test the 

capabilities of the expert system tools. For example. to draw the conclusion that ART is a better 

expert system tool than KEE or that KEE is a belter expert system tool that ART is beyond the 

scope of this study. This table by itself may present informalion out of context. It is necessary to 

read the text of the paper which accompanies this table for a fuller explanation. This table does not 

contain all o f  the benchmark results. 

Benchmark implemented by Intellicorp. 
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The purpose of this paper is to make a comparison between the two most 
sophisticated expert system building tools ,the Automated Reasoning Tool 
(ART) and the Knowledge Engineering Environment (KEE). The same problem 
domain (ESFAS) was used in making the comparison. The expert system for 
the Flight Analysis System (ESFAS) acts as an intelligent front end for the 
Flight Analysis System (FAS). FAS is a complex configuration controlled 
set of interrelated processors (FORTRAN routines) which will  be used by 
the Mission Planning and Analysis Division (MPAD) to  design and analyze 
Shuttle and potential Space Station missions. 

This paper describes implementationsiof ESFAS. The two versions 
represent very different programming paradigms; ART uses rules and KEE 
uses objects. Due t o  each of the tools' losophical differences, KEE is 
implemented using a depth f i rst  traver algorithm, whereas, ART uses a 
user directed traversal method. In concvsion, either tool could be used t o  
solve this particular problem. 

The Flight Analysis System WAS) is an executive environment, which 
controls a set of processors, There are two major components of FAS: the 
executive (EXEC) and the processors. The FAS executive has a set of global 
commands and provides an active work area (AWA) for data storage. The 
processors are a set of individual standalone programs that perform 
specific functions. In order to execute a processor, the FAS user has to  
set up an interface table, which is a text  f i le that specifies inpUt/OUtpUt 
conditions. The result of execution of a processor is usually in the form of 
a display with an output data file, which is written in the AWA. Users 
typically set up a FAS run by stringing the FAS commands together in a 
sequence table and f i l l ing in an interface table for each of the processors 
they wish t o  execute, 

Although the FAS environment is well  implemented and many features are 
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included to  provide on-line help and aid, the System st i l l  requires USWS to  
have a detailed understanding about the executive and the processors. This 
is where expert System technology offers i ts  benefits. First, the expert 
system should handle the bookkeeping and special syntax which is  imposed 
by the executive and the processors. Furthermore, the expert system 
should catalog al l  the well understood procedures along with their 
constraints and input requirements. Finally, the expert system should 
present i ts  capabilities to  the user or synthesize the input requirements 
from the user to  select a set of required processors for the simulation. 

PROTOTYPE DESCRIPTION 

The current goal of this expert system (Expert System for the Flight 
Analysis System, ESFAS) is  to  derive a suitable knowledge representation, 
which would help the users do "house keeping" chores (ie, special 
commands and syntax) and would establish an organization to  store the 
well understood procedural knowledge, Later, rules can be written to  
combine one standard procedure t o  another standard procedure t o  form 
hybrid procedures which may be used to  solve a complex problem. 

In time, FAS w i l l  have over 90 processors available to users, which can be 
used in various combinations to  solve hundreds of problems, However, the 
number of processors is too large for the prototype development. Thus, 
the problem domain is  greatly restricted as to  a small subset of the fAS 
Capabilities: 

ESFAS should construct a basic Trajectory Event Timeline for a shuttle 
mission, from OMS-2 cutoff to Oeorbit ignition, and allow for any number 
of simple orbit adjustment maneuvers. 

i 

This restricted problem requires the use of six FAS processors; BASTM, 
PHYDM, TFSV, INVAR, ACQAST, and GPMP. The last two processors are used 
multiple times if there are multiple maneuvers. The prototype should 
produce a sequence table and a set of interface tables for each of the 
processors that are used by the sequence table. 

A goal driven technique is  used to  solve this problem. Because experts 
usually divide the problem into many sub-tasks (ie; well understood 
procedures). When a1 1 the proposed sub-goals (or sub-tasks) are solved, 
the original problem is automatically fulfilled. Here is an example of how 
an expert logically divides this particular problem into the following 
sub-tasks: 
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init ializing the state vectors, 

te vectors entails executing the TFSV processor. 

lizing the time 

(7) s~eci fy ing in ut o u t ~ ~ t  units entails YDM processor. 

Since the basi 

r e p r e s ~ n t ~ t i o ~  for each tool are 

last section of this 

1 is a rule-based production language. 
the classic example of a forward 
a n ~ u a ~ e .  There are three basic 
e: the rules, the facts, and the 
used to capture heuristics and an 

expert's e x ~ ~ r i e n  to represent the current state of the 
ween the rules and facts are driven 
ution is based on the existence (or 

non-~x js te~ce)  of specific facts in the database. 

With this basic notion of a production language, ART uses a user directed 
traversal ~ e t ~ o ~ o l o ~ y  to solve this problem. For example, a FAS user 
sp@Cifi@s that he would l ike to create a trajectory event timeline; then the 

ks which he must do. At this time 
tasks he would l ike to do first. 

Then the system will ~ r o ~ p t  the user wi th  a set of case specific 
uestions. Other sub-tasks may be generated based upon the previous 

responses. Str ict data type checking is done along the way t o  ensure 
"good" user inputs. ~ventual~y,   hen al l  the sub-tasks are satisfied, the 
user is lef t  sequence and interface tables free of syntax errors. 
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However, run time logic errors may not be completely detected a t  thts 
point in time. 

This program has not been implemented to  i ts  ful l  extent. So far, al l  
processor information is  initially stored in LISP structures. Only the 
necessary processors (determined by rules) are brought into the database 
for doing reasoning. There are basically two rule sets in the system; one 
is the inter-processor relation rule set and the other is  the 
intra-processor relation rule set. These two rule sets are the main 
governing mechanism t o  create or delete sub-tasks. Finally, the interface 
is written mostly in LISP and FLAVORS, since the feature required for the 
system was not fully supported by ART at the time of the init ial 
prototyping. 

The Knowledge Engineering Environment ME€) is a frame based object 
oriented language which is very different from rule-based languages. 
Information is  described in terms of objects or units. Each unit is 
associated with many attributes or slots. Slot  values can be another 
object or a procedural function called a method. In addition, units can be 
related to other units either by the sub-class or the member-class 
relationship. KEE has a special slot called an active value, which is  like a 
method, except the active value is invoked automatically upon slot access. 
This feature is desirable, for example, when a slot bas changed i t s  value. 
The screen can then automatically receive an update message. Thus, the 
user does not have to  call the screen updating function explicitly. KEE has 
a rule system, but , it is slow and diff icult to  used. The rule system is 
used only when one needs to  describe a complex relationship which could 
not be modelled by the hierarchy or attached methods to some units. 

In this version of the implementation, the expert knowledge is being 
stored in three different places. First, the FAS processor information and 
hierarchical relationships are modeled by memberclass relations. Next, 
other inter-processor relationships are model led through the dependency 
slots. Finally, the intra-processor relationships are modelled by the rule 
system, because the relationships are too complex to  express in terms of 
methods. In general, there is a top level control loop, which guides the 
user traversing through the know ledge base and generates a new 
knowledge base along the way. Upon completion, the system extracts 
information from the new knowledge base and creates error free sequence 
and interface tables. 

The initial prototype for this version is finished. There is a large amount 
of LISP code for directing the program flow. Since the system is not 
required to  have a very fancy interface, one can use some of the 
interfacing tool k i ts provided by the KEE System. 
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FINAL DISCUSSION 

Since an objected oriented language provides a strong notion of 
organization and the FAS system has a natural sense of structure, one 
would presume KEE i s  the ideal solution for the problem. However, r igid 
knowledge representation encroaches upon the user's f lexibil i ty. In a 
rule-based system, one has the f lexibi l i ty to pick and choose, as long as 
al l  the constraints are satisfied at  the end. In an object oriented system 
the program i s  controlled by a top-level function and al l  messages are 
passed explicitly through the program control. When the system generate 
a sub-goal, the user has to answer the system's request or i t  can not 
process any other information. In spite of this disadvantage, objected 
oriented languages do provide a nice organization and many problems f it 
well  within this programming paradigm. Most of all, the ESFAS project can 
be solved in either tool. 

REFERENCES: 

( 1 )  Culbert C., NASA Memorandums "ART Evaluation" and "KEE Evaluation" 

(21 Culbert C. Wang C. and Flinn H. " W A S  An Intelligent interface for the 
FM7 (86-9) and FM7 (86- 10) respectively. 

Flight Analysis System" ROBEXS '85 ISA, 1985 pp 2 15- 220. 
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having to build such systems. It is certainly not too soon to discuss desiderata for 
them. 

Three key ideas, then, are involved here. 

First is recognizing that we should extend our prid of concern for knowledgp- 
base systems from constructim and initial validaltbn to their enth? lifi?-span of use. 

Second is a curiosity about the useful forms of intellJgenee-bearing machine 
spterns for the next decades of WDrk in Spacp knc$ indepd, elsewhere}. 

Finally-really a part of making the life-span notion workable-is the realization 
that the knowlm&e engineer of Space systems may have to be concerned not jbst 
with the original exmrts whose ideas w r e  rewesenfpd in machine rules and 
infwmationJ but with all thp vurious USPIS, buildem, subcontractorq mana.prs and 
so LXR who w~Yl directly affect cv bo affectpd by the system. Explicit concern with, 
if not direct management of all of these is necessary if the knowledge-base systems 
and the object-systems they refer to are to be used effectively. We have thus gone 
from knowledge engineering to know1 ge-system management, but have yet to 
work out the details of how best to bring this about. 

"Knowledge Engine the Early 1980"s 

The term knowledge engineering" originated among artificial intelligence 
researchers to describe what they were-doing, according to Hayes-Roth, Waterman 
and Lenat (1983, p 12). The theme of basic versus applied research in artificial 
intelligence was discussed in April, 1981, by ils Nilsson in a talk at Carnegie-Mellon 
University, ti tlod "Artificial Intelligence: Science, Engineering, or Slogan?", printed 
in the Winter 1981-82 issue of A I  Magamhe. What came to be called "expert 
systems" would have been classified by Nilsson as  "second-level applications", those 
that were primarily concerned with applying expertise in a field of application 
rather than "first-level applications", such as MYCIN, which were undertaken 
largely to elucidate "basic A I  knowledge about the core topics" of the field (p. 7). 

Ely the time of the 1983 publication of Building Exprt *tern% edited by Hayes- 
Roth, Waterman, and Lenat, the term "knowledge engineering" was widely used. 
Indeed, the appearance of this book probably solidified the acceptance of the term, 
along with "expert system", among the wider audience for information technology. 

In their introductory essay, Hayes-Roth and fellow editors identified knowledge 
engineering with the construction of expert systems. "Extracting, articulating, and 
computerizing the expert's knowledge constitute the essential tasks in this area. " 
(1983, p. 12). "Knowledge engineering addresses the problem of building skilled 
computer systems, aiming first at extracting the expert's knowledge and then 
organizing it in an effective implementation." (p. 13). 

Ten "generic categories" of knowledge engineering applications were identified: 
Interpretation (inferring descriptions from sensor data), Prediction, Diagnosis, 
Design, Planning, Monitoring, Debugging (defined as "prescribing remedies €or 
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> user level maintenancea including routine checks, flagging items for 
annotation o r  eventual deeper augmentation, and 50 on. 

> shop few1 malntenanm, performed by knowledge-system specialists, 
involving a somewhat deeper level of diagnosis, and the installation or  removal of 
subject-matter modules but not major control arrangements. 

> demt OJ- ewn faelmy maintenanma where extensive or  deep changes to a 
system are made and tested. 

Modular Knowledge Systems 

In planning the expert systems ob tomorrow, we can think ahead to desirable 
forms for the systems, and experiment with various design features that we believe 
to be important. In doing so, I believe that it is important to look at likely @xt@rnal 
requirements of the systems and to think of ways to satisfy these, rather than just  
working to develop the systems of today, which may have been pro 
different design assumptions. 

Leanness of resource usage and effwkite inferfaahg with obj'kct machines 
human users are characteristics that virtually all Space-resident systems sh 
have. Together with aauslAe autonomy these are important design 
systems used in remote bases. 

Because of the density of informational requirements and the changing n 
tasks, Space Stations of the next decades will need to have knowld#e-hm 
that are mudular in certain senses. First, some will have to be replaceable, as 
new object-systems are added to or removed from the Station. These replacea 
modules will need in most cases to be integrated at  least for support purposes wi 
other knowledge-referent facilities. A second kind of modularity would apply 
well to the structure of standing systems. Here, facilities would be cross-referen 
to make effective use of basic semantic and procedural resources, and enter into 
priority systems for effectance and display. 

I've discussed one view of modular knowledge systems, whose real problem is 
not their modularity but their integration with other modules and basic systems 
processing, in a technical memo (Hays, 1986). The topic is one that should receive 
increasing attention as the demands of densely packed action environments such as 
Space Stations are closer at hand. 

Working with O t h e r s  

The knowledge engineer's role has from the start involved both epistemic and 
social processes. Knowledge is obtained, observed, shaped, formed into rules and 
descriptions, refined. Much of this process involves interacting with others: mainly 
the experts, but increasingly, as systems are designed for non- technical persons, 
with the users. 

A person who is charged with developing an intelligent system for a complex 
project may have to interact with a numbor of people, not all of whom will be 
agreeable to all suggestions. The complexity of organizational interaction should 
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The academic background !€or automated-knowledge workers of the next years 
All these jobs should certainly cross departmental boundaries of the universities. 

require facility in 
social and personal skills. 
knowledge processing skills of several sorts. 

> familiarity with technical details of symbolic programming, and possibly 
with the nature of the related object devices and systems (including social and 
organizational systems that might be the subject of automated advice or 
coordination in some particulars). 

Depending on the particular goals of an individual, coursework might be drawn 
from fields such as computer and information science, psychology, philosophy, 
general arts and science background (probably the most important kind of academic 
preparation), organizational and management studies, and particular subject-matter 
areas. 

One group of people who could probably benefit now from specially designed 
academic programs are people already working at a professional level in agencies 
and companies, who are specialized in subject matter fields, but who could profit 
from training, probably at the Master's level, in knowledge system development. 
Such training should focus on knowledge processing first, 1 would argue, then on 
technical familiarization with matters such as programming systems. These people 
are often involved in developing or monitoring the development of intelligent systems 
in companies where there is little expertise o r  experience in either artificial 
intelligence or more abstract knowledge management. 

s time goes on, training at other levels may be developed, for example, 
undergraduate training for knowledge technicians" and special higher level training 
for  integrative knowlege management. (Again, I would recommend a predominance 
of arts and science training rather than technical training for these people. This is 
an important point, that may be disputed by persons in technical departments.) 

Another trend we can expect is the eventual incorporation into technical fields of 
course content relating to epistemic systems. This should come about naturally as 
effectance systems or  devices become more closely linked to knowledgqbase 
processing, 
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bstract 

One of the goals for the Space Station is to 
achieve greater autonomy, and have less reliance 
on ground commanding than previous space mis- 
sions. This means that the crew will have to take 
an active role in scheduling and rescheduling 
their activities onboard, perhaps working from 
preliminary schedules generated on the ground. 
Scheduling is a time-intensive task, whether per- 
formed manually or automatically, so the best 
approach to solving onboard scheduling prob- 
lems may involve crew members working with 
an interactive software scheduling package. This 
report describes a project to  investigate such a 
system, which uses knowledge-based techniques 
for the rescheduling of experiments within the 
Materials Technology Laboratory of the Space 
Station. Particular attention is paid to 1) meth- 
ods for rapid response rescheduling to accommo- 
date unplanned changes in resource availability, 
2) the nature of the interface to the crew, 3) the 
representation of the many types of data within 
the knowledge base: crew, resources such as 
power, experiments, schedules, and constraints, 
and 4) the possibility of applying rule-based and 
constraint-based reasoning methods to onboard 
activity scheduling. 

31. Introduction 

This paper presents the preliminary design of 
an Onboard Scheduling Assistant (OSA) for the 
Space Station. A more detailed description of 
the issues involved and the existing demonstra- 
tion system may be found in [ll. 

The Space Station activity scheduling problem 
has a number of interesting characteristics. A 
major feature is that scheduling of crew activ- 
ities and other autonomous onboard tasks will 
occur both on the ground and onboard. A full 
schedule including orbit maneuvers, housekeep- 
ing and maintenance tasks, and payload exper- 
iments will be developed on the ground and 
periodicdy transmitted to the Station, where 
it may undergo some modifications. This im- 
plies that a data format for scheduling will be 
shared between ground and station; in fact, it 
will be advantageous for the two to have a con- 
sistent knowledge representation scheme, as de- 
scribed below. Therefore, the ground based 
scheduling problem b described briefly, the on- 
board rescheduling problem is described, and a 
constraint based representation is proposed as 
a suitable data organization approach for both 
ground and Station scheduling. A description 
is then given of a prototype onboard reschedul- 
ing tool which uses a constraint based knowledge 
base to implement several limited rescheduling 
algorithms. 

Ground based planning and scheduling will have 
the goal of a highly optimized, detailed schedule. 
A large variety of constraints will be involved in 
the scheduling, such as precedence constraints 
on activities, hard timing constraints, and re- 
source usage constraints. 

Multiple, and scarce, resources will be allocated 
as part of the scheduling. These resources may 
be logistics elements, such as laboratory equip 
ment, which are allocated in fixed ,units and 
not consumed. They may be consumables, such 
as liquid fuel, or generated consumables which 
may be stored, such as electrical power. Re- 
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sources may be accompanied by a matrix of at- 
tributes, for example, crew members with asso- 
ciated skills. Resources may even be created by 
execution of tasks within the schedule, as is the 
case with recycled water. The algorithms used 
to aid in scheduling are often determined by the 
nature of the resources involved. For example, a 
bin packing approach [5] to electrical power load 
management is not feasible, because with a gen- 
erated, stored resource, the amount of resource 
available at any time is not independent of the 
schedule. The amount of resource available at 
time t depends upon the amount used by tasks 
scheduled for a period before t. 

The nature of task requirements for various 
resources also influences the applicability of 
scheduling algorithms. Individual Space Station 
activities have resource needs that vary over the 
duration of the activity, and in some cases, such 
as power, the resource is so tightly constrained 
and fully utilized that constant approximations 
for task resource requirements may be undesir- 
able. 

Existing scheduling algorithms can manage some 
portions of the ground based scheduling. These 
include algorithms arising from project schedul- 
ing (e.g. CPM and Pert [8]), job shop scheduling 
(see Coffman [2]), and especially project schedul- 
ing over multiple resources (see the surveys of 
Davis [3] and Herroelen [SI). However, this op- 
timizing scheduling would benefit from a broad, 
flexible knowledge base, which would permit the 
representation of the diverse constraints and re- 
sources, and more heuristic data for a wider vari- 
ety of scheduling algorithms. It would also allow 
the multiple scheduling efforts now performed on 
the ground (using tools such as GAPS [lo] and 
the system of Jaap [7]) to be better coordinated. 

Onboard Space Station scheduling will con- 
sist of rescheduling in response to changes in 
the operating environment, changes such as 
unanticipated reductions in resource availabil- 
ity. Such rescheduling will be deliberately lim- 
ited in scope, on the assumption that the time 
and computing resources available for reschedul- 
ing onboard will be strictly limited, precluding 
a full scheduling effort. More important, it is 
assumed that the scheduling data available on- 
board will be a subset of that employed during 

ground based optimizing scheduling. This leads 
to the conclusion that making gross alterations 
to the existing schedule onboard would proba- 
bly create more problems than it would solve, 
as constraints that are not understood onboard 
would be violated. 

The questions which arise, then, in the creation 
of an onboard rescheduling tool, are 1) what sim- 
ple alterations to an existing, highly optimized 
schedule will best respond to the changing on- 
board environment without violating presumed 
constraints on timing, resource availability and 
precedences, and 2) what types of knowledge 
must be represented onboard for such reschedul- 
ing. To these can be added 3) what simple al- 
terations to the schedule could enhance crew job 
satisfaction by giving them control over their 
daily activities (again without violating con- 
straints). 

It turns out that minimum perturbation 
rescheduling in some cases involves the manip- 
ulation of constraints and allowable alternatives 
that have not been represented explicitly up un- 
til now. For example, if a task requires multiple 
resources including a crew member with a partic- 
ular skills matrix, and that person becomes un- 
available, then the substitution of another avail- 
able crew member with similar skills is desirable. 
The rescheduling of the activity to another time 
is not a good option, since that might upset the 
use of the other resources or violate other con- 
straints. 

The constraint based knowledge representation 
of Fox [4,9] for job shop and project schedul- 
ing permits the building of a knowledge base 
for both ground and Station scheduling. It 
also provides a vocabulary for the description 
of the scheduling problem. Tasks, resources, and 
schedules are objects in the representation. Lim- 
itations that define a valid schedule are repre- 
sented explicitly as constraints, including task 
requirements for resources. Since a major part 
of most scheduling efforts involve deciding how 
to make do when all of the constraints cannot be 
met, each constraint may be associated with re- 
laxations, which describe alternate, possibly less 
desirable, constraints for consideration. Each re- 
laxation has an associated utility, or desirability 
metric, and the constraints themselves may be 
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tions, resource attr~butes, and resource require- 
ments. 

, graphical intenface to 
allow the user (supposedly a 

quirement for a resource plotted over time (Fig- 
ure 21, and the total use of one resource by 

increase crew acceptance of the schedule and the 

The knowledge base i s  object oriented, with ex- 
plicit treatment of constraints. Currently con- 
straints axe limited to kask requirements for re- 

attributes. Relaxations on 
eis utilities, are permitted in 

the form of alternative resources, alternative at- 
tributes, or requirements for any resource within 
a set. Resources may be either generated con- 
sumables or logistics items, and may have dis- 
crete attributes. 

Other object types included are schedules, re- 

source allocations within schedules, resource 
utilization summaries , resource overu t iliz at ion 
summaries, task types, meta-task types, and 
tasks. Meta task definitions allow individual 
activities, such as steps in an experiment, to 
be joined into large, goal oriented procedures. 
These definitions can be hierarchical. 

instantiation of task OF meta-task type, and 
s may have a number of sub-tasks. The sub- 

tasks are assumed to be independently schedu- 
lable, subject to constraints, but decisions on 
whether to add or delete an activity are made 
relative to the entire task only. 

Each task has a ground assigned priority, a static 
number indicating its original importance in the 
health of the station and the achievement of pay- 
oad goals. Each also has crew assigned priority, 

rew to reassess criticality of 
The knowledge base has the 

sent time passing, so that the 
start and end times of tasks can be compared 
to the "currentn time. These three features are 
employed in the computation of task priorities 
during scheduling. 

Some of the knowledge in a constraint based 
scheduling representation, such as notions of 
state, causality, and revision, are required for 
full optimizing scheduling, but have b 
poned in the implementation of the 0 
ertheless, the information available in the QS 
permits the following rescheduling approaches: 

Resource Substitution. The summaries of 
resource overallocation are analyzed to de- 
termine which tasks are involved in prob- 
lem axeas. Constraints are not ranked in 
the system, so it is necessary to decide 
on an order for examining them. There- 
fore, the problem tasks are ranked by dy- 
namic priority. This is the weighted sum 
of terms which reflects the importance of 
1) the ground assigned priority, 2) the crew 
assigned priority, 3) whether or not a task 
has already begun, and 4) how much a task 
i s  contributing to the problem areas a8 a 
whole. This last is measured it5 the pro- 
portion of use by the task averaged over 
all problem areas. It reflects the general 
goal of keeping as many tasks as possible 
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in the schedule; many other goals, prior- 
ity heuristics, and methods of measuring 
terms are possible, 

s are ranked, processing pro- 
ceeds from lowest ranking to highest. The 
constraints (here, resource requirements) 
of the task are considered in random order. 
For each requirement for a resource within 
a problem area, an effort is made to replace 
the allocation of tbat resource to the task 
by satisfying a relaxed requirement which 
utilizes another, available resource. This is 
done once for all task requirements which 

pertinent to the problem areas, resolv- 
as many problems as possiblle. 

Task Deletion. All tasks involved in prob- 
lem areas of resource utilization are ranked 
by dynamic priority, as described under 
Resource Substitution. Then the problem 
areas are processed in random order, and 
the lowest priority tasks involved in each 
problem are deleted from the schedule un- 
til all problems of overutilization are re- 
solved. This is intended only for tasks that 
are known by the crew to be involved in 
very few constraints which are not repre- 
sented in the system, since deletion of a 
task can easily lead to violations of prece- 
dence constraints. 

e Task Insertion. One task not currently 
scheduled is selected by the user. An at- 
tempt is made to schedule the task, with- 
out creating any problems in resource us- 
age, and without moving any scheduled 
tasks in time. This is intended only for 
tasks that are known by the crew to be 
involved in very few constraints which are 
not represented in the system, since addi- 
tion of a task can easily lead to violations 
of resource use. 

These reschedulers could be combined into a full 
backtracking scheduler, but it would be far too 
slow in its exhaustive search of a combinatorially 
large space. More realistically, all three could be 
used as routines within ground based scheduling 
which made extensive use of search-limiting con- 
straints and other heuristics. Qnboard, it seems 
preferable to provide an automatic scheduling 

option which attempts resource substitution ini- 
tially and then falls back upon task deletion, but 
which avoids a more comprehensive search for 
combinations of relaxations or reassignments of 
start times. 

. Conclusions 

The QSA is a running demonstration which il- 
lustrates the viability of constraint based repre- 
sentation and limited heuristic based reschedul- 
ing for the onboard Space Station sched'ul- 
ing problem. The investigation into the on- 
board scheduling environment has emphasized 
the need for consistency between ground and 
Station scheduling representations. Further- 
more, it has revealed that advantages could be 
gained for crew satisfaction and adaptive re- 
sponse to environment changes if the polished 
schedule is transmitted to the Station along with 
a small amount of the knowledge underlying it, 
such as resource requirements and relaxations. 
Additionally, it has provided a mechanism for 
some experimentation with user interfaces for 
the display of the very complex, multidimen- 
sional body of knowledge that is required for 
scheduling. 

Much more work is needed on the full representa- 
tion of knowledge for ground scheduling, along 
with the acquisition and analysis of heuristics 
for optimizing scheduling as it is currently per- 
formed for manned space missions. 
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Figure 1: The Tasks in a Materials Technology Laboratory $ c h $ ~ ~ ~ e .  

Figure 2: The Requirement of an Acoustic Containerless Processing Experiment for Power. 
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Figure 3: The Summary of Power Usage for the Schedule in Figure 1. 

Figure 4: Four Displays a8 Selected by the User. 

463 





NOA 
A Network Operator Assistant for Scheduling TDRSS 

ABSTRACT 

Network Operator Assistant (NOA) is a prototype expert system 
developed at Computer Sciences Corporation (CSC). NOA uses 
detailed scheduling knowledge and problem solving heuristics to 
assist Network Control Center (NCC) operators schedule the NASA 
Space Network (SN) in time critical situations. This paper 
presents the current status of NOA and its future directions. 

NOA was developed on a Xerox 1108 in LOOPS, a multiple paradigm 
programming environment that integrates object-oriented, access- 
oriented and rule-based programming in Interlisp-D. NOA can 
reschedule network users and critique the current scheduling 
status. 

NOA has proven successful in the 'Active Period' of scheduling 
which is crisis intensive and more dynamic in nature than the 
initial schedule generation period. In the Active Period 
addition, deletion, and change of requests are made for which NOA 
performs heuristic scheduling such that disruption of the 
existing schedule is minimal. 

NOA has a powerful user interface. The entire schedule can be 
sequenced in a time-line and can be displayed in various ways 
using multiple windows and menu driven functions. This aids the 
operator in looking at the schedule from different perspectives, 
that is, from the point of view of the users or of resources, 
individually or in any combination. 

Currently NOA is being tested in a scenario where 300 requests 
per day from 20 user satellites are scheduled along with 50 
percent changes and 20 percent new requests being added during 
the active period. In such a complex scheduling situation where 
many variables are involved, reliance on human experts may no 
always be appropriate. Human decisions are local, whereas 
computers do not have problems dealing with many variables and 
can provide global strategies. NOA provides global strategies, by 
providing an optimal mix of traditional computation in 
scheduling, such as linear programming, and heuristic rules. 

NOA's knowledge base has several layers of abstraction providing 
better understanding of the problem domain. Any level of the 
knowledge base can be accessed whenever required. Currently, 
this knowledge base is being deepened by adding a layer of user 
specific knowledge. This will allow NOA to do opportunity 
scheduling, assess impacts of either unusual or crisis events, 
and evaluate all scheduled and unscheduled activities. 
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T ~ O ~ ~ ~ T I O  
ned to assist Network Control Center (NCC) Operators 

and Data Relay Satellite System -(TDRSS) 
ard Space Flight Center. The development 

red by the increasing complexity and demanding 
NCC9s scheduling. A number of expert 
have been developed in the area of 

hough quite successful in their respective 
these systems are limited in one way or another. 

low and often do not address dynamic 
ce, real time application is not poss 
naive heuristics and must rely heavily on 
cation of results. Some of them operate on a 
level. These types of limitations have been 

onstruction of NOA and are discussed later in 

hat to get a reliable program to solve a 
the problem, not the way people say they 
le has been used extensively in the 

OA. Individual problem solving methods, such as 
es or procedures are irnporta 

gher level of abstraction is also 
ex system. This approach is d 
been adopted in NOA. It i 

the essence of the task but also 
blem solving behavior for mo 

expert system. However, knowledge 

and monitors the NASA Space Network (SN) 
TDRSS. Once a schedule is generated during 
n period, it can be easily changed up to a 

o the use of the schedule information (the 

creased service to the user by increasing his 
y of being scheduled. 

on through increased automation. 

) .  The basic objectives of schedule generation are: 

need for the NCC operator's manual 

the NCC experience base in developing a flexible, 

requests are rapidly increasing along with the number 
rs. In 1987, 300 requests per day are 

he schedule generation period along with 50 
20 percent new requests being added during 

ective scheduling activity. 

ing volume of requests and the flexibility 
nt levels of scheduling, the following 
nts are emerging : 
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of view of the users or of resources, i 
combination. Moreover, this allows the o 
current optimization and use methods to further optimize the 
available slots, if possible, in an incremental fashion, 

Figure 3 illustrates another layer 
consisting of rules. The rules are or 
the object space of the primary kno 
from general scheduling principle 
In the event of additional reque 
NOA will try to find an alternate 
requested. 

Scheduling a new mission is usually 
three ways. First look for an open 
requirements. If a slot is not avail u f f l e  the new 
mission with already existing missio 
assign and assign missions to 
second approach fails, assign 
scheme and bump the appropriate lo 
rules are in turn be used to criti 
further optimize it. 

A model of resource constraints is 
resources in the Space Network, sepa 
high demand but are sca 
constraint class in the constraint 
resources will likely break down, need 
repair for certain periods 
class of constraints. This 
in the process of resolving 
becomes invalid. Consider th 

If a resource breaks down, appropriat 
constraint knowledge base. The effec 
determined using the constraint kn 
missions during the period of repair 
time periods or other resources. The k 
a part of the third knowledge base. 

AI ISSUES 
Since multiple paradigms were used in t 
it is not possible to give a quantitative 
knowledge base by counting the number of 
prototype currently has more than 20 
containing approximately 75 rules, and 
model derives knowledge by representing 
inheritance lattice, by triggering o 
access oriented programing, and by 
structured in this multiple paradigm e 

Situations exist in this problem 
scheduled to multiple antennas 
Also in theory an antenna may be 
widths at the same time by more than one mission. 
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their interrelations with TDRSS resources, orbit characteristics 
and so on) and also the constraint knowledge below the knowledge 
base of general scheduling principles. In this context, a 
framework will be built that will allow NOA to do opportunity 
scheduling, asses impact either due to any unusual event or 
crisis and evaluate all scheduled and unscheduled activities. 
Because of NOA's architecture and design approach, its potential 
as a scheduler's assistant in a complex and dynamic scheduling 
environment is promising. 
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figure 1. Unscheduled Activity 
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figure 3. NOA Design Showing Layered Data Bases 
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Experiment Scheduling for Spacelab Missions 
John Jaap and Elizabeth Davis 
Marshall Space Flight Center 

INTRODUCTION 

The Experiment Scheduling Program (ESP) is the heart of a 
group of programs developed at the Marshall Space Flight 
Center to schedule the experiment activities of Spacelab and 
other Shuttle missions. Other programs in the group either 
prepare input data for ESP or produce derivative information 
based on the schedule produced by ESP. The task of exper- 
iment scheduling can be simply stated as positioning the 
experiment activities in a mission so that they collect 
their desired data without interfering with other activities 
or violating mission constraints. 

Beginning in 1974, the Mission Integration Branch (EL22) at 
Marshall developed several programs for automated experiment 
scheduling of Spacelab-type missions on a Univac-1108 and a 
PDP-11/70. These programs had several major deficiencies: 
failure to handle enough instances of each type of constraint 
or sufficient types of constraints, lack of integration into 
the mission planning system, poor design, lack of extensi- 
bility, and failure to meet the emerging need for real-time 
mission support. 

Beginning in 1979, we wrote 'the requirements for, designed 
and implemented a versatile program which uses expert-system 
techniques to generate experiment timelines. ESP became 
operational in March of 1981. It is well integrated into a 
group of mission planning programs running on a Digital 
Equipment Corporation VAX computer. It has supported the 
experiment scheduling activities for nine Spacelab missions, 
three of which have been flown, and several partial pay- 
loads. The program is being used not only by MSFC, but also 
by the Flight Project Engineering Office at JSC to schedule 
the SLS-1 and SLS-2 Spacelab missions. In addition, ESP is 
being used to schedule 90-day straw-man mission segments €or 
Space Station investigations. There are approximately twenty- 
five people who are proficient in using the program. 

In this paper, we shall describe the program's capabilities 
as seen by the user, the experiment and mission constraints 
the program handles, and how the expert system in the pro- 
gram handles these constraints. We have referred to exper- 
iments and experiment timelines, assuming that the reader 
has an intuitive understanding of these concepts. This 
discussion of ESP can be better understood if we first 
define several terms. 
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Experiment - In general, a collection of equipment and 
procedures which, when executed, add to the body of scien- 
tific or technological information. In ESP, the term exper- 
iment refers to the "model" or "models" corresponding to the 
general definition. 

Functional Objective - A large section of an experiment's 
procedures which accomplishes a definite purpose, such as 
verifying equipment, collecting baseline data, etc. 

Model (Experiment Model) - The database representation of an 
experiment or part of an experiment. A model is a col- 
lection of constraint and execution definitions. Some of 
the definitions apply to the whole model and some apply to 
the "steps" of the model. 

Step - The smallest, clearly delineated part of an experi- 
ment model. Steps are usually executed in order, but not 
necessarily contiguously. Resource and crew requirements of 
a model are shown at the step level. 

Performance - An execution of an experiment model. A model 
may be performed multiple times to collect additional data. 

Experiment Timeline - A time history of experiment and re- 
lated activities occurring during a mission. These activities 
are represented by the start and stop times of model steps. 

ESP FEATURES AS SEEN BY THE USER 

ESP provides an array of options for retrieving, generating, 
modifying, verifying, and documenting experiment timelines. 
There is no hierarchy among these options. The program 
internally maintains up to three schedules in addition 
to the current schedule. The user may save the current 
schedule at any point and may choose any saved schedule or 
the current schedule as the starting point f o r  any option. 
One possible scenario which shows the use of multiple 
options for building a schedule follows. Start with a new 
schedule and retrieve the crew duty cycle from a file, edit 
the retrieved crew duty cycle with the manual scheduler, 
retrieve the timeline for several experiments from another 
file, edit this data, and use the automatic scheduler to 
schedule other activities. Interspersed with building up 
the schedule, the user can check the schedule for constraint 
violations and use the output options to examine the schedule. 
The user's view of the major features is described below. 

When using the external retrieval option, the user specifies 
the start and stop times of the retrieval and the experiment 
models to retrieve. The program does not allow double 

47 6 



booking of a crew member or overlapping performances of the 
same modelp but no other validation checks are made. 

When using the automatic scheduler, the user specifies the 
models to be scheduled and, optionally, the order in which 
to process the models. This order does not affect the 
schedule except that resources are assigned on a first-come, 
first-serve basis. The user also specifies weighting param- 
eters reflecting the priority of the models, the scheduling 
start time, the grading criteria for the schedule, and the 
number of scheduling passes to make. 

The manual scheduler, also called the schedule editor, is 
used to enter activities whose requirements are not well 
modeled or whose placement is predetermined, as is the crew 
duty cycle. When using the manual scheduler, the user 
enters the start and stop times and crew usage for each 
activity. Resource usage is taken from the model. This 
schedu1e.r presents a screen full of data to be edited using 
form editing techniques and commands. When the user issues 
the command to commit the page to the schedule, the ehtries 
are checked for constraint violations. If the violations 
will not destroy the integrity of the schedule, the user may 
ignore the warnings and update the schedule. A chart showing 
where each required resource of an activity is available and 
the intersection of these availabilities is provided to assist 
the user. The manual scheduler also provides easy access to 
the automatic scheduler for quick scheduling of a model. 

Violations (overuse of resources) can be introduced into 
a schedule in four ways: merging of two of more timelines 
by doing external retrievals, changing the mission avail- 
abilities, changing the models, and accepting violations 
while editing the schedule. ESP can search all or part of a 
schedule for these violations. 

ESP has a complete set of output options which supports both 
uilding schedules and preparing charts and tables for 

documents, The output options are form driven; i.e., the 
user fills out a form on the terminal screen requesting 
the desired output, issues the execute command, and the 
output is produced. 

The Experiment Scheduling Program is a highly interactive, 
user-friendly program designed to run primarily on Digital 
VT240 and Tektronix 4014 terminals. It checks all input for 
reasonableness and has in-line help text available as needed 
throughout the program. The program allows a user to interrupt 
any activity without corrupting internal or external data. 
A journal of all user interactions is maintained to assist 
in tracking the development of a schedule. 
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EXPERIMENT AND MISSION C O ~ ~ T ~ I ~ T S  (PROGRAM DOMAIN) 

The domain of the Experiment Scheduling Program includes the 
experiment and mission constraints which are defined in this 
section. Each experiment model has several different types 
of requirements and constraints which determine the time at 
which the model may be scheduled: time constraints indig- 
enous to the experiment model, time constraints relative to 
other models, time constraints relative to other timelines, 
and sharing of resources with other models and activities. 
ESP has a fixed rule base which handles these requirements. 
The requirements that the automatic scheduler can handle are 
discussed below. 

Performance Time Windows - All performances of a model are 
scheduled within specified time windows. Each time window 
has a desired maximum number of performances to schedule. 
Windows may overlap and can be in any order, but scheduling 
is attempted in the windows in the order specified. 

Performance Duration - Each performance is scheduled so that 
its duration does not exceed the specified maximum. 

Delays between Performances - Each performance is scheduled 
within a specified time period relative to adjacent perform- 
ances of that model. 

Step Duration - Each step is scheduled so that its duration 
lies within a specified range. 

Step Delays - Each step is scheduled within a specified time 
period relative to the previous step of that model. 

Startup and Shutdown Steps - A model may have startup steps 
which are executed on the earliest performance and shutdown 
steps which are executed on the latest performance. However, 
there must be a core of steps which is executed on all per- 
formances. 

Sequencing - A model may be required to be scheduled with- 
in a specified time period relative to the performances of 
another model. 

Concurrency - One step of a model may be required to be 
scheduled at the same time as one step of another model. 

Time constraints relative to other timelines introduce the 
concept of targets and attitudes. A target is usually an 
object to observe, while an attitude is usually a vehicle 
orientation. Each target and attitude has a set of acquisi- 
tion and loss times. Some examples of targets are when a 
site on the earth may be viewed from the vehicle, when the 
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vehicle is in sunlight, when the magnetic flux is above a 
specified threshold, and when TDRS communications are avail- 
able. Some examples of attitudes are when the payload bay 
is pointed toward an object, when the vehicle is rotating at 
a certain rate, and when the vehicle is maneuvering from one 
attitude to another. For some mission analyses, the attitude 
timeline is not a constraint but is a consequence of the 
schedule produced by the program. Attitudes and targets are 
read from the same file and have the same format. ESP treats 
this data according to the rules requested by the model, not 
according to the physical definition; i.e., regardless of 
what the data is, if it is presented as a target, it is 
treated as a target; and if it is presented as an attitude, 
it is treated as an attitude. 

Targets - A step may be scheduled during a time of requested 
target availability. Up to three targets to be intersected 
may be specified. All targets must be available simul- 
taneously during the entire step. 

Attitudes - A step may be scheduled during a time of re- 
quested attitude availability or nonavailability. Up to five 
attitudes to require or avoid may be specified. If the 
attitudes are to be avoided, a l l  the attitudes must be 
unavailable during the entire step. If the attitudes are 
required, one attitude must be available for the entire 
duration of the step. 

The shared resources handled by. ESP are divided into two 
broad types: nondepletable and depletable. A nondepletable 
resourcep such as a TV camera, is one whose availability is 
restored when the consuming activity terminates. Nonde- 
pletable resources are maintained in either integral or 
floating-point amounts. Those maintained in integral amounts 
are called equipment. A depletable resource, such as a reel 
of film, is one whose availability is not restored when the 
consuming activity terminates. Depletable resource consump- 
tion can be specified as a fixed amount, as a constant rate 
over time, or as a function of time and a specified nonde- 
pletable resource. Thus power can be integrated to compute 
energy. ESP schedules the models in such a way that the 
resource usage never exceeds what is available. 

Shared Resources - A step may require depletable, nondeplet- 
able, and equipment-type resources. Resource usage usually 
terminates upon completion of a step. If it is desirable 
for resource usage to continue until the start of the next 
step, resource carry-through is requested. All nondepletables 
and equipment are maintained during the delay, while usage 
of depletables is maintained only for those resources whose 
consumption is based on time. 
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Balanced C r e w  Usage with Lock-in - A step may specify lists 
of crew members and the number to select from each list. 
This gives the program some freedom in assigning the crew. 
If a choice of crew members exists and no other rules take 
precedence, ESP attempts to balance the crew usage among 
the crew members as it schedules each performance. Whenever 
it is required that the same subset of crew members performs 
several steps of a performance, crew lock-in is specified. 

C r e w  Monitosing - A crew member may be scheduled to monitor 
a long-running step €or short periods of time. 

Another program in the experiment scheduling group of 
programs is used to build and edit the models. The models 
are stored on a data file and read by ESP, Figure 1 shows a 
typical model which has most of the requirements discussed 
above. Most missions require more than 100 models; Spacelab-1 
had 346 models. A significant effort is expended by the 
mission planner in building the models for a mission. A 
typical schedule contains about 4000 activities. This is 
less than 10% of the capability of ESP. Table 1 gives a 
summary of capacities for the program. 

In this section we shall take a bottom-up approach to 
explaining the expert system embodied in the automatic 
scheduler in ESP. The automatic scheduler consists of five 
Components: the bookkeeper, which maintains both the exper- 
iment timeline and the resource availability timeline; the 
checker, which determines when constraints are met on a 
one-by-one basis; the loader, which is the set of rules to 
determine when to schedule each activity; the explainer, 
which traces the activities of the loader and the checker; 
and the selector,. which selects the next experiment to 
schedule. The loader depends on the checker to supply 
windows of availability, and the checker depends on the 
bookkeeper to maintain the necessary time histories. While 
the primary function of the bookkeeper and the checker is to 
support the loader, they also support external retrieval, 
manual scheduling, and searching a schedule for constraint 
violations. The bookkeeper also supports output. Figure 2 
shows the major components of ESP and their interfaces. 

To explain how the bookkeeper works, we shall first show one 
way a human would do the task and then tell how that same 
approach was implemented in ESP. Assume that a mission 
planner wants to schedule some activities which require 
power. Also assume the mission duration is 7 days and the 
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available power is 10.0 units. The planner would initialize 
a table like the one shown here with the initial time and 
value and the final time and a value of zero. The table is 
read as follows: beginning at time 
O/OO:OO:OO, the power available is 
10.0 units; at 7/00:00:00, the power 
available changes to 0.0 units. 

Suppose that an activity is scheduled 
from 1/13:45:00 to 3/16:00:00 using 
2.5 units of power. Also suppose that 
another activity is scheduled from 
4/03:28:45 to 4/09:00:15 using 3.75 
units of power, Four new times are 
inserted into the table showing the 
reduction and restoration of power by 
each activity. 

The process gets more intricate when 
activities overlap each other. Assume 
that another activity is scheduled 
from 3/16:00:00 to 5/18:35:30 using 
1.25 units of power. Since the start 
time already exists in the table, it 
is only necessary to insert one new 
time. However, the power availability 
for all the time points between the 
start and stop times inclusive must be 

TIME POWER 
o/oo:oo:oo 10.00 
7/00:00:00 0.00 

TIME POWER 
o/oo:oo:oo 10.00 
1/13:45:00 7.50 
3/16:00:00 10.00 
4/03:2a:45 6.25 
4/09:00:15 10 m 00 
7/00 :00 :00  0 .00  

TIME POWER 
o/oo:oo:oo 10.00 
1/13:45:00 7.50 
3/16:00:00 8.75 
4/03:28:45 5.00 
4/09:00:15 8.75 
5/18:35:30 10.00 
7/00:00:00 0.00 

updated. 

This example is lacking only in scale! Doing the task manually 
would require keeping up with as many as a hundred resources 
and thousands of events, In addition to keeping up with 
resource and crew usage, it is also necessary to keep up 
with the experiment timeline so  that sequencing, concur- 
rency, and performance delay requirements can be checked. 
Notice that the length of the table is a function of the 
number of resource level changes, not the duration of 'the 
mission segment being scheduled, 

The bookkeeper in ESP emulates the manual process described 
above by using specially designed file formats and processing 
techniques to rapidly access and update the data. Since ESP 
is implemented on a 32-bit machine and time is maintained in 
integral seconds, the mission segment length is limited to 
the largest integer that can be stored in a 32-bit word; 
i.e., 2,147,483,654 seconds or 68+ years. The data structure 
used to store the tables is limited to 100,000 events, thus 
guaranteeing 50,000 activities. Updating all the intervening 
time points between the start and stop times of an activity 
is time consuming but permits the checker to operate much 
more efficiently, 
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Checker 
To explain how the checker works, we shall again discuss how 
a human, now developing some expertise, would use the data 
maintained by the bookkeeper to perform the checking function. 
A typical request might be, "Where does the available power 
first exceed 8.00 units?" A mission planner would quickly 
scan the table above and determine that the window opens at 
O/OO:OO:OO and closes at 1/13:45:00. If asked to find the 
next window, the mission planner would remember how far down 
the table checking had proceeded, resume there and discover 
that the next window runs from 3/16:00:00 to 4/03:28:45, 
followed by another window from 4/09:00:15 to 7 /00 :00 :00 .  

In ESP the request presented to the checker might be, "Give 
me the first window where all the resources required for my 
activity are available." The request would also contain 
earliest and latest times of interest. This limiting of the 
search range allows the checker to respond much faster. The 
checker can respond to questions about availabilities of 
targets, attitudes, equipment, nondepletable resources, or 
crew. The checker also responds to queries about the win- 
dows where sequencing or concurrency requirements are met. 

Loader 
We shall now describe how an expert mission planner would 
load a single step into the schedule. After deciding the 
window in which the step might be scheduled, the expert 
would ask the checker for the first window meeting one of 
the step requirements. If this window were acceptable, the 
mission planner would get the window for another requirement. 
Checking would continue in this manner until all requirements 
were met. When the intersection of the windows was as long 
as the step, the step could be scheduled. 

In ESP the loading, or scheduling, of steps is accomplished 
in a manner similar to the human process described above. 
The requirements are checked in a particular order; i,e, the 
requirement windows have a defined hierarchy. Each window 
is the search range for determining the window below it in 
the hierarchy. Whenever a window is found to be unacceptable 
(shorter than the minimum step duration), the next window in 
the same search range (next higher window) is requested. 
This is an example of depth-first searching. Whenever no 
acceptable window is found at a particular level, the window 
above it becomes unacceptable and the next window at that 
level is checked. Checking continues in this manner until a 
set of nested windows for all requirements has been generated 
or there are no more windows at the highest level and the 
step cannot be loaded. 

Once a lowest-level acceptable window is found, the step is 
loaded within this window according to several rules. The 
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highest priority rule is to start the step as early as 
possible (front load). Another rule is to maximize the step 
duration within the window up to the limit specified on the 
model. If after assigning the start and stop times of the 
step there remains a choice of crew members to assign, then 
they are assigned based on the crew balancing equation. This 
flexibility is accomplished by placing the crew window at 
the bottom of the window hierarchy. 

But the task is not just to schedule steps, but to schedule 
performances of models! This task requires finding a place 
in the schedule which meets not only the requirements of all 
steps individually, but also the delay constraints between 
steps and performances, the resource carry-through require- 
ments, the sequencing and concurrency requirements, and the 
performance windows specified with the model. 

Confronted with this larger task, the expert mission planner 
would begin by defining a window in which the performance 
must be scheduled. This window is determined by considering 
the window from the selector, the performance window from 
the model, performance delays, and sequencing. The expert 
would load the steps in this window on a trial basis, 
moving them around until all steps were validly loaded. 
Only then would the bookkeeping function be conducted and 
the performance actually scheduled. The detailed perform- 
ance loading process embodied in ESP is given below and is 
also depicted in Figure 3 .  

The program computes the window for the first step to be 
loaded, beginning at the start of the performance window 
and leaving enough room for the remaining steps. The window 
for each subsequent step is similar except that it starts 
after the end of the previous step by an amount equal to the 
minimum step delay. After loading a step, the program may 
reload other steps based on several backtracking rules: if 
the delay relative to adjacent steps of the model is violated, 
reload the already loaded step; if the maximum performance 
duration is violated, reload the first step; if resources 
are unavailable for carry-through, reload the previous step; 
etc. When reloading steps, ESP adjusts the step window so 
that the same backtracking rule is not violated again. 

The above discussion does not take into consideration all 
of the requirements that exist in the domain specified for 
ESP e Other rules are included to check for depletable 
resources. If depletable resource usage is a function of 
time, the step durations may have to be chosen at less than 
the otherwise available maximum. The scheduling and de- 
scheduling of startup and shutdown steps must be performed 
and crew monitoring must be scheduled. Additional back- 
tracking may be required to select a different crew group 
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when crew lock-in is in effect and a step other than the 
first step of the lock-in sequence fails. 

After all steps of a performance are loaded, the performance 
is scheduled and all bookkeeping functions are conducted, 
In addition to asking the bookkeeper to update its data, the 
loader also updates the crew balancing parameters, the 
grading equation parameters and other data, 

ESP does one more thing that a good expert would do. After 
scheduling a performancep the program saves a snapshot of 
its computed data. When asked to schedule another perform- 
ance of that model, the program resumes scheduling based on 
the snapshot. This heuristic feature significantly enhances 
the program's performance. However, it is possible for a 
snapshot to be invalidated by scheduling another model. 
After scheduling each performance, ESP checks all snapshots 
and clears those that are invalid. 

We have only told half of the story! The manual process to 
handle the concurrency requirement would overwhelm even the 
most expert of mission planners. When scheduling models with 
concurrence where neither model can be scheduled without the 
other, ESP processes them simultaneously. The complexity of 
the loading task is at least doubled. Since both models are 
active at the same time and may require the same resources, 
the checker must account for the already loaded steps of the 
other experiment when computing availability windows, Deter- 
mining when and how to backtrack is more complicated. The 
computation of step windows is also more difficult. 

ESP has a last-chance ploy that is invoked after all other 
attempts to schedule a performance have failed. If any steps 
have variable durations, these durations are forced to the 
minimum value and the loading process is repeated, Remember 
that the original desire was to maximize step durations. 

The loader provides only summary data to the user as it 
works, reporting that a performance is scheduled, that it is 
scheduled with the last-chance logic, or that it could not 
be scheduled. Of course, a user may examine a schedule with 
the output options to see where the performances, and the 
steps of the performances, were placed. Normally the user 
only wants to see the schedule, but occasionally the user 
may want to know why a performance was placed at a particular 
place or why it failed, To obtain this information, the 
user activates the explainer before invoking the loader. 
The loader activities and checker responses are then stored 
and may be either printed or displayed on the terminal. 
When displayed on the terminal, the tabular data may be 
scrolled forward or backward in its screen window while an 
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animated bar-chart representation of the data is shown in 
another screen window. 

Select or 
The loader places the models in the schedule based on model 
requirements and current availabilities. Since ESP cannot 
deschedule or reschedule a performance while generating 
a schedule, the order of attempting to schedule the models, 
referred to as the selection order, has a significant effect 
on the schedule. Selecting the next performance to schedule 
is the function of the selector. The user divides Uhe models 
to be scheduled into groups, assigns a selection method to 
each group, and then specifies which groups to schedule. 
The selector processes the groups and passes the models to 
the loader one performance at a time. ESP provides two 
methods of selecting the models for scheduling. 

The first selection method is the fixed-order method. The 
user specifies the order of selecting the models, possibly 
on a performance-by-performance basis. When processing a 
fixed-order group, ESP makes automatic adjustments to account 
for sequencing and concurrency. 

The other selection method is the random-order method. The 
user specifies a seed for a pseudo-random number generator, 
the group members, and relative weighting factors for the 
members. As it processes a random-order group, ESP takes 
into account sequencing and concurrency. At the user's 
request, ESP automatically generates multiple schedules 
and saves the "best" one. This Monte-Carlo technique allows 
the program to perform exhaustive searches without further 
user intervention. 

ESP also provides a pseudo or manual selection method. The 
manual scheduler provides a gateway to the automatic scheduler 
which bypasses the selector. In this mode the user selects 
the model and specifiesthe topmost window in the performance 
leve 1 hi e ra r chy . 

SUMMARY 

When we set out in November of 1979 to develop ESP, we were 
good programmers but knew little about scheduling. The 
requirements, of which we had seen only a sketch, were very 
challenging. We did not set out to write an expert system, 
at least not by that name. We firmly believed that if we 
could write the rules for scheduling on paper in English, we 
could write the program. We also challenged ourselves to 
develop a robust program which met all the requirements. 
After working on the task three months, we published a 
detailed requirements document. During the next two months, 
Mrs. Davis formulated the scheduling approach described in 
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this paper. It required eight more months to fill in the 
details of her plan. During the design effort, Mr. Jerry 
Weiler, the scheduling expert at MSFC, provided valuable 
insight to the scheduling process. In February, 1980, we 
wrote the first line of code. Another 2 4  months were 
required to implement the program. Over the past four years 
we have made improvements to the user interfaces on a part- 
time basis, Only in the past two years have we come to 
realize that we should apply terms like "expert system," 
"depth-first search," "backtracking," "forward chaining," 
and "explanation facility" to ESP. 

ESP is implemented in FORTRAN 77 on a VAX computer. We used 
strict structured programming techniques to write 95,000 
lines of well commented code without GOTO statements. The 
program contains 13,000 IF statements and 850 DO-WHILE 
statements. Emphasis was placed on speed and file 1/0 wa6 
minimized. The program, running on a VAX-11/785 with 15 
other users, can retrieve a 4000-step schedule, performing 
the necessary bookkeeping, in about five minutes. Normally, 
a mission planner dynamically builds up a schedule by a 
combination of editing and building the experiment models 
and continuously adding to or modifying a schedule. Occasion- 
ally the user may revert to a clear schedule which has only 
the preplaced activities in it. Over a period of three 
weeks, one or two mission planners working together can 
develop a detailed schedule for a 7-day mission. This time 
does not include obtaining the data required to build the 
models. 

In the future we expect to make several improvements to the 
program. The current loading scheme places the activities 
toward the front of the mission. Experimenters usually want 
their activities done as early as possible for three 
reasons: if the experiment fails, there is more time to 
repair it; they have a chance to analyze data during the 
mission, modify their procedures and collect more or better 
data; and if the mission is shortened for reasons of 
safety, they will have collected more data. However, there 
is a need to load the schedule in other ways, and we are 
currently implementing backloading rules. As was noted 
earlier, the order of selecting the models for scheduling 
has major effects on the schedule. We are investigating 
other selection methods which automatically choose the next 
model to schedule so as to produce a better schedule. 
Improved selection methods are a prime candidate for the 
application of Artificial Intelligence. 
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.......................................... N2F6A .. ~.....................................*. 
a Flrst perf. steps 1 thru 3 Waxlmum perf. duratlon: 1:OO:OO PERFORWANCE WINDOWS ' 
Wlddle perf. steps 2 thru 3 Start End #Perf * 

* Last perf. steps 2 thru 4 Perf. Delay: 0:00:00.202:00:00 1- ~/OO:OO:OO. 3/09:oo:oo. s * 
' Sequenced with N2F2EB1 , Delay: O/OO:OO:OO. 6/00:00:00 2- 3 l 0 9 : O O : O O .  6 / 0 0 : 0 0 : 0 0 .  2 * 
* Step 3 has TWO WAY concurrency vlth NlF03A at step 5 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Step 1 ____________________---------------------------------------------------------------------------- 
Duration: 0:15:00. 0:19:00 Nondepletables Depletables 

Perform lnltlal on-orbit checkout 

crew Targets Equipment POWER - 0.645 ENERGY - 0.l64 
Use 1 SUN DDU/KB - 1 ECAS - 4.616 

PS-1 TDRS ECAS-PRO - 1 DATA - O.Sl2 
PS-2 ECAS-STL - 1 
step 2 ................................................................................................ 
Delay: o:oo:oo. 0:10:00 Start solar data collection 
Duratlon: 0:03:00. 0:03:00 Nondepletables Depletables 

crev Targets Attitudes Equlpment POWER - 0.645 ENERGY - 0.033 
use 1 SUN SOLAR A/V REC - 1 ECAS - 4.616 

PS-1 ECAS-PRG - 1 DATA - O.Sl2 
PS-2 ECAS-STL - 1 

H2O-INH - 1 
DDU/KB - 1 

step 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
Delay: o:oo:oo. 0:10:00 Collect solar spectrograph data (auto node) 
Duratlon: 0:50:00. 1:10:0o Nondepletables Depletables 

Crew Wonltorlng Targets Attitudes Equipment POWER - 0.645 ENERGY - 0.549 
Ps-1 Duration 0:10:00 SUN SOLAR A/V REC - 1 ECAS - 4.616 
PS-2 Cycle 1 :Do: 00 ECAS-PXO - 1 DATA - O.Sl2 

Tolerance -0:05:00 ECAS-STL - 1 
+o : 10 : 00 H20-INH - 1 

step 4 
Delay: o:oo:oo, 0:10:00 Observe sunset and go to standby mode 
Duration: 0:03:00, 0:03:0o Nondepletables Depletables 

Attitudes Equlpnent POWER - 0.645 ENERGY - 0.033 
SOLAR A/V REC - 1 ECAS - 4.616 

ECAS-PXO - 1 DATA - 0.512 
ECAS-STL - 1 
H20-INH - 1 

Figure 1: Model of an Experiment Functional Objective 

Figure 2: Experiment Scheduling Program Components 
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16 : 30 17 : 30 18 : 30 19 

3 - Step 1 
4 1  I 

16 17 : 38 18 19 
TIME - Hours 

NOTES : 
* Resource avail- 
ability windows 
are not shown. 

* Drawing numbers 
coerespond to 
explanations. 

MODEL: 
Performance window: 0/16:00 to 0 ~ 1 9 : O O  I 

Step 1: Operate air sample collector 
Duration: OfO0:20 to 0/00:30 POWER: 1.762 

Step 2: Analvze air sample 
Delay: 
Duration: 0101:OO to 0.'01:00 POWER: 0 . 8 8 9  

O i O O -  00 to O i O O i  15 

1. 
2. 
3. 

4 .  
5. 

6. 

7. 

8. 
9 .  

Figure 

EXPLANATION: 
Bottom window at the performance level. 
Step window for step 1. 
Step 1 scheduled as early as possible and for as long as possible in 
the resource availability window. 
Step window for step 2. 
Step 2 scheduled as early as possible in the resource availability 
window. Note that the step delay is violated. 
Recomputed step window for step 1 accounting for the actual starting 
time of step 2 and maximui delay before step 2. 
Step 1 scheduled as ear,ly as possible and for as long as possible in 
the resource availability window. Note that it overlaps step 2. 
Recomputed step window for step 2. - 
Step 2 scheduled as early as possible and for as long as possible in 
the resource availability window. Since there are no violations. the 
performance is scheduled. 

3: Loading Steps with Variable Delay and Duration 

MISSION DATA 
Hission segment length 

based on output format = 1000 days 
Experiment models - 500 
Crewmen - 8  
Equipment types = 99 

Targets and attitudes = 200 

Other nondepletable resources - 25 

Acq Losses per targetlattftude = 500 

Depletable resources = 25 

Steps in schedule = 50000 

EACH MODEL EACH STEP 
Steps = 50 Crewmen used 
Performances = 500 Crew preference lists 
Performance windows = 10 Equipment types 
Concurrency - 1  Other nondepletable resources = 10 
Sequencing - 1  Depletable resources * 19 

Targets to intersect - 3  
Attitudes (select or avoid) = 5 

= 8  
- 3  - 15 

Table 1: Experiment Scheduling Program Capacities 
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I 

Abstract. Intelligent interface concepts and systematic approaches to assessing their functionality 
are discussed. Four general features of intelligent interfaces are described: interaction efficiency. 
subtask automation, context sensitivity, and use of an appropriate design metaphor. Three 
evaluation methods are discussed: Functional Analysis, Part-Task Evaluation, and Operational 
Testing. Design and evaluation concepts are illustrated with examples from a protofrpe expert 
system interface for environmental control and life support systems for manned space platform. 

Increased information processing requirements and the maturation of high-technology hardware and software have 
led to increased automation in nearly all aspects of society. This trend has caused a shift in the human's role from 
largely perceptualfmotor tasks (e.g., analyzing signals, adjusting controls) to more cognitive ones' (e.g., monitoring, 
evaluating, and managing automated or semi-automated system processes). Unfortunately, the full potential of new 
technology is not often realized due to poor interfaces with the human operator-turned-evaluator. There is increasing 
recognition of the need to enhance user interfaces with intelligent support functions, but there is a lack of clarity on 
what constitutes an intelligent interface, and very little guidance on how to evaluate its effectiveness. This paper 
addresses three questions about intelligent interfaces: (1) How do we know when we need one? (2) How do we know 
when we have one? and (3) How do we know how good it is? It is hoped that, by elaborating these issues, some 
progress can be made toward characterizing intelligent interfaces and systematic approaches to 'assessing their 
functionality. 

Intelligent ~ ~ t e r ~ ~ c e  Design 

The Need for I~ te l~ igent  

At the outset, let us consider where intelligent interface concepts should be applied. C intelligent 
interface concepts are not required in predominantly manual operations or completely automate The most 
appropriate applications are those human-computer systems in which information processing on making 
responsibilities are shared. A prime source of system complexity in thede systems is an implicit design philosophy 
that focuses on the form and literal content of isolated user-computer transactions rather than their function in the 
larger system (Greitzer, Hershman, Br Kaiwi, 1985). While proper interface design to support suc transactions is 
essential, the design concept should also reflect more global aspects of user-computer interac ! ions. As the 
goal-directed responsibilities of the software increases, the relationship between the human and the computer 
approaches that of two cognitive systems (Fitter Br Sime, 1980), and the need for an intelligent intermediary (Le., 
interface) becomes more critical (Greitzer et al., 1985). This places a new emphasis on knowledge of the user's goals 
and intentions, development of new tools and procedures, and incorporation of contextual information. Such joint 
human-machine cognitive systems provide an integration of partial and overlapping expertise that has the potential to 
produce better performance than either human or machine alone (Woods, 1986). I '  

Given an accurate accounting of the user's expertise and the task requirements, informed decisions may be made 
about user-computer task allocation and the tailoring of intelligent interface concepts to the problem. This section 
discusses four major features that contribute to the design of intefligent interfaces. 

'This work was supported by Martin Marietta Denver Aerospace Independent Research and Development Task D-47s. 
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1. Interaction Efficie at address issues of direct 
manipulation (Shneiderman, 1983 an (1983) advocates graphic 
representations of objects (icons) . This provides the user easy 
access to tools and informati 1 of system operations, and 
contributes to user satisfaction me interactio~-ef~ciency features that foster direct manipulation 
and user satisfaction are: imm sentatons of processes, 
objects, tools, and informati ral and easily recognized 
icons to relieve the user's and codes; forgiving treatment of user errors 
(e.g., easy to undo actions ts the system as a tool 
to be used at the user' patible with the user's 
conceptualization of the problem; ability of experienced users to define "macros" that customize composite functions 
to save time and reduce memory load; display formats and interaction protocols that facilitate the user's understanding 
of system functioning; multiple w ~ d o ~ s  that exhibit only that in ation required to perform the task; and a safe 
env~nment  that encourages discovery about system operations 

While these direct manipulation tools and user-friendly features are powerful devices, they do not themselves 
relieve the user's cognitive burden in process management and fo ulating goals in complex problem-solving tasks. 
Here, more cognitive support is required to automate selected tasks, provide more flexible interface dynamics, and 
perform high-level task management functions. 

2. Subtask Automation. se of automation is to support and augment human operators and improve 
system performance, groductiv y, and economy. Automation may include one or more of the following 
functions (Rouse and orris, 1985): synthesis (generation of alternatives); analysis (evaluation of alternatives); 
decision (selection among alternatives); control (~mplementation of alternatives); and monitoring (observation of 
results). 

Automation is most a p p r o ~ ~ ~ a t e  for tasks that le cannot or would rather not do. Candidate tasks for 
automation include those that are menial, routine, time ueraing, or that tend to overload the human operator (e.g., 
that require large amounts of memori~ation). and control functions is most typical: 
Examples in ofice software environments are se and backing up fides (Rissland, 1984). In 
space applications, voluminous h e ~ ~ s t a t u s  d checked against established thresholds; 
equipment inventories and m~ntenance requ matically as problems are discovered. 
Automated decision making is less typic because d the reluctance to relinqu~sh total control to the hardwardsoftware 
system. Nevertheless, life support systems aboard manned space platforms will include automated decisions to shut 
down faulty components in redundant systems. Automated synthesis and analysis functions are largely in the domain 
of expert systems technology; space applications include fault diagnosis and recovery for life support systems. 

3. Sensitivity to Context. Contextual cularly task goals and interaction history, de t edne  the 
flow of the interaction (Croft, 1984). ~ensitivi~y to context elevates the sophistication of the interface, making 
possible a variety of indispensible services for the user. To capture this contextual knowledge, artificial intelligence 
programming techniques can be used to model the relationship between higL-level goals, required tasks, and associated 
information requirements. This allows the software so recognize the context of a user's present actions and invoke 
supporting data analyses or presentations, appropriate algorithms, or expert systems. 

Some of the more important context-sensitive functions are: change interaction dynamics in response to user 
preferences (e&, amount of feedback, screen formats, command words); adapr interaction dynamics to user workload 
or experience; monitor progress toward the goal; inform the user of status information; help maintain the user's sense 
of position; screen the user's commands to prevent mission-critical errors; provide online assistance (especially 
context-sensitive help messages): recommend actions; anticipate user needs for information presentation or analysis; 
explain actions or recommendations; report on possible side effects of intended actions; and provide rapid forecasting of 
"What-if' questions. 

4. Appropriate Design henever users interact with computers they acquire a mental model 
(Norman, 1983) or picture of how the system works. This mental model is conveyed through a design mtaphor 
about the system's functional behavior (Greitzer aiwi, $: Hershman, 1986). At worst, the user perceives the system 
as a "black box" that should be ignored or turne ff when its behavior is unsatisfactory. More desirable is a design 
metaphor that inspires user confidence, satisfaction, and efficiency in completing the task. An understanding of the 
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choice of design metaphor that bes 
nce. Inappropriate or inadequate c 

appropriate to the tas and the user's needs and level of expertise. t 
I 

interface can lead the user to 
le of the computer system (as 

novice or occasional user neither wants nor needs the same amount of 
Ian& 1984). On the other hand, a novice-ori 

1985). As   to mated functions increase, 
hifts toward increasin ystem control. In traditional systems, virtual1 

an "assistant" relationship, the authority resides d behavior and ~espo~sibi~ity lies 
the user, who directs the system's actions. reflects a co~labor~tlve 

fastesc most appropriate response to a 
and the system each have authority over selected 
an anticipate what the other will do in response to 

ill become possible. 
critical functions such as life 

functions. They can monitor e 
new situations (Riley, 1985). 
it is u n ~ ~ e l y  that humans will 
support systems. 

e of the most Im applications for intelligent interfaces on manned space platforms is the 
uld serve as the astronauts' link to the myriad of systems, subs 

1 integrity of the platform. Sophisticated processing algorith 
port, c o ~ u n ~ ~ a ~ o n s ,  thermal, power, propulsion, and navigatio 

easy access to the health and status of these sys 
by crowded acdvity schedules, and they wil 
tend to interact with these subsystems only whe 
representations of subsystem operations without problems arise, the crew will not acquire am 

intelligent support functions at the user-computer interface. 

ons will provide, and thus that would benefit from intelligent 
plans; prompt or remind the crew to perform planned tasks; 
, descriptions of current software, and on historical informatlon suc 

as transactions, message 
messages from subsyste 

manage global caution and warning messages by synthesizing and fil 
ds; provide global fault management support; control the execution 

valid; support inventory and maintenance functions; and prov 
training. Appropriate for these support functions is the metaphor of 

an intelligent assistant, which contains ~ ~ u ~ s ~ t e  knowledge of onboard systems, personnel capabilities, and required 
tasks and procedures. 

uld help manage the planning and execution of high-level tasks. It would augment 
abilities by tracking the progress of multiple tasks, providing status 

" and providing checks to ensure that important subtasks are not forgotten. 
ar with (or even aware of) all of the application programs on 

scriptions of current databases, applications programs, etc., 
ate times or in response to user requests. The more intellig 

to be: The burden of knowing which resource has the req 

by recognizing and invoking appropriate d 
. For example, Jamar (1986) describes an intelligent co 

At a lower level in the systedsubsys hierarchy, expert systems are being developed for 
power and e n v ~ o n ~ n t a l  controVlife support functions. A major function of intelligent interface 
space platforms is to assure a high degree of consistency in the displays and interaction protocols o 
systems and other software applications. 
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Evaluation 

Traditional Interfaces 

Various guidelines and standards exist for displays, controls, and anthropometry in military and space 
applications-e.g., Smith and Mosier (1984); MIL-STD- 1472C (Department of Defense, 1981); and 
MSFC-STD-5 12A (NASA, 1 9 7 6 v u t  these address the more "transactional" aspects of user-computer interaction, 
and they offer little guidance on objective measures and methodological tools. 

Recently, some methodological approaches have been tried. Foley, Wallace, and Chan (1984) compared graphic 
interaction methods and devices based on published experimental findings and personal observations. They used 
subjective ratings to measure cognitive, perceptual, and motor load, visual and motor acquisition, ease of learning, 
fatigue, error proneness, and type of feedback. A more quantitative approach was developed and applied by Card, 
Moran and Newell (1983). Their Keystroke Level Model predicts time required by the user and the system to perform 
different types of text editing tasks, based on analyseslestimates of k e s  required for elementary actions l i e  pressing a 
key, pointing with a mouse, or mentally preparing for an action. At a higher level, their Unit-Task Level of analysis 
uses time estimates for specific functions called unit tasks (e.g., setting character fonts, numbering a figure, 
positioning text on a page). Roberts and Moran (1983) used a benchmark methodology based on the work of Card et 
al. (1983) to evaluate nine text editors. A set of 212 critical tasks (e.g., inserting, deleting, or replacing text) was 
embedded in problems performed by representative (skilled or unskilled) users. Their functionality score is 
operationally defined as the percentage of the 212 tasks that the system can accomodate-this is not a user-performance 
variable but is judged by expert users based on rating criteria. Their learning score is the average amount of time it 
takes for a novice to learn a task. The rime score is the average error-free time to perform a task; and the error score is 
the time the user spends dealing with errors, expressed as a percentage of the error-free time score. 

Intelligent Interfaces 

Advanced concepts of user-computer interaction are best implemented with rapid prototyping methods for 
exploring display designs and interaction techniques. Thus the interface characteristics tend to be implemented in an 
incremental fashion with increasing sophistication of user support functions. This evolutionary design process 
enables evaluation and development to proceed concurrently. An initial evaluation should check that the four major 
features of intelligent interfaces are represented (as appropriate). More detailed, empirical tests may be planned as the 
implementation progresses. Three approaches to evaluation are described here. Note that these methods are not 
mutually exclusive, nor does application of one preclude another. 

1. Functional Analysis. The functionality variable of Card et al. (1983) and Roberts and Moran (1983) has 
general applicability for interface evaluation; namely, to ascertain if the conceptual goals of the interface have been 
realized. The method requires the specification of a detailed, task-specific taxonomy of user and computer actions, and 
then informed judgments about the extent of their implementation or support in the interface design. Human factors 
task analyses (Van Cott & Kinkade, 1972) may be used to derive user and computer activities for the taxonomy, 
allocate responsibilities between humans and machines, and suggest an appropriate design metaphor. The taxonomy 
should reflect in detail each of the intelligent interhe criteria as they apply to the problem domain. 

This approach to evaluation seems most valuable for comparing two or more candidate systems. Each system 
would be evaluated on all of the tasks/features defmed in the taxonomy--e.g., using a rating scale or a checklist. To 
illustrate, consider the ARGES (Atmosphere Revitalization Group Expert System) interface that is being developed by 
Martin Marietta for space-based environmental controlllife support systems (see papers by Mendler, Pachura & 
Suleiman (1986) and Bailey and Doehr (1986) in this conference). Like other expert systems targeted for space 
application, this is a special-purpose application that would not require all of the high-level user support functions 
envisioned for a command workstation. Nevertheless, the concept for interaction is based on the intelligent interface 
design philosophy described here. The most pertinent interface features for this application are interaction efficiency 
and context sensitivity. 

A rating scale procedure was used to evaluate the implementation of these features in the ARGES interface near 
the end of its development. A questionnaire containing seventeen statements addressing interaction efficiency and 
seventeen addressing context sensitivity was administered to five people-four project personnel who were very 
familiar with the ARGES system and one domain expert from outside the company. They indicated their agreement 
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with each statement using response categories that were later numerically coded as strongly disagree = 1, disagree = 2 
neutral = 3, agree = 4, and strongly agree = 5 (NA E not applicable was also allowed). The statements and their mean 
ratings are shown in Figure 1. Longer bars indicate greater agreement with the statements (and more effective- 
implementations of the interface features). Two features (#21, online help and #31, recommendations) received NA 
ratings (they have not yet been implemented) and were not included in the analysis. 

an ratings of 2.0 or lower were taken to indicate potential problems to be addressed in the next iteration. 
Deficiencies in three context-sensitive features were indicated. the need for error messages to suggest actions (#20); the 
ability to change screen formats (#29); and the ability of the interface to adapt to user experience level (#33). The 
overall average rating for the interaction efficiency features was 3.8; that for the context sensitivity items was 3-2 
Twenty-two of the thirty-four features received mean values of 3.5 or more, indicating highly effective 
implementations. Most of this may be attributed to the extensive use of graphics for schematics, icons, and a 
~ o u s e - s ~ s ~ ~ v e  h ~ ~ ~ c h i c ~  'hap" that shows subsystem status and fwditates navigation through the system. 

Some r e ~ ~ e m e n t  of the functional analysis procedure is necessary before a high degree of confidence can be 
placed in the results. The subjective nature of the ratings is unavoidable, and this is compounded by the abstractness 
of most features. Brief supporting text can be provided to elucidate the individual items in the questionnaire. 
Statistical tests can be performed to measure the degree of agreement among the "judges." Finally, it should be noted 
that this procedure is not a pe@mmmce evaluation because it is not based on observed performance of the system. The 

ing methods attempt to observe and measure user-system interactions. 

INTERFACE FEATURES 

I I I I  
1. User actions receive immediate feedback 

2. Feedback is appropriate, informative 
3. Exploration of system features is encouraged (safe) 

4. User errors are rare 
5. Error correction is easy 

6. System operations are easy to follow, understand 
7. Graphicslschematics aid user understanding 

8. h n s  are easily recognizablelnterpretable 
9. Icon meanings are easy to remember 

10. Sensor icons facilitate data monitoring 
11. Easy access to tools, informalon 

12. Easy to UNDO adions 
13. Easy to get started 

14. Easy to learn the system 
15. Information needed is atways dsplayed 

16. Little memorization is required to interactwith system 
17. Interaction methodslprotocols are consistent, natural 

!8. User controls amount of feedback 
19. Interface maintains user's sense of position 

20. Error messages suggest actions 
21. Online help is context-sensitive 

22. Novice can use subset of featues 
23. User can tailor interface characteristics 

24. Easy to navigate within the system 
25. Display layouts simplify task 

26. Displays are titled appropriately 
27. Sequences of displays are clear 

28. Easy to get to a different (previous) display 
29. User can change screen formats 

30. Alehslwamings have appropriate detail 
31. Recommendations are dear 

32. Exdanations are easv to follw 
33. Interface can recognize and a h t  b user's experience level 1 

34. Interface can screen user actions to prevent critical errors 
: 

Figure 1. Mean ratings obtained in the functional analysis evaluation of ARGES. 
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2. Part-Task Evaluation. This method conducts operational tmts on selected functional requirements, using 
following steps: (a) identify the most important intelligent interface features; (b) select tasks or actions that employ 
these features; (c) specw criteria far successful perfbrmance; (d) develop performance measures based on these criteria; 

part-task simulation and collect performance data on the human-machine 
temanddiagnoseprobablecausesofinadequate~ormance. 

This method would apply when it is infeasible to conduct complete operational testing of 
example when it is sti l l  under development and specific alternative interaction features are being cons 
the capabilities of the system are so diverse that it is not possible to cover all aspects of performance 

by the ~ t h o d  used by Roberts and Mom (1983) in evaluating text editors). 

Table 1 shows several intelligent interface features selec 
lists the interface identifies user actions that 
 me^^^ for the se8 Three interface features are 
status  orma mat ion subsystems and facilitates 
graphic schematics that facilitate user-computer transactions, display component status information, and support an 

ntal model of subsystem operations; and an explanation function that displays the reasoning used by the 
Performance measures for tasks associated with these features include user errors (e.g., selecting 

items); number of actions taken to perform the task and time required to complete an action 
preferable to utilize software to record measures of performance, other methods 
observation using a stopwatch. Effcacy of these features may be assessed by co 
ative implementations or with and without the features. As of this time, no formal 

folr the ARGES interface. 

Tabls 1 
Pa~-Ta$k hraluetlon Features 

Tarkr P e ~ o r r n a ~ ~  

Cali up specified display errors; number of actions; 
sequence of displays 

Observe state change latency 

loons/Schsmatics Observe state change latency 

~ ~ a n a t ~ n  format Call up selected explanation number d actions; emm 

advantage of this method is that it can be applied during rapid prototyping and system ~evelop~ent  to 
evolutionary desigddevelopment process that is typical in implementing 
is that it lacks the "gestalt" of a complete simulation. This is particularly i 

e features because of the important role that context plays in their des 
relatively disconnected parts of the proposed interface may not adequately reflect the 1 
i n t e l ~ ~ ~ ~ t  support. 

3. Operational Testing. This method applies the empirical method described in #2, above, to the 
~ y - ~ p l e m e n ~  prototype system. Selection of test features and performance measures occurs as in the part-task 
ev~uat io~,  but additional consideration is given to observing more global useramputer interactions that reflect the 
ability of the interface to use contextual informatian, adapt to changing demands, and project to the user an a p p ~ o ~ ~ a ~  
view of the system. This method requires an operational, fslded system or a simulation in which the user-c 
system can be "exercised" with realistic problems selected from a set of preplanned operational scenarios. 
could be defi focus on specific useramputer interactions, under specified conditions. These con& 
then serve as dent variables in controlled experiments with the interface. Examples of 
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difficulty (complexity) of the problem and "tempo" (information processing demand) of the simulated extcmal 
environment. Thus the effects of stress and various cognitive variables on system operations may be exmned. 
Examples of performance measures (dependent variables) that might be used are: speed in performing a sub-time 
to learn specific functions; long-term retention of commands or interaction methods; error frequency; correct use of 
tools; error types (e.g., errors that signal inconsistent interface features); shortcuts (especially those used by experts 
to "get around" awkward interfaces); "path" used in solving problem (e.g., sequence of displays requested); anQsage 
data \ 

Shneiderman (1986) suggests that explicit acceptance criteria be established early on, e.g., when the 
requirements document is written. For example, one could specify the number of users to be tested, training time 
allowed, and required performance levels on selected benchmark tasks. If frequency of errors is recorded, then those 
with the highest rates should be examined to identify possible changes in software or training materials. Usage data 
for commands, displays, and tools can be used to modify the interface to simplify access to the most frequently used 
features. It is recommended that the facility for detailed data collection reside in the system software. This recording 
of performance data provides documentation of the interaction history, which can also be used by knowledge-based 
systems comprising context-sensitive functions of the intelligent interface. 

If an interactive-as opposed to a more passive "consultant"- expert system is involved, a desirable (but often 
difficult to obtain) comparison would be between the unaided human, the software alone, and the combined 
human-machine team. The most conclusive evidence that a collaborative human-machine relationship has been 
achieved is a demonstration that the human-machine team performs better than either member alone. Verification and 
validation of the expert system's contribution to the problem is a critical part of the system evaluation, for which we 
again find little practical guidance. This type of evaluation is also being pursued, but is beyond the scope of the 
present discussion. 

Finally, subjective measures of user acceptance can be obtained to supplement the observed performance 
measures. In addition to a general satisfaction rating, users can be asked to comment on individual displays or 
interaction protocols. Other questions should request (expert) user input about the realism of the simulation (to 
validate the experimental procedure) and about the quality of the contribution of the expert system or other decision 
aids associated with the interface. 

Conclusion 

The purpose of intelligent interface design is to incorporate knowledge abcrut the user and the problem domain in 
a graphic, conceptual "window" through which the user views the domain. The human is in charge; the system serves 
as a staff assistantkonsultant that supports the user by providing informative advice, reminders, and automated 
support. Evaluating the implementation of this joint cognitive system should be an ongoing process. I have 
attempted to motivate and define some approaches to evaluation, but more rigorous methodologies and quantitative 
measures are needed to assess the extent to which the interface design goals have been satisfied. 
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Expert systems technology has been one of the most written-about topics in computer 
science for the past five years. A great deal of research has been done on the selection of 
appropriate application areas (0 P "domains"), development of tools, classification of types of 
expert systems, and innumerable other related subjects. A wide variety of expert system 
architectures has been designed and analyzed. But there is one common characteristic in 
virtually every case:somewhere i n  the system description there is aconceptual diagram, with a 
component labeled "USER". Not "USERS, but "USER". Almost without exception, the assumption 
is made that the expert system wi l l  have asingle user, at least at any given time. 

There is a fairly straightforward explanation for this odd unanimity. Ludwig 
Wittgenstein, one of the great philosophers of this century, proposed in his "Tractatus 
Logico-philosophicus" that our thought is inherently constrained by our language [ 1 1. 
Similarly, the research being done in expert systems has been to agreat extent constrained by 
the primary vehicle available for pursuing it: the single-user Artificial Intelligence ( A I )  
workstation. Even the purely theoretical research on expert systems has focused on issues 
derived from actual applications, which are selected for compatibility with "state-of-the-art" 
tools and methodologies. 

This is understandable in that most organizations are st i l l  in the mode of "exploring" the 
utilization of expert systems. It is natural to want to show the new technology in the best 
possible light, and in the shortest possible time. Thus the problem chosen as ademonstration is 
usually one which fits nicely on apowerful new workstation, supported by the sophisticated new 
expert system "shells", in order to have the most positive impact on the managers who can 
authorize further development. The desire of the aspiring "knowledge engineer" to get his hands 
on that enticing new hardware and software may also be a factor. 

Still, as was discovered in the development of an expert system to support the Analytical 
Integration of Spacelab Payloads, there exists a set of problems for which the single-user 
workstation is not a viable solution. In some cases, i t  may be necessary for the system to 
support numerous experts working on different aspects of a single logical activity 
simultaneously. In others, the activity may extend over aprolonged period of time during which 
different experts wi l l  work on different phases of the project to produce a single integrated 
result. Another possibility is that the results produced by the expert system must be 
continuously available to some group other than that actively exercising the expert system. 
These are some types of applications which require multi-user expert systems. 

However, a key-word search of the National Technical Information Service for "mult i -  
user expert systems", and variations thereon, produced no references over the past five years. 
Discussions with vendors of expert system building tools, as well as groups involved in expert 
system development, confirmed that this area of research is essentially a blank at this time. 
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The following definition of multi-user expert systems is based on experience in NASA 
domains, which usually involve a large and diverse set of engineering disciplines combined in  a 
project organization. 

A multi-user expert system is one in which several 
users, having different ski l l  levels, objectives, responsibilities, 
and types of authority, must jointly develop an integrated product 
through asingle logical activity involving utilization of the expert 
system in multiple sessions, either sequentially in a 
non-contiguous manner or simultaneously. 

Implicit i n  this definition is the possibility of simultaneous utilization of the expert system by 
different users, as well as by the same or different user at different times. Also, a multi-user 
expert system must provide for appropriate, limited access to any portion of the knowledge base 
by any user for differing purposes. These characteristics of multi-user expert systems 
strongly distinguish them from other types of expert systems. 

These characteristics can be grouped into five primary areas i n  which they differ 
significantly from those of single user expert systems. I t  is not possible to present the research 
on which these areas are based in the scope of this paper, so they are simply listed below: 

o The sophistication required in the domain model. 

o The complexity andscope of individual rules. 

o The interactiveness of the rules. 

o The difficulty of enforcing knowledge base consistency. 

o The complexity of the explanation subsystem. 

These differences are of degree rather than kind, except with regard to rule interaction and 
consistency enforcement. In the latter, additional constraints are placed on the generation of 
rules for multi-user expert systems which are not present in single-user expert systems. 

I t  is the identification of additional applications which require multi-user expert 
systems, in which these special characteristics exist, that is expected to drive the development 
of expert system building tools for time-sharing systems. An understanding of multi-user 
expert systems should logically guide the development of expert system building tools in the 
time-sharing environment. This has not been the case to date. Expert system development 
environments such as ART and KEE are being ported to time-sharing environments with the 
apparent goal of duplicating, as far as possible, their original user interfaces and capabilities. 
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AI tools, even those implemented on time-sharing systems, are strongly oriented to the 
single-user class of expert systems. Practically all serious expert system development tools 
are implemented in the format of isolated, single-user AI workstations. Their products are 
essentially conceived to be stand-alone applications which read in the knowledge base, possibly 
interact with a single user, achieve some goal state, possibly update the knowledge base on disk, 
then terminate. Ai tools ported to time-sharing environments have provided only minima! 
access to the special-purpose applications available in  those environments to support multiple 
users. These include Database Management Systems (DBMS's), Forms Management Systems 

S's), or even other languages. This is a severe handicap in developing multi-user expert 
em applications. 

The AI tools which are available in the time-sharing environment required by 
multi-user expert systems have also, until very recently, been strongly research oriented and 
have not provided a practical delivery vehicle for commercial or operational expert systems. 
LISP, for example, has long been available on university computers in a time-sharing mode. But 
i t  existed in a multitude of dialects, each requiring extensive support environments which were 
poorly documente and subject to change at any moment since they were themselves treated as 
ongoing research rojects. This meant that expert systems based upon them were not easily 
transportable, required a disproportionate share of system resources, were not well 
documented, and were subject to failure due to unplanned (and sometimes unsuspected) changes 
in the support environment. This could be accepted in constructing a system built on graduate 
student labor whose required life expectancy was Defense of the Dissertation plus aday, give or 
take a day. It is certainly not acceptable for a system in which an organization has invested a 
significant amount of limited resources to achieve acritical objective. AI tools are needed in the 
time sharing environment which are as reliable, well documented, well supported, and efficient 
as the software used to handle payroll processing. 

Although the AI tools in the time-sharing environment have significant limitations at 
esenl, which pose serious obstacles to the development of multi-user expert systems, the 
aditional tools available there offer strong support to some requirements unique to this new 

class of expert system. Chief among these is the availability of very powerful Database 
anagement Systems for manipulating and controlling the knowledge base. Standard DBMS 

functions are especially useful in this context for the following: 

o Access control at the Working Memory Element (WME) level. 

o Grouping of WME's for user-specific retrieval. 

o Simultaneous access to the knowledge base by multiple users. 

o Efficient storage and retrieval of large quantities of data. 

o Historical accounting of knowledge base usage. 
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Another very useful type of tool for the development of multi-user expert systems found 
on time-sharing computers is that used to develop sets of standard user interfaces (FMS and 
TDMS in the V W M S  environment, for example). Such tools support the rapid constructio 
shareable software and offer the following general advantages. 

Adherence to guidelines which produce a user-friendly interface. 

Predefined interfaces with other tools such as DBMS’s. 

Independence of the user interface from the expert system 
development process. 

User interfaces which are more tightly integrated with operating 
system resources, and are therefore more efficient. 

A third type of tool which can be especially effective in the development and operation of 
multi-user expert systems involves communication among users of the time-sharing system. 
During the development process, this can include the knowledge engineer and the discipline 
specialists who are contributing their expertise to the expert system. The discipline specialists 
can access the prototype, refine their inputs based on system performance, and efficiently 
communicate the revisions to the knowledge’ engineer by using the electronic communication 
tools available on the system (MAIL and PHONE in the V W M S  environment). Similarly, the 
knowledge engineer can easily construct very specific requests for clarification in the same 
fashion. An important side benefit is the record of such communications kept by the syste 

Finally, the time-sharing environment required by multi-user expert systems 
typically provides access to a number of traditional programming languages. It may be possible 
to separate out functions which can be more efficiently performed by these languages. The 
time-sharing system provides tools for integrating such hybrid systems into a single executable 
module. These tools include support for explicit calling conventions, librarians, project 
management systems, linkers, and debugging systems. Given the current interest in ufilizin 
traditional languages, especially C, for the development of AI-based projects, and integratln 
such projects into the mainstream of software development projects, this may turn out to be the 
greatest advantage of time sharing systems. The tools developed in the future to support 
construction of multi-user expert systems should provide easy access to traditional languages. 

As has been discussed in a previous paper [2],  the nature of NASA tends lo produce 
expert system domains which are inherently multi-user. It is in these domains that this new 
class of expert system has f irst been encountered. As expert systems move into the 
main-stream of large scale engineering projects, these encounters wi l l  become more frequent. 
A need for expert system building tools which can accommodate the unique characteristic 
these multi-user domains as they emerge is aproblem which needs to be explicitly address 
the current set of tools migrate to time-sharing environments, and as new tools are developed. 
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magnitude is beyond the capability of the crew to manage 
efficiently and still meet mission objectives. Automation of 
the logist'ics system, or portions thereof, must be incorporated 
for the successful operation of the station both at IOC and 
during growth phases. A concept for on-board logistics 
automation is shown in Fig. The system investigated in this 
paper is a 1-4 simulation of this concept and demonstrates the 
feasibility and potential effectiveness of automated logistics 
handling bn Space Station. 

1. 

ION 

The automated logistics system is being developed by Boeing 
Aerospace Company's Space Station Robotics Group with lead 
subcontractor support supplied by Westinghouse's Manufacturing 
Systems and Technology Division and secondary support from 
Transitions Research Corporation. The system design was driven 
by the relquirement to show effective automated transfer and 
logging o f  elements within the module. The system, shown in Fig 
2 ,  consists of two six degree-of-freedom robots mounted on a 
rail based transporter within a half scale mockup of a radially 
configured Space Station logistics module. The objective is to 
achieve a relatively high fidelity system which could represent 
the concept of robots operating under 0-g conditions within a 
logisticq , module. Commercially available products and 
components were used where possible to reduce system cost and 
development time. 

System operation consists of responding to requests for item 
storage, retrieval, or movement and manipulating the 
corresponding logistic elements to accommodate the request using 
vision System recognition and barcodes to locate items and 
verify their identity. Implementation of this system required 
the close coupled integration of robotic, vision, barcode, 
transporeer, force sensors, and high level control subsystems 
(Fig. 3 ) ,  Communication between these subsystems was the key 
element in the development process, 

'I 

RACXS/DRAWERS/ITEMS 

As mentioned above, the objective of the system is to represent 
0-g operation within a module. In order to present the 
appearance of 0-g, the half scale foamcore racks and drawers are 
mounted horizontally to allow nonconstrained parts to fall, thus 
requiring all elements which are manipulated to be securely 
constrained at all times. Rack and drawer handles were 
originally designed to utilize front twist latches but cost and 
complexity f,orced use of non-operational handles/fatches with 
magnetic latches in the rear. The design still represents the 
concept of mechanisms which are conducive to both robotic and 
human operation, allowing the crew to perform the necessary 
functions without special tools in he event of a system 
failure. Several generic storage boxes (styrofoam) and simple 
tools such as open end and crescent wrenches are used to 
represent typical on-orbit inventory items. 
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TRANSPORTER 

A rail based transporter system is used to position 
within the mock-up module. The t 
three main parts (1) a two robot ea 
drive and positioning system, and 

ace to the system 
er is to grossly 

their intended target 
detection, to determi e the correct 
task- Such a system has the benefit of being able to operate in 
environments which are not rigidly defined or highly structured. 
Since the station configuration will be dynamic, the capability 
to determine the position of such things as a handles, latches, 
and parts within a drawer is considered a basic requirement. 

ROBOTS 

the robots 

nd allow the 

Two commercially available six degree-of-freedom (6 DOF), 
articulated joint, Puma 560 robots were selected for use in the 
system. The selection was based on the wide spread use of the 
Puma command language, VAL 11, in production and developmental 
arenas and their 6 DOF articulated joint capability. The Puma's 
are mounted in the transporter carriage and physically perform 
the logistics element transfers. The carriage and rack/drawer 
size forced the robots to be mounted such that a significant 
portion of their work envelopes are overlapping, creating a 
significant coordination problem. As shown in Fig, 3, the Puma 
controllers are interfaced to the system coordinator via RS-232. 
Robot-to-robot messages are used to synchronize arm movements, 
thus providing pseudo coordinated motion. Due to the interface 
limitations of the controllers, machine code communications 
routines were written to supplement the VAL system. 

VISION SYSTEM 

An Automatix AV-5 vision system was chosen for use in the 
demonstration. The selection was based primarily on its 
powerful communications capability (six BS-232 control ports). 
The AV-5 contains two 68000 microprocessors, one dedicated to 
vision applications and the other to communications. The vision 
system is used to identify items within a drawer which are to be 
removed and to locate open areas within a drawer where items can 
be placed items without contacting the other contents. Prior to 
grasping an object, the vision system captures a frame from the 
wrist mounted camera on one of the robots, applies a weighted 
image selection criteria (area, parameter length, number of 
holes, etc.) to the captured areas, compares the image geometric 
parameters to previously trained templates, takes matched 
templates and determines object centroid and orientation, and 
determines correction coordinates for the robot to properly 
grasp the item. Additionally, the AV-5 serves as the system 
coordinator, integrating communications and control commands for 
all subsystem elements as shown,in Fig. 3. 

END EFFECTORS 

The end effectors used on each Puma are different due to their 
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functional requirements. Ideally, both robots should be capable 
of performing all tasks, but for the purpose of the 
demonstration, it was felt that specialization was satisfactory. 
Puma #2 performs the dual role task of rack manipulation and 
item retrieval/storage while Puma #1 performs the similar tasks 
of rack and drawer manipulation. A parallel pneumatic gripper 
with integral barcode reader wand is mounted on Puma #l. The 
pneumatic gripper has Hall Effect sensors located in the fingers 
to detect head-on contacts. This gripper can read barcodes on a 
drawer or rack handle and then grip the handle using force 
sensing to determine the proper approach. Typically, pneumatic 
mechanisms are not used in space but it is felt that the concept 
of parallel operation can be adequately demonstrated with this 
lower-cost gripper. 

The task of grasping individual objects and drawer/rack handles 
are quite different so the end effector on Puma #2 provides a 
servo-driven parallel gripper with automated finger change out 
capability. One set of fingers matches the drawer/rack handles 
while the others are smaller general purpose fingers for 
grasping individual inventory items. The servo gripper provides 
encoded position, velocity, and force parameters to its 
controller and gripper operation can be constrained by any of 
these three parameters. Additionally, the fingers of the servo 
gripper are spring loaded and coupled with a pressure sensor to 
determine head-on forces similar to the pneumatic gripper. 

ZARCODE READERS 

Two barcode readers are incorporated into the system to verify 
element identities. Code 39 ( 3  of 9) barcode format was 
selected for use in the logistics system. Primary reasons for 
adoption of the Code 39 standard was the fact it is a DOD 
standard, full ASCII representation of the logistic elements can 
be used, and the easy access to commercially available hardware. 
A barcode wand is integrated into the fingers of the pneumatic 
gripper. This reader serves to check the rack and drawer codes 
prior to a transfer. A laserscan reader is used to verify the 
code on individual items and is capable of interpreting barcodes 
up to 18 inches away. The laserscan reader is used in 
conjunction with robot #2 and is mounted to a shelf attached to 
the transporter carriage. This seems to be a useful approach 
since item shapes will not be structured and conventional 
wanding may not be practicable. Both readers are interfaced 
directly into the AV-5 system coordinator (AV-5) via RS-232. 

SYSTEM CONTROL 

System control is accomplished through an Hewlett Packard 9836CS 
controller. The HP software, written in PASCAL, provides the 
operator with menu driven command' screens for system level 
command and query. The HP controller represents the station 
Inventory Management System, where an integrated database 
providing complete information on all trackable inventory 
elements and corresponding element parameters should reside. 
Typical database information should include element ID, 
description, general classification, mass, volume, quantity, 
reorder limit, storage location, and process state. Through 
such a database, an astronaut can determine the status of all 
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inventory elements. U 
controller constructs 
to the system coordina 
manipulation comma 
the crew interf 
link to integrate 
such as the stati 
serves to integrate the lo 
functions and provides a means 
can be controlled 
communications, to both the system coordinator and the high 
level control, are accomplished via RS-232 buses for this 
demonstration. 

HIGH LEVEL CONTROL 

The high level control for the Inventory Management System will 
most likely be performed by the station Data Management System. 

11/750 represents the station DMS in this demonstration 
and serves to integrate the other station subsystems located in 
the BAC Space Station Labs. Using subsystem inputs, an on-orbit 
station scheduler can direct the Logistics System to perform 
activities at scheduled times without crew interaction. High 
level control, such as the station DMS, should have complete 
access to the logistics database to supplement station 
scheduling and to initiate resupply requests to ground control, 

As a whole, system operation is quite 
automated identification, storage, 
items and drawers. Invent o2y 

successful, demonstrating 
and retrieval of inventory 
redistribution is also 

accomplished through a combination of existing software 
commands, and 
complete drawer units to be exchanged within the rack structure, 
This simulates the capability to automate module mass 
redistribution on-orbit. System control is successfully 
implemented from the HP computer. 

allowing items to be moved from drawer to drawer 

Several problems have been encountered during the development 
stage. Most of the problems stem from the Puma robots. The 
rack/drawer removal and store sequences require the robots td 

The VAL 
'11 kinematic solutions to these moves are awkward, causing the 
robots to use all six axes when only three are required. The 
movement of these extra joints is not due to hardware 
limitations and results in the two arms crashing together. Some 
creative programming was required to work around the VAL 
kinematics. Another significant problem was created by the lack 
of an easy way to interface VAL to external controllers (i.e. 
the AV-5). A machine code communications program was developed 
to establish the needed links. Several small problems were 
corrected such as the modification of rack and drawers slide 
rails to incorporate more compliance during storage sequences 
and reduce overall weight. 

erform a straight line move followed by a shallow arc. 
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The system operation to-date is encouraging. It appears that 
automated inventory management using robotic manipulators can be 
achieved on Space Station with minimal or no advances in present 
day robotic technology, though machine vision still needs 
development. Further development is required on this system 
before specific design guidelines for station planning can be 
determined, but several general guidelines for station scarring 
have surfaced during system design and debug activities. 
Station designs should include (1) subsystems designed for both 
human and automated (robot if applicable) operation, (2) 
incorporation of compliance in mating parts (i.e. drawers, 
racks, etc.), (3) barcode and lettered labeling of all station 
elements, (4) visual orientation cues attached to station 
elements and structure, (5) lighting systems which provide 
bright, evenly distributed illumination and utilize flat finish, 
high contrast surfaces in areas where machine vision is to be 
used, (6) adoption and use of standard storage containers which 
can be easily distinguished and manipulated by automated 
techniques, (7) an IVA track/transporter system to assist the 
crew in large payload manipulation and robotic system mobility, 
(8) inclusion of integrated force/torque and tactile sensors to 
aid compensation of robot and environment inaccuracies, and (9) 
the use of proximity sensors coupled with force/torque, flexible 
arm construction, and slow robot motions, to provide a safe 
working environment for station crew. 

If Space Station is to benefit from the productivity gains A&R 
technology can provide, appropriate hooks and scars must be 
incorporated at IOC or during early assembly because 
modification on-orbit will no,doubt be extremely costly if not 
impossible to accomplish. 
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PERSONNEL OCCUPIED WOVEN ENVELOPE ROBOT 

Francis Wessling, Ph.D. 
William Teoh, Ph.D. 
M. Carl Ziemke, P.E. 

1.0 Introduction 

The Personnel Occupied Woven Envelope Robot (PO ct is a joint 
effort of the Johnson Research Center at the Univers abama in Huntsville 
(UAH) and Wyle Laboratories, also of Huntsville, Alabama. This work is being 
performed under the Innovative Research Program for the National Aeronautics and 
Space Administration (NASA) Office of Space Science and Applications in 
Washington, D.C.1 
year has been completed. 

This is a two-year effort, of which a little less than one 

The purpose of POWER is to provide an alternative to extra-vehicular activi- 
ties (EVA) of space-suited astronauts and/or use of long slender manipulator 
arms such as are used in the shuttle RMS (remote manipulator system).2 Both of 
these existing methods for performing work around the U.S. space station have 
their limitations. POWER provides the capability for a shirt-sleeved astronaut 
to perform such work by entering a control pod through air locks at both ends of 
an inflated flexible bellows (access tunnel). The exoskeleton of the tunnel is 
a series of six degrees of freedom (Six-DQF) articulated links compressible to 
1/6 of their fully extended length. The operator can maneuver the control pod 
to almost any location within about 50 m of the base ttachment to the space 
station (Figure 1). POWER can be envisioned as a series of  hollow Six-DOF mani- 
pulator segments or arms wherein each arm grasps the shoulder of the next arm. 
Inside the hollow arms is a bellows-type'access tunnel. The control pod is the 
"fist" of  the series of linked hollow arms. The "fingers" of the fist are con- 
ventional manipulator arms under direct visual control f the nearby operator in 
the pod. This configuration allows many applications, hich include: 

1. 
2. Maintaining subsystems such as propulsion an attitude control. 
3. Providing satellite and free flyer service. 
4. Performing immediate fly around inspections. 
5. Supporting shuttle cargo bay operations. 
6. Performing remote control operations for hazardous duty. 
7. Capturing satellites during final approach. 

Changing out and servicing payloads on the P er Tower payload platform. 

Wyle has been studying the need for space related services in the commercial 
sector.3 POWER appears well suited to many of these applications. 

2.0 Desirabilty of Space Station Robotics 

POWER is being developed as part of a general NASA interest in the use of 
automation and robotics as applied to the U.S. space station and projects beyond 
it.4 This interest follows consideration of the results to date of the first 
quarter century of the U.S. manned space program. Much has been accomplished 
but new challenges are still ahead. Just as "space age" technology has been 
spun off to numerous earth applications, we must now utilize applicable 
terrestrial high technology in our upcoming space endeavors. This implies the 
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use of  teleoperation and robotics. 
robot interchangeably. The word robot actua l ly  implies pre-planned or autono- 
mous action. However, a teleoperated robot or  telerobot i s  also possible. Such 
a device could employ a man-in-the-loop who i s  assisted by cer ta in  specialized 
computer programs i n  d i rect ing a mobi l i ty  platform and/or operating manipulator 
arms. POWER i s  considered t o  be such a telerobot. 

Many wr i te rs  use the words teleoperator and 

Recent events have reminded a l l  of  us o f  the potent ia l  hazards o f  space 
f l i g h t  and o r b i t a l  operations. Robots, teleoperators and telerobots can l i m i t  
these hazards both by reducing crew sizes and by reducing hazardous exposure o f  
the crews that  are i n  o rb i t .  Recently, the f i r s t  steps of assembly of  large 
space structures has been i n i t i a t e d  i n  the EASE/ACCESS shut t le  mission 61-8.5 
This mission required two astronauts fo r  EVA plus a t h i r d  person par t  of  the 
time operating the RMS arm. I t  may be possible f o r  one shirt-sleeved astronaut 
inside the POWER control  pod t o  perform s imi lar  assembly tasks now requir ing up 
t o  three astronauts, two of  whom must wear space su i t s  and use manned 
maneuvering uni ts.  

3.0 Related Ear l ie r  Developments 

3.1 The Serpentuator 

A study o f  past re lated developments i n  expandable/collapsable space struc- 
tures revealed several re lated developments. One o f  the f i r s t  devices con- 
sidered was the NASA/MSFC "Sepentuator" patented i n  1970 by H. F. Wuenscher .6 
As shown i n  the patent disclosure, the Sepentuator was envisioned t o  serve some 
of the same purposes as POWER but on the o rb i ta l  workshop ( l a te r  renamed 
"Skylab"). The Serpentuator was a snake-like mul t i - jo in ted device wi th 18 
three-foot-long electromechanically actuated l inks.  Multiplanar movements were 
possible because each l i n k  moved 5 20" about a hinge axis a t  90" t o  that  o f  the 
adjacent l ink .  Also, the base section contained a rotatable j o i n t .  Apparently, 
the Serpentuator was intended t o  support, move and re t r ieve  objects i n  space 
because l i t t l e  was said about the use of end ef fectors  or too l ing on the free 
end. The Serpentuator was never used i n  space and would have required con- 
siderable addit ional work i n  the area of control  algorithms and mechanical 
strength i n  order t o  be operated wi th  precision. Also, the lack o f  pos i t ion 
feedback and the d i f f i c u l t i e s  involved w i t h  d is tant  viewing o f  the movement o f  
the t i p  appear t o  be serious operational problems. 
not reveal any features useful for  the POWER design. 

Review o f  t h i s  device d id  

3.2 The Astromast 

The Astromast i s  a trademark of the Astro Research Corporation, a subsidiary 
of  Spar Aerospace Products, Ltd.7 
section space frame s imi lar  t o  a t a l l ,  commercial radio or te lev is ion s ta t ion  
antenna mast. However, because of i t s  unique l inear  l a t t i c e  construction, i t  
can be twisted l i k e  a he l i ca l  spring about i t s  long axis and stored wi th  great 
compactness. The Astromast comes i n  two types. One has continuous longerons 
that are e l a s t i c a l l y  co i led for storage. Thus, a control led release of  t he i r  
stored spring energy permits them t o  self-deploy. 
has hinged, ar t icu la ted longerons and i s  not self-deployable. These structures 
were interest ing but not d i r e c t l y  applicable t o  the POWER concept. 

When extended, i t  i s  a t r iangular cross- 

The other type of Astromast 
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3.3 The Flattened Tube (STEM) 

A flattened tube that can be stored as a tape and, when released, springs 
into the shape of a slit cylinder of indefinite length was another early can- 
idate as a design element. These tubes called STEMS for Storable Tubular 

ember have been known for 20 years.7,* Their compactness is 
A mast made from such a slit tube could be stored on a reel with a 

There is a more rigid version called diameter 1/20 of the extended tube height. 
e BI- 
tende at approaches a non-slit tube in stiffness and resistance to 
uckling. 

hich two slit tubes nest inside each other to provide an 

This concept appeared to have merit for POWER. 

3.4 The Collapsible Tube Mast 

The European Space Agency (ESA) is developing two different mast concepts.9 
The collapsible tube mast (CTM) is made from a tube formed from a pair of thin 
springy shells. They can be manufactured from metal or composites and are 
formed into a biconvex shape. The two halves are then bonded at the edges by 

rolled up into a small volume around a drum. It springs back to its original 
elding or with adhesive. The formed tube can subsequently be flattened and 

ape upon unrolling and then behaves like a closed beam. This idea appears to 
an extrapolation of the Mars Viking surface sampler boom.10 The Viking 

Lander descended safely to the surface of Mars in 1976 and obtained soil samples 
means of 136 inch (3.45 m) long fully retractable boom. The boom consists of 
flanged half-cylinders of stainless steel sheet welded together at the 

and is stored flat on drums similar to the CTM concept. 
langes. The resulting hollow tube carries a flat-pack cable system inside it 

3.5 The Extendable Retractable Mast (ERML 

A second €SA development for a mast is the Extendable Retractable Mast 
(ERM). 
reinforced plastic. The thin walled tube segments are manufactured using wound 
carbon fibers. Longitudinal stringers support bending forces, and circumferen- 
tial hoops give added support to the ends of the tubes. 
retraction mechanism consists of a central threaded spindle and a threaded nut 
on each tubular section's base. The mechanism is designed so that only one nut 
contacts the threaded portion of the spindle at any time. A latching mechanism 
secures two tubes together when extended and a separate mechanism allows the nut 
of the next tubular element to be engaged by the spindle. This concept could 
serve as a linear actuator for POWER, if necessary. 

The ERM consists of a set of telescoping tubes made from carbon fiber 

The deployment and 

4.0 POWER Mechanical Design 

Given the background of literature search work briefly described in section 
3.0, the basic mechanical design of POWER proceeded in at least two basic 
parallel paths. One general direction was to design a system of multiple linked 
segments based on a structure with four slit-tube (STEM type) longerons. The 
other principal approach was to use mechanical actuators as the movable struc- 
tural members, Before these general approaches were selected, several other 
alternatives were considered, including, scissors jacks, reel and cable systems, 
hydraulic or pneumatic jacks, and a telescoping central jack in support of a 
pivot arm. In all, 14 different systems were considered and several were tested 
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t h  final segment desi 

.2  Selected Segment Design 

Figure 3 is a drawing of 
bellows-type access tunnel i 
Volt d.c. device capable of 
1000 lb. (4448 
than twice as mu 
was not consider 
than about four segments total len 
as compared to space conditions. 
will be able to withstand launch s 
pairs with three sets of common mo 
flange. Thus, these flanges form e ~ u  
mounts at each vertex. The 
points approximates a six-DOF table. 
respect to each other but not rotate. 
provide potentiometer type position c 
4.8 Amperes each. 

5.0 Control System Desiqn 

The POWER Control System design strategy was selecte after several dif- 
ferent approaches were considered. One approach wa ove the control pod to 
a target so as to minimize compression work on the pressurized 
compression work will normally exceed the friction and inertia 
which can be reduced to small values by good bearings and slow 
However, allowing the bellows to expand upon extension without 
atmosphere of air within it, reduces the compression work upon 

bellows, This 
ork, both of 

operating rates. 
maintaining one 
contraction. 
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thus, minimizing the work o f  compression as a control  design consideration was 
ignored. POWER lacks an accurate external pos i t ion sensor i n  the control pod so 
the u n i t  w i l l  be manuevered i n  an open loop fashion under continuous human 
control. The control  mode w i l l  be posi t ional  rather than ra te  because o f  the 
large masses involved. A l l  strategies discussed,herein assume motion commencing 
from the contracted (parked) pos i t ion o f  the column o f  segments. 

Three control  strategies have been considered t o  date: the tip-biased, the 
base-biased and the equal biased methods. I n  the tip-biased strategy, more pre- 
ference i s  given t o  move those segments that  are closest t o  the free end of  
POWER. The main advantage o f  th is scheme i s  that  less mass must be move a t  any 
given time, thereby minimizing the power consumption, and thus, the dynamics of 
the body are easier t o  handle. 
control  equations turn out t o  be very complicated, and other constraints are 
needed t o  permit unique solutions. 
t ip-biased one, except that  preference i s  given t o  those segments that  are clo- 
sest t o  the base (the f i xed  end) o f  POWER. This strategy suffers from the 
disadvantage that any movement involves the en t i re  column, and i s  expensive from 
the viewpoint o f  energy consumption. 

The main disadvantage o f  t h i s  scheme i s  that  the 

The base-biased strategy i s  s imi lar  t o  the 

The las t  strategy i s  the equal-biased scheme. I n  t h i s  scheme, equal empha- 
s i s  i s  given t o  alf segments. 
move by the same amount. This scheme does not look very a t t rac t i ve  a t  a f i r s t  
glance u n t i l  one examines the equations o f  motion. 
equations o f  motion shows a high degree o f  symmetry such that  they can be 
generalized t o  any number o f  segments. Also, the same log ic  can be used ( i n  
a somewhat unusual way) t o  constrain port ions o f  the column t o  assume an 
arb i t ra ry  shaped curve. This consideration i s  very s ign i f i can t  since i t  i s  
d i r e c t l y  related t o  strategies for obstacle avoidance. 
loped i n  which obstacle avoidance can be implemented as par t  o f  the control 
equations, based on the assumption that  these obstacles, i f  present, are f ixed 
(not moving) re la t i ve  t o  the base of POWER. The control  strategy i s  now being 
implemented and tested a t  UAH through simulation studies wi th  graphics output. 

Further, whenever possible, each segment w i l l  

The solut ion o f  the 

A scheme has been deve- 

6.0 Conclusions 

Progress t o  date on POWER has resulted i n  selections o f  a mechanical design 
that  meets a l l  o f  the or ig ina l  c r i t e r i a  f o r  the project. The most complex parts 
o f  the system (actuators and controls) are shelf-avai lable items. This does not 
necessarily mean that  fu l l -sca le versions o f  these par ts  would be operable i n  
space but t h i s  does not appear t o  be a serious design problem. Plans fo r  the 
future include bui ld ing and test ing a four-segment powered model as par t  of  the 
demonstration o f  the control  algorithms, which are being developed. Beyond 
th is ,  there i s  the selection o f  materials f o r  the tunnel, and conceptual designs 
o f  the control  pod and mission planning o f  applications o f  POWER. 
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TABLE I POSSIBLE MECHANISMS FOR POWER 
1. Cables originating at the base of the boom, threading through other 

segments. 
2 .  Cables originating at the base of each segment. 
At each segment: 
3. Linear actuators. 
4 .  Scissors jack. 
5. Hydraulic o r  pneumatic jacks. 
6. Telescoping central jack and support of pivot arm. 
7. Scissors jack and hinge segments. 
8 .  Worm screws and motors at each segment. 
9. "Camper Jacks" . 
10. Scissors jack, hinge segments and ball joints. 
11. "Tape measure" curved steel tapes (precurved struts) instead of cable. 
12. Six degree of freedom table with six legs. 

TABLE I1 ADVANTAGES OF TABLE I MECHANISMS 

N 
6 7  

x x  
x x  
x x  
x x  
x x  

x x  

ADVANTAGES 
MECHANI 

X 
x x  
x x  
x x  

2 6  

2 3  

Modular Construction 
Positional Freedom 
Incremental Positioning 
Definite Positioning 
Existing Technology 
Structural Rigidity 
Rotation Measurable 
Extension Measurable 
Position Independent 

o f  tunnel pressure 
Control Solvable 
Number of Activators 
per segment 

Degrees o f  Freedom 
per segment 

X 

X 
X 

2 

X 
X 
X 

X 
X 

X 
X 

X 
3 

3 

6 7 8  

X 

X 
I 

3 

X 
X 
X 
X 
X 
X 
X 
X 
X 

X 
3 

3 

10 

x 

4 

X 
X 
X 
X 
X 
X 
X 
X 
X 

X 
2 

1' 

11 

x 

DES 1 
5 

X 
X 
X 
X 
X 
X 
X 
X 
X 

X 
3 

3 

MS 
8 

X 
X 
X 
X 
X 
X 
X 
X 
X 

X 
3 

3 

TABLE I11 DISADVANTAGES OF TABLE I MECHANISMS 

DISADVANTAGES 

Cable Stretch 
Position-Force Dependent 
Limited Maneuverability 
Seals Problems 
Blocks Tunnel Center 
Heavy Construction 
Friction Susceptible 
Bending on Members 
Tunnel Puncture Danger 
Position Indefinite 

DES I 
5 

x 

X 

9 

X 
X 
X 

X 
X 
X 
X 

X 
3 

3 

10 

X 
X 
X 
X 
X 
X 
X 
X 
X 

X 
12 

6 

11 

X 
X 
X 
X 
X 
X 
X 
X 
X 

x 
4 

3 

12 

X 
X 
X 
X 
x 
X 
X 
X 
X 

x 
6 

6 

12 
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Space systems are difficult to maintain on orbit. The 
difficulty arises from the limited ability and availability of 
the astronaut work force in the hazardous space environment. 
Remote robotic manipulation can free the astronaut from the 
hazardous working environment while also increasing the work 
force. However, remote robotic servicing is not without its own 
set of problems and limitations, such as communication time 
delay and unstructured worksites. This paper describes tests 
and test equipment designed to increase our understanding of the 
remote servicing problems and to allow development of potential 
solutions. A half scale satellite mockup has been developed for 
evaluating and improving upon the design of replaceable 
subsystems, such as batteries and electronics boxes. A servicer 
system, that includes a six degree-of-freedom PUMA 5 6 0  robot and 
interchangeable end effectors (tools), has been developed to aid 
in driving out servicer design, requirements. The results 
include the time delay impact on servicing timelines and 
requirements for the servicer system. 

I DUCTION 

The Space Station represents the advent of a new era in 
space, routine on-orbit servicing and maintenance of space 
systems. The permanently manned Space Station will consist of 
many systems that must be repaired, maintained, or replaced on- 
orbit. The Station will also function as a base for satellites 
and other vehicle3 that will require servicing or maintenance. 

The repair of the Solar Max satellite demonstrated and 
verified the concept of EVA (extra vehicular activity) service 
and maintenance. However, the use of EVA is greatly limited due 
to many factors such as a small working crew and the hazardous 
working environment of space. The use of remotely controlled 
robotic systems for many servicing tasks can free the crew from 
the hazards and increase the available work force. Remote 
robotic servicing is, however, not without its own set of 
problems and limitations, such as communication time delay and 
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ORtClNAL PAGE IS 
OF POOR QUALfTY 

unstructured worksites. 
control 

over automated control due to the many unique tasks [TRW, 19841. 
These unique tasks represent the majority of the tasks required 
during the early phases of the Space Station. It does not 
appear to be cost effective to structure these unique tasks for 
automated servicing. Unstructured worksites drive the robotic 
servicer design away from automated control towards manual 
control. 

Conversely, the communication time delay from the ground 
control station to the robotic servicer through TDRSS(tracking 
and data relay satellite system) drives the robotic servicer 
design towards more automated control, The maximum round trip 
communication time delay was estimated to be slightly greater 
than 1 second [Wetherington, 19741; however, more recent studies 
have indicated that the delay may be as long as 8 seconds. 

A study, summarized in this paper, has been conducted to 
increase our understanding of the remote servicing problems and 
to allow development of potential solutions. Typical servicing 
tasks with time delays from 0 to 8 seconds were included to 
determine design requirements/improvements in the replaceable 
subsystem and robotic systems (manipulator, end effectors, and 
the man/machine interface) and to determine the impact of time 
delay on servicing timelines. 

Satellite servicing tasks typically require manual 

A P P R O A ~  

The study has been broken into four major phases. 

INTEGRATION 

I 
The development phase included the design and fabrication of all 
required hardware and most of the software. Some integration 
software was also developed in this phase. The integration 
phase focused mainly on integrating the manipulator system with 
the man/machine interface. Testing began with subject 
preparation. Subject preparation doubled as learning curve 
tests. final phase of the iterative process was time delay 
testing. After time delay testing, the equipment will be 
improved and testing will continue. 

The 

EQUIPMENT DEVELOFMENT 

Satellite Mockun 

The satellite mockup (Fig. 1 ) represents an unstructured 
worksfte. The mockup contains four half scale, space qualified 
type, replaceable subsystems: 
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1) Flight Guidance Equipment 
2) Rate Sensing Unit 
3) Battery 
4) Multimission Modular Spacecraft Module (MMS) 

These replaceable subsystems (Fig. 1 are attached to the 
mockup by different fasteners and in different orientations. 
Obstacles can be located to increase the difficulty of changeout 
of the subsystem. The mockup allows for approximately 3 feet 
travel of the subsystems in vertical position and 360 degrees in 
rotation., 

The robotic servicing system consists of two major systems, 
a manipulator system and a man/machine interface system. The 
manipulator system is represented by a Unimation Puma 560, a set 
of end effectors, and three video cameras. The Puma 560 is an 
electrically powered, 6 degree-of-freedom robot shown in Figure 
2. The Puma 560 was selected because it meets the reach 
envelope and degree-of-freedom requirements. The end effectors 
are tools that attach to the end of the robots last flange. 
They have been designed to accomplish several selected servicing 
tasks. a 
S tool, a gripper, and a hexdriver, shown in Figures 3 -5. 

The gripper has been designed with individually compliant 
fingers, Each end effector is electrically powered and mates to 
a common interface, Figure 6. The common interface allows for 
manual end effector changeout without the need for additional 
tools, such as a wrench or screwdriver. An interface that 
allowed for automatic end effector changeout has not yet been 
developed due to the desire to minimize the weight extending 
from the Puma 5 6 0 ' s  joint six flange. 

The man/machine interface system is a workstation as shown by 
Figure 7. The workstation consists of three video monitors, a 
robot control CRT and keyboard, a video switcher, and 
controllers for the robotic system. The workstation can be 
easily reconfigured to accommodate different types of operators, 
hand controllers, and/or tasks. Software has been developed to 
allow for time delayed joystick control of the manipulator, 
voice control of the cameras, and data acquisition. 

The end effectors that have been developed consist of 

I ION 

The workstation and manipulator systems are quite complex 
systems alone; thus, the integration of these two systems 
further complicate matters. The workstation and manipulator 
systems are physically separated. The systems lie in adjacent 
rooms (Fig. 8 ) .  The controlling devices are connected to the 
manipulator systems. 

Manipulator System Controller 
Robot Joysticks 
End Effector Switches 
Cameras Voice Activation 
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The joysticks are hooked into the manipulators 
computer/controller, which displays information onto the 
workstations terminal. The monitors are tied into a video 
switcher that allows for input selection, from any video camera 
or workstation video tape recorder. The video cameras are 
controlled from the workstation with a voice activation system. 
The workstation must accommodate these control and feedback 
devices while also accommodating the human operator in their 
use. 

SUBJECT FREPARATION/IEARNING CURVE TESTING 

Subi ects 

Six Boeing employees were chosen as subjects to 
participate. They have no prior experience with hands on 
manipulator control and they have normal or corrected visual 
acuity as determined by a Class I1 Flight Visual exam. Two 
subjects are female and five of the six are engineers. In 
addition to the six subjects, two SKYLAB astronauts also 
participated. 

Atmaratus 

The robotic servicing system was used, along with the 
workstation for the subject preparation/learning curve testing. 
Visual feedback through the video monitors was the only feedback 
provided to the subjects. the 
end effector and the other two cameras are positioned one to the 
left and one to the right of the robot. Two hand controllers, 
%-three degree-of-freedom joysticks and a teach pendant were 
used for hand controller comparison. The gripper end effector 
was used. Blocks, pegs, and balls were the objects used in four 
pick-up and place tasks. 

One video camera was attached to 

Procedure 

The subject was seated at the workstation, isolated in the 
control room. The subjects performed one of four tasks using 
one of the two hand controllers. For example, a subject used 
the teach pendant to pick up a block from a top a shelf and 
place it on a target on a lower shelf. Each attempt was 
considered a run. The subjects were not allowed to manipulate 
the cameras. In all, the subjects completed approximately 400 
runs and approximately 80 hours of testing. 

Results 

A typical subject learning curve is shown in Figure 9. The 
two lower curves represent subtasks and their total represents 
the top curve. An abort represents a dropped or knocked over 
object or other subject caused anomaly. The subjects 
unanimously selected the joysticks as the hand controller they 
would The data also backed 
up their choice. The data showed that more learning occurred 
while the subjects used the joystick@. Faster performance times 
were also generated using the j*bysticks. The data also 
indicated that the subjects w’we prepared to perform more 

choose to attempt a difficult task. 
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difficult tasks. 
Many subjective finding were made. The subjects tended to 

rely on a particular view, one of the three provided. They 
often failed to see important information displayed in the other 
views. Also, each subject consistently performed within his 
personality. For example, some individuals are perfectionist, 
or risky. These 'qualities in their personalities were 
consistently apparent in their approaches to the problems 
created by the tasks. 

TIWE DELAY TESTING 

Sub? ects 

The same six subjects that participated in the 
preparation/learning curve tests were used in the time delay 
tests. The subjects had a minimum of thirteen hours of 
manipulator control experience. 

Apparatus 

The robotic servicing system was used, along with the 
workstation for the time delay testing. Visual feedback through 
the video monitors was the only feedback provided to the 
subjects. One video camera was attached to the end effector and 
the other two cameras were positioned one to the left and one to 
the right of the robot. One hand controller, 2-three degree-of- 
freedom joysticks, were used for controlling the manipulator 
system. The tasks included the changeout of the replaceable 
subsystems on the satellite mockup. The end effector was 
dependant on the task. 

Procedure 

The subject was seated at the workstation, isolated in the 
control room. The subjects performed the changeout tasks using 
the joystick hand controllers. For example, a subject opens a 
J-hook fastener with the hexdriver end effector and opens a 
hinged door with the gripper end effector. Each task attempt 
was considered a run. The subjects were allowed to control the 
cameras, pan/tilt/zoom. Four time delays from 0 to 8 seconds 
were used, ( 0, 1, 4,  and 8 seconds). 

Results 

Time delay significantly increases the time required to 
perform a task. However, the communication time delay only 
slightly impacts the time in which the manipulator is actually 
moving, Fig. 10. This is in close agreement with another 
manipulator study [Hill, 19751. Much time is spent controlling 
cameras and waiting for feedback'from a command. The data also 
indicated that if a task could be performed without time delay 
that it could be performed with time delay. 

Force feedback was not investigated in this study; however, 
it is felt that force feedback is a required capability that the 
manipulator system should possess. The changeout of the MMS 
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module should not be attempted without force feedback due to 
hidden drive screw activation and heavy reliance on proper end 
effector orientation. The force and moment information should 
be presented to the operator in numeric or graphical form rather 
than forces through the hand controllers. 

A problem that had occurred in the learning curve test was 
not apparent in the time delay tests. Once the subjects were in 
control of the cameras, view, 
thus they made better use of the available information. 

The subjects used two control strategies, a move-and-wait 
strategy and a rate strategy. The move-and-wait strategy 
involves a single manipulator command input followed by a wait 
until the manipulator finishes its move and the action is 
perceived by the operator. The move-and-wait strategy is mostly 
used for fine positioning. The rate strategy involves 
initiating a command input and holding that input. The operator 
estimates the movement that will occur after the command is 
terminated. He terminates the command at that point where he 
estimates movement will continue to the desired location. The 
rate strategy is used for gross positioning. 

The results showed that some tasks required two 
manipulators to successfully complete the task. Replaceable 
subsystems can be designed to minimize two arm manipulator 
tasks, however, two manipulators would still be beneficial 
should an anomaly occur. 

Overall, it was noted that with proper coordination between 
subsystem designers and robotic servicer designers, the majority 
of the remota robotic servicing problems will be alleviated. 

they stopped relying on a single 

The communication time delay and unstructured worksites 
offer up potential stumbling blocks for remote robotic servicing 
Of space systems. A study has been conducted to ' crease our 
understanding of the remote robotic servicing problems. The 
study has involved the development of a satellite mockup that 
consists of replaceable subsystems and is representative of an 
unstructured worksite. The changeout of these subsystems by a 
manipulator system, which consists of a manipulator arm, 
interchangeable end effectors, and a workstation, has been 
conducted with communication time delays between 0 and 8 
seconds. The results include 1) time delay causes a significant 
increase in the time required to perform a servicing task, 2) 
time delay has little impact on the actual move time of the 
manipulator, 3) dual armed manipulator systems are required for 
changeout of many current subsystem, 4) force feedback is 
required to perform some senricing tasks, 5) two control 
strategies were employed by the operators to deal with time 
delay (move-and-wait and rate), 6) proper coordination between 
subsystem designers and robotic senricer designers will 
alleviate the majority of the remote servicing problems, and 7) 
subjects (operators) consistently perform within their 
personalities. 
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FIGURE 1 Satellite Mockup and Replaceable Subsystems 
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FIGURE 2 Puma 560 Robot 

FIGURE 3 MMS End Effector 
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FIGURE 4 Gripper End Ef fec tor  

FIGURE 5 tiexdriver End Ef fec tor  
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UR nd Effector Common Interface 
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1.0 Overview 

In 1984 Congress authorized NASA to begin the Space Station 
Program, and requested that ten per cent of program funds be spent in 
iaplementing automation and robotics (A&R)-on the Space Station. In 
response to that request, Boeing established several Independent 
Research and Development (IR&D) projects to explore possible uses for 
ACR on the Space Station. One of those projects, an automated 
materials processing experiment, is discussed in this paper. The 
project uses a teleoperated robot to demonstrate telescience applied 
to a Chemical Vapor Transport materials processing experiment. 

1.1 Congress and ATAC 

It was the intent of Congress that use of advanced automation and 
robotics technologies would not only lead to a more effective and 
efficient Space Station, but would lead to more productive terrestrial 
applications by enhancing the scientific and technical base of the 
United States. To assure Congress that A&R would be considered for 
use on the Space Station, the Advanced Technology Advisory Committee 
(ATAC) was established. ATAC prepared and sent to Congress a report 
called "Advancing Automation and Robotics Technology for the Space 
Station and for the U.S. Economy." The report consisted of 
requirements and considerations for the use of A&R in future space 
systems, representative examples of AfR in space related applications, 
and a discussion of the current technology base with recommendations 
for future research and development. The report then emphasized the 
transfer of AtR technologies to terrestrial applications and the 
importance of A&R to Space Commercialization. In addition to the 
report, ATAC was chartered to assess the progress of NASA and its 
contractors in their efforts to incorporate A&R in their Space Station 
designs. 

1.2 Boeing's Role 

The Boeing Company, as a contractor to NASA's Marshal Space 
Flight Center in the Space Station Phase B Study, was required to 
submit a document describing potential A&R candidates and a plan for 
their implementation on the Space Station. In addition, we began 
several Independent Research and Development (IR&D) projects to gain 
knowledge and experience in implementing automation and robotics 
technologies on the Space Station. These projects include (1) 
applications of Expert Systems and Artificial Intelligence to various 
Space Station subsystems, (2) teleoperated satellite servicing 
studies, (3) an automated logistics module management system, and (4) 
a robotic system to service a materials processing experiment. 
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1.3 A Materials Processing Experiment 

This paper discusses the latter project, a system to automate the 
processing of experimental materials samples. There are several 
methods that will be used to process materials on the Space Station 
Laboratory, and Boeing has a special interest in a process called 
Chemical Vapor Transport ( C V T ) .  CVT is a process in which a material 
contained in an ampoule is heated in a furnace until it is vaporized. 
The ampoule is then positioned in a slightly cooler portion of the 
furnace where the material solidifies into crystals. In space, 
convection currents in the vapor are eliminated which allows the 
crystal to grow larger and more uniformly. We recently signed a Joint 
Endeavor Agreement (JEA) with NASA to fly our CVT equipment on the 
Space Shuttle to process materials that will eventually be used to 
make electronic devices. In return for the flights, NASA will have 
the opportunity to use a portion of each flight to process their own 
materials in our furnaces. In these experiments control of the 
furnace temperature and the important step of positioning the ampoule 
in the furnace will be performed by astronauts who will be able to 
view the crystal as it grows. 

1.4 An Automated Materials Processing System 

Even though the early experiments will be performed by 
astronauts, crew time on orbit is an expensive and scarce resource, 
and demand for crew time on the Smace Station is expected to be very 
high. Therefore, minimizing the requirements f o r  crew servicing of 
experiments would allow increased sample throughput due to higher 
utilization of processing equipment. It follows that automation and 
ground control of the CVT process will reduce the need to compete with 
other payloads for crew resources, and will increase the number of 
opportunities to run processing experiments. This shortens the 
development time (and the costs) necessary to reach the goal of 
producing systems to manufacture electronic materials in space. A 
facility to manufacture materials in space will likely contain several 
furnaces serviced by robots because of their flexibility, i.e. the 
ablility to perfom several types of tasks with a single programmable 
mechanism. Thus, our reasons to conduct an IR&D project to create an 
Automated CVT Crystal Growth System using a robot were (1) to reduce 
the need to use on-orbit crew time in conducting experiments, and ( 2 )  
to study the design considerations needed to allow servicing by robots 
of a materials processing system. 

2.0 A Ground-based Telerobotic CVT Experiment 

In early 1986 Georgia Tech Research Institute (GTRI) performed a 
requirements definition and preliminary design study for an Automated 
CVT Crystal Growth System. This study combined GTRI's interest in 
advanced robotic systems with Boeing's interests in applying AtR 
technologies to perform potential Space Station functions. GTRI was 
then awarded a contract to perform sensor to robot integration and to 
develop software needed for robot operation. This work is discussed 
in a companion paper "Concepts for Robot Motion Primitives Required 
for Space Station TeleoperationsI*. The project began in March and 
will end with a final report in November. 
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2.1 Pro j ect Objectives 

This project was begun with several primary and secondary 
objectives. One of the most important objectives was to gain 
knowledge of the problems and potential of a telescience/telerobotic 
capability. Telescience is the abili to monitor and control an 
experiment from a remote location. Similarly, telerobotics is the 
ability to monitor and control a robot from a remote location. A 
related objective was to demonstrate to NASA and ATAC that Boeing has 
an understanding of the utility and capabilities of telescience and 
telerobotics as they might be used in the Space Station Laboratoryc 
Other related objectives include: (a) determine experiment and 
laboratory design factors necessary to enable useful operations with a 
robot; (b) determine monitoring, control and communications 
requirements for experiment operations from a telescience workstation; 
(c) perform actual "hands-of f crystal growth experiments from a 
remote location. Another of the primary objectives of the project was 
to develop a base of expertise in the application of robotics to space 
applications. Secondary objectives related to this one include: (a) 
obtain a set of hardware and software tools with which we may perform 
further research; (b) learn the capabilities and limitations of a 
typical six-degree-of-freedom arm, e.g. reach, repeatability, 
kinematics, etc.; (c) work with a t8high-levelg8 robotic programming 
language; (d) discover methods to interface sensors to develop 
intelligent robot motions. 

2.2 CVT Process Tasks 

In order to automate the CVT crystal growth process, the tasks 
involved in running an experiment dn the Space Station were analyzed. 
A scenario was developed which assumed that the processing equipment 
had already been installed in a Space Station rack, that the ampoules 
containing the material to be processed had been prepared on the 
ground, that the ampoules had been placed in a temporary storage 
location in the equipment rack. Consideration was given to 
demonstrating a transfer from a logistics module storage location to 
the equipment rack, but payload limitations of the robot prevented 
this 

To begin the process, a thermal profile appropriate for the 
material being processed is created with the furnace controller; A 
request for appropriate resources is made to the Space Station 
resources scheduler, and an approval with appropriate start time is 
returned from the scheduler. At the appropriate start time an ampoule 
is removed from its storage location and placed into the furnace. The 
furnace controller raises the furnace temperature to vaporize the 
material in the ampoule. The ampoule is then positioned in the 
furnace's temperature gradient so that crystal growth begins. The 
ampoule is repositioned as necessary throughout the process to 
maintain an optimum growth rate. At the end of crystal growth the 
ampoule is removed from the furnace and placed in a cooling location 
so that the furnace may be used to process the next sample. When the 
processed ampoule has cooled it is replaced in the storage box for 
later shipment back to Earth. 

and 
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2.3 Automated System Components 

The Automated CVT Crystal Growth System consists of two major 
subsystems, and each subsystem consists of hardware and software 
components. The two major subsystems are the telerobotic servicing 
system, and the CVT processing rack. 

2.3.1 Telerobotic Servicing System 

The robotic system is built around a Unimation Puma 650 six- 
degrees-of-freedom robot that is operated with Unimation's VAL I1 
robotic programming language, Two types of sensors are integrated 
with the robot. A Lord Corporation F/T 15/50 force-torque sensor is 
mounted to the robot's wrist, and a Lord Corporation LTS-200 
combination array and vector sensor is mounted to the end effector to 
provide a tactile sense. The end effector is a specially designed 
pair of fingers that are pneumatically actuated through a programmable 
valve which provides sixteen levels of gripping pressure. The sensors 
and valve are interfaced to Unimationls controller through parallel 
and serial ports. Also interfaced to the robot controller is a 
Hewlett-Packard 9836 Engineering Workstation which provides 
supervisory high-level software functions. The HP9836 is used because 
it is a standard component in Boeing's Laboratory Data Management 
System. 

for the robotic system runs on both the Unimation robot 
controller and the HP9836, The robot controller is responsible for 
communications with the sensors and for low-level sensor-coordinated 
robot motions. The HP9836 provides a user interface, handles data 
management functions, and dispatches commands to the robot controller. 
Data management maintains information on objects, the positions in 
which those objects may be placed, and the current state of the system 
being serviced, 2.e. what objects are where. The user interface 
allows access to data infomatiqn and to high-level motion commands. 
A significant feature of the system is the ability to create script 
files of all motion and data commands, and to name and execute the 
Script as a single command. The software for this system is discussed 
in more detail in the previously mentioned companion paper. 

2.3.2 CVT Processing Rack 

Software 

The CVT processing rack consists of the CVT furnace and 'its 
support equipment. The furnace is a breadboard model of the furnace 
that we will fly on the Space Shuttle, and is transparent to allow 
direct observation of the crystal growth process. An ampoule 
positioning mechanism was designed for this project. The positioner 
accepts an ampoule from the robot, inserts the ampoule into the 
furnace, and allows micrometer positioning of the ampoule within the 
furnace. cooling location is mounted below the positioner and uses 
the same ampoule holding mechanism as the positioner. A storage box 
is located below the cooling location and has room for four ampoules. 
Direct observation of crystal growth is made possible by a mid-range 
microscope and video camera combination. Furnace temperature control 
is accomplished using a Hewlett-Packard 3054 Data Acquisition System, 
an HP 6010 Programmable Power Supply, and an HP9836 Engineering 
Workstation. This equipment communicates with each other through an 
IEEE-488 standard Interface Bus. The HP9836 also communicates with 
the ampoule positioner through a standard RS-232 connection. 

A 
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Software for the processing rack resides on the HP9836 and 
consists of a user interface, a PID furnace controller, and a 
positioner interface. The positioner interface consists of 
translating user commands and positioner status into ASCII command 
str&:pgs for a programmable motor contraller. The furnace controller 
requests thermocouple data from e acquisition system, applies a PID 
contpol algorithm, and updates power supply states, The user 
interface allows creation and modification of a thermal profile for 
the furnace to follow over time. A graphic display is provided of the 
desired temperature profile, the actual temperature readings from 
several locations within the furnace, and the power consumption. 

erational Scenario 

.Remote operation of a CVT stal growth experiment is simulated 
by placing the CVT equipment ra in reach of the Puma robot, and 
by placing the HP9836 user interface computers in an adjacent control 
room, The control room is visual'Xy and acoustically separated from 
the ,robot laboratory, although between them there is a large window 
with blinds to allow direct observation if necessary. Visual 
information of the robot and equi'pm'ent rack is provided by color video 
cameras in the laboratory. A workstation in the control room contains 
three video monitors; two are normally used to view the work area and 
one is used to monitor crystal growth. 

Initialization of the system requires several steps. The robot 
subsystem is initiallized by loading from a data base the current 
state of the CVT system, i.e. what objects are in what positions in 
the rack, The robot then attempts to f'ind a reference location on the 
rack, The reference location is currently a post perpendicular to and 
extending from the plane of the front surface of the rack. The robot 
grasps the post and uses the force-torque sensor to fine-tune the 
location of the post relative to the robot. All other locations in 
the rack are referenced relative to that post. The CVT system is 
initialized by moving the positioner to a home location that allows 
the ampoule to be loaded without danger of it coming into contact with 
he furnace, A profile of ampoule position versus time is then 
entered into the CVT control computer. Also entered is a temperature 
profile for the furnace. 

of crystal growth begins by commanding the robot to 
grip a requested ampoule. The robot is then told to insert the 
ampoule into the furnace positioner and then to release the ampoule. 
Optionally, these steps could be specified in a script file, and that 
script file could then be executed. The robot is now free to service 
other experiments until processing of the crystal is complete. In our 
current setup, the robot executes a script which conducts several 
activities on a mockup task board. 

The CVT computer commands the ampoule positioner to insert the 
ampoule into the furnace. The furnace temperature profile is then 
automatically begun. At the appropriate point in the temperature 
profile, the ampoule position profile is begun. The experiment 
operator views crystal growth with the microscope-video system and 
changes temperature and position parameters as necessary. When 
crystal growth is complete the ampoule positioner withdraws the 
ampoule from the furnace to its home position. A command to grip the 
ampoule is issued, and the robot assumes the ampoule is in the 
position where the it was last placed. The ampoule is moved to the 
cooling location, and the next ampoule is loaded into the positioner. 
After several minutes the ampoule is removed from its cooling location 
and replaced in the storage box. 

The process 
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3.0 Conclusions 

This project has demonstrated the feasibility of structuring 
materials processing experiments on the Space Station laboratory so 
that they can be executed with the aid of a telerobotic system at 
little if any additional cost to the experiment. Although not all 
experiments may be so structured, could 
be. These experiments would benefit by not needing to compete for a 
scarce crew time resource, and other experiments would benefit from 
increased crew availability. A telerobotic and telescience ca 
would result in increased "science throughput" of the laborato 

project. The potential of telescience/telerobotics appears to 
increase the productivity of the Space Station laboratory and is a 
necessary step to the manufacturing of materials in space. We have 
performed valuable "hands-off" ground-based crystal growth experiments 
using automated equipment that has increased the state of the art of 
CVT materials processing. In addition, we have obtained a valuable 
set tools with which we may further explore sensor-based robotics 
research and the application of robotics to space-based systems. 
Experiment and laboratory design factors necessary .to allow 
telescience with a robot will be discussed in more detail in a future 
paper. 

a significant number of them 

All of the objectives mentioned earlier were achieved 

of 
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APPENDIX 

Contained in this section are papers and abstracts which were 
not included in the body of the proceedings. 

DMES - Distributed Module Expert System 
S. Purinton, 6. Wang, NASA-MSFC 

Utilization of Artificial Intelligence Techniques for the 
Space Station Power System 

T. C. Evatt, E. W. Gholdston, 
Rockwell International/Rocketdyne Division 

A Methodology for Multiple Rule System Integration and 
Resolution within a Singular Knowledge Base 

F. N. Kautzmann, MITRE Corporation 

Blackboard Architectures and Their Relationship to 
Autonomous Space Systems 

A. Thornbrugh, Martin Marietta Denver Aerospace 

Design Consideration in Constructing High Performance 
Embedded Knowledge-Based Systems (KBS) 

S. Dalton, P. Daley, Martin Marietta Denver Aerospace 

Validation of Expert Systems 
R. Stachowitz, J. Combs, Lockheed Missles & Space Co. 

A Nonlinear Filtering Process Diagnostic System for the 
Space Station 

R. Yoel, Boeing Aerospace Company 
M. Buchner, K. Loparo, A. Cubukco, 
Case Western Reserve University 

Mathematical Algorithms for Approximate Reasoning 
J. Murphy, S. Chay, M. Downs, Westinghouse R&D Center 

Real-Time Space System Control with Expert Systems 
D. Leinweber, L. Hawkinson, LISP Machine Inc. 
J. Perry, OAO Corporation 

P. Dey, S. Srinivasan, K. R. Sundaraghavan 
University of Alabama at Birmingham 

A Flexible Search Strategy for Production Systems 

Semantic Based Man-Machine Interface for Real-Time 
Communication 

M. Ali, C. S. Ali, 
University of Tennessee Space Institute 
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The Concurrent Common Lisp Development Environment 
S .  Curtis, Gold Hill Computers 

Automated Software Development Workstation 
D. A. Prouty, P. Klahr, Inference Corporation 

AI Tools in Computer Based Problem Solving 
A. J. Beanes Digital Equipment Corporation 

Networking & AI Systems: Requirements & Benefits 
S. Curtis, Gold Hill Computers 

An Expert System for Natural Language Processing 
J. F. Hennessy, Digital Equipment Corporation 

Expert System Technology as a Data Processing Tool 
J. F. Hennessy, Digital Equipment Corporation 

Next Generation Space Manipulator 
P. Brunson, W, Chun, P. Cogeos, Martin Marietta Denver 
Martin Marietta Denver Aerospace 

Automated Practical Reasoning Systems 
M. Lewis, State University o f  New York, Binghamton 
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Distributed Module Expert System 

BY 

Steven C. Purinton 
Caroline K. Wang 

LL SPACE FLIGHT CENTER 

~escription 

S is an expert system concerned with the execution of a 
realtime training simulation on a distributed system. 

History 

A facility was developed at LNarshall Space Flight Center 
to provide training for the Spacelab payload crew and mission 
specialists. The training facility originally consisted of 
a two processor Host with shared memory and a Spacelab mockup. 
Comunications links between ;he Host computers and the nmckup 
provided for serial ASCII, display, discrete, and analog data. 
Modules functionally representing the experiment computer 1/0 
unit, operating system, and application software as well as 
ayload hardware, and environment were developed, A control 
task was developed to provide for the selection of a train'ing 
configuration, module scheduling, mode. control, and monitoring 
of the simulator. Modules are components of the simulator and 
may be a single task or multiple tasks with a single function. 

As the Payload Crew Training 'Complex evolved, a telemetry 
comnunication link to the Payload Operation Control Center, 
a shuttle aft flight deck workstation, scene generation, and 
two processors were added to the host. Training sessions were 
conducted using one processor dedicated to comunications and 
two processors hosted the experiment modules, system modules, 
and control tasks. Figure 1 depicts this system. 

The sequence of execution was cotnplex because some of the 
processing was serial and other parallel. Some modules, such 
as environment, time, and, input/output are required to execute 
only once between instances of an experiment or application 
software module. iblultiple instances would (or could) mean the 
omission of an event in the simulator. This condition occurs 
when execution is not predictable as with multiple processors 
or a timesliced system. Simularily, multiple instances of an 
experiment or application would cause effects as wasting time, 
a mixture of input-output data, or other undesirable problem. 

With three active processors as Host, a training session 
configuration would evolve using experience, intuition, and 
testing. The order of execution and location for execution 
wo be rameters varied. The verification process 
eo ons vera1 days of testing. 
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The simulation has been transfered to a single V A X  and 
expansion to a distributed system is in progress. The training 
simulator is composed of serial and parallel modules ana must 
also deal with network delays and the problem of updating a 
centralized data base. This growth presents the facility with 
a much more complex problem when i t  comes to determining a 
configuration which will execute in real time. In. response to 
this problem an expert system is being developed to allow the 
analysis of a training session. 

Implementation 

The expert system loads the knowledge base, which consists 

1. Number of processors 
2.  Default tasks 
3 .  Number of experiment modules 
4 .  Processor location for each experiment module 
5 .  Data dependance for each module 
6 .  Execution time for each module 
7 .  Network delays 
8 .  Database read/write 
9 .  Basic cycle time 

of the following items: 

A knowledge editor allows input and adjustment of these items. 

A control task is started in the first processor, this in 
turn schedules the execution of other tasks and modules within 
the first processor and schedules the execution of the control 
tasK in additional processors. A cycle is complete when all 
modules in all processors have finished execution. Execution 
is defined as being active for the amount of time specified i n  
the knowledge base. Any database accesses f r o m  the other 
processors will extend the active time by the amount of access 
time. A failures would be a database access out o f  sequence 
or too much time used during a cycle. 

Enhancements 

The operating system is not part of the'expert system, b u t  
rather the control task for the simulator i s  modeled. A s  the 
expert system i s  refined it may be necessary to include the 
operating system and it effect as elements, Different methods 
to update or distribute the database need investigated. Also 
distribution changes i n  functions such as display updates or 
1/0 can be included. Accuracy and resolution can be improved 
as needed t o  make the expert system useful. Randomness can be 
used in some areas to improve problem detection. 
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Featur es 

Distributed Module Expert System (DMES) is a prototype frame based 
Expert Sys tem designed to  evaluate timing and loading conditions 

r a d ig i t a l  simulator ( for  Payload C r e w  Training) . 
developed on Symbolics 3670. 

DMES has the following feature 

1. An user f r iendly  interface uti l izing the Symbolies window 
system capabili t ies to: 

a. Create information data base 
b. Display information data base 

ation data base 

2. 

3 .  

. 

5. 

Automatic knowledge base generation. 

A~~omat ica l ly  generate the knowledge base from the 
information data base 

e knowledge ba e includes: 
e procedure for each individual processor. 

Information for graphics display. 

Real time graphics display 

DMES is  uti l ized to  operate one cycle per second. 
ES.Checks on the multiple processors of the simulator 

and searches for the current experiment for each processor 
and pu t s  each experiments into the queue stack and f i res  
the experiments on schedule. 
ES also graphically-displays the current status of the 

~x~erimengs and the same time stores the detai l  information 
into the buffer for future analysis 

istory f i l e  
option for writing the history f i l e  from the 

istory buffer. 

tory f i l e  can be graphically displayed for closer 
analysis. 

Benefits 

igned by using common l i s p  for the expert system portion 
e r  interface window flavor techniques and 

ansfered to  other systems by rewriting the user interface 

S can be helpful in tudying and modeling the complex d i s t r i b u  
ip le  processors. It helps t o  quickly see the probl 
i fy  the r n ~ ~ ~  easily. 
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WWER OISTRIBUTION AND CONTROL ASSEMBLY 
f SOURCE PEVU) 

POWER MANAGEMENT PROCESSOR 
A MAIN BUS DISTRIBUTION ASSEMBLY - FEEOER, M: CONTROL, PW CONTROL BUS 

Fig. 1. 'Space Station EPS Ganpanents Locations 

SD 
MODULE 

QROWTH 
'- 

(2) 

SD 
CONTROLLER 

INTERFACE - - RBI 
ENGINE 
CONTROLLER 
FREQUENCY 
CONVERTER 

DMS BUS 

NIU = NETWORK INTERFACE UNIT 
RBI = REMOTE BUS ISOLATOR 

RPC = REMOTE POWER CONTROLLER 
SSY = SEOUENTIAL SHUNT UNIT 
PCU = POWER CONTROL UNIT 

Fig. 2. Control Functions 

centered i n  the Power 13anagernent Controller the W, include advanced health monitoring and 
(m), a t  the top of the hierarchy. It i s  at trend analysis, failure mode analysis, equipment 
this level that interaction with a dedicated fault  prediction. load f l o w  analysis, and state 
expevt system i s  being considered. estimation. For many o f  these functions, the 

mathmatic calculations required are extensive. 
The kinds of functions betng evaluated for For example, sane state estimation techniques 

an expert system, operating as an extension of require iterative manipulation o f  large line- 
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System Architecture 

The IOC architecture represents a conven- 
tional distributed and hierarchical architecture 
approach that greatly simplifies the difficul- 
ties typically involved i n  adding functional 
capability by utilizing specialized processors. 
However, it is important in the EPS IOC archi- 
tecture design to allow for the direct incorpor- 
ation of specialized processor architectures for 
the power system. Issues of how to utilize LISP 
(Ref. li-13) processors are nw under considera- 
tion for applications. The Texas In- 
strwnents LISP Machine developed under 
DARPA funding represents an important step in 
uti1 izing advanced technologies for m i  1 i tary 
aircraft and autonmus vehicle applications. 
This processor has been designed to be fully 
MIL-SPEC qualified and will undergo testing 

The bus architecture 
has been designed to accannodate the specialized 
bus requirements as well as providing for the 
addition of 175OA processor architectures run- 
ning in parallel with a canpact LISP processor. 
This technology represents a possible growth 
option for the Space Station EPS, and the utili- 
ration of such a backbone architecture i s  a 
potentially logical direction. Thus, at IOC, 
the PMC could be configured with a conventional 
processor architecture with the capabi 1 i ty of 
adding a LISP machine or another appropriately 
configured conventional processor 
ground testing of the system i s  c 
ternatively, the IOC system management control- 
ler could be removed and replaced with a program 
management controller actually containing the 
LISP machine and soft 

ithin the next few years. 

Diagnostic and Trend Analysis 

Diagnostics of key power system conponents 
represent a significant requirement for the EPS 
(Ref. 6, 14, and 15). The safety, risk, and 
associated cost issues of power system carponent 
unavai labi 1 j ty is ing the development of a 
know1 edge-based ic system that detects 
deterioration of ystem comQonents in the 
early stages. Since typically, a human operator 
must diagnose a situation by interpreting what 
the actual condition of the equipment is fran a 
number of mbasured variables, the diagnostic 
knowledge of the operator will be the critical 
link in making decisions for power system main- 
tenance and operation. Steady-state system sta- 
bility will also b@ an issue when considering 
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CONOlTlONS 

Fig. 4. Diagnosis and Performance M i t o r i n g  

reduced power quality becanes noticeable i n  
real-time and historical data, a power component 
diagnostician w i l l  begin a clearly defined l i s t  
o f  troubleshooting procedures to  localize the 
problem. However, i f  the typical troubleshooting 
techniques do not yield a solution, the experi- 
ence of  the diagnostician i s  required to  i n i t i -  
ate "nonroutine" troubleshooting. It i s  th is 
type of  knowledge that enables performance a t  an 
exceptional level. Based on years o f  experience, 
a highly ski 1 led testhaintenance technician 
uould develop the following trai ts:  

Fami 1 i a r i  t y  with procedures and docu- 
mented maintenance manuals 

Understanding of the relationships be- 
tween observed symptoms and the malfunc- 
t ion o f  specific orbital replacement 
units (ORU) 

In tu i t ive understanding of  how the system 
works 

In tu i t ive understanding o f  how the system 
w i l l  behave when certain subsystems or 
ORUS f a i l  

modeling them as independent modules i s  ex- 
tremely inportant to  achieving a high degree of  
performance and modularity for future expansion 
and modification o f  the power system. Sane of  
the above tasks identified are interpretation, 
diagnosi s, troubleshooti ng , repai r, design , 
planning and scheduling, monitoring, and reason- 
ing with functional models. I t  i s  essential that 
an expert system be used that has a knowledge of  
the other subsystems and/or i s  capable of  can- 
municating through a shared-knowledge interface. 

' Failure detection, isolation, and reconfig- 
uration (FDIR), known i n  the power Industry as 
contingency management, deals with the problem 
o f  detecting deviations from normal behavior 
(which w i l l  be designated "failure modes") i n  a 
specified canplement o f  system cargonents (sen- 
sors, actuators). I t  includes isolating the 
particular canponent that has failed, and recon- 
figuring the power system by providing switching 
to  redundant canponents or p e r  buses. Recent 
developments in  FDIR methods that may be appli- 
cable to  the evolving EPS expert system can be 
conceptual i zed as consisting o f  four separate 
related stages: 

1. Residual generation (using state estima- 
The high level o f  performance o f  experts tion/mdel following) 

suggests that, confronted with a problem, they 
analyze the Iproblem i n  a structured manner 2. Information collection (FHEA, and c r i t i -  
rather' than randanly trying a1 1 possible a1 tern- 
atives. The identification o f  these tasks i s  
crucial t o  the success of  modeling the asso- 3. Decision making (determine i f  1 and 2 
ciated reasoning processes distinctly, and indicate a fa i lure mode 

cal i t y  of fa i lure mdes) 
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. Reconfiguration (determine how the power 
can be reconfigured in an 

1" fashion to maintain satisfac- 

In rn avionics systems, failure detec- 
tion and built-in testing (BIT) are the corner- 
stones used to signal when the principal path of 

ion or data flow should be switched to 
an alternate backup path to preserve proper 
overall system performance (Ref. 18). While on- 
line BIT is usually used to rapidly uncover 
catastrophic or hard failures, other more 
sophisticated techniques (based on modern 
control/estimation/decision theory) are uti 1 ized 
to detect more subtle, or "soft" drifting-type 
failures. These are the failures that do not 
necessarily cause the system to shut down en- * 

tirely but my still degrade system performance 
with the passing of time. The following detailed 
issues must be considered when inplementing this 
kind of FOIR algorithm: 

ture of the soft failure (i.e., its 
type and severity) 

2. Oboervability of the failure's effect 
within the measurement (i.e., degree of 
perceptibility) 

3. Length of time required to accumulate 
ta to register the presence of 

the failure in the presence of background 
disturbances such as quantization ef- 
fects, sensor noises, response of the 
station data management system (OnS), 
canputer cycle speed, etc. 

4. Degree of distinguishability from other 
types of failures for unanbiguous failure 
isolation 

5. Ease of corrective actions (e.g., switch- 
ing to an alternative analytically or 
functionally redundant path on-line OF 
postponing repair until back at the main- 
tenance module) 

These considerations are important factors that 
contribute to an overall failure detection 
isolation and reconfiguration policy. However, 
the action of failure detection i s  fundamental 
to every system reconfiguration policy, and the 

technological areas of  fail nt ion 
are undergoing rapid change as new ideas enter 
the field. 

Trend Analysis 

Trend analysis requires the collection of 
data over long periods of time for detailed 
evaluation. Trend analysis operates on a single 
data series at a time, either by smoothing or 
estimating the parameters characterizing the 
shape of the time-dependent curve. Alarms 
result from extrapolations of such curves and 
fran caparisons with fixed or variable thres- 
holds. Trended data allows experts ( 
systems) to make an intelligent decision on h 
much longer a failing canponent, or ass 
may be operated safely. 

Since trend analysis relies heavily on his- 
torical data, the ability to store and retrieve 
data quickly is critical, particularly in space 
applications. 

How much data should be analyzed is also im- 
portant because there is little point in amass- 
ing so much data on a particular piece of equip- 
ment that retrieval becanes a major problem. 
There are several approaches that will continue 
to be evaluated at and beyond IOC: 

1. Updating by exception - In this approach, 
after the baseline data have been veri- 
fied over a period of time, the monitor- 
ing function continues but new data are 
not added unless it is at variance with 
the previous information. 

2. Discarding old data - This approach i s  to 
save all new data and to discard or aver- 
age away old readings. This procedure is 
currently favored and can easily be in+ 
plemented on a cunputer-controlled diag- 
nostic system. 

Hany techniques may be used to detect 
trends: slope canputations, inflection point 
checks, least-square curve fitting, and state 
estimation methods. It i s  desirable, however, 
especially if large amwnts of equipment are 
being monitored to maintain a low 
burden. For this reason, the sinpl 
tional algorithms, such as the least-squares 
approach, are preferred options. Generally, a 
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curved or sloping line indicates a gradual 
degradation with time, and scattered data 
outside the expected distribution indicate a 
failure. 

Other techniques, such as the minimal least- 
squares estimator and the Kalman-Bucy filter, 

ch can be used to enhance or magnify the de- 
tability of failure modes, are being investi- 

at Rocketdyne for their potential use in 
PS. They may prove to be powerful twls 
can be inplemented within the current de- 

rk. aut, no matter which methods 
are determined to be applicable, to respond to 
the anticipated Space Station maintainability 
requirements, collection and analysis of trend 
data will be inplemented to the fullest degree 
feasible. 

Conclusions 

The importance of re1 iabi 1 i ty, stabi 1 i ty, 
tic operation of the electrical power 

system for all other subsystems on the Space 
Station makes it a prime candidate for the ap- 
plication of artificial intelligence techniques. 

lysis of crew and ground-based resources have 
hasized the need for advanced automatic con- 

trol of the EPS at IN, with an advisory diag- 
nostic capability in an expert system for trend 
analysis, fault prediction, and carponent main- 
tenance. Research at Rocketdyne and NASMLeRG 
i s  proceeding in all of these areas to determine 
the optimum hardware and software inplementa- 
tions for such functions. The results of these 
efforts could do much to enhance the productiv- 
ity of the Space Station as well as future 
nned space activities. 
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INTRODUCTION 

NASA has been directed by Public 
as technically and economically 
space flight. This agency-wide 
investigation of contemporary A 
generic focus is primarily on the 
current Space Shuttle operations 
the wealth of expert knowledge al 
tasks that are candidates for 
knowledge. The sub-field of expe 
seen as a fruitful and primary methodolog 
Secondarily, it is a relatively small ste 
prototypes for each separable e 

reasons for this c 
gmatic mechanisms 
econd, because of the nece 

domain experts in prototyping an ex 
is translated into a form that 
examination use as expressed 

is benefit is im 
and industry about 

knowledge. By moving from an expe 
form of express ng that knowled 
Examples of can idate knowledge a 
include desi n engineering,, syste 
testing and configuration manag 
within MITRE addresses the design 
rocess utilizing an amalgam of 
technology E l l .  

It is reasonable to conjecture that separ 
domain expert: systems are but an initial 
of providing, sa , a Systems 
Assistant will n cessarily e 
domain expert systems at var 
as a logical consequence. By further e 
liminary conjecture, it can be seen that the 
possible areas in which the develop 
"Assistant" expert systems would be useful: 

. Systems Engineering . Design and Configuration . Diagnosis - Fault Management - Testing 
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Assistant-type experts in each of the three areas will require 
interaction with separate single-domain expert systems for two 
reasons. First, because each of the three areas must also 
provide facilities for simulation and modelling. Second, because 
knowledge about how to perform satisfactorily involves knowledge 
concerning the inter-relationships between expert domains. Thus, 
from within a Space Station context, each of the three areas must 
share elements and interact with the following ten major single- 
domain expert systems: 

Communications t Tracking 
Data Management System 
ECLS - Environmental Control and Life 
Support 
Electrical Power 
Guidance and Navigation 
Man 
Propulsion 
Thermal 
Structure 
Payloads 

The ten systems have further taxonomy at the sub-system and 
component level. Additionally, there are multiple cross-links 
between subsystems and components at the juncture of components 
and subsystem interactions [Figure 41. The former three areas 
and the separable single domain expert systems must interact on 
the boundaries of overall system performance as an integrated 
expert system, as noted. At a minimum, each of the ten single 
domain expert systems must share a common knowledge representa- 
tion with the larger class.of expert systems and with each other. 

PROBLEM STATEMENT 

The initial problem statement for the success of the larger 
"Assistant" class of expert systems involves specifying the 
current tasks and goals of the three major functional areas. 
From this point 'onward, "Expert System" shall refer to an expert 
system that embodies the performance objectives of the three 
major areas. "System" shall refer to smaller domain-specific 
expert systems with "subsystem" referring to e.lements and 
components of the specific local system. 

The major goal of each expert system may be viewed as determining 
the performance of the complete system, subsystem or element in 
some given configuration and state, given specified inputs and 
specified outputs, Each expert system's task area is the 
determination of system performance with differing perspectives 
or views. 
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conditional conditions or states. 
Predicted s tem ~e~a~ior/response are 
also altern that are hypothesized in 
order to effect ntiating test relative to 
actual responses. 

Common Elem 

The common element formance goals require 
movement from a given uration to a desired 
configuration (or altern ecifications, goals, or 
needs relative to or to some hierarchy of goals, 
inputs or state 

te the descri 
tern, subsyst 

component co aints and 
specified eit 

phasis.  his o the requirement 
for a knowled these features: 

ust change state and 
some transfer function to 

define such ies; and also within a 
ons a 

acterize th 
component, 

given a par 

1 function eseribe coupling, 
direction or int e the constraints, 
parameters, or s inputs and outputs 
and their respec 

onents must b 
ments relative to a 
state/configuration. 

Determinati composition is 
also required. 

GENERAL APP 

The conjectured ta into two phases. 
initial phase wi uction of 
single-dom 
noted alon 
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the first phase would involve the designing and utilization of a 
knowledge representation scheme that is capable, in principle, of 
being extended for future single-domain expert systems and sub-. 
systems. The degree of difficulty in performing the first task 
is minimal, although it may be time consuming. It should also be 
noted that rapid prototyping schemes with alternate knowledge 
representations would inhibit the success of this phase. If, for 
example, one selects a knowledge representation scheme that works 
€or but one of the ten single-domain expert systems, then all 
others to that point must be redone, or enlarged to accommodate 
the variance. Thus, success for this phase is requires initial 
selection of a valid knowledge representation scheme in order to 
avoid permutational reworking for each separable system. This 
step requires little else but good systems engineering practices 
and data abstraction in the selection process. 

The second phase also has requirements for knowledge 
representation at a higher level, since it must involve cross- 
domain expert system interaction at subsystem and component 
levels and presupposes an initial knowledge representation 
adequate to support such a functional requirement. Since the 
generation of multiple single-domain expert systems has been done 
many times before, this paper concentrates on the second aspect 

the conjectured prototype and proposes a suggested methodology 
for achieving cross-domain expert system interaction. 

This second phase's primary objective involves the generation of 
a single methodology to achieve interaction among closely related 
cross-domain separable expert systems with multiple views, 
models, performance requirements, and transforming operations 
capable of operating at multiple levels of description and 
explanation. Achieving this requires" in part, adopting forms of 
knowledge representation that can operate at multiple meta- 
levels. These forms must be, beyond object-oriented semantic and 
syntactic specific, of a sufficient formal and mathematical 
nature in order to support the defined problem spac 
transformational requirements. This further requires that the 
knowledge representation. and the transforming processes 
themselves be valid. 'Validity' involves four' formal 
requirements: consistency, complet ness, soundness, and 
precision. 'Consistency' requires that similar answers produce 
similar results. 'Campleteness' requires that everything true is 
derivable. 'Soundness' requires that everything derivable is 
true. 'Precision' is required within ES's that deliver 
probabilistic or qualified judgements, The ability of the 
prototype methodology and knowledge representation to meet the 
criteria of validity enables, in principl , the completed system 

be transformed vis-a-vis alternate methods, to other 
presentations that are equally valid across related domains as 

s within the single domain. 

568 



round to Approach 

A strong parallel exists between automated program verification 
and specification techniques and single-domain expert systems. 
At the lowest level of parallel, there are merely linguistic and 
data typing parallels. Within the mathematical and logical 
foundations the parallels are more striking and offer an insight 
into cross-domain expert systems interaction. That the higher 
class of expert systems outlined herein, share the same elements 
with single-domain expert systems is also true by extension. 
That the parallel claim is the case is evidenced by Figure 1. 
The further language-based parallel involving syntax and 
semantics between the two areas is also apparent. So are the 
formal and philosophical foundations which involve mainly 
mathematical logic(s1 and set theory. The long tradition in 
philosophy of a distinction between "semantic" and "syntactic" in 
many areas of inquiry does not necessarily relate, except within 
a limited domain, to a linguistic theory of meaning. That the 
linguistic model, along with further investigations in "natural 
language" processing, is pre-eminent in expert systems research 
is self-evident, That the linguistic focus is useful is not in 
dispute for knowledge capture. The extension of such a model 
throughout expert systems may account for the lack of 
acknowledging the parallel domains in formal systems, with their 
own syntactic and semantic issues, by expert system researchers, 

That this parallel has not yet been either drawn explicitly or 
extensively investigated before .for either single-domain expert 
systems, and most importantly, for. expert system cross-domain 
interaction, is evident by, the conspicuous absence to such 
parallels within contemporary AI expert system's literature and 
journals. [The closest parallel to date is between automatic 
theorem proving techniques used as a heuristic method within 
expert systems]. 

The reasons for this absence are possibly manifold. It is 
tentatively suggested that the absence is accounted for by the 
"natural language" processing model 'for mind that preempts other 
models by AI researchers. Likewise, non-Philosophers, namely 
cognitive psychologists, linguists, anthropologists, and to a 
certain extent, computer scientists, generally maintain a belief 
that the expert system knowledge acquisition process, as a 
process, offers a window to the mind. Noam Chomskv's work in 
linguistics has offered a model of species differentiae between 
man and the brutes. The salient feature is seen as centered upon 
man's inherent ability to acquire natural language capabilities. 
Ergo, this becomes the ontological basis for the central focus of 
the "natural language" processing theory of mind in expert system 

569 



research and cognitive psychology, This model also embodies the 
underlying and deeper, philosophically, linguistic theories of 
meaning. 

Further, AI research in expert systems focuses upon confirmation 
of (competing) natural language acquisition models in order to 
further substantiate in turn, deeper models of "reasoning". 
These deeper theories in turn rest upon related hypotheses 
concerning the nature of mind. The epistemological bases in turn 
refer to underlying metaphysical theories of existence, structure 
and causality. The further foundational appeal is within 
Philosophy of Science and tg a general model theory of meaning 
expressed as a linguistic model. 

That there are important underlying similarities with the 
philosophical, logical and mathematical nature of expert systems 
themselves and the argued parallel for possible future progress 
in cross-domain expert system interaction based upon automatic 
program verification and theorem proving techniques warrants 
further in-depth investigation by AI. 

An additional reason why the fact that this parallel has not been 
drawn before by expert syFtem AI researchers can be possibly 
accounted for by the recharacterization of the formal methods 
that have yielded results in the field of expert systems into a 
form that is foundationally seductive to AI researchers for their 
broader scope of investigation of human reasoning. 

To wit, "Forward chaining", "Backward chaining", or "Forward 
reasoning" and "Backward reasoning" mean nothing more than the 
utilization of the predicate logic techniques of modus ponens and 
modus tollens, 

For example, every single-domain expert system "inference engine" 
is but a separate instance of modus pQnens used as a control 
structure invoking other instances of ,either modus tollens or 
modus ponens operating at the rule level, which in turn, operates 
using variable assignments at the object level of description for 
binding. That there exists a fundamental contradiction when 
these facts are conjoined with claims from the same re-searchers 
that formal methods yield no promise for cross-domain expert 
system interaction is obvious. It is suggested here that what is 
amiss is the underlying, unstated premise that only confirmation 
of theories, in some model building' or paradigmatic sense, 
related to human-centered reasoning models of explanation, are 
use-ful for the stated purposes of AI. That a strong parallel 
exists between the functioning underlying structures of formal 
logical methods, mathematical logic and set theory and the domain 
of actually working single-domain expert systems is not to be 
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Expert systems work precisely because of this 
continuity and. dependence upon the underlying mathematical- 
logical structures. This is particularly true when such systems 
"reason about themselves" in some meta-level fashion such as 
exemplified in qualitative modelling. 

iffering perspective, the absence of such an explicit 
1 by research- ers in theorem proving and program veri- 

ert systems might be based upon the recognition 
former re-searcher's of the domain expert's inter-action 
rating an object-oriented, for example, semantic domain(s) 
alternatively, precise recognition that verification an 
rem proving deal with an inherently mathematical structure 
thus lack the linguistic model confirmational orientation of 

arallels operating from the domain expert's knowledge, once 
s been captured and formalized (logically) into rules, into 

nted domain, which can then be operated on 
will be developed from the perspective of similar 
s in automated program verification and theorem 
such can be applied to expert system's cro 
ion will be further exemplified from the arg 

odological premise. 

a preliminary in this direction, Figure 1 is offered as an 
lification of all single-domain expert systems, and by ex- 
on cross-domain expert systems. Methods of search and 
ed ased techniques for reasoning and the representation 

knowledge are addressed. The figure is particularly important 
lative to the proposed general methodology. The Philosophical 

oundations are presented. as a map to ascertain the relative 
osition of issues and methodologies referenced within expert 
systems. 

Outline of Approach 

The initial approach for the conjectured prototype utilizes a 
variety of models of description and explanation over a wide 

riety of types. These include logical models, analogue models, 
emi-formal or mathematical models, simplifying models, and 
heoretical models as seen in Figure 4. In order to support this 

wide variety, multiple versions of declarative encoding for 
knowledge representation were be selected. In declarative 
encoding semantics are used in a few global procedures. By 
formally transforming between levels of descriptions and 
xplanations (meanings), the problem of different domains will be 
educed to formal representation and transformation at a meta- 
vel. A fruitful First step is in selecting a knowledg 
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sed mathodology 
emantic nets are 

s far selecting 

election for 
a formalism 
in this sense 

les within the 

share, at a 
t aspects of 

In order to achieve this common aspect, embedded rule systems in 
commercial A I  development tools need to be avoided vnless they 
are provably known to be e~tensible and complete with respect to 
the Lambda Calculus and also nitive pathway to 
LISP. [That the Lambda Calculu lso a requirement 
fits within conte program verification, as 
elsewhere refer 

A further adva tage of usin oduction systems for rule 
representation i that this meth oes not r u l e  out the possi- 
bility and spe d advantages later transformation using 
procedural encoding wing the proposed methodology. 
Production systems an effective bridge between the 
declarative and proce coding methods It is by means of 
this bridge that futur ration of an ert system so 
designed, cap 
will be outline 

> I  
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Initial Knowledge 

A conceptual pro scheme is given as an 
overview in Figurs 4; figure the models, components, 
systems and subsyptenrs The erinciples utilized 
across models refer t ansformatim in a hierarchy 
of analogical patte of meta-rule8 171. The 
constraints on modeIr& are alsq 'pstte n-based at the meta-level 
and object-oriented at , the priaaary a eshriptian level. Goals 
relate to inputs, o eoqd t ions . State- 
history relates t b .  the component or 
subsystem and is a t r  pclio graph, or an 
alternative abstract 

Pattern Matching 

The models, as identified led based upon 
either states, input tions. I:t is 
important to recognit 
and reasoning for the 

Furthermore, the va ', (for example, 
qualitative models), rators for single- 
point causal analysis uch a single-point 
causal model is not rich, enough t o  address all 
issues arising from ' expert systems forces the 
requirement for addit dels of causality 
may, for example, be' model'sl operators 
form, at a higher lev Semantic for later 
transformation. They are formal structures, in and of 
themselves, apart from the ,initial object-oriented domain and 
form the basi ormational operators in 
each domain. 

Abstractly, e patterns of reasoning 
applied wit r domain. in terms of 
successful h asoninq are themselves 
formal struc pable'of examination by 
a wide varie ea1 methods. 

These formal n that 'they permit more 
than purely f rtant to note that there 
are two level first, with respect to 
the actual k nd with respect to the 
transformatio knowledge into forms 
acceptable fo 

This second aspe g 'rrrgukes: thn development of 
problem-solv ta&e.rnto BCCOU the robustness 



OF POOR QUALITY 

of the separate rule systems and heuristics. This requirement 
places a further restriction on the development of proble 
solving procedures; they must guarantee the mechanization of 
formal cross-domain proof procedures C91-~lllo 

Satisfaction of the proof procedure requirement involves devising 
effective problem-solving methods based on the structure of the 
reasoning model, and the associated system of 
representation. The ease with which it is possible t 
methods to work will depend upon how systematically 
properties of each reasoning model's domain has been an 

SPECIFIC APPROACH 

The general problem space of the §pace Station proto 
to natural language domains of expertise and a1 
mathematical-logical aspects of formal languages and 
seen in Figure 2. 

Knowledge representation, using semantic nets and declarativ 
encoding of rules within domains, with common tree-oriented data 
structures, permits capturing the patterns of success i 
each state or condition, as well as th rules and h 
This permits specification of the patterns, and the associat 
facts in the data structures, to be modelled as proof-assertions, 
as seen in Figure 2. 

Figure 3 outlines a general methodology for the transformation 
.between logical systems while preserving the s mantics of each 
expert system do9ain. The stylized diagram involves the use of 
transformational grammar terminology to describe levels of 
syntactic processing, although transformational formalisms ar 
not used to define the processing. Source text, produced by 
single-domain or otherwise, expert system, either as output or 
input, via the proper logical system, is concrete ax. Parse 
concrete syntax is termed surface abstract x followin 
surface structures in transformational g rs. These 
translations are context-free; ioe., varia 
variables in the same order following these two 
abstract syntax is transformed in non-context-free fashion into 
deep abstract syntax. A s  is required in the process of semantic 
analysis, each declaration of symbols and variables is proc 
and every occurrence of a symbol is identified with the 
information in its declaration. Logical transformations are 
performed as structural transformations. f121 

Techniques for reasoning by analogy vis-a-vis 
techniques should permit aspects of 
apply at the kqowledge based object 1 
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validation of cross-domain proof-assertions. This would involve 
the development of equivalent means of traversing both the rule 
base and the object attribute-values, as outlined. 

The integration of cross-domain knowledge in the form of meta- 
level rules is viewed as an investigation into domain-specific 
syntactic and semantic language transformations, involving 
higher-order logics, such as combinatory logic, or the S-K 
combinator calculus for the meta-level representation of 
heuristics and rules [ 1 3 ] - [ 1 6 1 .  

The formal proof-theoretic aspects of this level of formalism 
can, in principle, accommodate specification and verification, 
design validation, and generate search methods and 'knowledge- 
based' reasoning about oneself in closely related knowledge 
domains automatically. Fault detection and analysis can be 
performed at a higher level than the domain level, given that the 
relationships between elements as behavior rules can be 
formalized and transformed, using analogies of function and 
structure. 

Updates to states can be viewed as tree-insertions in a derived 
search/resolution grapki of the actual domain specific rules and 
heuristics. Traversing the graph, then transforming the sequence 
into the rule system domain, permits viewing the overall system 
according to interest, intent or relevant model. 

Obtaining these results involves creating a separate proof-system 
for the transformational rules, patterns and sequences, taking 
advantage of the formal-mathe-matical nature of the prototype's 
semantic nets'and production rule systems in the form of a high 
level language analyzer and interpreter. 

In particular, understanding logical-con-sequence semantics does 
not require the construction of specialized models in lattice 
theory or category theory C171. Nor does it involve, as is the 
case with abstract data types, initial or final algebras E181. 

Specifically, a rule system, for a given state, given inputs, 
outputs, goals, plus interactions or couplings, can be viewed as 
a given set of assertions akin to a declarative program. The 
logical consequences of such a set of assertions are all the 
additional assertions that must be true whenever the assertions 
of the rules are true. Strictly speaking, an assertion in the 
form of A = B can be seen as a logical consequence of a set F of 
equations or transformational operators if and only if, in every 
algebraic interpretation for which every equation in F is true, A 
= B is also true. This can be verified at the object level in 
each knowledge domain. 
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L%lxima 
The blackboard architecture provides a powerful paradigm for the autonomy 

expected in future spaceborne systems, especially SDI and Space Station. 
Autonomous systems will require skill in both the classic task of information 
analysis and the newer tasks of decision-making, planning and system control. 
Successful blackboard systems have been built to deal with each of these tasks 
separately --- data fusion in speech understanding [Erman81] and planning of 
errands with OPM Wayes-Roth791. The blackboard paradigm achieves success in 
difficult domains through its ability to integrate several uncertain sources of 
knowledge. 

also be capable of incrementally growing from semi- autonomy to full autonomy. 
The blackboard structure allows this development. This paper will discuss the 
blackboard's ability to handle error, its flexible execution, and variants of this 
paradigm as they apply to specific problems of the space environment. 

In addition to flexible behavior during autonomous operation, the system must 

Automated Planning for Autonomous Svstems 

In engineering increasingly autonomous systems, we must concentrate on 
choosing an appro riate operating paradigm. Proposed spaceborne systems such as 
Space Station and DI require continuous reliable o ration. The environment will 
vary over time. Plans must be proposed internally, uring operation to dynamically 
adapt system operations and consistently meet mission objectives throughout the 
system lifetime. These requirements focus our interest on automated planning. 

This paper extends "planners" to include time-delfendent functionality such as 
prediction, resource allocation and context management. These factors affect the 
successful achievement of mission goals over the expected long lifetime of the 
autonomous system. Major concerns are efficient' organihtion of multiple 
subsystems and adaptive management of finite resources. Planning to effectively 
manage these interrelated operations will be an important feature for an autonomous 
system. 

System state determination for a large autonomous system such as Space Stat.ion 
or an SDI Battle Manager will be distributed among subsystems in an hierarchical 
manner. Effective management of such a scheme is critical to system operations. 
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At each functional level in the hierarchy, one s stem at the next level would be 

hierarchy, the ground becomes the next logical step to aggregate system state. If 
true autonom is to be achieved, an intelligent replacement for these round-based 

management, prediction and sta ilization presently performed by man. In the 
following sections of this pa r, a planner model wdl he presented in the abstract. 
A planning domain will be r scussed separately. That domain is the top-level 
system executive for a complex autonomous space operation. 

responsible for control of state determination P or lower levels. Eventually, in this 

K functions w 11y be required. The lanner paradigm is a helpful model or automating B 

Planners based upon the blackboard architecture provide for adaptive control 
management and the ability to handle erroroneous data or sub-0 timal analysis 
methods to solve difficult problems [Hayes-Roth79] [Erman81 P [Nii86] . Active 
objects within the blackboard paradigm are called knowledge sources . Knowledge 
sources communicate throu@ a global knowled e base, the bla 

for a simplified and general example o a blackboard system. A bl 
is not static. Any planner for an autonomous mission must be ab 

posting, receivin and changmg messages from s is blackboard m 
are available to tK e system of executin knowledge sources (KS's). f 

Within the blackboard paradigm, plans can be 
from current data input, current control strategy, or the 

FUNCTION 
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A basic tenet of the blackboard architecture is modularity. Knowledge sources 
se their only interaction with 

through the blackboard. 

se dflicult areas. To investigate trade-offs 

may be ill-specified. The modular 
is thus advantageous to develop 

lanner allows one to include many approaches, 
edge sources. If this redundancy is 
the planner can vary coordinations as the 

rent levels of abstraction, 

amount of knowledge. 

le sources of uncertain 
e sources, for the sakq of 

cture allows the effective ' 
etent decision-making tool. 

(see Table I) 'can create multi le lines of inference 
the blac f board are ofien temed 

l i e s  of Id erence coordinate 

otheses in order to P eedback 

1;tnning sta e there might still be 

ses to achieve a better fiial 
iven boundaries to work 

Or, multiple corn art- 

e l l  

and degrade gracefully, These traits are . Because the blackboard architecture is 
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modular, depth can be added to the planning. Deep reasoners are characterized by 
smaller, more general reasoning steps which allow a broader range of problems to 
be covered, usually at the cost of more steps and thus less speed. To avoid making 
a brittle laming system, depth can be s ecifically added as back-u to more 

ly ocused, shallower knowledge. %ack-up through depth or L o u  h multiple 
sha ow reasoning paths is a characteristic of blackboard planners and a If ows them 
s h y  ! 
to continue gracefully as variants of base test problems arise. 

Autonomous System Executive Fault Protection 

A major problem encountered in autonomous operation is management of state 
determination. Control is often distributed through many levels and perturbed by 
faults. The challenge is to plan appropriate fault recovery mechanisms under 
changing conditions in the environment and in the system itself. 

The most strategic recovery configuration is that based on current context, 
current assumptions. The space of available contexts varies. Indeed more than one 
context may be viable at the same time. Multiple contexts map to multiple 
hypotheses on the blackboard. This array of choices of "the truth" can be 
maintained within the blackboard architecture to provide an adaptable framework for 
fault isolation and recovery planning. 

Multiple coordinating methods of state determination are essential because of the 
critical nature of fault protection in autonomous systems. The blackboard planner's 
ability to coordinate multiple sources of knowledge provides the environment to 
develop and execute these methods of state determination. Truth maintenance 
rovides one model for state determination [Doyle801 [deKleer86]. Relationships 

getween a context of assumptions and a hypothesis would be built into the 
blackboard and modules written to maintain these contexts. For example, truth 
maintenance knowledge sources might update dependencies between data or choose 

ermit dynamic system resiliency based upon recovery mechanisms whic x have least, 
a current context. This blackboard planner restructuring would,at the ve 

Eeen assigned to different contexts. 

The blackboard paradigm permits further enhancements. For example, the 
context-based recovery mechanisms could be aided by some sort of output data 
normality testing. Whether any subsystem is performing according to ex ectations 

statuses incorporated into the contexts, or perhaps with a "suspicion" knowledge 
source that reviews strange behavior in hopes of isolating otherwise undetectable 
faults. 

could be, for instance, answered by pre-assigned bounds , by a system o P alert 

so ' S  

Table 2 
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ch as those in Table 2, combined with a context or truth 
will provide system executive fault protection software that 
s to meet new situations. 

ecified for automation. 

g these internally. This 
-source" because, as an 

uld be a knowledge 
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1. 
multiprocessor. Both a global blackboard and a frame inheritance hierarchy are 
shared memory structures. This approach emphasizes memory contention 
problems. 

2. Adapt an object-oriented rogramming system or frame system especially 

executive. This would enable fine grained distribution of tasks and of memory 
contention resolution. Blackboard data objects would then be "intelligent" in 
the sense of intelligent terminals. The main problem presented by this approach 
is communications contentions. 

Continue with the current frame system basis and use a shared-memory 

for blackboards, where every o 73 ject contains a mini blackboard planner 

Systems engineering of these approaches will require maximizing one of two 
parameters, either memory access organizational efficiency or connection protocols 
& topologies. In any specific application, islands of knowledge interaction and 
shared knowledge will develop which may emphasize one of these approaches 
above the other. 

Summary 

In conclusion, the blackboard planner paradigm seems suited to the planning 
problems encountered in developrng autonomous spaceborne systems and should be 
developed further. The example planning problem of fault recovery and state 
deternation within the mulb-level s stem executive showed the complexity of 

combinmg many sources of uncertain knowledge an permitting especially dflicult 
problems to be explored through human interaction with the planner. Explicitly 
describin the planning environment as changeable, e.g. a truth maintenance model, 

complex autonomous system operating in a time-varying space environment. 
Planning must be dynamic. A static scheduling approach, even if optimal at design, 
will be too brittle for an autonomous application. 

The blackboard architecture planner system described in this paper deserves 
futher investigation. Research to date has interesting im lications in other areas of 

f planning for autonomy. A blackboar B planner mana es these complexities by 

avoids f af sely modeling assumptions as static for planning components of a 

computer science which need exploration. Some possib P e future projects are: 

1. Com ilers for creating efficient executable code 

3. MhI designs based upon the blackboard architecture. 

2. War B ware architecture designs perhaps based upon @e idea of active data 
ob'ects 

Details such as the inte 
framework and quanti fg" led control of feedback between separate areas of planning 
knowledge are both topics for further study. 

tion of truth maintenance ideas with the blackboard 
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ABSTRACT 

As the hardware trends for artificial >intelligence (AI) involve 
more and more complexity, thy process of optimizing the compyter 
system design for a particular problem will also increase’ in 
complexity. Space applications of knowledge-based systems (KBS) 
systems will often require an ability to perform both numerically 
intensive vector computations and real-time symbolic computations. 
A1 though parallel machines can theoretically achieve the speeds 
necessary for most of these problems, if the application itself is 
not highly parallel, the machine’s power cannot be utilized. A 
scheme is presented here which will provide the computer systems 
engineer with a tool for analyzing machines with various 
configurations of array, symbolic, scaler, and multi-processors. 
High speed networks and interconnections make customized, 
distributed, intelligent systems feasible for the application of AI 
in space. The method presented in this paper can be used to 
optimize such AI system configurations and to make comparisons 
between existing computer systems. It is an open question whether 
or not, for’a given mission requirement, a suitable computer system 
design can be constructed for any amount of money. Additionally, 
significant cost and performance risk can occur which will be 
avoided by careful adherence to guidelines presented in this paper. 
This work is supported, in part, by Air Force contract 
F30602-86-C-0062 from the Rome Air Development Center . 
INTRODUCTION 

Historically, computer systems which were used for space 
applications focused primarily on support of the flight package 
functions: attitude and control , guidance and navigation, thermal 
control and power control. Scientific processing for experimental 
data collection and manipulation, was mainly limited to. ground 
located systems which need not be real-time. Space Station and 
Strategic Defense Initiative (SDI) are proposing systems which will 
not only require enormous amounts of SpaCe-baSed, real-time 
scientific processing but will also incorporate knowledge-based 
systems (KBS)  into the embedded system. The science package for 
Space Station is expected to be 3-4 times as large as the flight 
package; while SDI applications such as surveillance, acquisition, 



t r a c k i n g  and k i l l  assessment  (SATKA) , b a t t l e  management and weapon 
c o n t r o l / f i r e  c o n t r o l  w i l l  r e q u i r e  a science package 10-100 times a s  
l a r g e  a s  t h e  f l i g h t  package. An  involved des ign  approach m u s t  be 
t a k e n  i f  these s y s t e m s  a r e  t o  meet b o t h  pe r fo rmance  and K B S  
requirements .  

FUTURE SYSTEMS FOR SPACE 

Although so f tware  and hardware environments *have become r icher  
and more e f f i c i e n t ,  i n t e g r a t i o n  o f  t h e s e  e n v i r o n m e n t s  m u s t  be 
c a r e f u l l y  engineered.  For Space S t a t i o n  and S D I ,  a heterogeneous 
m i x  o f  s e r i a l ,  s y m b o l i c  (KBS) and v e c t o r  i n s t r u c t i o n s  w i l l  be 
r equ i r ed .  For example, p rocess ing  of e x t e r n a l  commands c o u l d  u s e  
c o n v e n t i o n a l  s e r i a l  i n s t r u c t i o n s ,  t h e  t r a c k i n g  and po in t ing  of  an 
an tenna  a r r a y  could u s e  v e c t o r  i n s t r u c t i o n s ,  and f a u l t  recovery  
c o u l d  be implemented i n  an e x p e r t  system using symbolic 
man ipu la t ion .  For optimum process ing ,  each of  these i n s t r u c t i o n s  
sets could be housed i n  a s e p a r a t e  processor  (or mul t i -p rocesso r )  
s p e c i a l i z e d  f o r  t h a t  t ype  of  i n s t r u c t i o n ,  l i n k e d  i n  e i t h e r  a t i g h t l y  
o r  l o o s e l y  coupled heterogeneous system. While, c o n c e p t u a l l y ,  a 
d i s t r i b u t e d  system is easy  t o  manage, many d i f f i c u l t i e s  e x i s t  i n  
meet ing  t h e  system so f tware  and t h e  communications requi rements .  
Analyses o f  v a r i o u s  cgnf i g u r a t i o n s  a l s o  becomes i n c r e a s i n g l y  
d i f f i c u l t  a s  t h e  s i z e  and complexi ty  of t h e  system grows. 

D u e  t o  t h e  r e l a t i v e  s i m p l i c i t y  of t h e  science package i n  t h e  
p a s t ,  t h e  d e s i g n  of  on-board d a t a  management system was 
s t r a i g h t - f o r w a r d .  One-CPU s e r i a l  p rocesso r s  were used which were 
r a t e d  less  than  1-MIP, FOE example, t h e  ATAC-16MS computer used by 
N A S A ' s  Magellan and Gal i leo is r a t e d  a t  0.5 MIPS [ATAC, 791. Most 
programs c o n s i s t e d  of  a few thousand l i n e s  of  f ixed -po in t  
i n s t r u c t i o n s  running a t  0,001-0.1 MIPS. Des ign  c o n s i d e r a t i o n s  were 
1 i m i  ted to  t rading-of  f r a t e d  speeds  of space-qual i f  i ed  p rocesso r s .  
For ground sys tems,  h igh  performance computers could be eva lua ted  by 
p e r  forming a n a l y s i s  on t h e s e  homogeneous systems [Hockney, 841 , 
[Mohan, 841 and benchmarking, 

A N A L Y S I S  OF SYSTEM REQUIREMENTS 

Today, t h e  va ry ing  t y p e s  of i n s t r u c t i o n s  required i n  t h e  system 
( s e r i a l ,  s y m b o l i c  and v e c t o r )  mus t  be a n a l y z e d  w i t h  r e s p e c t  t o  
q u a n t i t y ,  s t r u c t u r e  and c o m p l e x i t y  [Cook, 8 4 1 .  A l s o ,  v a r i o u s  
c o n f i g u r a t i o n s  of he te rogeneous  p rocesso r s  ( p i p e l i n e d ,  symbolic ,  
a r r a y  and mul t i -processors )  with t h e i r  communications schemes m u s t  
be analyzed f o r  d a t a  f l o w  and e f f e c t i v e  speeds,  Even a t  t h e  h i g h e s t  
l e v e l  of a n a l y s i s ,  MIPS-ratings ( m i l l i o n  i n s t r u c t i o n s  per second) 
f o r  s e r i a l  i n s t r u c t i o n s  cannot  be compared with FLOPS-ratings 
( f l o a t i n g  p o i n t  o p e r a t i o n s  pe r  second) f o r  f l o a t i n g  p o i n t  o p e r a t i o n s  
on ano the r  machine and LIPS-rat ings ( l o g i c a l  inferences per sendon) 
f o r  symbolic (Pro log)  o p e r a t i  on a t h i r d .  Any r a t e d  speed m u s t  
a l s o  be s c r u n t i n i z e d  with re t t o  t h e  s u s t a i n e d  speed which t h e  
machine can d e l i v e r  when o p e r a t i n g  system s e r v i c e s  a r e  a l s o  being 
performed i n  c o n j u n c t i o n  wi th  t h e  a p p l i c a t i o n .  For most machines, 
a c t u a l  performance is approximate ly  one-tenth r a t e d  speed [Dongarra,  
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85) . For a r r a y  and m u l t i - p r o c e s s o r  sys t ems ,  a c t u a l  performance w i l l  
be even s m a l l e r  d u e  t o  t i m e  needed f o r  overhead  and s y n c h r o n i z a t i o n  
o f  t a s k s .  Sys tems d e s i g n  is now f a r  from s imple .  

AMDAHL'S LAW 

Machines e x p o i t i n g  p a r a l l e l i s m  a re  a l s o  c o n s t r a i n e d  by a 
p r i n c i p l e  well known among computer  a r c h i t e c t s - - t h e  s o - c a l l e d  
"Amdahl 's  Law".  Amdahl's Law s t a t e s  t h a t  t h e  o v e r a l l  speed-up which 
c a n  be o b t a i n e d  i n  a p a r a l l e l  sys t em is i n v e r s e l y  p r o p o r t i o n a l  t o  
t h e  f r a c t i o n  o f  t h e  a p p l i c a t i o n  w h i c h .  m u s t  be performed s e r i a l l y  
[ K i b l e r ,  851.  For example,  i f  18% o f  t h e  code  is s e r i a l ,  t h e n  t h e  
maximum speed  increase o v e r  a s i n g l e  p r o c e s s o r  machine is 10 times, 
r e g a r d l e s s  of  t h e  number o f  p r o c e s s o r s  i n  t h e  p a r a l l e l  machine.  
T h i s  is a n t a g o n i s t i c  t o  t h e  commonly h e l d  b e l i e f  t h a t  any  
p e r f o r m a n c e  l e v e l  c a n  be reached  i f  enough p a r a l l e l i s m  is used i n  
t h e  machinery .  Every a p p l i c a t i o n  h a s  an  i n h e r e n t  l i m i t a t i o n  on 
speed-up ,  so t h e  degree t h e  a p p l i c a t i o n  is s u s c e p t i b l e  t o  
p a r a l l e l i s m  m u s t  be u n d e r s t o o d  b e f o r e  t h e  hardware  is choosen.  

IMPACT OF KBS 

While  p r e v i o u s  space-based  s y s t e m s  have  had w e l l  d e f i n e d  
r e q u i r e m e n t s  wh ich  f i t  e a s i l y  i n t o  a v a i l a b l e  h a r d w a r e ,  c u r r e n t  
r e q u i r e m e n t s  f o r  s p a c e  s y s t e m s  which w i l l  i n c l u d e  KBS a r e  i n h e r e n t l y  
' s o f t "  and t end  t o  t ax  t h e  per formance  o f  a v a i l a b l e  hardware. The 
" s o f t n e s s '  o f  t h e  r e q u i r e m e n t s  is due ,  i n  p a r t ,  t o  t h e  d i f f i c u l t y  i n  
e x p r e s s i n g ,  a p r i o r i t y ,  t h e  c o m p u t e  r e q u i r e m e n t s  f o r  f u n c t i o n s  
n o r m a l l y  p e r f o r m e d  b y  humans  a n d  t h e i ' r  i n t e r a c t i o n s  w i t h  l a r g e  
ground sys tems.  These f u n c t i o n s  are. now proposed t o  be aoh ieved  v i a  
K B S  r u n n i n g  i n  space. A l s o ,  KBS h a s  i n  t h e  p a s t  r a r e l y  b e e n  
embedded, even i n  ground sys t ems .  The w e a l t h  . o f  management 
g u i d e l i n e s ,  s p e c i f i c a t i o n  g u i d e l i n e s ,  and d e s i g n  c o n s i d e r a t i o n s  
which are  w e l l  known f o r  c o n v e n t i o n a l  embedded s y s t e m s  have  n o t  y e t  
been  m o d i f i e d  t o  i n c o r p o r a t e  KBS [Daley,  8 5 ) .  

U n f o r t u n a t e l y ,  t h e  m o d i f i c a t i o n s  i n  s y s t e m s  e n g i n e e r i n g  which 
must  b e  made for f u t u r e  s p a c e  s y s t e m s  go w e l l  beyond t h o s e  n e c e s s a r y  
for KBS. F a u l t  t o l e r a n c e  and t r u s t e d n e s s  c a n n o t  j u s t  be added a s  a n  
a p p l i q u e  t o  d e s i g n  s p e c i f i c a t i o n s  a s  was done i n  t h e  p a s t .  The 
r e q u i r e m e n t s  f o r  t h e  a p p l i c a t i o n s  a l o n e  may approach  t h e  l i m i t s  o f  
h a r d w a r e  technology.  A d d i t i o n a l  s y s t e m s  s e r v i c e s  which a re  n o t  
i n t e g r a t e d  w i t h  t h e  a p p l i c a t i o n  c o u l d  e a s i l y  r educe  per formance  t o  
a n  u n e x c e p t a b l e  l e v e l  . T h e r e f o r e ,  f a u l t  t o l e r a n c e ,  KBS, p a r a l l e l  
p r o c e s s i n g ,  and t r u s t e d n e s s  must  be i n t e g r a t e d  from d e s i g n  
c o n c e p t i o n  i n  o r d e r  t o  d e v e l o p  r e q u i r e m e n t s  w i t h  some degree o f  
c o n f i d e n c e  and a c h i e v a b i l i t y .  

TYPES OF ARCHITECTURES 

Today ' s  sys t em e n g i n e e r i n g  must  i n v o l v e  a d e e p  u n d e r s t a n d i n g  of  
t h e  t y p e  of a r c h i t e c t u r e  a v a i l a b l e  €or h i g h  per formance  computers .  
F a u l t  t o l e r a n c e  can  be i n t e g r a t e d  w e l l  w i t h  a r r a y  and m u l t i -  
p r o c e s s o r s .  P i p e l i n e d  a r c h i t e c t u r e s  may be needed f o r  image 
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c o m p u t a t i o n s  a n d  s t a c k  a r c h i t e c t u r e s  f o r  l i s p  p r o c e s s i n g .  T h e  
l u x u r y  of u s i n g  an  a r c h i t e c t u r e  wh ich  is t a i l o r e d  t o  t h e  a p p l i c a t i o n  
may wel l  be a c h i e v a b l e  f o r  d i s t r i b u t e d  sys t ems .  

Array  p r o c e s s o r s ,  s u c h  a s  t h e  GAPP b u i l t  by Mar t in  M a r i e t t a ,  
e x p o i t  f i n e  g r a i n  p a r a l l e l i s m  f o r  a p p l i c a t i o n s  s u c h  a s  s i g n a l  and 
image p r o c e s s i n g  and computa t ions  i n v o l v i n g  v e c t o r s  o r  m a t r i c e s  
w h i c h  a r e  l a r g e  compared t o  t h e  number o f  p r o c e s s i n g  e l emen t s .  Each 
p r o c e s s i n g  element o f  t h e  a r r a y  is f a i r l y  s i m p l e ,  be ing  c o n t r o l l e d  
s y n c h r o n o u s l y  by a c e n t r a l  c o n t r o l  u n i t  and/or  a f ront -end  
p r o c e s s o r .  These p r o c e s s o r s  are  n o t  e f f i c i e n t  f o r  problems i n  KBS 
which need a synchronous  o p e r a t i o n s  t h a t  a r e  n o t  h i g h l y  s t r u c t u r e d .  

M u l t i p r o c e s s o r s ,  such  a s  t h e  B u t t e r f l y  b u i l t  by BBN, can run 
a s y n c h r o n o u s l y  and have  a t t r a c t e d  a g r e a t  d e a l  o f  a t t e n t i o n  from t h e  
A I  communi ty .  The  p r o c e s s i n g  e lements$  c a n  v a r y  i n  power from 
a r i t h m e t i c  l o g i c  u n i t s  (ALU)  t o  s m a l l  V A X ' s .  C o n f i g u r a t i o n s  a r e  
a v a i l a b l e  which s p e c i a l i z e  i n  a r e a s  such  a s  seman t i c  networks o r  
f l o a t i n g  p o i n t  o p e r a t i o n s ,  u s i n g  l o c a l  a n d / o r  g l o b a l  memor ie s ,  
U n f o r t u n a t e l y ,  s o f t w a r e  development  is v e r y  d i f f i c u l t  on most of  
these  mach ines ,  and i t  is d i f f i c u l t  t o  d i s t r i b u t e  t a s k s  t o  
e f f e c t i v e l y  u s e  t h e  h a r d w a r e .  C a r e  m u s t  be t a k e n  t o  f i n d  a n  
a r c h i t e c t u r e  which complements t h e  t a s k  s t ruc tu re  of t h e  
a p p l i c a t i o n ,  n o t  one which mere ly  p r o v i d e s  enormous computing power. 

O r i g i n a l l y ,  p i p e l i n e d  computers  ( s u c h  a s  C R A Y ' s )  where used  t o  
a c h i e v e  h i g h  per formance ,  While t h e s e  computers  can  s t i l l  
o u t -pe  r f orm most mu1 t i - p r o c e s s o r  c o n f i g u r a t i o n s ,  m a i n t e n a n c e  and 
e n v i r o n m e n t a l  s u p p o r t s  a r e  o f t e n  t o o  complex  f o r  s p a c e .  T h e i r  
p i p e l i n e s  d i v i d e  c o m p u t a t i o n s  s u c h  as f l o a t i n g  p o i n t  o p e r a t i o n s  i n t o  
s tages .  Elements  o f  v e c t o r s  f o l l o w  each  o t h e r  t h rough  t h e  p i p e l i n e .  
The p i p e l i n e  is less  e f f i c i e n t  when i t  is be ing  f i l l e d  o r  emptied 
t h a n  when i t  a c h i e v e s  s t e a d y - s t a t e  o f  a f u l l  p i p e l i n e .  When a t  
s t e a d y - s t a t e ,  maximum speed-up is p r o p o r t i o n a l  t o  t h e  number of  
p i p e l i n e  s t a g e s .  S i n c e  KBS a p p l i c a t i o n s  do n o t  u s e  l a r g e  V e c t o r s ,  
p i p e l i n e d  p r o c e s s o r s  do n o t  p r o v i d e  enormous speed  i n c r e a s e s ,  b u t  
i n s t r u c t i o n  p r e - f e t c h  p i p e l i n e s  can  be  u t i l i z e d  by a l m o s t  any t y p e  
of a p p l i c a t i o n .  

The  t y p e  o f  a r c h i t e c t u r e  which h a s  been most e f f e c t i v e  f o r  KBS 
is s t a c k - o r i e n t e d  a r c h i t e c t u r e .  S t a c k s  are used t o  ho ld  lists and 
r e s u l t s  o f  f u n c t i o n  c a l l s  i n  s tack  b u f f e r s  which do n o t  require 
e x p l i c i t  a d d r e s s e s .  Since addresses are n o t  a s  i m p o r t a n t  i n  A I  a s  
i n  c o n v e n t i o n a l  l a n g u a g e s  such  a s  F o r t r a n ,  a s s o c i a t i v e  a r r a y  
p r o c e s s o r s  and c o n t e n t  a d d r e s s a b l e  memory are  a l so  c u r r e n t l y  be ing  
r e s e a r c h e d  a s  env i ronmen t s  f o r  KBS. S i n c e  s o f t w a r e  c o s t  c u r r e n t l y  
e x c e e d s  hardware  c o s t s ,  t h e  e a s e  of programming s t i l l  m a k e s  
s t a c k - o r i e n t e d  a r c h i t e c t u r e s  t h e  most v i a b l e  c h o i c e  f o r  many KBS 
a p p l i c a t i o n s .  

DATA MANAGEMENT 

The  emphas is  on speed  f o r  h i g h  per formance  a r c h i t e c t u r e s  t e n d s  
t o  overshadow t h e  need for e f f i c i e n t  d a t a  management by t h e  
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operating system. Immense processing power is useless if it must 
w a i t  on the operating system and the T/O channels. 

Data management will vary for the different architectures. For 
S, type checking and garbage collection' functions must be provided 
irsh, 8411. For processors which share memory, the data integrity 

blem i s  even greater than what is involved with virtual meory, 
can quickly become intractible. Not even virtual memory 
ement is simple, since most common approaches are based on 
which cannot be easily used in space systems. Memory problems 

e systems cannot be easily fixed by adding, a posteriori, 
ory or operating system software. As with the application 

the complexity of the operating system software will be 
, so small deviations in requirements could cause huge 

uctions in performance. 

From a hardware point of view, a distributed system which 
machines for vector and matrix operations, stack 
nd conventional machines for serial proc 

y simple. From a software point of view, 
yet exist which can distribute and control 

a heterogeneous hardware environment. U 
m is developed, the system must be loosely 
er constantly aware of the internal in 

e is becoming available to provide for enormous 
rformance in space for the future. Likewise, 

h as KBS are providing means to drast 
for space systems. If systems engin 
challenge of providing means to effec 
se new, complex systems, then future space 

additional programmatic risks or degradation of 
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Abstract' 

The validation of expert systems (ES's) has only recently become an active AI research topic. Current 
approaches have concentrated mainly on the validation of rule properties (basically syntactic) of such 
systems. Our effort improves on current methods by also exploiting the structural and semantic 
information of such systems. 

To increase programmer productivity, more and more companies have begun exploiting the advent of 
AI technology by developing applications using ES shells or other AI-based high-level program 
generators. 

Whereas papers and books on validating traditional software abound, the validation of ES's has 
received considerably less attention in the AI literature. Rare exceptions are Nguyen et al. [3] and Suwa 
et al. [4]. 

This lack of attention is also reflected in the "standard" AI terminology where Validation of ES's is 
used synonymously with Evaluation of the Quality (or Performance) of ES's rather than with VV&T (see, 
for example, the index in BuchanarVShortliffe [l]). Most existing, commercially available ES shells 
correspondingly provide, if at all, only rudimentary support for validating ES's. Thus KEE (Knowledge 
Engineering Environment, IntelliCorp) mainly supports legal values and legal numeric ranges; the 
sophisticated ART (Automated Reasoning Tool, Inference Corporation), so far, does not provide any 
validation tools beyond straight-forward syntax checking.* 

A.notable exception is LES, (Lockheed Expert System). Like KEE, it supports legal values and legal 
numeric ranges. It also provides a program, Check, which detects potential errors in ES rules, such as 
dead-end clauses, unreachable clauses, irrelevant clauses, cycles in rules and certain cases of 
inconsistency and incompleteness (Perkins et ai [2]). 

In our opinion even the LES effort suffers from the fact that only very little use is made of semantic 
information or metaknowledge in validating ES's. Beginning in 1986, the AI group of the Lockheed 
Software Technology Center (LSTC) at Austin has started work on EVA (Expert Systems Validation 
Associate) which makes use of metaknowledge to validate ES's. 

In the remainder of this paper, we outline the architecture, functionality, and future goals of EVA and 
describe the features that have been implemented for ART and, partially, in ART, the ES shell used at 
LSTC. 

'The full paper will appear in the Proceedings of H I C S 2 0 .  Hawaii International Conference On System Sciences, Hawaii, Jan 
6-9, 1987 

21nference Corporation (with financial support from our group) has recently begun an effort on validating a (declarative) subset of 
ART 
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A FILTERING PROCESS DIAGNOSTIC S Y S m  
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Arif Cubukcu 
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Systems Engineering Department 
Cleveland, Ohio 44106 

This paper will present a nonlinear filtering process 
diagnostic system, terrestrial sirnulatior? and real-time 
implementation studies, and discuss possible applications 
to Space Station subsystem elements. 

There is the need for computer based process diagnostic systems on 
the Space Station. 
subsytems, e.g., Thermal Control System (TCS) and Process Material 
Management System (PMMS), can not be continuously monitored by the 
astronauts. Further, there are numerous failure modes where the 
time necessary for an astronaut to detect and isolate a failure is 
greater than the time for those failures to result in serious, 
even disastrous conditions. Throughout the terrestrial chemical, 
oil, utility, and other process industries, computer based process 
diagnostic systems are being implemented at an increasing rate. 
The field of process diagnostics has provided many techniques, 
with each having distinct advantages and disadvantages. 

The objectives for implementing a computer based process 
diagnostics system are dedicated monitoring and quick detection 
times. Further, the system can not give’failure mode response 
under normal conditions, i.e., false alarms. Qnce the reliability 
of the system is questioned, lack of confidence can result in slow 
or incorrect action by astronauts or automatic control systems. 

At Case Western Reserve University, a process diagnostic system 
using model based nonlinear filtering for systems with random 
structure has been shown to provide improvements in stability, 
robustness, and overall performance in comparison to linear filter 
based systems. A sub-optimal version of the nonlinear filter 
(zero-order approximation filter, or ZOA filter, similar to the 
multiple model filter introduced by Magill) was used in simulation 
studies, initially, with a pressurized water reactor model and 
then with water/steam heat exchanger models. Finally, a real-time 
implementation for leak detection in a water/steam heat exchanger 
was conducted using the ZOA filter and heat exchanger models. 

This nonlinear filtering process diagnostic system can be applied 
to Space Station subsystem elements which have process parameters 
with random structure. 

Certain processes within Space Station 

Some possible applications are: 

TCS: heat exchangers, valves, sensors, piping 
PMMS: separators, storage tar.:-:s, vajvesf sensors, piping 
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DESCRlYTION 

The integrat ion and implementation of an a r t i f i c i a l  i n t e l l i gence  eyetem 
tha t  controle two robots, a vieion eyetem, t a c t i l e  eeaeore, and a 
supermini proceee control  computer i n  R d D robot ic  applicatione is 
diecueeed. The system usee an Expert Syrtem developed i n  a Conrmon-Lisp 
environment which can solve a va r i e ty  of probleme ueing a r u l e  baeed 
syetem. This syetem is interfaced through touch ecreeae, voice 
recognition, and voice eyntheeizers f o r  easier man-machine interfacing. 
A special  f ea tu re  of i n t e r e s t  i e  the use of eophieticated computer 
graphics f o r  LISP eyetem developppent, tes t ing,  and execution monitoring. 
The expert eystem reeidee within a real-time process control  eyetem. 

ABSTUCT 

REAL TIME AI EXPERT SYSTM FOR ROBOTIC APPLICATIONS 

GA Technologies has developed and constructed a computer controlled 
multi-robot proceee cel l  t o  demonetrate advanced technologiee f o r  the 

i l i t a r i z a t i o n  of obsolete chemical munitions. This c e l l  containe 
two robots, an advanced machine v i r ion  syetem, 
(force,  range finding, and t a c t i l e ) .  Autonomous operation of the c e l l  
under computer control  has been previously demonetrated and reported. 

and a va r i e ty  of eeneore 

Although expert eyetems are not new t o  the a r t i f i c i a l  i n t e l l i gence  
world, eyetems tha t  a r e  eaey t o  use (progr 
within a proceee control eystem, control multi-robots and vieion eyeteme 
i n  r e a l  time, and a r e  very f l e x i b l e  are hard t o  come by. 

r e  and operatore), work 

Here a t  GA 
have developed an expert eyetem baeed i n  Data General 's Common-Lisp. 

e purpose of thin eyatem i e  t o  demonetrate t ha t  once the expert syetem 
is operating with rulee the eyetem can carry out operatione tha t  have 
not been preprogrammed. There operations, or goals, can be introduced 
in to  the syetem and the a r t i f i c i a l  intel l igence eoftware w i l l  eolve the 
goals and generate a eolution or solutione. 
these solutione ueing a va r i e ty  of  hardware equipment. 
w i l l  discuss the development and opera'tion of our expert syetem. 

GA has, using in t e rna l  fuading, incorporated an A r t i f i c i a l  Intel l igence 
proceseor t o  d i r e c t  the control  of the proceee c e l l .  The eystem ueee an 
Expert System t h a t  wae developed i n  a Common-Lisp environment which can 
eolve a va r i e ty  of probleme ueing a r u l e  based sys tem.  Rules and goals 
f o r  various proceeeee t o  be demonetrated were input t o  the  s y s t e m  and 
control of the robotics c e l l  through Attif  i c i a l  Intel l igence was 
achieved. Any rulee t h a t  were modified or created during the solving 
of sys t em goale were s tored f o r  later r e c a l l ;  i n  e f f ec t ,  the sys t em 
can learn new rulee. The expert system i e  interfaced through touch 
touch ecreeae, voice recognition, and voice eyntheeizers f o r  easier  
man-machine interfacing. A epecial  feature  of i n t e r e s t  is the use of 
sophieticated computer graphice f o r  LISP eyetem development, tes t ing,  
and execution monitoring. 

This preeentation describee the methods through which the vieion system 
and other eensory inputs were ueed by the AI proceeeing system t o  provide 
the information required t o  d i t e c t  the robots t o  complete the desired 
taek. The preeentation diecueeee the mechanieme tha t  the expert system 
usee t o  eolvee probleme (goals), the d i f f e ren t  r u l e  data  baeee, and the 
methods fo r  adapting t h i s  control  system t o  any device which can be 
controlled or  programmed through a high l eve l  computer interface.  

The eyetem w i l l  execute 
The preeentation 

Various applicatione and ayetem demonstratione (eome pertaining t o  
apace) have been performed ueing the above equipment and w i l l  be 
diecueeed. 
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Most state-of-the-art eHpert syst m environments contai 

nd often ad hoc s t ra teg~ for a p p ~ ~ i m a t e  reasoning. Som 

meet the need for 

system enuiron~ent 

, techni~ues but lns~eed 

ues for a p p r o ~ i ~ a t ~  

measures, Esyesia 

ter techniques for 

of  mat hematically 

hat could form the 

uironment. These 

04 and probabiiltM 

v e ~ o ~ s  ~onditions of ~ u t u a l  eHcIus1uitp and independence ere 
ions. Ipprmimate reasoning aigorlthms 

~ n t e d  include: with stetis tlcaiiy Independent 

~ u t u a i l y  enclusiue assertions, reasoning ions, ~easonin 
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ABSTRACT 

REAL-TIME SPACE SYSTEM CONTROL 
WITH EXPERT SYSTEMS 

David Leinweber, Ph.D 
Lowell Hawkinson 
LISP Machine Inc. 

Los Angeles, California 90045 

John Perry, Ph.D. 
OAO Corporation 

Los Angeles, California 90245 

Many aspects of space system operations involve continuous 

control of real-time processes. These processes include 

electrical power system monitoring, pre-launch and ongoing 

propulsion system health and maintenance, environmental and 

life support systems, space suit checkout, on-board 

manufacturing, and vehicle servicing including satellites, 

shuttles, orbital manuvering vehicles, orbital transfer 

vehicles and remote teleoperators. Traditionally, monitoring 

of these critical real-time processes has been done by trained 

human experts monitoring telemetry data. However, the long 

duration of future space missions and the high cost of crew 

time in space creates a powerful economic incentive for  the 

development of highly autonomous knowledge-based expert control 

procedures for these space systems. 
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olling the normal operations of these 

t systems must also be able to quickly 

malous events, determine their cause and initiate 

ions in a safe and timely manner. This must be 

ithout excessive diversion of system resources 

ontrol activities. Any events beyond the scope 

control and diagnosis functions must be 

recognized and brought to the attention of human operators. 

sensor-based expert systems Cas opposed to off-line, 

consulting o r  planning systems receiving data via the keyboard) 

pose particular problems associated with sensor failures, 

$egradation and data consistency, which must be 

y handled in an efficient manner. A set of these 

ust also be able to work'together in a cooperative 

manner . 

This paper describes the requirements for real-time expert 

systems in space station control, and presents prototype 

implementations of space system expert control procedures in 

(process intelligent control) for real world examples. 

P f C O N  is a r ime expert system shell which operates in 

parallel with distributed data acquisition systems. It 

incorporates a specialized inference engine with a specialized 

scheduling portion specifically designed to match the 

allocation o& system resources with the operational 
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requirements of real-time control syst 

knowledge engineering techniques used in PICON to facilitate 

the development of real-time s e n s ~ r ~ ~ a s e d  ex em ich 

use the special features of the inferenc 

illustrated in the prototype examples. 

The paper concludes with a discussion o 

incorporated into the PICON system, includi 

generation and diagnostic capabilities base 

descriptive frames. 
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A SEARCH STRATECtY FOR PRODUCTION SYSTEMS 

Pnadip Dey 
S. Srinivasan 

K. R. Sundararaghavan 
University of Alabama at Birmingham, AL 35294 

Most problems considered to be solvable by expert systems have very large search space. It 
t search strategy in expert system tools. Thus, OPS5 uses a 

ll-climbing which is efficient. However, hill-climbing is inadequate for many 
ecause it is one of the least dependable search strategies. It fails in ridges, and local 

e the search efficient and. adequate one can (1) adopt best-first search 
instead of h~l~climbing or (2) modify hi~l-climb~ng with intelligent backtracking. There are some 
serious problems in application of best-first in expert systems. Therefore, the second alternative is 

plemented in a production system called PRO2 embedded in C running on UMCX. 
ch hill-tracking. It has the advantage that it reduces search space by using the 

hill-climbing function and avoids the deficiencies of hill-climbing by recovering from ridges, and 
local maximum by intelligent backtracking. 

is, therefore, imperative to use 

purpose tool for developing expert systems. This is a rule based 
effective, intelligent and flexible backtracking control mechanism, which 

pendable. In case the goal state is not reached by following a path the 
system backtracks to an earlier point and tries alternative paths. But ordinary cronological 
backtracking ia grossly inefficient. PRO2 has two features which allow efficient backtracking: (1) 
In each recognize-act cycle, at moat three rules are selected by conflict reaolution strategies; the best 

d the other two are held in an ordered set as points of backtracking. This feature 
f alternatives to be tried in the event of a backtracking. (2) The system 
it fails to provide a suitable solution without backtracking. Thus, if PRO2 

reaches a dead-end then it will backtrack to an earlier point and try one of the untried d e s  saved 
in the conflict resolution phase. The system also backtracks if the user is not satisfied with the 
solution and requests for alternatives. Thus, this system provides a greater opportunity to find an 
acceptable solution if the user is not satisfied with ?,he earlier solution provided. Most production 
systems are either inefficient or inadequate to search'alternative paths. In space applications where 
safety is of prime importance PRO2 will have a competitive edge over other tools, because it is 
efficient, flexible, and adequate for building highly dependable expert systems. 
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hine Interface for eal-Time Communication 
1. Mi and C . 4 .  Ai 

nessee Space Institute 
Tullahoma, Tennessee 3738 

B ST R .$CT 

t expert system (FLES) has been developed to assist pilots in monitoring, dia 
t faults. To provide a c ~ m ~ u n i c a t i o n s  interface between 

uage interface (Y LI) has been implemented. In- 
y three processors: 1) the semantic parser. 2) the knowledge 

enerator. First, the semantic parser ex acts meaningful 
t this point, the 

the same concept 
into the same internal r e ~ r ~ § e n t  tion. Then the knowled e retriever analyzes and stores 
the context of the query to aid in resoivin ellipses and pronoun references. 
this process. a sequence of retrieval func ns is created as a first step in g 
proper response. Finally, the response generator generates the 'natural language response 
to the query-. 

FLES's knowled e-base consists of temporal & well as non-temporal knowledge. The 
temporal knowledge mainly concerned with the order and timing of events. Component 
failures. sensor failures and abnorrrial situations are a few examples of events. The non- 
temporal knowledge is concerned with the structural and diagnostic aspects of the flight 
ciornain. The architecture of ?;.ILK has been designed ro process b o t h  the temporal and 
non-temporal queries. Provisions have nlso been made to reduce r.he nimiber of jysterrl 
modifications reqiiirrd For adapting ?;.\LI to other dorrtains. This paper ciescr:bes the 
architecture and iniplerrtentation ot' 5 .  

te an internal repr@sentatio~ of the gu 
ity to map different input  forms relate 

-- --- ' This research was supported by a grant from the ?i.iSA Langley Research Center 
under contract number YAC-l-Sl3. 
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r a  

The Concurrent Common Lisp Development Environment 

1 Summary 

A discussion of the Concurrent Common Lisp Development Environment on the iNTEL 
Personal Super Computer (iPSC) is presented. The advent of AI based engineering design 
tools has lead to a need for increased performance of computational facilities which 
support those toots. Gold Hill has approached this problem by directing its efforts to the 
creation of a concurrent, distributed AI development environment. This discussion will 
focus on the development tools aspect of the CCLISP environment. The future direction 
of Gold Hill in the are3 of distributed AI support environments is also presented. 

2 Outline of Talk 

1. AI techniques are providing a basis for current generation Engineering design tools 

2. As with other AI applications, these tools are  being limited by current generation 
computational facilities 

3. Gold Hill is remov.ing those limitations by developing a concurrent development 
environment which allows increased performance for the standard A I  tools. 

4. The original vision: - Bring modern AI development tools to the market on generic micro-processor 
based systems. 

- Result: Golden Common Lisp Developer on 80286 based machines. 

- Facilitate Distributed A I  support environments as ;In extension to the stand- 
alone environment 

- Result: GCLISP-Network and CCLISP 

- Provide Access to multiple, loosely coupled nodes via message passing 
semantics. 

5. The search for the appropriate vehicle led to iNTEL Corp, and the iPSC. 

6. Under a joint development agreement, iNTEL and Gold Hill are bringing the first  
of the new generation, concurrent A I  tools environments to market. 

7. Product development is well underway, with the current alph3 version being 
demonstrated at  this conference. 

8. Common Lisp is the basic development tool. 

9. Extended to support messages passing via streams which are used to communicate 
with other processors in the IPSC. 
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10. The familiar development tools, including compilers, steppers and computation 
analysis facilities are  extended to allow control of sets computations within the 
iPSC. 

11. Access to the CCLISP environment from external Lisp based workstations. 
(Symbolics, TI Explorer, and IBM-AT’S) 

12. A short example of application in CCLISP 

13. The future: 
a. Providing a uniform application interface to support the distribution of 

computations to external machines 

b. based upon open systems/actor technologies 

c. Provide distributed AI knowledge bases and reasoning tools. 

8. Insure that environment available in future coacurrent architectures is also 
available in  networks of generic workstations. 
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AUTOMATED SOrrwARE DEVELOPlQM WORKSTATION 

Dale A. Prouty 
Phi l ip  Klahr 

Inference Corporation 
Los Angeles, CA: 90045 - 

4 w r ~ t a t i o n  is being developed that provide. 

acrqss a p p 1 i c a S ~ o n ' ~ ~ n d r i e d r  vh ich  a u t o ~ t e a  
reuse of e x i s t i n g  NASA aofevare and designs, aad 
e f f i c i e n t l y  a d  e f f e c e i v e l y  allows nev programai 
designs EO be developed. C8CalOg~ 

e generic w r k s c a c i o n  is made 
by s p e c l a l i u t i o n  of  the u s e r  int  
engineering design e x p e r t i s e  f o r  ths domain. aad 

I environment f o r  a11 NASA engineer4  

zruccing/uaing a l i b r a r y  of p e r t i n e n t  
tion. me incorpora t ion  of  s o f t v a r e  
l i ty  p r i n c i p l e s  and u p a r t  system technology 

inco chis w r k s e a t i e n  p t w i d e  the obvioua benef i t s  
of increased product iv i tyr  improved sofevar t  uae 
and design r e l i a b i l f t y r  and enhanced engineering 
q \ u l i t y  by bringing engineer ing to higher  1 e V Q l S  
of  abstraetion ba%ed on a vvll tesced aad elass- 
i f i e d  l ib r8ry .  

kstacion. sof tmre reuse, 

rks ta t ion  appl ie8  a r t i f i c i a l  i n t e l l i g e n t  ( A I )  
red reasoning technology t o  t h e  probletua 
aced with e f f i c i e n t  construction of pro- 

cedural sofeware. 
softvare developed are catalogued o r  c l a a s i f i e d  
f o r  reuse i n  later design e f f o r t s .  so that che 
Cwo main goals  of t h e  workataeion, s o f t v a r e  reuse 
and engineering design automaelone a r e  achieved. 
A t  chis vritinq, the  p r o j e c t  is underway but not 

eced. The completion of  the p r o j e c t  is 
rely c w  years hence. and fo l lovs  six 

months of i n i t i a l  work. Thus c h i r  is a repor t  
on che progress. approach. and conceptual 
pr inciples  beanq appl ied  i n  t h e  early phases of 
efforc. 
soicvare reuse is not a new cheme. Much research 
e f for t  has gone i n t o  underscanding che problems 
and appropriace approaches f o r  sof tvare reuse(  1-31 
The f e a s i b i l i t y  of c h i s  workstat ion concept is 
enhanced by incorporacinq che f r u i c s  of .  char 
research. 
tha t  software should be "reused" at  che hiqnest 
l eve l  of absqracK%on poesable and Chac addressinq 
narrow problem dotmtns lends che greacest  ?o tenc ia l  
f o r  succem. 

' 

The deaigna and procedural  

Two norevorchy concepcual r r s u l c s  a r e  

'This writ sponsored by NASI cont rac t  
NAS-9-L 73 15 

This w r k s t a t i o n  incorpora ta r  these r e s u l t s  f i r s t ,  
by providing a domain-specif ic *'requirements 
language" so that vorka ta t ion  i n t e r a c t i o n a  may 
proceed from englneer ing requirementst and second 
chrough rupporring customizacions of a genera l  
purpose shel l  f o r  s p e c i f i c  problem domains. 

The highest  pOSSibl8 l e v e l  of engineering sofeware 
design automation is one where raquiremcmrt a r e  
inpue and axecutable  code produced with only a8 
essential amourit of u s e r  i n t e r a c t i o n  t o  assure  
8 C C U r l t e  mapping of 1) requirements i n t o  a formal 
specff icaelon of t h e  problem. and 2) implementation 
of the spec i f ica t ion .  I f  t he  implementation is 
constrained EO uae a very 1imiced set of e x i s t i n g  
code then the  user  i n c e r a c r i v i t y  may be f u r t h e r  
'6inirPited. but with ch .  obvious drrvback of 
constraining design f l e x i b i l i t y  baaed on che 
ava i lab le  sofeware. 

APPglOAcX To SOrnARE REUSE 

ltto geaernl  c a t e g o r i e s  of s o f w r e  reuse have been 
discussed [ I ] ,  "bui lding blocks" and "cransionna- 
tion". This workstat ion is a hybrid attsmpc at 
i n i c i a l l y  support ing use of e x i s t i n g  sofcvara 
subroutines. but providinq an lncrcasingly more 
useful  cransformacional capabi l i ty  a s  che work- 
station evolves co achieve che end r e s u l t  of 
ouimizing reuse chrough cransformation which is 
general ly  believed t o  be che more success iu l  route 
LO e f f e c t i v e  sofevare reuse. 
A cransformation approach, s imply  put. reuses  
transformational c a p a b i l i c i e s  a s  opposed co 
e x i s t i n g  modules chat  a r e  pre-canned co f i t  needs. 
A simple example being applied Ln the  e a r l y  pnases 
of che workstation is i n  compucer mathemscrcs/ 
a4ebra pacbqes. These proqroms. SMPL ana 
MCSmA3, can cake a n a l y t i c  machemarzc exuress- 
ions and generate procedural code f o r  chem auco- 
matical ly  i n  Fortran. 

ZSPIP-Symbolic Xanipulation Program 
~?UCSY?U of S-pbolics, Inc. 
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The Fortran code may be regenerated based on 
incrementally changed specifications of the 
analytic expresaion. 1.e. based on reuse of the 
transformational capabilities of these mathematics 
progruu . 
TEE DESIGW P u o a L n i  
The basic engineering approach to desigg is one 
of stating problem requirements in a requirements 
language, then appropriately translating this 
language into a formal specification language. 
This translation process typically requires 
interactive user involvement to asaure correct 
understanding of the intended requiremencs, both 
by the uaer and the system. Then based on chis 
formal specification, an implementation procesa 
ensues to produce source code in traditional 
progr-ing languages, such as Fortran. C, or Ma. 
The entire design process of requirements to 
implemented code may be captured in a "design 
data structure" which supports problem description 
at  multiple levels of abstraction and implementa- 
tion simultaneously. It is not necessary for the 
entire problem description or design process to be 
at the same level of specification or implementa- 
tion concurrently. It ia possible that some parts 
of the design would be fully implemented, some 
fully s'pecified. and others still at various levels 
of definition and abatraccion. The reuse of 
previous designs then can be achieved based on 
atored data structures. 
The general design data structures support rule- 
based search of various solution psthsfrom 
requirements to specification and specification 
to lmplemenced code, or, that is, verious designs. 
A finalized design consists of a particular 
path through the data structure. and the result 
is an executable application. Various parts of 
the data structure are saved by uaers for future 
d8sign efforta so that previously encountered 
designs. specifications, or implementations may 
be recognized and linked in as new design 
scenarioa are developed. 
R&QUIRRlENTS LANGUAGE 
Succeasful design is only achieveable if the 
user requirements are clearly understood. 
make the workatation successful at understanding 
the stated problem, the language available to the 
user for expression should be limited in 
vocabulary and structure. Thus, the workstation 
requirements definition language covers a narrow 
domain vith restricted input syntax. 
thereby avoid having to learn a general purpose 
language that is foreign to their problem domain. 
These narrow domain or limited purpose lanquages 
can themselves by structurally based on a senera1 
purpose language, bur the individual user does 
not have to be aware of this property. 
TOWARD FORW SPECIFICATION 
h parser accepts input requirements and translates 
them into specification. The lanquaye is used KO 
allow identification of both the domain objects 
sentioned in the requirements and the constraints 
imposed on rhem. Once the objects are identified. 
the specified constraints together with stored 
knoutedge-based constraints restrict the trans- 
Larion KO formal specification. Also. the 

To 

Users 

Workstation can suggest types of requirements that 
might allow further specification t o  occur and 
1ndentify:ambiguous or contradictory inputs. 
Eventually, the user has accurately stated the. 
requirements for formal spacifi 
translation then implements req 
f o q l  specification language. 
SPECIFICATION LANGUAGE 
The specification language allows for modelling 
of multiple levpls of problem abstraction and 
their refinement in domain specific areas. The 
language used has a special purpose syntax to 
assure accurate representation. The specification 
language includes constructs for a "what- 
deacription" and a "hordescription" of engineering 
problems. 
domain objects to be represented. 
description" constructs allow problem solving 
stracegias t o  be represented and are automated as 
much as possible from stored domain expertise. 
IWLMENTATIOEI METHODS 
The method of Implementation of the engineering 
specification can be manual, by general trans- 
formation, based on domafn-specific rules. or in 
the simplest case by direct correspondence with 
library functionality. The implementation 
approach taken can lead to different implementa- 
tions of the same specification. A simple 
example of this is where library subroutine. 
and modules (sets of subroutines) are both 
available. 
together explicitly required subroutines, or use 
the more general but less efficient higher level 
modules. 
Once the specification has been implemented in a 
language (possibly intermediate) it may be 
desirable to translate this code into a target 
language,. such as M a ,  C, or Fortran. 
During the implementation phase, a history of 
effort is maintained so that high level opera- 
tions may be performed when possible. 
example, it should be possible to make incremen- 
tal changes to the specification and determine 
the effect of che changes to minimize reimplemen- 
cation efforts. 
STORED DESIGN DATA STRUCTURES 
The stored design data struccures take several 
forms including subroutines. various levels of 
abstracted logical structures (flov charts or 
block diagrams). and pieces of specification. 
X library oi existing (Fortran) subroutines are 
classified into a library DBMS for reuse and 
perusal. Additional data structure elements 
are classified into the system to support design 
work until a sufficient amount of engineering 
domain expertise had been collated t o  support a 
specific domain of design activity. 
classificacfon of library informacion is a 
fundamental basis for successful reuse of 
existing elements. Eoch keyword syscems and 
general knowledge-based structures retaining 
information about che design data structure 
elements stored are utilized. 

The "what-description" cons tructs allow 
The "how- 

The implementation may than piece 

For 

The adequate 

ORlGfWAL BAG 
OF POOR QUALITY 
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CURRENT WORKSTATION EFFORTS 
Initial efforts are a demonstration of concepts to 
software development automation. The efforts 
during thts phase result in delivery of a l l  
essential parts of the workstation des 
discussed - a simple requirements language. 
translation to formal specification. specification 
language, and implementation in Fortran. 
breadth of capabilities is limited in scope as 
might be expected. The objective is to provide 
NASA with a clear demonstration of an approach 
to software reuse and engineering design auto- 
mation and could result in a fully developed and 
deployable system. The initial workstation is 
being developed on the Syrabolics4 Lisp Xachine 
using ART5 Automated Reasoning Tool. 
Tho requirements language supports a very 
restrictive syntax for a narrow application 
domain - NASA's Flight Design Software. 
narrow language allows requirements statement 
such that design constraints may be propagated 
and domain objects identified. 
engineering effort incorporates rule-based 
constraintr for the users based on NASA designer 
expertise in an effort to assist in the require- 
ments to specification translation process. 
The initial specification language consists of a 
graphtcal-flow language. 
selection of available library routines, an 
engineer will not always succeed in full problem 
specification. After all, this is s software 
"development" workstation. 
typical state of affairs during engineering 
design. Some specified need would be unavailable. 
However. if further refinement of the specification 
is possible. then the workstation may be able to 
suggest several pieces of this lower level 
specification supported by library or design 
date structure functionality. 
Finally. the code implementation of the workstation 
is directly in Fortran. The workstation supports 
automatic handling of all routine interfacing and 
executable module linking. Also, it is possible 
eo request certain results presentation facilities, 
for plotting, output, etc. 
For demonstration purposes the "workscation shell" 
is utilized by the design team of knowledge 
engineers, to build a shell cuscomization for NASA 
Flight Design engineers. Efforts at domain 
specific knowledge engineering are being maximized 
to demonstrate technological capabilities for a 
ruls-based approach to Flight Design Software use. 

The 

The 

A knowledge 

Given an initial limited 

This will be the 

SUMMARY AND CONCLUSIONS 
A Workstation targeted at improving software 
reusability is under development for NASA. 
This workscation is to accomplish che goals of 
engineering design automation and effective 
software reuse. The approach taken integrates 
experr system technology and software reusability 
principles in a hybrid reuse system which 
encompasses both reuse of building blocks of 
existing subroutines, as well as transformational 
capabilities to generaca code in traditional 
programming languages such as Fortran for 
engineering designs. 
for narrow engineering disciplines to allow 
reasonable expectations of success. 

The workstation is customized 
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uter Based Pro 

Arthur J. Beane 
ita1 Equipment Corporation 

July 31, 1986 

The use of computers to solve value-oriented, deterministic, algorithmic pro& 
lema, has evolved a structured life cycle model of the software process. The 
symbolic processing techniques used, primarily in research, for solving non- 
deterministic problems, and those for which an algorithmic solution is unknown, 
have evolved a different model, milch less structured. Traditionally, the t 
proaches have been used completely independently. 

With the advent of low cost, high performance 32-bit workstations executing 
identical software with large minicomputers and mainframes, it became possible 
to  begin to merge both models into a single extended model of computer proble 
solving. 

This paper describes the implementation of such an extended model on the Digi- 
tal ~ u i p m e n t  Corporation VAX family of micro/mini/mainframe systems. Ex- 
amples in both development and deployment of applications involving a blending 
of A I  and traditional techniques will he given. 
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Networking & AI Systems: Requirements & Benefits 

I. OPEN SYSTEMS require Networks 

- Evolving multi-vendor systems (IBM, DEC, Lotus) 

- Inconsistent knowledge & databases (DB2, IMS, dBASE) 

- Decentralized decision making (international) 

11. DELIVERY SYSTEMS require Networks 

- access to corporate databases 
- integration with desktop applications 
- price/performance optimization 

111. Foundations for CONCURRENT ARCHITECTURES 

- Resource sharing (network services) 

- Synchronization (protocols) 

- Load balancing ( flow control) 

- Fault Tolerance (error recovery) 

IV. Example Applications 

- Training (CLUG RBBS) 

- Development (GHC, Beckman, Honeywell) 

- Delivery (Perkin Elmer, PMS) 
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The price performance benefits of network systems is well 
docunented. The ability to share expensive resources sold 
timesharing for mainframes, departnent clusters of minicomputers, 
and now local area networks of workstations and sewers. 

In the process, other fundamental system requirements emerged. 
These have now been generalized Open System requirements for 
hardware, software, applications and tools. The ability to 
interconnect a variety of vend products has led to a 
specification o f  interfaces that llow new techniques to extend 
existing systems for new and exciting applicqtions. 

As an example of the a message passing system, local area 
networks provide a testbed for many o f  the issues addressed by 
future concurrent architectures: synchronization, load balancing, 
fault tolerance and scalability. 

Gold Hill has been working w i t h  a number of vendors or! 
distributed architectures that range from a. network of 
workstations to a hypercube of microporcessors with distributed 
memory. Results from early applications are promising both for 
performance and scalability. 
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An Expert System for Natural Language Processing 

John F. Hennessy 
Digital Equipment Corporation 
5775 Peachtree Dunwoody Road 

Atlanta, Georgia 30342 

Abstract 

This paper proposes a solution to the natural language 
processing problem that uses a rule-based system, written 
in 0Ps5, t o  replace the traditiocal parsing met3od. 

The advantages to using a rule-based system are explored. 
Specifically, the extensibility of a rule-based' solution 
is discussed as well as the value of maintaining rules 
that function independently. Finally, the power of using 
semantics to supplement the syntactic analysis of a 
sentence is considered. 

Introduction 

Traditional approaches to natural language processing are 
based upon standard compiler technology. That is, the 
language to be parsed is first defined. Then attempts are 
made to match data, entered in the form of sentences, to 
the structure that is derived fro7 the language 
definition. The primary deficiency of this method is 
demonstrated when a sentence that does not match the 
predefined structure is encountered: the parse fails - 
the sentence cannot be NunderstoodN. This can occur when 
either a valid sentence is 'input that has not been 
accounted for or when a non-grammatical sentence is 
entered. 
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Overview 

The system I am developing consists of three phases: a 
parser, an error corrector, and a semantic analyzer. The 
parser, written in Lisp, attempts to parse the input 
sentence using purely syntactic rules. The error 
corrector and the semantic analyzer, both written in 
OPSS, are designed as expert systems. The error 
corrector is invoked if the parser fails. After an 
attempt is made to correct the sentence, control is 
returned to the parser. The output of the parser is 
given to the semantic analyzer. 

Implementation Strategy 

During the parsing phase, morphological analysis is 
performed and dictionary definitions for the individual 
words making up the sentence are extracted from the 
lexicon. The grammar definitions are maintained in a 
separate file to ease maintenance. The definitions are 
deliberately kept as simple as possible. Consequently, 
both the error corrector and semantic analysis modules 
handle the sentence analysis process. The defined 
grammar f o r  the parser is as follows: 

S - NP + VP 
A sentence consists of a noun 
phrase and a verb phrase 

NP - SNP + {PPI* 
A noun phrase consists of a simple 
noun phrase and any number of 
optional prepositional phrases 

A simple noun phrase consists of an 
optional determiner (a, an, the), 

SNP = {DET) + {ADJ)* + Noun 
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any number of optional adjectives, 
and a noun 

PP = Prep + SNP 
A prepositional phrase consists of 
a preposition and a simple noun 
phrase 

VP = Verb + [NP) 
A verb phrase consists of a verb 
plus an optional noun phrase 

ere braces indicate optional items and the asterisk 
dicates zero or more occurrences. 

in the lexicon are provided with a list of 
syntactic and semantic, which includes the 

eech and other features, such as whether it is 
or inanimate object, whether countable, or if 

s. No attempt is made to define a 
complete set of features. 

arser also maintains a list of all noun'phrases 
Iced and passes that list to the semantic analyzer 
to resolve pronoun references. 

task of the error corrector is to restructure the 
inal input into a grammatically acceptable form, 

using relatively simple rules. For example, if two 
utive nouns appear in the sentence, then treat the 
noun as an adjective (e.g., "The house boat is 

Other rules handle such things as misplaced 
ers (e.g.# "In the car the man plays a piano"). 
rules just throw out duplicate words - a common typo 

The man in in the boatn). Note that these rules 
necessarily restricted to syntax. That is, a 
rule determined that "in the carn modified nmantt 
piano" in the previous example. 

of the rules defined in the error corrector handle 
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conditio that could be processed by other means. For 
example, an ATN (augmented transition network) is often 

d in the parser. An ATN is a process of 
tions that preserves the meaning of the 

sentence and checks for consistent features, such as verb 
An ATN, for example, could provide a 

for the parser to convert an imperative 
equivalent declarative sentence. In 

I am developing, imperative sentences are 
d in the error corrector by a rule which inserts 

"you" in front of sentences beginning with a 
Although ATNs have been shown to 

any cases, they complicate the parsing. 
ntly, ATNs have been avoided in my research. 

analysis module relies on a frame-based 
ntation of the dictionary. This module resolves 

ences using the noun history maintained by 
This module also attempts to resolve 

nd determines the "correctness" of the 
., rejecting "Colorless green ideas sleep 
The 'semantic analysis module shares many 

he error corrector mo ule. For example, a 
valid version of the above sentence, "The 

plays a piano in the car" yields the same result: it 
an, not the piano, who is in the car. 

OPSS as the primary implementation language for 
rch because it is a rule-based, forward-chaining 

Thus, it maps directly to the processing 
I am developing. Although OPS5 does not 

port the frame-based structure needed for the 
representation, I i ~ p ~ e m e n t  d this using a 

628 



small set of rules. 

OPS5 seems to be a good choice not only because of its 
rules, but also because of the ease with which it 
interacts with other languages. Rules are independent 
thus, new rules can easily be added to expand the 
analysis capability. Two major benefits result. First, 
the control structure is never modified, thus providing a 
system that is easier to maintain and totextend. Second, 
rules for semantic analysis Can, be executed in 
conjunction with the syntactic rules. Rules are invoked 
as the sentence structure dictates, not as the parsing 
algorithm demands. By treating the natural language 
processing problem in this manner, it is possible to 
concentrate on the analysis without getting bogged down 
in the implementation details. 

The success of the current system, as tested by the 
successful interpretation of the examples cited in this 
paper and other test cases, indicates that my initial 
premise is correct. That is, natural language 
understanding can be modeled by an expert system, 
enabling syntactic and.semantic analysis to be combined 
in a manner analogous to the way natives of the language 
process text. 

As more rules are added to the expert system portions, it 
seems clear that the grammar required by the parser can 
be kept to a very small subset of valid English. The 
error corrector and semantic analysis modules may be able 
to be combined because they share many common rules. 

Although my research is ongoing, I believe that the 
expert system technology offers a major step in solving 
the natural language processing problem. 
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Expert System Technology as a Data ?recessing Tool 

John F. Hennessy 
Digital Equipment Corporation 
5775 Peachtree Dunwoody Road 

Atlanta, Georgia 30342 

Abstract 

This paper focuses on the expert system technology as a 
data processing tool. Several existing applications are 
analyzed. 
systems is 
integrated 
needed to 
given. 

Their original definition as pure expert 
contrasted with their current status as 
systems. The architectural requirements 

support such a heterogeneous environment are 

Introduction 

A pure expert system consists solely of rule-based 
processing. The solution can be expressed entirely in 
terms of the AI tool used to implement the expert system. 
Systems of this type are often advisory systems: a user 
poses a questions and receives an answer. In contrast, 
an integrated system contains rule-based processing, but 
its rules are supplemented by routines that are common to 
traditional data processing. Often the inputs come from 
another process, such as a process control system. The 
outputs may be required by another program, which need 
not be an expert system. 

This paper examines three problems which required an AI 
solution, but which had special requirements that 
necessitated integrated system solutions. 
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Overview Problem - 1 

In 1978, when Digital Equipment Corporation began 
shipping the first VAX computers (11/780), they realized 
that they were facing a potential problem. Digital was, 
and still is, in the business of providing custom 
computer systems - computers built to the needs of the 
customer. No two orders are alike. Then each order 
required an engineer to check the configuration to insure 
that the machine could be built; that the specified 
configuration could be supported; and that the order was 
complete (e.g. contained sufficient cabling, power, 
etc.). This was a time-consuming, people-intensive task. 
If a method was not found to speed up the process, either 
DEC's ability to ship systems in a timely manner would be 
impeded or DEC would have to resort to offering standard 
configurations. 

A decision was made to automate the checking task. This 
was attempted using traditional programming techniques. 
The task, though seemingly well defined, proved too 
difficult to implement: the data was constantly changing 
- more parts were becomhg available, while other parts 
were changing or becoming obsolete. In addition, for any 
given order, there were multiple "correct 
configurations. Understandably, the initial project 
failed. 

The AI Solution -- 

Carnegie-Mellon University proposed attac ing the problem 
by building an expert system, and Digital funded the 
effort. In December 1978, development began at CMU. A 
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research . prototype, consisting of 250 rules, was 
demonstrated the following April. In January 1980, 
Digital began using the system for all VAX orders and in 
January 1981, full development commenced, 

The result was XCON, a,system for configuring computers. 
It was developed using a rule-based expert system 
implemented in OPS5, because the problem could not be 
solved traditionally. Two earlier attempts failed, not 
because the problem was not understood, but because the 
problem was ill-defined: requirements were constantly 
changing and, for any given system, many configurations 
were correct. Now that the problem has been solved, it 
is possible to look at the solution and identify areas 
that do have algorithmic solutions. As a result, XCON 
today, although still primarily written in OPS5,-has 
sections written in seven traditional programming 
languages, Hence, it is now an integrated system. 

Overview of 
7 

Problem - 2 

Digital Equipment Corpbration, after developing the XCON 
system, which insured that orders could be manufactured 
and supported, needed to aid its sales force in 
generating correct orders. The problem was that a sales 
representative could write an order that appeared to meet 
the customer's requirements, but that could omit certain 
components required for a complete system. That is, the 
sales rep could err in configuring a complete system, but 
the omission might not be obvious. If an order were 
submitted and later found by XCON to have errors ,  that 
information would have to be transmitted back to the 
sales representative and then back to the customer and a 
new corrected order placed. This resulted in time delay 
and frustration for the customer and for Digital. 
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The AI Solution -- 

The basic functionality of 
taken and given an interactive, 
Consequently, the 
generic part, such a 
and the system will 
part plus all the 
example, the correct disk controller). 
orders are being plac  
than was possible before. 

Overview _. of Problem - 3 

A major bank needed a 

managers minimize float b 
checks, that is, checks, drawn 
institutions. 
transportation manag 
months' business. 
the current month, 
to clear the checks. 
checks should be 
Federal Reserve, o 
The problem involved 
and dollar amount) 
schedules, and int 
could have been handled by conv 
techniques, the vo 
of the information unlikely. 
factors were enter 
airport closings - no traditional sys 
problem. An expert 
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The AI Solution 
__I- 

otype expert system was designed that accept 
information as it became available. The system 
the various presentation charges of the other 

and the Federal Reserve, accessed data from the 
ficial Airline Guide (OAG), and accepted dat anges 

a cancelled flight) from the transportation 
This data, combined with the heuristics’, the 

rt knowledge, of the transportation ~ a ~ a ~ e ~ s ,  
sulted in a prototype system that demonstrated t 

task could be handled. 

of the above problems has been solved with an expert 
m using a variety of AI tools. A large part of e 
m is implemented using standard programming tools 

that supplement the AI code. That is, the XCON syste 
standard database query languages to extract 

rmation from a networked database. The XSEL system 
s heavy use of a forms interface to interact with the 

user. The banking system uses Fortran for nu 
calculations. 

key to each of these systems is that, although 
veloped as expert systems, they were implemented on a 

itional, general-purpose computer. architecture. 
Thearchitecture provides easy interface with other 

uages while allowing the use of conventional 
evelop~ent aids, such as code and module management 

8 debuggers, and performqnce analyzers. 
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tem technology allows significant problems 
to be solved. Futhermore, the expert systems are useful 
because they easily fit into the standard data processing 
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Next-Generation Space Manipulator 
P. Brunson, W. Chun, and P. Cogeos 

Advanced Automation Technology (Robotics) Group 
Martin Marietta Denver Aerospace 

Ab s t rac t 

In 1977, Martin Marietta Corpor n, Denver Division, designed and built 
the Protoflight Manipulator A m  (PP for Harshall Space Flight Center. It 
is one* of two space-qualified manipulators, the other being the Shuttle 
Kemote Manipulator System (US). Since then, technology has advanced consi- 
derably in terms of components such as electric motors, control electronics, 
materials, sensors, and end effectors. 

pulator of space applications. The next-generation manipulator and the PFMA 
will be described in more detail. 
ence on the construction, testing, .and performance of a space arm. Assessed 
in detail are these technologies aqd their effect on the design. 

Servicing is an important goal of robotics in space. Parameters such as 
environment, type of task, time sequence, and dexterity will affect the arm 
and its ability to accomplish its mission. Requirements such as these are im- 
portant ConsideFations in the design of the next-generation space am. 

This paper will present a conceptual design for the next-generation mani- 

These differences could have a major influ- 

Introduction 

The PFMAl is a very good design for a space manipulator. Unfortunately, 
it was never flown and is now nearly ten years old. At the time, the arm 
exemplified state-of-the-art technology. For its particular size, its use 
proved its principle, however, it lacked an adequate control system and archi- 
tecture. 
This problem is now being reversed by the Intelligent Robotics Systems Study 
(IRSS) program (see Fig. 1). 

tors. This paper outlines the kinematics, components, drive technology, arm 
segments and end effector, manufacturing/assembly, tests, and performance ne- 
cessary to upgrade the arm to become the next-generation space manipulator. 

The PFMA (Fig. 2) is a general-purpose manipulator with distributed actua- 

Kinemat ics 

Seven degrees-of-freedom (DOF) have proven useful in avoiding the singular- 
ities inherent in a 6-DOF am. 
possibilities2: 
yaw elbow. 
singularities and enables the arm to work in both a horizontal plane as well 
as a verti 
eluding a 

actuators, the three axes of the wrist cannot be constructed concurrently. 
T h i s  results in having the wrist being neither compact nor dexterous. 
improvement, we suggest using a wrist design of Mark Rosheim3 (see Fig. 4 ) .  
The wrist has all three axes concurrent. 
neered. The motors for the wrist are located in the forearm. By relocating 
the motors closer to the base of the manipulator, its dynamics are improved. 

When adding that seventh DOF, there are three 

This removes the majority of the 

3 is a schematic of the proposed kinematics, in- 

(1) a 4-DOF wrist, (2 )  an upper arm roll, or (3) a pitch/ 
The PFMA has an upper arm roll. 

The wo wrist could be improved on. By using distributed 

As an 

The design is simple and well engi- 

*The arm was built to flight specifications and one of the motor drives 
completed space qualifications. ' 
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Components 

The PFMA uses a brush-type, d-c motor using Samarium-Cobalt magnets. 
Another rare-earth magnet, Neodymium-Iron-Boron4 promises more torque for 
the same frame size. 
magnet materials. Although Neodymium-Iron-Boron has the highest rating, its 
output has not been consistent and will require further testing. Sarnarium- 
Cobalt is still the standard for high-torque motors. 

Figure 5 compares the maximum energy product of several 

40 7 
I 

The motor should be brushless. With no brushes to wear, reliability will 
increase, while periodic maintenance will be reduced. 
eliminated as well as arcing, which is a C O ~ O R  problem with brush motors. 

tion t o  the arm controller, These are: 

Brush debris will be 

There are several devices that can be used to provide joint angle informa- 

1) Brushless resolvers, 
' 2 )  Inductive couplings, 
3)  Optical encoders. 

Each of these devices can be designed with high, inherent accuracies to enable 
precise end point positioning, None of them contain rubbing surfaces, such as 
brushes, that would introduce frictional torque, limited life resulting from 
wear, or become a source of electrical noise. Being analog devices, both the 
-resolver and inductive coupling require analog-to-digital conversion electron- 
ics, which can reduce the accuracies of these devices somewhat. 
.encoder provides a digital output and therefore does not suffer this problem. 
All of these devices can be qualified for space use and indeed have been used 
in this environment before. 
configurations and would not limit their use. 

The optical 

Packaging for each is available in a variety of 
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A t  t h i s  t i m e ,  the next- would not  use  tacho 
each of t h e  manipulator j o i n t s ;  i n s t ead ,  rate informa - ill 
the ind iv idua l  j o i n t  angle  p o s i t i o n  sensors .  This  ap  w i  
complexity of each d r i v e  along w i t h  i t s  overall s i z e  igh t .  I n  add i t ion ,  
the w i r e  count w i l l  be reduced by a t  least t w o  pe r  d r i v e  along w i t h  t h e  reduc- 
t i o n  of power to  opera te  tachometers as a r e s u l t  of not  using these devices .  

w i l l  n e c e s s i t a t e  a f r i c t i o n  brake so each d r i v e  can be  locked when required.  
These brakes must e x h i b i t  f a s t  response,  long l i f e ,  no backlash when en- 
gaged. Simple devices  us ing  spring-energized f r i c t i  pads are capable  of 
genera t ing  l a r g e  torques and braking energy from a s 1 package. These de- 
v i c e s  are f a i l - s a f e  i n  t h a t  the sp r ing  ensures  brake lockup i n  t h e  event of a 
power f a i l u r e .  
lease power t o  a l low j o i n t  r o t a t i o n .  Brake and d r i v e  power w i l l  be  c o n t r o l l e d  
ind iv idua l ly  t o  a l low each j o i n t  t o  "freewheel" as des i red .  T h i s  characteris- 
t i c  has been very u s e f u l  dur ing  t a s k s  such as a l i g n i n g  and engaging a c l o s e  
f i t t i n g  p in  o r  dowel. 

The low l e v e l  of torque requi red  t o  backdrive each of  t h e  j o i n t  a c t u a t o r s  

An e l e c t r i c a l l y  a c t i v a t e d  c o i l  and armature provide t h e  re- 

Drive Technology 

The dual-path t ransmiss ion  i s  a mature  technology. One motor d r i v e s  TWO 
i d e n t i c a l  gear  t r a i n s  t h a t  are sprung aga ins t  each o t h e r  a t  t he  f i n a l  output  
r i n g  gear  ( s e e  Fig. 6) .  The preloading of the  gears  i s  accomplished through 
the use of a s p l i t  gear  hub. The r e s u l t  is a very high-precis ion gear  t r a i n  
without  backlash. 

electrical  components and subsystems t h a t  r e q u i r e  power t o  opera te  p lus  
receive/send s i g n a l s  back t o  t h e  c o n t r o l l e r '  or  ope ra tb r "  s console.  Supporting 
these components r equ i r e s  a l a rge  number'of wires that must be  run, i n  some 
ins t ances ,  the  e n t i r e  length  of  the  a r m .  Routing these wires along o r  through 
the  manipulator l i n k s  poses no real problem. 
wires  must be  routed ac ross  t h e  bend and r o l l  j o i n t s ,  
such a fash ion  t h a t  it does not  r e s t r i c t  j o i n t  range of motion, degrade the 
q u a l i t y  of the  s i g n a l  passing through the  conductor,  or in t roduce  excessive 
torque tha t  t he  j o i n t  d r i v e  must overcome. 
often a source of  electrical noise ,  f r i c t i o n ,  and l i m i t e d  l i f e .  A h ighly  re- 
l i ab le  s u b s t i t u t e  f o r  t he  s l i p  r i n g  i n  l imi t ed  r o t a t i o n  app l i ca t ions  is a 
t w i s t  capsule.  
there is  no s l i d i n g  contac t .  
t he  r o t a t i n g  and s t a t i o n a r y  c i r c u i t s .  
s i s t a n c e  that is not  degraded by wear, shock, o 
S U l e ' S  l i f e  can b e  measured i n  the m i l l i o n s  of cyc le s ,  can be f ab r i ca t ed  from 
low outgass ing  materials, and good s i g n a l  i s o l a t i o n  can be a ~ h i e v e d . ~  
Figure 7 i l l u s t r a t e s  how a t w i s t  capsule  m i  h t  be  incorporated i n t o  t h e  j o i n t  
d r i v e  package. 

even rendered completely u s e l e s s  by improper choice o f  material.. 
ob jec t ive  o f  t he  gear  material i n  the n e x t - g e n ~ r a t i o ~  space arm w i l l  be t o  
provide machinabi l i ty  to  o b t a i n  a precise p r o f i l e  and then t o  r e t a i n  t h i s  pre- 
c i s i o n  throughout t h e  g e a r ' s  l i f e  a g a i n s t  stress, 
f e c t s .  Desirable gea r  p r o p e r t i e s  inc lude  t h e  folfo 

A manipulator such as t h e  next-generation space arm w i l l  u s e  a host  of 

The d i f f i c u l t i e s  a r i s e  when t h e  
T h i s  must be  done i n  

S l i p  r ings  have been used, b u t  are 

These devices  e l imina te  con tac t  r e s i s t a n c e  v a r i a t i o n  because 
F l e x i b l e  t apes  provide t h e  connection between 

The tapes p ov ide  cons ta  

A l l  gear des ign ,  e s p e c i a l l y  p r e c i s i o n  gea r  d e s i  8 ,  w i l l  be deprec ia ted  o r  
The primary 
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Machinab i 1 it y 
Stability, 
Surface finish, 
Rigidity 
Wear Resistance, 
High Strength, 
Fatigue Resista~ce~ 
Shock Res is t ance 
Corrosion Resistance, 
Temper~E~~e ~ t a b ~ l ~ ~ y ,  
Internal Dampin 
Cost 3 

f- OutputlRing Gear. Wtre Eunale 

In precision gear trains, t 

This paper will ma 
bile some tradesffs can tae made 

be Eor each of the jo in t  dri 
ensure the reader  stan^ an^ 
gear design p ocess, Each must b 
sign with the strength, life, and 
space e ~ ~ i r o ~ e n t *  

Bearings are a key element i a  the design of any high- 
They can influence a number o f  drive e ~ ~ ~ r e ~ e ~ t s  i n c  l u d i  
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Excessive sha f t  runouts o r  f r e e  play would introduce rubbing contact,  both in- 
creasing dr ive  f r i c t i o n  and damaging t h e  devices. 

sha f t s  t h a t  run t rue  and i n t r  no backlash o r  t r  
s t i f f n e s s  must be control led sure  a l l  resonance 
a t ing  bandwidth of the of the system. 
minimized t o  maximize dr ive  con t ro l l ab i l i t y .  
influenced by the bearing suspension system selected.  
t h a t  must be  evaluated before se l ec t ion  include: 

The qua l i ty  of the gears used (AGMA 12)  i n  t h e  reduction pa th  demand 

S t i c t ion  and f r i c t i o n  leve ls  must be 
A l l  of these requirements are 

Bearing characteristics 

1) Tolerances, 
2) Preloading, 
3 )  Load ra t ing ,  
4) Rilceway geometry, 
5 )  Lubrication, 
6 )  Bearing fi t-up, 
7)  Retainer design. 

Each of these characteristics can a f f e c t  one o r  more of the dr ive  requirements 
and therefore  must be carefu l ly  evaluated. 

In  addi t ion,  dr ive housing and sha f t  designs must share the  same degree of 
precision as the bearing t o  fu l ly  exploi t  its capab i l i t i e s .  Accommodations i n  
the design must a l s o  be  made t o  ensure proper bearing operation throughout the  
temperature envelope without l o s s  of precision o r  s t i f fnes s .  

ovide a v iab le  space-rated robot ic  arm, there are c e r t a i n  design c r i -  
t must be  m e t  f o r  t h e  arm t o  function optimally. 

The arm segments should include t h e  following: 

1) 
2) Allow f o r  a "clean" method t o  route  .wires. 
3)  
4) 

5 )  

Be lightweight w i t h  high-strength and s t i f f n e s s  characteristics. 

Nearly and compactly house the  actuators  and posit ioning sensors. 
Contain j o i n t s  t h a t  are simple and quickly engaged and disengaged; 
they should lock r ig id ly  tkether .  
Be  designed t o  be modular. 

b 

The following is  proposed t o  accomplish these goals: 

1) The arm should be made of a mixture of continuous and noncontinuous 
onagnesium graphi te  composite; continuous where machining is not neces- 
sary and noncontinuous where i t  is. 
The arm segments should b e  hollow to allow f o r  t h e  wires t o  be run 
through .their centers, keeping them hidden ye t  accessible. 
There are several  acceptable j o i n t  designs; two of t h e  most promising 
designs fea ture  a bayonnet mount o r  a bulkhead mount. 

2)  

3 )  

For the manipulator t o  be a viable  too l ,  it must have a general-purpose 
gripper and y e t  be able t o  use  several  d i f f e r e n t  servicing tools.  
hands are experimental and a re  only found i n  the laboratory. 
is not mature and requires  addi t iona l  considerations f o r  housing the f inger  
actuators  thus complicating t h e  w r i s t  in terface.  

The end e f f ec to r  incorporates an in t eg ra l  force sensor a t  i t s  base and the  j a w  
The intermeshing j a w  provides excel lent  

Articulated 
T h e i r  technology 

The most advanced gr ipper  is the "Smart End Effector" developed by JPL7. 

bines tact i le  w i t h  proximity data.  
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prehension. In addition to the gripper, the arm requires a system that incor- 
porates different tools. Martin-Marietta has developed a power takeoff system 
with an extra motor built in the gripper that powers an.assortment of compati- 
ble tools. As a result, the arm needs only the one integrated motor for all 
its tools. SRS Technologies8 has taken a deeper investigation into the 
necessary tools for servicing. 

Manufacturing/Assembly 

Martin Marietta has been machining and assembling these types of drives 
since the mid 1970s. They have gained the technical expertise necessary to 
construct the various stages and to assemble the parts in a clean room to 
tight tolerances. Each step is very critical and built to exact specifica- 
tions. 
the drive. As a result, the drives are rugged and durable. Similarly, the 
arm segments are inspected. 
level. The final product is a flight-worthy system. 

Any inconsistencies or missed detail could degrade the performance of 

All devices are tested at each subassembly 

Testing 

Testing of the arm is accomplished at two stages: (1) drive and ( 2 )  com- 
plete manipulator. The individual drives are characterized separately. Its 
performance is checked by studying torque versus speed curves and torque 
versus current curves. The plots are differentiated by varying the input 
voltage, load, or pulse-width modulation (PWM) signal. The tests are 
conducted through an Electromechanical Test Support Unit (ETSU), a Martin 
Narietta-designed test bench that is reconfigurable to perf0rm.a variety of 
tests. 

In addition to performance 'testing, each drive is tested for mechanical 
and electrical friction at running and breakaway levels. The next test is to 
measure the drive compliance. 
put through random vibration and thermal-vacuum testing. The prototype drive 
has one additional test: life cycle in a thermal chamber. 

The next level of testing is at the assembled stage. The drive tests are 
repeated at the systems level. Moreover, a thermal balance test and an elec- 
tromagnetic interference/compatibility test are performed. Complementing the 
characterization tests will be several robotic tests9 to obtain the follow- 
ing data: 

Having passed performance tests, the drives are 

1) Geometrical values 
a) Workspace, 
h) Static behavior, 
c) Position accuracy, 
d) Path accuracy, 
e) Overshoot, 
f) 
g) Synchronous travel accuracy, 
h) Long-term behavior; 

a) Cycle Time, 
b) Speed, 
c) Acceleration; 

Reproduction of the smallest steps, 

2) Kinematic values 

3)  Power and Noise Values; 
4) Dynamic Values 

a) Force, 
b) Dynamic compliance, 
c) Dynamic behavior of the structure. 
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The extensive testing qualifie 
space. 

the increased 
e greater tor 

cient, the design may favor s 
will produce a higher torque 
the tach generator will ligh 

The mature, dual-path ge 
ing friction. The roved bearin 
creates a stiffer d e. Using hi 
techniques, the gear tooth s 
is reduced and thus its life 
and reduce maintenance. 

resolution position sensor is combined with the IRSS control architecture, re- 
sulting in a high-performance arm (Fig. 8 ) .  

The approximately 100 to 1 gear ratio is very backdriveable. The higher 

Conc lus ion 

Upgraded components increase the performance of the individual drives. 
The final product is a very precise positioning arm that is characterized by a 
high torque-to-weight ratio. Similar upgraded drives have been built, tested, 
and space-qualified by Martin Marietta. 

its work envelope. 
A compact wrist gives the manipulator increased dexterity to maneuver in 

Advanced materials make the arm segments stiffer without 
New concepts in 
approach. Mo 
nherent in exi 
ator and the p e drive elec- 

reduces the number of 4 
w be routed more efficien$ly. 
ion of the aforementioned upgrades on the PFMA will 

ace. Combined with 
ogram, the arm can 
a1 to be the next 
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The simulation has been transfered to a single V A X  and 
expansion to a distributed system is in progress. The training 
simulator is composed of serial and parallel modules and must 
also deal with network delays and the problem of updating a 
centralized data base. This growth presents the facility with 
a much more complex problem when it comes to determining a 
configuration which will execute in real time. In. response to 
this problem an expert system is being developed to allow the 
analysis of a training session. 

Implementation 

The expert system loads the knowledge base, which consists 

1. Number of processors 
2. Default tasks 
3. Number of experiment modules 
4. Processor location for each experiment module 
5. Data dependance for each module 
6. Execution time for each module 
7. Network delays 
8. Database read/write 
9. Basic cycle time 

of the following items: 

A knowledge editor allows input and adjustment of these items. 

A control task is started 'in the first processor, this in 
turn schedules the execution of other tasks and modules within 
the first processor and schedules the execution of the control 
task in additional processors. A cycle is complete when all 
modules in all processors have finished execution. Execution 
is defined as being active for the amount of time specified in 
the knowledge base. Any database accesses from the other 
processors will extend the active time by the amount of access 
time. A failures would be a database access out of sequence 
or too much time used during a cycle. 

Enhancements 

The operating system is not part of the expert system, but 
rather the control task for the simulator is modeled. As the 
expert system is refined i t  may be necessary to include the 
operating system and i t  effect as elements. Different methods 
to update or distribute the database need investigated. Also 
distribution changes in functions such as display updates or 
1/0 can be included. Accuracy and resolution can be improved 
as needed to make the expert system useful. Randomness can be 
used in some areas to improve problem detection. 
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Features 

ule Expert  System (DMES) is a prototype frame based 
igned to  evaluate timing and loading conditions 
ator ( fo r  Payload Crew Training) 

d on Symbolics 3670. 
owing features: 

1. user friendly interface ut i l iz ing the Symbolias window 
a b i l i t i e s  to: 

a. Create information data base 

c .  Update information data base 
lay information data base 

3 .  

4. 

. 

Automatic knowledge base generation. 

Automatically generate the knowledge base from the 
information data base. 

ledge base includes: 
edure for each individual processor 

t ion for graphics display. 

Real time graphics display 

ES is  uti l ized to  operate one cycle per second, 
ES Checks on the multiple processors of. the simulator 

and searches for the current experiment for each processor 
and p u t s  each experiments into the queue stack and f i res  
the e x ~ e r i m ~ n t s  on schedule. 

o graphically-displays the current s ta tus  of the 
n t s  and the same t i m e  s tores the de ta i l  information 

€fer for future analysis 

E§ history f i l e  
option for writing the history f i l e  from the 

i l e  can be graphically displayed for closer . 

Benefits 

DMES was desi ed by using common l i s p  for the expert system portion 
or  a user interface Findow flavor techniques and 

graphics. 
transfered to  other sys by rewriting the user interface 

ic  display. 

DMES can be hslpful i n  studying, modeling the complex distributed 
for multiple processors4 I t  helps to  quickly see the problem 

i f y  the model yasily. 
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nuder of orocessorsJ 
Processor n m  
number of exoer i rn ts r  

wait time 
'i1e nene: c:>cereline>dnes>denc set inactive 

wait time 
set inactive 

DISPLRY wait time 
read date 
wait time 
set inactive 

KBO wait time 
write data 
wait time 
set inactive 

Experiment naae 
EXPERIRENT wait t i ae  

uai t t iaa 
write data 
set inactive 

Exper i men t naae 
EXPERIRENT wait time 

reed dmta 
wait t i r  
write data 
5et inactive 

P r e s s  any k e y  f o r  next page 
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FOR TtK SPACE STATION WWER SYSTEH 

Thomas C. Evatt and E 

11 International/ 
Canoga Park, Cal i fornia 

stract 

t y  o f  the Space Station 
(EPS) as currently en- 

i c i a l  in te l  ligence/expert system 
being investigated to  automate 

and diagnostic func- 
has been conducted 

nology as i t  applies to  
n, isolation, and reconfigura- 

and health monitoring 
ts and of  the total sy 

systems for load 
ions has also been 
the u t i  1 ization o f  

nce/expert systems for I n i  - 
i l i t y  (IN) for the Space 
esented along with future 

t i l i z a t i o n  of  th is 
y for enhanced Space Station poner 

to  be an integral part 

ntation o f  a r t i f i c i a l  
nvisioned a t  in- 

t o  minimize the 
to  maximize sta- 

1 a t  IOC i s  for  the 
l l y  operate, recon- 

o f  f a i  lure, monitor system 
s t i c  expert system 
u l t  isolation, and 

t (Ref. 1-91. Cu 
i s  focused on the 

with projections 
t ion of  advanced 

(AI)  hardware and soft- 

IOC Power System Automation 

There are four basic motivating factors for 
inclusion o f  advanced automation i n  the station 
power system: 

e Crew safety (hazard exposure, extravehic- 
ular act iv i ty  (EVA) time, etc.) 

0 Crew and ground operational efficiency 

e Systenlsubsystem re1 iabi 1 i t y  (maintenance 
and replacement costs) 

0 Hission success (power avai labi l i ty  for 
scient i f ic  experiments, etc.) 

With these requirements i n  mind, an i n i t i a l  
power system architecture has been fomulated 
with capabilities that can be expanded i n  a 
series o f  incremental steps, each of which would 
improve the re1 iabi 1 i t y  and efficiency of  the 
overall power system. The current EPS design 
consists o f  solar dynamic (SO) and photovoltaic 
(PV) power generation units, energy storage 
equipment, and power management and distr ibution 
systems. Figure 1 shows a schematic of the can- 
plete power system i l lus t ra t ing the locations of  
power sources, bus switching a s s d l  ies, and 
load points. The widely distributed nature of  
the sources and loads has led to  a canputer con- 
t r o l  architecture that ref lects a similar dis- 
tr ibution around the station. The processors 
are configured i n  a hierarchical arrangement 
that allows many control functions to  be re- 
tained a t  lower, local levels, as shown i n  Fig. 
2. A t  these lower levels, the power system w i l l  
general 1 y have "c 1 a l "  control (algorithm 
control t o  a given int),  with manual f l i g h t  
crew override, and ground override as a last  
resort. Global coordination and other higher 
level functions, such as load scheduling, are 
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PVIESS ELECTRONICS uuiosu 

POWER DISTRIBUTION AN0 CONTROL ASSEMBLY 
f SOURCE PMUl 

WWER WNAGEMENT PROCESSOR 
A M I N  BUS DlSTRlSUTION ASSEMBLY - FEEDER, DC CONTROL, P W J  CONTROL BUS 

Fig. 1. Space Statim EPS earponents locations 

so 
MODULE 

BROWH 

INTERFACE 

ENGINE 
CONTROLLER 
FREQUENCY 
CONVERTER 
MINTJNG AN1 
TRACKINQ 

OMS BUS 

SSUIPCU 
INVERTER 
CHARGUOISCHAROE CONVERTER 

NIU = NETWORK INTERFACE UNIT 
RBI = REMOTE BUS ISOLATOR 

RPC = REMOTE POWER CONTROLLER 
SSU = SEOUENTIAL SHUNT UNIT 
PCU = POWER CONTROL UNIT 

Fig. 2. Control Functions 

centered in the Pouer Management Controller the M, include advanced health monitoring and 
(K), at the top of the hierarchy. It is at trend analysis, failure mode analysis, equipment 
this level that interaction with a dedicated fault prediction. load flow analysis, and state 
expert system i s  being considered. estimation. For many of these functions, the 

mathematic calculations required are extensive. 
The kinds of functions being evaluated for For exanple, some state estimation techniques 

an expert system, operating as an extension of require iterative manipulation of large line- 
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System Architecture 

The IOC architecture represents a conven- 
tional distributed and hierarchical architecture 
approach that greatly simplifies the d i f f icu l -  
t ies  typical ly involved i n  adding functional 
capability by u t i l i z i n g  specialized processors. 
However, it i s  inportant i n  the EPS 1% archi- 
tecture design t o  allow for  the direct incorpor- 
ation of  specialized processor architectures for  
the power systm. Issues o f  how to  u t i l i z e  LISP 
(Ref. li-13) processors are now under considera- 
tion for mi l i tary  applications. The Texas In- 
strunents lConpact LISP Hachine developed under 
DARPA funding represents an inportant step i n  
u t i  1 izing advanced technologies for m i  1 i tary 
a i rcraf t  and autonanws vehicle applications. 
This processor has been designed to  be f u l l y  
MIL-SPEC quali f ied and w i l l  undergo testing 
within the next few years. The bus architecture 
has been designed to  accamrodate the specialized 
bus requirements as well as providing for the 
addition o f  175OA processor architectures run- 
ning i n  paral lel with a canpact LISP processor. 
This technology represents a possible growth 
option for  the Space Station EPS, and the u t i l i -  
zation o f  such a backbone architecture i s  a 
potentially logical direction. Thus, a t  IOC, 
the Pm: could be configured with a conventional 
processor architecture with the capability o f  
adding a LISP machine or another appropriately 
?figured conventional processor af ter  i n i t i a l  
ground testing o f  the system i s  carpleted. A l -  
ternatively, the IOC system management control- 
l e r  could be removed and replaced with a program 
management controller actually containing the 
LISP machine and software. 

flow matrices (Ref. 10). Because o f  the need for 
the EPS expert system to u t i l i z e  such conputa- 
timl data, there w i l l  have t o  be a close 
coupling o f  information between the conventional 
PWC processor and the expert system, with the 
pm: performing mKt calculations, leaving the 
expert system free for heuristic reasoning. 
Studies are currently being conducted t o  deter- 
mine the best inplementation approach for  d i f -  
ferent types o f  expert systems. A load manage- 
ment expert system, for  exanple, w i l l  require 
real-time data and might therefore be a candi- 
date for  a conventional processor approach (Ref. 
2). A diagnostic expert system, on the other 
hand, requires a great deal o f  detailed informa- 
t ion on the system configuration, -1s o f  per- 
formance, fa i lure modes effects analysis (FHEA), 
etc., i n  a knowledge base that would run inef f i -  
c ient ly on a conventional processor and might 
require a specialized sydmlic or parallel 
processor. 

Electrical Parer System Evolution 

The basic architecture for  future EPS con- 
figurations w i l l  include enhancements t o  the IOC 
harbare and software architecture and function- 
a l i t y .  The addition o f  a specialized expert 
system processor, such as a carpact LISP proces- 
sor, i s  a logical f i r s t  step. Early enhancements 
are expected t o  involve the developnent and 
testing o f  a more advanced diagnostic expert 
system that w i l l  be stationed on the ground and 
receive i t s  data from the Space Station via 
telemetry. To ver i fy the performance o f  a proto- 
type expert system, two sources o f  system data 
w i l l  be ut i l ized: one w i l l  be the actual opera- 
t ing data fran the orbit ing station, and the 
other w i l l  be the results o f  running off-nominal 
tests i n  -the Rocketdyne and the NASA Lewis Re- 
search Center (LeRC) test f ac i l i t i es?  After 
operational experience i s  obtained fran day-to- 
day interaction with the parer system (fai lure 
rates, histogram o f  the types o f  failures, 
etc.), the gtwnd-based expert s y s t q  could be- 
c ~ n e  validated and ready for implementation on 
the station. The i terat ive develogment process 
w i l l  u t i l i z e  the knowledge o f  power system ex- 
perts during the i n i t i a l  stages o f  the progran 
well before the Space Station i s  operational. 
The NASA LeRC Space Power Fac i l i ty  and the 
Rocketdyne Space Power Electronics Laboratory 
w i l l  be u t i l i zed  to  simulate fa i lure modes, and 
to exercise diagnostic strategies for  early 
knarledge-based technology assessment. 

Di agnos t i c and Trend Ana 1 ys i s 

Diagnostics o f  key power system components 
represent a significant requirement for the EPS 
(Ref. 6, 14, and 15). The safety, risk, and 
associated cost issues o f  power system carponent 
unavailability i s  pranpting the development o f  a 
knonledge-based diagnostic system that detects 
deterioration o f  power system components i n  the 
early stages. Since typically, a human operator 
must diagnose a situation by interpreting what 
the actual condition o f  the equipment i s  fran a 
nuher o f  measured variables, the diagnostic 
knowledge o f  the operator w i l l  be the c r i t i ca l  
l i nk  i n  making decisions for power system main- 
tenance and operation. Steady-state system sta- 
b i l i t y  w i l l  also be an issue when considering 

657 



removing any unit fran the interconnected grid 
(Ref. 13 and 16). Projected resource needs, as 
well as the availability of backup units, 
further carplicates the picture. The utility 
industry has tended to counter these concerns by 
increasing the nunber of variables monitored and 
inproving the quality of the display of these 
variables. This, however, is in contrast to the 
real need of an operator, especially under 
decision-making stress, to know the actual con- 
dition of the equipment (what is actually mal- 
functioning, not just which variables are 
abnormal). An on-line diagnostic system would 
provide the Space Station crew with a signifi- 
cantly higher level of information to allow them 
to make better quality decisions, especially 
under rapidly changing conditions. 

Failure Detection. Isolation. and 
Reconfinuration for Growth 

The Space Station power system will grow in 
size and evolve making it difficult to charac- 
terize a static maintenance problem. This makes 
crew training in the maintenance of particular 
systems difficult and could result in a major 
dependence on ground expertise. It also makes 
it difficult to specifically configure general- 
ized autmted test equipment if any shared re- 
sources are used. Requirements for autanatic 
fault detection/fault isolation have been estab- 
lished for meeting Space Station availability 
requirements (Ref. 14 and 17). A typical failure 
detection and isolation configuration i s  shown 

in Fig. 3. A base of histor 
data will be required for trend 
incipient failure 
similar requireme 
Speci f i c “si gnatu 
defined for the 

kind of diagnosis and 

The large mix  of fault isolation proc 
results in the 
storage system of 
access to these p 
EPS could result in a configuration control 
problem in trying to keep the procedure storage 
system current. This would be solved in part by 
the use of knowledge engineering techni~~es to 
uncarplicate and speed the search for the re- 
qui red procedures. 

Failure detection, testing, and 

intenance manuals no 

testing, and mainten 
their use for the EPS 



ENTS AN0 FEATURES 

MODIFIED UTILIZATION 
CONDITIONS 

Fig. 4. Diagnosis and Performance M i t o r i n g  

anes noticeable i n  
1 data, a power conponent 
n a clearly defined l i s t  

res t o  localize the 
typical troubleshooting 

a solution, the experi- 
i red to i n i t i -  

rformance a t  an 

intenance technician 

rocedures and docu- 

o f  the relationships k- 
toms and the malfunc- 

1 replacement 

nding o f  

nding o f  
certain 

har the system 

how ,the system 
subsystems or 

level o f  performance o f  experts 
ted with a problem, they 
i n  a structured manner 

trying a l l  possible altern- 
ion o f  these tasks i s  
o f  modeling the asso- 
sses dist inct ly,  and 

modeling them as independent modules is ex- 
tremely important t o  achieving d high degree of  
performance and modularity for future expansion 
and modification o f  the power system. S 
the above tasks identi f ied are interpretation, 
diagnosis, troubleshooting, repair, desi 
pl anni ng and schedu 1 i ng , mon i t o r i  ng , and reason- 
ing with functional models. I t  i s  essential that 
an expert system be used that has a kh;owledge of  
the other subsystems and/or i s  capable o f  c 
mnicating through a shared-knowledge interface. 

Failure detection, isolatlon, and reconfig- 
uration (FOIR), known i n  the power industry as 
contingency management, deals with the problem 
of detecting deviations from normal behavior 
(which w i l l  be designated " fa i lure modes") i n  a 
specified carplement o f  system catrQonents (sen- 
sors, actuators). It includes isolating the 
particular component that has failed, and recon- 
figuring the power system by providing switching 
to  redundant components or power buses. Recent 
developments i n  FOIR methods that may be appli- 
cable to  the evolving EPS expert system can be 
conceptualized as consisting o f  four separate 
related stages: 

1. 

2. 

3. 

Residual generation (using state estima- 
tion/model following) 

Information collection (FEIEA, and c r i  ti- 
cal i t y  o f  fa i lure modes) 

Decision making (determine i f  1 and 2 
indicate a fa i lure mode 
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4. Reconfiguration (determine har the pauer 
system can be reconfigured in an 
%ptimal* fashion to maintain satisfac- 

In modern avionics systems, failure detec- 
tion and built-in testing (BIT) are the corner- 
stones used to signal when the principal path of 
information or data flow should be snitched to 
an alternate backup path to preserve proper 
overall system perfo nce (Ref. 18). While on- 
line BIT is usually used to rapidly uncover 
catastrophic or hard failures, other mre 
sophisticated techniques (based on modern 
control/estimation/decision theory) are utilized 
to detect mre subtle, or "soft" drifting-type 
failures. These are the failures that do not 
necessarily cause the system to shut down en- 
tirely but may still degrade system performance 
with the passing of time. The following detailed 
issues must be considered when inplementing this 
kind of FDIR algorithm: 

1. Nature of the soft failure (i.e., its 
type and severity) 

serwabi 1 1  ty of the failure's effect 
within the measurement (i.e., degree of 
perceptibility) 

3. Length of time required to accurulate 
enough data to register the presence of 
the failure in the presence of background 
disturbances such as quantization ef- 
fects, sensor noises, response of the 
station data management system ( 

uter cycle speed, etc. 

4. Oegree of distinguishability from other 
types of failures for unrmbiguous failure 
i sol at ion 

5. Ease of corrective actions (e.g., switch- 
ing to an alternative analytically or 
functionally redundant path on 1' ine or 
postponing repair until back at the main- 
tenance module) 

These considerations are important factors that 
contribute to an overall failure detection 
isolation and reconfiguration policy. However, 
the action of failure detection is fundamental 
to every system reconfiguration policy, and the 

technological areas of fai lure/event detection 
are undergoing rapid change as new ideas enter 
the field. 

Trend Analysis 

Trend analysis requires the collection of 
data over long periods of time for detailed 
evaluation. Trend analysis rates on a single 
data series at a time, either by smoothing or 
estimating the par characterizing the 
shape of the time nt curve. Alarms 
result from extrapolations of such curves and 
from comparisons with fixed or variable thres- 
holds. Trended data allows experts (expert 
systems) to make an int decision on how 
much longer a failing t, or assembly, 
may be operated safely. 

Since trend analysis relies heavily on his- 
torical data, the ability to store and retrieve 
data quickly i s  critical, particularly in space 
applications. 

How much data should be anal 
portant because there is little 
ing so much data o 
ment that retriev 
There are several 
to be evaluated at 

1. Updating by exception - In th 
after the baseline data have 
fied over a period of time, t 
ing function continues but n 
not added unless at variance with 
the previous info 

2. Discarding old data - This approach is to 
save all new data and to discard or awer- 
age away old readings. This procedure is 
currently favored and can easily be im 
planted on a uter-control led diag- 
nostic system. 

Many techniques may be used to detect 
trends: slope computations, inflection point 
checks, least-square curve fitting, and state 
estimation methods. It is desirable, however, 
especially if large amounts of 
being monitored to maintain a 1 
burden. For this reason, the si 
tional algorithm, such as the least-squares 
approach, are preferred options. Generally, a 
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curved or sloping line indicates a gradual 
degradation with time, and scattered data 
outside the expected distribution indicate a 
failure. 

Other techniques, such as the minimal least- 
squares estimator and the Kalman-Bucy filter, 
which can be used to enhance or magnify the de- 
tectability of failure modes, are being investi- 
gated at Rocketdyne for their potential use in 
the EPS. They may prove to be powerful tools 
that can be implemented within the current de- 
sign frmewrk. But, no matter which methods 
are determined to be applicable, to respond to 
the anticipated Space Station maintainabi 1 i ty 
requirements, collection and analysis of trend 
data will be implemented to the fullest degree 
f eas i b 1 e. 

Conclusions 

The inportance of re1 iabi 1 i ty, stabi 1 i ty, 
and autanatic ageration of the electrical power 
system for all other subsystems on the Space 
Station makes it a prime candidate for the ap- 
plication of artificial intelligence techniques. 
Analysis of crew and ground-based resources have 
enphasized the need for advanced autanatic con- 
trol of the EPS at 106, with an advisory diag- 
nostic capability in an expert system for trend 
analysis, fault prediction, and canponent main- 
tenance. Research at Rocketdyne and NASWLeRC 
is proceeding In all of these areas to determine 
the o p t i m  hardware and software inplementa- 
tions for such functions. The results of these 
efforts could do much to enhance the productiv- 
ity of the Space Station as well as future 
manned space activities. 
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r t Systems hich support knowledge representation by 
qualitative modelling techniques experience problems, when called 
upon to sup ort integrated views embodying description and 
explanation, especially when other factors such as multiple 
causality, competing rule model resolution, and multiple uses of 
knowledge representation are included. MITRE Corporation, in 
conjunction with several directorates of NASA at Johnson Space 
Center, is currently developing a series of prototypes to 
demonstrate the feasibility of automating the process of systems 
engineering, design and configuration, and diagnosis and fault 
management. It is important to1 study these processes as they 

rtain to the analysis of design trade-off issues, knowledge 
capture and Space Station planning and assessment. The MITRE 
effort will involve not only a generic knowledge representation; 
it must also support multiple views at varying levels of 
description and interaction between physical elements, systems, 
and subsystems, Moreover, it will involve models of description 
and explanation for each level. This multiple-model feature 

uires the development of control methods between rule systems 
heuristics on a meta-level for each expert system involved in 

an integrated and larger class of expert system. This paper 
describes the broadest possible category of interacting expert 
systems and proposes a general methodology for the knowledge 
representation and control of mutually exclusive rule systems 
within the context of a single knowledge representation scheme. 

Reprinted by permission. Copyright 
From Rebotics and Exoert Systems - 1986 

Instrument Society of America 1986 
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INTRODUCTION 

NASA has been directed by Public Law 98-371 to automate, as much 
as technically and economically feasible, appropriate aspects of 
space flight. This agency-wide charter necessarily involves the 
investigation of contemporary AI processes and methods, The 
generic focus is primarily on the planned Space Station, although 
current Space Shuttle operations evaluation is relevant due to 
the wealth of expert knowledge already in place. The majority of 
tasks that are candidates for automation involve expert 
knowledge. The sub-field of expert systems within AI can thus be 
seen as a fruitful and primary methodology for investigation, 
Secondarily, it is a relatively small step to determine that 
prototypes for each separable expert system will be required. 
There are two reasons for this conjecture. First, prototypes are 
excellent pragmatic mechanisms for the demonstration of 
feasibility. Second, because of the necessary interaction with 
domain experts in prototyping an expert system, expert knowledge 
is translated into a form that is formalized for future 
examination and use as expressed in the form of rules and logical 
structures. This benefit is important due to a current concern 
within NASA and industry about the loss  of retiring exfierts' 
knowledge. By moving from an expert's knowledge to a reproducible 
form of expressing that knowledge, such fears are alleviated. 
Examples of candidate knowledge areas to capture within NASA 
include design engineering, systems engineering, fault diagnosis, 
testing and configuration management. A current AI project 
within MITRE addresses the. design engineering knowledge capture 
process utilizing an amalgam of CAD/CAM and expert systems 
technology I: 1 I .  

It is reasonable to conjecture that separable, standalone single 
domain expert systems are but an initial phase along the process 
of providing, say, a Systems Engineering Assistant. That such an 
Assistant will necessarily embody and interact with the single- 
domain expert systems at various levels is not to be overlooked 
as a logical consequence. .By further extension of the pre- 
liminary conjecture, it can be seen that there are at least three 
possible areas in which the development of such a class of 
"Assistant" expert systems would be useful: 

Systems Engineering . Design and Configuration . Diagnosis - Fault Management - Testing 
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Assistant-type experts in each of the three areas will require 
interaction with separate single-domain expert systems for two 
reasons. First, because each of the three areas must also 
provide facilities for simulation and modelling. Second, because 
knowledge about how to perform satisfactorily involves knowledge 
concerning the inter-relationships between expert domains. Thus, 
from within a Space Station context, each of the three areas must 
share elements and interact with the following ten major single- 
domain expert systems: 

. Communications 81 Tracking . Data Management System . ECLS - Environmental Control and Life 

. Electrical Power . Guidance and Navigation . Man . Propulsion . Thermal . Structure . Payloads 

Support 

The ten systems have further taxonomy at the sub-system and 
component level. Additionally, there are multiple cross-links 
between subsystems and components at the juncture of components 
and subsystem interactions [Figure 41. The former three areas 
and the separable single domain expert systems must interact on 
the boundaries of overall system performance as an integrated 
expert system, as noted. At a minimum, each of the ten single 
domain expert systems must share a common knowledge representa- 
tion with the larger class of expert systems and with each other. 

PROBLEM STATEMENT 

The initial problem statement for the success of the larger 
"Assistant" class of expert systems involves specifying the 
current tasks and goals of the three major functional areas. 
From this point onward, "Expert System" shall refer to an expert 
system that embodies the performance objectives of the three 
major areas. "System" shall refer to smaller domain-specific 
expert systems with "subsystem" referring to elements and 
components of the specific local system. 

The major goal of each expert system may be viewed as determining 
the performance of the complete system, subsystem or element in 
some given configuration and state, given specified inputs and 
specified outputs. Each expert system's task area is the 
determination of system performance with differing perspectives 
or views. 
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0 In Systems Engineering activities, the goal is the 
determination of precisely how and under what conditions the 
subsystems and the parts can operate together to produce, 
preserve, or achieve some desired outputs or conditions of the 
overall system. Thus a methodology is required, along with a 
knowledge representation, that can be combined with various 
models of behavior to simulate alternate system configura- 
tions; thereby determining how these alternate configurations 
respond to various inputs and demand constraints. Secondly, an 
analysis of the interfaces, interactions, or connections among 
the subsystems, with particular emphasis on problem identifica- 
tion and constraint violations at the interface level, is 
r equ i red. 

0 In the "configuration" domain of the Design and Configuration 
activities, the goal is the determination of whether or not it is 
possible to structure or configure a system in such a fashion 
that it preserves or achieves a desired set of outputs or 
conditions. This determination must be made within given 
resource constraints, such as time or power, along with expected 
inputs and demands. Again, there is a need to model and simulate 
possible configurations with varying inputs and resources. The 
solution space relative to resources may be less constrained than 
that of the Systems Engineering domain. The area of interest and 
emphasis is on internal couplings or structures relative to 
alternative resources for achieving a given structure or series 
of system goals. The "design" domain of the Design and Con- 
figuration activities involves, planning for a correction to a 
configuration, a repair, or fault-tolerating action relative to a 
system, subsystem element or alternative(s1. 

0 In Diagnosis - Fault Management activities, the goal is the 
determination of the precise configuration, including fault 
modes, with appropriate inputs or conditions, that could pro- 
duce a given set of outputs or conditions. The Fault Detection 
emphasis is on determining configuration states that elicit a 
fault or a series of fault conditions, and then isolating the 
respective faulty component states along with their state- 
dependent interactions and transfer functions. Corrections are 
actions on the system, operatipg in con-text, that permit 
changing either its state or its response in some predicted 
fashion, given that the assumptions about the system's prior 
configuration are correct. 

0 In Diagnosis - Testing activities, the goal is the generation 
and validation of test hypotheses wherein a system response is 
predicted based upon changing configurations, which are 
themselves based upon conditional inputs or states. The tests 
are actions on the system to evaluate system response relative to 
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, unknown or hypothetical prior conditions or states, 
ets of expectations as to system behavior/response are 
ative sets of expectations that are hypothesized in 
fectively perform a differentiating test relative to 

n ments 

on elements of the three performance goals require 
from a given current configuration to a desired 

uration (or alternate) that meets specification , goals, or 
ive to a higher goal or to some hierarchy of goals, 

ated expert system must accommodate the description, 
ion, design and analysis of system, ubsystem and 

nt configurations relative to constraint and goals 
either as inputs or outputs. This involves a know- 
resentation that supports the above modelling and 
activities, each with it's respective different em- 

his requirement further decomposes into the requirement 
ledge representation that accommodates these feature 

ystem, subsystem, and components must change state and 
nal configuration. This requires some transfer function to 
e such changes across boundaries; and also within a 
rchy of descriptions and explanations. 

he transfer functions must be able to characterize the 
rnal processes of the system, subsystem, or component, 

a particular state or confiuration of the same. 

dditional functions are necessary to describe coupling, 
on or interactions that can characterize the constraints, 
ers, or specifications on the required inputs and outputs 
ir respective directions of coupling. 

of the system, subsystem, or components must be 
d from and between all elements relative to a 

or component state/configuration. 
tion of side effects and sub-goal decomposition is 

L APPROACH 

The conjectured task naturally divides into two phases. The 
initial phase will involve the construction of preliminary 
single-domain expert system prototypes in the ten areas already 

ted along tradi- tional lines. The non-traditional aspect of 
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ould involve the designing and utilization of a 
ation scheme that is capable, in principle, of 
future single-domain expert systems and sub- 
e of difficulty in performing the first task 
h it may be time consuming. It should also be 
prototyping schemes with alternate knowledge 
Id inhibit the success of this phase. If, for 
s a knowledge representation scheme that works 

or but one of the ten single-domain expert systems, then all 
t must be redone, or enlarged to accommodate 
, success for this phase is requires initial 

ction of a valid knowledge representation scheme in order to 
reworking for each separable system. This 

tep requires little else but good systems engineering practices 
and data abstraction in the selection process. 

The second phase also has requirements for knowledge 
representation at a higher level, since it must involve cross- 
domain expert system interaction at subsystem and component 
levels and presupposes an initial knowledge representation 
adequate to support such a functional requirement. Since the 
generation of multiple single-domain expert systems has been done 
many times before, this paper concentrates on the second aspect 
of the conjectured prototype and proposes a suggested methodolog1 
for achieving cross-domain expert system interaction. 

This second phase's primary objective involves the generation of 
a single methodology to achieve interaction among closely related 
cross-domain separable expert systems with multiple views, 
models, performance requirements, and transforming operations 
capable of operating at multiple levels of description and 
explanation. Achieving this requires, in part, adopting forms of 
knowledge representation that can operate at multiple meta- 
levels. These forms must be, beyond object-oriented semantic and 
syntactic specific, of a sufficient formal and mathematical 
nature in order to support the defined problem space 
transformational requirements. This further requires that the 
knowledge representation and the transforming processes 
themselves be valid. 'Validity' involves four formal 
requirements: consistency, completeness, soundness, and 
precision. 'Consistency' requires that similar answers produce 
similar results. 'Completeness' requires that everything true is 
derivable. 'Soundness' requires that everything derivable is 
true. 'Precision' is required within ES's that deliver 
probabilistic or qualified judgements. The ability of the 
prototype methodology and knowledge representation to meet the 
criteria of validity enables, in principle, the completed system 
to be transformed vis-a-vis alternate methods, to other 
representations that are equally valid across related domains as 
well as within the single domain. 
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OF POOR QUALTPY 

Background to Approach 

A strong parallel exists between automated program verification 
and specification techniques and single-domain expert systems. 
At the lowest level of parallel, there are merely linguistic and 
data typing parallels. Within the mathematical and logical 
foundations the parallels are more striking and offer an insight 
into cross-domain expert systems interaction. That the higher 
class of expert systems outlined herein, share the same elements 
with single-domain expert systems is also 'true by extension. 
That the parallel claim is the case is evidenced by Figure 1 .  
The further language-based ' parallel involving syntax and 
semantics between the two areas is also apparent. So are the 
formal and philosophical foundations which involve mainly 
mathematical logic(s) and set theory. The long tradition in 
philosophy of a distinction between "semantic" and "syntactic" in 
many areas of inquiry does not necessarily relate, except within 
a limited domain, to a linguistic theory of meaning. That the 
linguistic model, along with further investigations in "natural 
language" processing, is pre-eminent in expert systems research 
is self-evident. That the linguistic focus is useful is not in 
dispute for knowledge capture. The extension of such a model 
throughout expert systems may account for the lack of 
acknowledging the parallel domains in formal systems, with their 
own syntactic and semantic issues, by expert system researchers. 

That this parallel has not ye$ been either drawn explicitly or 
extensively investigated before for either single-domain expert 
systems, and most importantly, for. expert system cross-domain 
interaction, is evident by, the conspicuous absence to such 
parallels within contemporary AI expert system's literature and 
journals. [The closest parallel to date is between automatic 
theorem proving techniques used as a heuristic method within 
expert systems]. 

The reasons for this absence are possibly manifold. It is 
tentatively suggested that the absence is accounted for by the 
"natural language" processing model for mind that preempts other 
models by AI researchers. Likewise, non-Philosophers, namely 
cognitive psychologists, linguists, anthropologists, and to a 
certain extent, computer scientists, generally maintain a belief 
that the expert system knowledge acquisition process, as a 
process, offers a window to the mind. Noam Chomsky's work in 
linguistics has offered a model of species differentiae between 
man and the brutes. The salient feature is seen as centered upon 
man's inherent ability to acquire natural language capabilities. 
Ergo, this becomes the ontological basis for the central focus of 
the "natural language" processing theory of mind in expert system 
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research and cognitive psychology. This model also embodies the 
underlying and deeper, philosophically, linguistic theories of 
meaning 

Further, AI research in expert systems focuses upon confirmation 
of (competing) natural language acquisition models in order to 
further substantiate in turn, deeper models of "reasoning". 
These deeper theories in turn rest upon related hypotheses 
concerning the nature of mind. 
refer to underlying metaphysical theories of existence, structure 
and causality. The further foundational appeal is within 
Philosophy of Science and to a general model theory of meaning 
expressed as a linguistic model. 

The epistemological bas 

That there are important underlying similarities with the 
philosophical, logical and mathematical nature of expert systems 
themselves and the argued parallel for possible future progress 
in cross-domain expert system interaction based upon automatic 
program verification and theorem proving techniques warrants 
further in-depth investigation by AI. 

An additional reason why the fact that this parallel has not been 
drawn before by expert syptem AI researchers can b 
accounted for by the recharacterization o the formal methods 
that have yielded results in the field of xpert systems into a 
form that is foundationally seductive to AI researchers for their 
broader scope of investigation of human reasoning. 

To wit, "Forward chaining", "Backward chaining", or "Forward 
reasoning" and "Backward reasoning" mean nothing more than the 
utilization of the predicate logic techniques of modus ponens and 
modus tollens. 

For example, every single-domain expert system "inference enginegu 
is but a separate instance of modus pQnens used as a control 
structure invoking other instances of ?either modus tollens or 
modus ponens operating at the rule level, which in turn, operates 
using variable assignments at the object level of description €or 
binding. That there exists a fundamental contradiction when 
these facts are conjoined with claims from the same re-searchers 
that formal methods yield no promise for cross-domain expert 
system interaction is obvious. It is suggested here that what is 
amiss is the underlying, unstated premise that only confirmation 
of theories, in some model building or paradigmatic sense, 
related to human-centered reasoning models of explanation, are 
use-ful for the stated purposes of AI. That,a strong parallel 
exists between the functioning underlying structures of formal 
logical methods, mathematical logic and set theory and the domain 
of actually working single-domain expert systems is not to be 
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ref ut ed. Expert systems work precisely because of this 
continuity and dependence upon the underlying mathematical- 
logical structures. This is particularly true when such systems 
"reason about themselves" in some meta-level fashion such as 
exemplified in qualitative modelling. 

From a differing perspective, the absence of such an explicit 
parallel by research- ers in theorem proving and program veri- 
fication to expert systems might be based upon the recognition by 
the former re-searcher's of the domain expert's inter-action in 
generating an object-oriented, for example, semantic domain(s). 
Or alternatively, precise recognition that verification and 
theorem proving deal with an inherently mathematical structure 
and thus lack the linguistic model confirmational orientation of 
expert systems. 

The parallels operating from the domain expert's knowledge, once 
it has been captured and formalized (logically) into rules, into 
an object-oriented domain, which can then be operated on 
syntactically, will be developed from the perspective of similar 
formal parallels in automated program verification and theorem 
proving. That such can be applied to expert system's cross- 
domain interaction will be further exemplified from the argued 
methodological premise. 

A s  a preliminary in this direction, Figure 1 is offered as an 
exemplification of all single-domain expert systems, and by ex- 
tension, to cross-domain expe'rt systems. Methods of search and 
knowledge-based techniques for reasoning and the representation 
of knowledge are addressed. The figure is particularly important 
relative to the proposed general methodology. The Philosophical 
foundations are presented as a map to ascertain the relative 
position of issues and methodologies referenced within expert 
systems. 

Outline of Approach 

The initial approach for the conjectured prototype utilizes a 
variety of models of description and explanation over a wide 
variety of types. These include logical models, analogue models, 
semi-formal or mathematical models, simplifying models, and 
theoretical models as seen in Figure 4 .  In order to support this 
wide variety, multiple versions of declarative encoding for 
knowledge representation were be selected. In declarative 
encoding semantics are used in a few global procedures. By 
formally transforming between levels of descriptions and 
explanations (meanings), the problem of different domains will be 
reduced to formal representation and transformation at a meta- 
level. A fruitful first step is in selecting a knowledge 
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representation method that will ground the proposed mathodology 
within the realms of logic and mathematics. Semantic nets are 
ideal for this purpose. There are two reasons for selecting 

ts for initial knowledge representation: 

. Semantic networks are powerful. Proof exists that they are 
Turing-complete [ 2 1 ;  thus methods in finite automata are 
available for future use. 

Rapid prototyping of alternate knowledge schemas is permitted 
E31. (This is a side benefit and not central to the proposed 
expert system methodology, except in the cases of the underlying 
single-domain expert systems). 

Rule System Representation 

Once the expert's knowledge has been captured in the form of 
rules, trans-formational consistency demands that the rule 
system's formal representation be also Turing-complete. LISP is 
known to be Turing complete and will be selected as the language 
of choice. The general method of rule application/selection for 
heuristics follows 'production rule systems', a formalism 
proposed by Emil Post in 1943. ["Heuristics" in this sense 
refers to control methods, not to special meta-rules within the 
rule classes]. That production rule systems are also known to be 
Turing-complete has been established [41-[61. Knowledge 
representation, rule writing, and heuristics thus all share, at a 
minimum, the computationally powerful and sufficient aspects of 
Turing-completeness, including recursion. 

In order to achieve this common aspect, embedded rule systems in 
commercial AI development tools need to be avoided unless they 
are provably known to be extensible and complete with respect to 
the Lambda Calculus and also contain a definitive pathway to 
LISP., [That the Lambda Calculus extension is also a requirement 
fits within contemporary research in program verification, as 
elsewhere referenced]. 

further advantage of using production systems for rule 
representation is that this method does not rule out the possi- 
bility and speed advantages of later transformation using 
procedural encoding following the proposed methodology. 
Production systems provide an effective bridge between the 
declarative and procedural encoding methods. It is by means of 
this bridge that future migration of an existing expert system so 
designed, can migrate cross-language [and cross-hardware], as 
will be outlined. 
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Initial Knowledge Architecture 

A conceptual prototype representational scheme is given as an 
overview in Figure 4. In the figure the models, components, 
systems and subsystems are objects. The principles utilized 
across models refer to methods of transformation in a hierarchy 
of analogical pattern-based series of meta-rules 171.  The 
constraints on models are also patte ed at the meta-level 
and object-ori nted at the primary escription level. Goals 
relate to in t uts, outputs, states and/or conditions. State- 
history relates to operational status of the component or 
subsystem and is a tree-oriented directed acyclic graph, or an 
alternative abstract algebra state machine [€I], 

Pattern Matching 

The models, as identified in Figure 4 ,  are called based upon 
either states, inputs, ou,tputs, goals or conditions. It is 
important to recognize the element of analogical pattern-matching 
and reasoning for the models' selection and its application. 

Furthermore, the various types of 'models', (for example, 
qualitative models), have an algebra of operators for single- 
point causal analysis and sequencing. That such a single-point 
causal model is not sufficiently rich enough to address all 
issues arising from cross-domain expert systems forces the 
requirement for additional model types:Other models of causality 
may, for example, be required., However, all model's operators 
form, at a higher level, a unique syntax and semantic €or later 
transformation. They are formal structures, in and of 
themselves, apart from the initial object-oriented domain and 
form the basis for valid sets of transformational operators in 
each domain. 

Abstractly, what is most important are the patterns of reasoning 
applied within a given rule system or domain in terms of 
successful heuristics. Patterns of reasoning are themselves 
formal structures; such structures are capable of e amination by 
a wide variety of formal mathematical-logical methods. 

These formal structures are symbolic in that they permit more 
than purely formal deduction. It is important to note that there 
are two levels of reasoning involved. The first, with respect to 
the actual knowledge domain, and the second with respect to the 
transformational aspects of that same knowledge into forms 
acceptable for all levels and for all views. 

This second aspect of reasoning requ s the development of 
problem-solving procedures which take in account the robustness 
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of the separate rule systems and heuristics. This requirement 
places a further restriction on the development of problem- 
solving procedures: they must guarantee the mechanization of 
formal cross-domain proof procedures [9]-CllI. 

Satisfaction of the proof procedure requirement involves devising 
effective problem-solving methods based on the structure of the 
reasoning model, and the associated system of knowledge 
representation. The ease with which it is possible to put such 
methods to work will depend upon how systematically the formal 
properties of each reasoning model's domain has been analyzed. 

SPECIFIC APPROACH 

The general problem space of the Space Station prototype relates 
to natural language domains of expertise and also the more 
mathematical-logical aspects of formal languages and semantics as 
seen in Figure 2 ,  

Knowledge representation, using semantic nets and declarative 
encoding of rules within domains, with common tree-oriented data 
structures, permits capturing the patterns of success involved in 
each state or condition, as well as the rules and heuristics. 
This permits specification of the patterns, and the associated 
facts in the data structures, to be modelled as proof-assertions, 
as seen in Figure 2 .  

Figure 3 outlines a general methodology for the transformation 
between logical systems while preserving the semantics of each 
expert system domain. The stylized diagram involves the use of 
transformational grammar terminology to describe levels of 
syntactic processing, although transformational formalisms are 
not used to define the processing. Source text, produced by a 
single-domain or otherwise, expert system, either as output or 
input, via the proper logical system, is concrete syntax, Parsed 
concrete syntax is termed surface abstract syntax following 
surface structures in transformational grammars. These 
translations are context-free; i.e., variables are still 
variables in the same order following these two steps. Surface 
abstract syntax is transformed in non-context-free fashion into 
deep abstract syntax. A s  is required in the process of semantic 
analysis, each declaration of symbols and variables is processed 
and every occurrence of a symbol is identified with the 
information in its declaration. Logical transformations are 
performed as structural transformations. [ 1 2 1  

Techniques for reasoning by analogy vis-a-vis proof-theoretic 
techniques should permit aspects of common-sense reasoning to 
apply at the knowledge based object levels in conjunction with 
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There are a wide variety of logical languages that have be used 
to write assertions of rules, conditions and states, such as the 
first order predicate calculus as implemented by PROLOG. Such 
logical (formal) language constructs as output, may be combined 
with other assertions, to assist in non-context-free solutions or 
verifications of prior states or conditions with associated trees 
and mappings reducing the search space. It is possible in 
principle to utilize such a language of transforms to assist in 
rule verification at the domain level. 

Meta-rUhS are also non-context-free. It is possible to relate 
the patterns that are embeaded in these meta-rules in a context- 
free implementation as meta-level heuristics and rules. The 
danger of using the meta-rules themselv'es as search/resolution 
mechanisms must not be over-looked. Their use is limited to 
assisting transformations between domains using the formalisms 
that are inter-derivable and reducible to the domain-specific 
rules as forms of proof mechanization techniques. These 
techniques thefiselves provide the firing sequence (heuristics) of 
domain specific rules as meta-level heuristics. 

SUMMARY AND CONCLUSIONS 

A methodology is being investigated for cross-domain interaction 
between related expert systems utilizing a single knowledge 
representation. The methodology utilizes various formal and 
logical techniques for examining rule systems and associated 
object representations. 

A methodology for deriving states, conditions and transforms 
between levels of behavior and function involves utilizing the 
Turing-complete aspects of semantic nets and production systems 
of a formal and logical-mathematical nature at several degrees of 
abstraction above each sub-system, using the meta-level approach 
is suggested as fruitful for cross-domain expert system 
interaction resolution. That such an approach also holds promise 
as a general methodology for the addition of rules into existing 
single-domain expert systems and the attendant modification of 
inference engines is also noted. 

It is anticipated that the best foundation for a symbolic 
computing formalism is probably a layered language approach, each 
layer containing a subset of symbols that produce all of the 
desired determinate computations and transformations, and 
something from the S-R combinator calculus [ 191  to be used in the 
infrequent cases where analysis of truly indeterminate behavior 
is required. 
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Automated Planning for Autonomous Svstems 

st concentrate on 
eborne systems such as 

on. The environment will 
g operation to dynamically 

sion objectives throughout the 
rest on automated planning. 

nt functionality such as 
These factors affect the 

es. Planning to effectively 

ected long lifetime of the 
anization of multiple 

ons will be an important feature for an autonomous 

r a large autonomous system such as Space Station 
dis~buted among subsystems in an hierarchical 
f such a scheme is critical to system operations. 
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At each functional level in the hierarchy, one s stem at the next level would be 

hierarchy, the ground becomes the next logical step to aggregate system state. If 
true autonom is to be achieved, an intelligent replacement for these round-based 

management, prediction and sta ilization presently performed by man. In the 
following sections of this pa r, a planner model will be presented in the abstract. 
A planning domain will gcussed separately. That domain is the top-level 
system executive for a complex autonomous space operation. 

responsible for control of state determination P or lower levels. Eventually, in this 

f functions wi Y be required. The lanner paradigm is a helpful model or automating 
I! 

The Blackboard Planner 

Planners based upon the blackboard architecture provide for adaptive control 
management and the ability to handle erroroneous data or sub-o timal analysis 
methods to solve difficult problems [Hayes-Roth79] [Erma118 1 P [Nii86] . Active 
objects within the blackbpard paradigm are called knowledge sources . Knowledge 
sowces communicate ~ Q U @  a global knowled e base, the blackboard. By 
posting, receivin and changmg messages from is blackboard man possibilities 

for a simplified and general example o a blackboard system. A blackboard planner 
is not static. Any planner for an autonomous mission must be able to continuously 
adapt to the current context. Within the blackboard paradigm, plans can be 
"opportunistically" derived from current data input, current control strategy, or the 
current highest ranked goal(@. 

H B are available to t i  e system of executin knowledge sources (KS's). ee Figure 1 
a 

KNOWLEDG 

KNOWLEDGE 
SOURCE 

c 
Blackboard Architecture with Types of Knowledge Sources 

Figure 1 
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into different levels of abstraction, 
ces. In doing this, efficiencies s ecific 

owledge sources to execute in parallel. The 
ystem rather than a pollin system and thus 

an increase in the mount of knowledge. 
rncseasmg performance through its emphasis on 

ieved. In addition, partitioning tfl e 

g. rule-based systems) o B ten do not show a 

ate multi le sources of uncertain 
knowle B ge sources, for the sake of 

blackboard architecture allows the effective 
ources into a competent decision-making tool. 

~ategies (see Table 1) c& create multi le lines of inference 
er operation. Messages on the blac K board are often termed 

othesis. At an intermediate laming sta e there might still be 

nt hypotheses to achieve a better final 
ve algorithm could be iven boundaries to work 

tations could pool hypotheses in order to feedback 

. Multip P e lines of lIif erence coordinate 

n of a higher level goa f . Os, multiple compart- 

Its well and degrade gracefully. These traits are 
~ ~ 1 ~ ~ .  Because the blackboard architecture is 
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major problem encountered in autonomous operation is mana 
ination. Control is often distributed through many levels 
The challenge is to plan appropriate fault recovery mech 

ing conditions in the environment and in the system itself. 

The most strategic recovery configuration is that based on cu 
current assumptions. The space of available contexts varies. Indee 
context may be viable at the same time. Multiple contexts map to 

otheses on the blackboard. This array of choices of "the truth" c 
amtained within. the blackboard architecture to provide an adapt 

and recovery planning. 

oordinating methods of state determination are essential 
of fault protection in autonomous systems. The blackb 

to coordinate multiple sources of knowledge provides the env 
ecute these methods of state determination. Truth ma 

one model for state determination [Doyle801 [deKleer86]. 
xt of assumptions and a hypothesis would be built in 

rd and modules written to maintain these contexts. For ex 
enance knowledge sources might update dependencies between 

ynamic system resiliency based upon recovery mechanisms w 
igned to different contexts. 

xt. This blackboard planner restructuring would,at 

radigm permits further enhancements. For ex 
mechanisms could be aided by soae sort of ou 
ther any subsystem is performing according to 

, answered by pre-assigned bounds , by a syste 
into the contexts, or perhaps with a "suspicion' 

ange behavior in hopes of isolating otherwis 

so 'S 

Table 2 
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owledge sources, such as those in Table 2, combined with a context or truth 
maintenance model, will provide system executive fault protection software that 
dynamically changes to meet new situations. 

Evolution to Full Autonomy 

Many human functions will need to remain in man's hands while automation of 
other, more concrete modules proceeds. The blackboard planner's modularity 
allows autonomy to develop during a period of adjustment. The "suspicion" 
knowledge source for example can b& implemented as a Man Machine Interface 

MI) in the beginning, allowing developers to experiment with and record their 
reactions to different situations and actions before encoding these internally. This 
type of human placeholder is called "man-as-a-knowledge-source" because, as an 
active object within the blackboard planner, the interface would be a knowledge 
source. 

Functions like determining suspicious behavior are ill-specified for automation. 

evolution of placeholders to decision-making knowledge sources can only 
ce if the planner is ex lainable. An explanation facility is easily 

H sed within the blac K board paradigm b storing a history of actions . Because control features such as K choice strategy can be 
the blackboard [Hayes-Roth84,85], the system can 
also why. With the simultaneous existence of such an 

prototype planner and a compiled executable planning system, 
development proceeds smoothly. 

Current research issues center on the viabilitiy of moving blackboard planners 
from the research laboratory into the real world. There, theoretical performance 
must be demonstrated on actual hardware and embedded within systems software. 

crease in s eed through parallel implementation is one key issue. Changes to 

a second issue. The blackboard aradigm is inherently parallel. is is clearer if 

uses. Most implementations to date have implemented serial execution; control has 
thus been an attempt to find the one best KS to execute next. Although exceptions 
exist, [Erickson85] [Stentz85], there is still a lack of evaluations of multi le parallel 
architectures and their accom anying systems software trying to find theks t  fit to 

investi ating, supported in part by USAF contract #F30602-86-C-0062 through 

.Fn existing blac R board systems' foundations in order to achieve this arallelism may be 

one sees that the software mode P is based upon the physical blackboard and its usual 

the blackboard architecture. fill 's is an area Martin Marietta is currently 

Rome w ir Development Center. 

appropriate building blocks for a parallel implementation is another 
issue. Commonl , blackboard systems are built on top of a frame 

[Nii82] [Nii i! 13. In doing so, blackboard hypothesis 
organization is greatly simplified because means for partitioning and typing data are 
already in existence. Research to date supports two reasonable approaches toward 
achieving parallel implementation: 
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1. 
multiprocessor. Both a global 6Zack6oard and a frame inheritance hierarchy are 
shared memory structures. This approach emphasizes memory contention 
problems. 

Continue with the current frame system basis and use a shared-memory 

2. Adapt an object-oriented rogramming system or frame system especially 

executive. This would enable fine grained distribution of tasks and of memory 
contention resolution. Blackboard data objects would then be "intelligent" in 
the sense of intelligent terminals. The main problem presented by this 
is communications contentions. 

for blackboards, where every o YI ject contains a mini blackboard planner 

Systems engineering of these approaches will require maximizing one of two 
parameters, either memory access organizational efficiency or connection protocols 
& topologies. In any specific application, islands of knowledge interaction and 
shared knowledge will develop which may emphasize one of these approaches 
above the other. 

Summary 

In conclusion, the blackboard planner paradigm seems suited to the planning 
problems encountered in developmg autonomous spaceborne systems and should be 
developed further. The example planning problem of fault recovery and state 
detennmation within the multi-level system executive showed the complexity of 
planning for autonomy. A blackboard planner mana es these complexities by 

problems to be explored through human interaction with th~ ,  planner. Explicitly 
describin the planning environment as changeable, e.g. a truth maintenance model, 

complex autonomous system operating in a time-varying space environment. 
Planning must be dynamic. A static scheduling approach, even if optimal at design, 
will be too brittle for an autonomous application. 

The blackboard architecture planner system described in this paper deserves 
futher investigation. Research to date has interesting im lications in other areas of 

combining many sources of uncertain knowledge an ti permitting especially difficult 

avoids fa i: sely modeling assumptions as 'static for planning components of a 

computer science which need exploration. Some possib P e future projects are: 

1. Compilers for creating efficient executable code 
2. Hardware architecture designs perhaps based upon the idea of active data 

3. MMI designs based upon the blackboard architecture. 
objects 

Details such as the integration of truth maintenance ideas with the blackboard 
framework and quantified control of feedback between separate areas of planning 
knowledge are both topics for further study. 
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ABSTRACT 

the hardware trends for artificial ,intelligence (AI) i n v o l v e  
d more complexity, th: process of optimizing the computer 
design for a particular problem will also increase in 
ityo Space applications of knowledge-based systems (K 
will o,ften require an ability to perform both numerica 

ctor computations and real-time symbolic computations. 
allel machines can theoretically achieve the spe 
most of these problems, if the application itself 

parallel, the machine's power cannot be utilized. 
is presented here which will provide the computer syst 

er with a tool for analyzing machines with vari 
ns of array, symbolic, scaler, and multi-processors. 

networks and interconnections make customize 
intelligent systems feasible for the application of 
The method presented in this paper can be used 

such AI system configurations and to make compariso 
xisting computer systems. It is an open question wheth 
or a given mission requirement, a suitable computer system 

can be constructed for any amount of money, Additionall 
icant cost and performance risk can occur which will 

areful adherence to guidelines presented in this paper. 
is supported, in part, by Air Force contrac 

-C-0062 from the Rome Air Development Center, 

rically, computer systems which were used for space 
ons focused primarily on support of the flight package 

attitude and control, guidance and navigation, thermal 
power control. Scientif ic processing for experimental 

collection and manipulation, was mainly limited to ground 
d systems which need not be real-time. space Station and 

Defense Initiative (SDI) are proposing systems which 
require enormous amounts of space-based, real- 
processing, but will also incorporate knowledge-based 

(KBS) into the embedded system. The science package for 
tion is expected to be 3-4 times as large as the flight 
while SDI applications such as surveillance, acquisition, 
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t r a c k i n g  and k i l l  assessment (SATKA) , b a t t l e  management and weapon 
c o n t r o l / f i r e  c o n t r o l  w i l l  r e q u i r e  a science package lld-lPI0 t i m e s  a s  
l a r g e  a s  t h e  f l i g h t  package.  An i nvo lved  d e s i g n  approach  m u s t  be 
t a k e n  i f  these  s y s t e m s  a r e  t o  meet b o t h  p e r f o r m a n c e  and KBS 
r e q u i r e m e n t s .  

FUTURE SYSTEMS FOR S P A C E  

A l t h o u g h  s o f t w a r e  and hardware  env i ronmen t s  have become r icher  
and  more  e f f i c i e n t ,  i n t e g r a t i o n  o f  t h e s e  e n v i r o n m e n t s  m u s t  b e  
c a r e f u l l y  e n g i n e e r e d .  For Space  S t a t i o n  and SDI,  a h e t e r o g e n e o u s  
m i x  o f  s e r i a l ,  s y m b o l i c  (KBS) and  v e c t o r  i n s t r u c t i o n s  w i l l  be 
r e q u i r e d .  For example,  p r o c e s s i n g  of  e x t e r n a l  commands c o u l d  u s e  
c o n v e n t i o n a l  s e r i a l  i n s t r u c t i o n s ,  t h e  t r a c k i n g  and p o i n t i n g  of  an 
a n t e n n a  a r r a y  c o u l d  u s e  v e c t o r  i n s t r u c t i o n s ,  and f a u l t  r e c o v e r y  
c o u l d  be implemented i n  an  e x p e r t  sys t em u s i n g  s y m b o l i c  
m a n i p u l a t i o n .  For optimum p r o c e s s i n g  I each  of t h e s e  i n s t r u c t i o n s  
s e t s  c o u l d  be housed i n  a s e p a r a t e  p r o c e s s o r  ( o r  m u l t i - p r o c e s s o r )  
s p e c i a l i z e d  f o r  t h a t  t y p e  o f  i n s t r u c t i o n ,  l i n k e d  i n  e i t h e r  a t i g h t l y  
o r  l o o s e l y  c o u p l e d  h e t e r o g e n e o u s  s y s t e  h i l e ,  c o n c e p t u a l l y ,  a 
d i s t r i b u t e d  sys t em is e a s y  t o  manage, d i f f i c u l t i e s  e x i s t  i n  
m e e t i n g  t h e  sys t em s o f t w a r e  and t h e  u n i c a t i o n s  r e q u i r e m e n t s .  
A n a l y s e s  o f  v a r i o u s  c o n f i g u r a t i o n s  a l s o  i n c r e a s i n g l y  
d i f f i c u l t  a s  t he  s i z e  and c o m p l e x i t y  of t h e  s y  

Due t o  t h e  r e l a t i v e  s i m p l i c i t y  o f  
p a s t ,  t h e  d e s i g n  o f  on-board d a t  
s t r a i g h t - f o r w a r d .  One-CPU s e r i a l  p r  
r a t e d  l e s s  t h a n  1-MIP. For example,  
NASA's Magel lan  and Ga l i l eo  isr r a t e d  
p r o g r a m s  c o n s i s t e d  of a few t h o u s  
i n s t r u c t i o n s  runn ing  a t  8.801-8.1 MIPS, 
1 i m i t e d  t o  t r a d i n q - o f  f rated s p e e d s  
For ground s y s t e m s ,  h i g h  pe r fo rmance  compute r s  c o u l d  be 

r f o r m i n g  a n a l y s i s  on these homog 
ohan ,  841 and benchmarking ,  

A N A L Y S I S  OF SYSTEM REQUIREMENTS 

Today, t h e  v a r y i n g  t y p e s  o f  i n s t r u c t i o n s  
( s e r i a l ,  s y m b o l i c  a n d  v e c t o r )  m u s t  b e  a n a l  
q u a n t i t y ,  s t r u c t u r e  a n d  c o m p l e x i t y  [Cook ,  
c o n f i g u r a t i o n s  o f  h e t e r o g e n e o u s  p r o c e s s o r s  ( p i p e l  
a r r a y  and m u l t i - p r o c e s s o r s )  w i t h  t h e i r  communicat io  hemes must 
be  a n a l y z e d  f o r  d a t a  f l o w  and e f f e c t i v e  s p e e d s .  E 
l e v e l  o f  a n a l y s i s ,  MIPS-ra t ings  ( m i l l i o n  i n s t r u c t i o n s  
f o r  s e r i a l  i n s t r u c t i o n s .  c a n n o t  be compared with 
( f l o a t i n g  p o i n t  o p e r a t i o n s  p e r  s econd)  f o r  f l o a t i n  
on  a n o t h e r  machine and L I P S - r a t i n g s  ( l o g i c a l  i n f e  
f o r  s y m b o l i c  ( P r o l o g )  o p e r a t i o n s  o n  a t h i r d ,  An 
a l s o  be s c r u n t i n i z e d  w i t h  respect t o  t h e  s u s t a i n  
machine c a n  d e l i v e r  when o p e r a t i n g  sys tem s e r v i c e s  a r e  a l s o  be ing  
p e r f o r m e d  i n  c o n j u n c t i o n  w i t h  t h e  a p p l i c a t i o n ,  For most m 
a c t u a l  pe r fo rmance  is a p p r o x i m a t e l y  one - t en th  r a t e d  speed  [Dongarra ,  
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ORIGINAL P is 
OF POOR QUALITY 

8 5 1 .  For a r r a y  and m u l t i - p r o c e s s o r  s y s t e m s ,  a c t u a l  perEorrnance w i l l  
b e  even s m a l l e r  due  t o  time needed f o r  overhead  and s y n c h r o n i z a t i o n  
o f  t a s k s .  Sys tems d e s i g n  is now f a r  from s i m p l e .  

AMDAHL'S LAW 

Machines  e x p o i t i n g  p a r a l l e l i s m  a r e  a l s o  c o n s t r a i n e d  by a 
p r i n c i p l e  well known among computer  a r c h i t e c t s - - t h e  s o - c a l l e d  
"Amdahl 's  Law".  Amdahl 's  Law s t a t e s  t h a t  t h e  o v e r a l l  speed-up which 
can  be o b t a i n e d  i n  a p a r a l l e l  sys t em is i n v e r s e l y  p r o p o r t i o n a l  t o  
t h e  f r a c t i o n  o f  t h e  a p p l i c a t i o n  which m u s t  be performed s e r i a l l y  
[ K i b l e r ,  8 5 1 .  For example ,  i f  10% of  t h e  code  is s e r i a l ,  t h e n  t h e  
maximum speed  i n c r e a s e  o v e r  a s i n g l e  p r o c e s s o r  machine is 10 times, 
r e g a r d l e s s  of  t h e  number o f  p r o c e s s o r s  i n  t h e  p a r a l l e l  machine.  
T h i s  is a n t a g o n i s t i c  to t h e  commonly h e l d  b e l i e f  t h a t  any  
p e r f o r m a n c e  l e v e l  c a n  b e  r eached  i f  enough p a r a l l e l i s m  is used i n  
t h e  mach ine ry .  Every a p p l i c a t i o n  h a s  an i n h e r e n t  l i m i t a t i o n  on 
speed-up ,  so t h e  d e g r e e  t h e  a p p l i c a t i o n  is s u s c e p t i b l e  t o  
p a r a l l e l i s m  must  be u n d e r s t o o d  b e f o r e  t h e  ha rdware  is choosen .  

IMPACT OF KBS 

While p r e v i o u s  space -based  s y s t e m s  have  had w e l l  d e f i n e d  
r e q u i r e m e n t s  w h i c h  f i t  e a s i l y  i n t o  a v a i l a b l e  h a r d w a r e ,  c u r r e n t  
r e q u i r e m e n t s  for  s p a c e  s y s t e m s  which w i l l  i n c l u d e  KBS a r e  i n h e r e n t l y  
" s o f t "  and t end  t o  t a x  t h e  pe r fo rmance  o f  a v a i l a b l e  hardware .  The 
" s o f t n e s s "  o f  t h e  r e q u i r e m e n t s  is d u e ,  i n  p a r t ,  t o  t h e  d i f f i c u l t y  i n  
e x p r e s s i n g ,  a p r i o r i t y ,  t h e  c o m p u t e  r e q u i r e m e n t s  f o r  f u n c t i o n s  
n o r m a l l y  p e r f o r m e d  b y  humans  a n d  t h e i r  i n t e r a c t i o n s  w i t h  l a r g e  
g round  s y s t e m s .  These  f u n c t i o n s  a r e .  now proposed  t o  be a c h i e v e d  v i a  
KBS r u n n i n g  i n  space.  A l s o ,  K B S ' h a s  i n  t h e  p a s t  r a r e l y  b e e n  
embedded, even  i n  ground s y s t e m s .  The v e a l t h  . o f  management 
g u i d e l i n e s ,  s p e c i f i c a t i o n  g u i d e l i n e s ,  and d e s i g n  c o n s i d e r a t i o n s  
which are w e l l  known for  c o n v e n t i o n a l  embedded s y s t e m s  have n o t  y e t  
been m o d i f i e d  t o  i n c o r p o r a t e  KBS [Daley ,  851.  

U n f o r t u n a t e l y ,  t h e  m o d i f i c a t i o n s  i n  s y s t e m s  e n g i n e e r i n g  which 
must  be made f o r  f u t u r e  s p a c e  s y s t e m s  go  well  beyond t h o s e  n e c e s s a r y  
f o r  KBS. F a u l t  t o l e r a n c e  and t r u s t e d n e s s  c a n n o t  j u s t  be added a s  an  
a p p l i q u e  t o  d e s i g n  s p e c i f i c a t i o n s  a s  was done  i n  t h e  p a s t .  The 
r e q u i r e m e n t s  for t h e  a p p l i c a t i o n s  a l o n e  may approach  t h e  l i m i t s  o f  
h a r d w a r e  t echno logy .  A d d i t i o n a l  s y s t e m s  s e r v i c e s  which a r e  n o t  
i n t e g r a t e d  w i t h  t h e  a p p l i c a t i o n  c o u l d  e a s i l y  r educe  pe r fo rmance  t o  
a n  u n e x c e p t a b l e  l e v e l .  T h e r e f o r e ,  f a u l t  t o l e r a n c e ,  KBS, p a r a l l e l  
p r o c e s s i n g ,  and t r u s t e d n e s s  must  be i n t e g r a t e d  from d e s i g n  
c o n c e p t i o n  i n  o r d e r  t o  d e v e l o p  r e q u i r e m e n t s  w i t h  some d e g r e e  o f  
c o n f i d e n c e  a n d ' a c h i e v a b i l i t y .  

TYPES OF ARCHITECTURES 

Today ' s  sys t em e n g i n e e r i n g  must  i n v o l v e  a d e e p  u n d e r s t a n d i n g  o f  
t h e  t y p e  of  a r c h i t e c t u r e  a v a i l a b l e  € o r  h i g h  per formance  compute r s .  
F a u l t  t o l e r a n c e  c a n  b e  i n t e g r a t e d  well w i t h  a r r a y  and m u l t i -  
p r o c e s s 0  rs . P i p e l i n e d  a r c h i t e c t u r e s  may be  needed f o r  image 
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c o m p u t a t i o n s  and  s t a c k  a r c h i t e c t u r e s  f o r  l i s p  p r o c e s s i n g .   he 
luxury  of u s ing  an a r c h i t e c t u r e  which  is t a i l o r e d  t o  t h e  a p p l i c a t i o n  
may w e l l  be a c h i e v a b l e  f o r  d i s t r i b u t e d  sys tems.  

Array  processor^, s u c h  a s  t h e  GAPP b u i l t  by 
e x p o i t  f i n e  g r a i n  p a r a l l e l i s m  f o r  a p p l i c a t i o n s  s u c h  a s  s i g n a l  and 
image p r o c e s s i n g ,  and computa t ions  invo lv ing  v e c t o r s  o r  m a t r i c e s  
w h i c h  a r e  l a r g e  compared t o  t h e  number o f  p r o c e s s i n g  elements, Each 
p r o c e s s i n g  element o f ,  t h e  a r r a y  is f a i r l y  s i m p l e ,  being c o n t r o l l e d  
synchronous ly  by a c e n t r a l  c o n t r o l  u n i t  and/or a Eront-end 
p r o c e s s o r .  These p r o c e s s o r s  a r e  no t  e f f i c i e n t  f o r  oblems i n  KBS 
which need asynchronous o p e r a t i o n s  t h a t  a r e  n o t  h igh  

M u l t i p r o c e s s o r s ,  such  a s  t h e  B u t t e r f l y  b u i l t  by ~~~~ can run 
a synchronous ly  and have a t t r a c t e d  a g r e a t  d e a l  of 
A I  community.  The p r o c e s s i n g  e lements '  c a n  va 
a r i t h m e t i c  l o g i c  u n i t s  ( A L U )  t o  sma l l  V A X ' s .  
a v a i l a b l e  which s p e c i a l i z e  i n  a r e a s  such a s  semant ic  
f l o a t i n g  p o i n t  o p e r a t i o n s ,  u s i n g  l o c a l  a n d / o r  
U n f o r t u n a t e l y ,  s o f t w a r e  development is v e r y  d i f f  
t h e s e  machines ,  and i t  is d i f f i c u l t  t o  d i s t  
e f f e c t i v e l y  use t h e  h a r d w a r e .  C a r e  m u s t  b e  
a r c h i t e c t u r e  which complem9nts t h e  t a s k  s t r  
a p p l i c a t i o n ,  n o t  one which merely p r o v i d e s  enormous 

O r i g i n a l l y ,  p i p e l i n e d  computers  ( s u c h  a s  C R A U ' s )  e u s e d  t o  
a c h i e v e  h i g h  performance. While these computer 
o u t -pe r  f orm most mu1 t i - p r o c e s s o r  c o n f i g u r a t i o n s  
e n v i r o n m e n t a l  s u p p o r t s  a r e  o f t e n  t o o  complex  

- p i p e l i n e s  d i v i d e  computa t ions  such  a s  f l o a t i n g  p o i n t  
stages.  E lemen t s  of v e c t o r s  f o l l o w  each o t h e r  t h r  
The p i p e l i n e  is less e f f i c i e n t  when i t  Is being  
t h a n  when i t  a c h i e v e s  s t e a d y - s t a t e  of a f u l l  p i  
s t e a d y - s t a t e ,  maximum speed-up is p r o p o r t i o n a l  
p i p e l i n e  s t a g e s .  S i n c e  KBS a p p l i c a t i o n s  do n o t  use  
p i p e l i n e d  p r o c e s s o r s  do n o t  p rov ide  enormous speed 
i n s t r u c t i o n  p r e - f e t c h  p i p e l i n e s  can  be u t i l i z e d  by 
of  a p p l i c a t i o n .  

The t y p e  o f  a r c h i t e c t u r e  which h a s  been most e f  
is s t a c k - o r i e n t e d  a r c h i t e c t u r e .  S t a c k s  are u 
r e s u l t s  of f u n c t i o n  c a l l s  i n  s tack  b u f f e r s  
e x p l i c i t  a d d r e s s e s .  S i n c e  a d d r e s s e s  a r e  n o t  as 
i n  c o n v e n t i o n a l  l anguages  such  a s  F o r t r a n ,  
p r o c e s s o r s  and c o n t e n t  a d d r e s s a b l e  memory a r e  a 1  
r e s e a r c h e d  as  envi ronments  f o r  RBS. S i n c e  s 
e x c e e d s  hardware C o s t s #  t h e  e a s e  of programming s t i l l  ma 
s t a c k - o r i e n t e d  a r c h i t e c t u r e s  t h e  most v i a b l e  c h o i c e  fo 
app l  i c a t  i ons .  

DATA MANAGEMENT 

T h e  emphas is  on speed f o r  
t o  overshadow t h e  need f o r  

h i g h  performance a r c h i t e c t u r e s  t e n d s  
e f f i c i e n t  d a t a  management by t h e  
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o p e r a t i n g  s y s t e m .  Immense p r o c e s s i n g  power is use less  i f  i t  m u s t  
w a i t  on t h e  o p e r a t i n g  sys t em and t h e  T/O c h a n n e l s .  

Data  management w i l l  v a r y  f o r  t h e  d i f f e r e n t  a r c h i t e c t u r e s .  For 
K B S ,  t y p e  c h e c k i n g  and g a r b a g e  c o l l e c t i o n  f u n c t i o n s  m u s t  be  p rov ided  
[ H i r s h ,  841.  For p r o c e s s o r s  wh ich  s h a r e  memory, t h e  d a t a  i n t e g r i t y  
p r o b l e m  is even  g r e a t e r  t h a n  what is invo lved  w i t h  v i r t u a l  meory, 
a n d  c a n  q u i c k l y  become i n t r a c t i b l e .  Not  e v e n  v i r t u a l  memory 
management is s i m p l e ,  s ince most common approaches  a r e  based  o n  
d i s k s  which c a n n o t  be e a s i l y  u s e d  i n  s p a c e  sys t ems .  Memory problems 
w i t h  s p a c e  s y s t e m s  c a n n o t  be  e a s i l y  f i x e d  by a d d i n g ,  a p o s t e r i o r i ,  
more  memory o r  o p e r a t i n g  sys t em s o f t w a r e .  A s  w i t h  t h e  a p p l i c a t i o n  
sof tware ,  t h e  c o m p l e x i t y  o f  t h e  o p e r a t i n g  sys t em s o f t w a r e  w i l l  be 
h i g h ,  s o  s m a l l  d e v i a t i o n s  i n  r e q u i r e m e n t s  c o u l d  c a u s e  huge 
r e d u c t i o n s  i n  per formance .  

From a h a r d w a r e  p o i n t  o f  v i e w ,  a d i s t r i b u t e d  s y s t e m  which  
p r o v i d e s  p a r a l l e l  mach ines  f o r  v e c t o r  and mat r ix  o p e r a t i o n s ,  s t a c k  
m a c h i n e s  f o r  KBS and c o n v e n t i o n a l  machines  f o r  s e r i a l  p r o c e s s i n g  is 
becoming f a i r l y  s i m p l e .  From a s o f t w a r e  p o i n t  o f  v iew,  o p e r a t i n g  
s y s t e m s  do  n o t  y e t  e x i s t  which can  d i s t r i b u t e  and c o n t r o l  a m i x  o f  
i n s t r u c t i o n s  o v e r  a h e t e r o g e n e o u s  hardware  envi ronment .  U n t i l  such  
a n  o p e r a t i n g  sys t em is d e v e l o p e d ,  t h e  sys t em must  be l o o s e l y  c o u p l e d  
w i t h  t h e  d e v e l o p e r  c o n s t a n t l y  a w a r e  o f  t h e  i n t e r n a l  i n t e r f a c e  
c a p a b i l i t i e s .  

CONCLUSION 

Hardware is becoming a v a i l a b l e  t o  p r o v i d e  f o r  enormous 
i n c r e a s e s  i n  p e r f o r m a n c e  i n  s p a c e  f o r  t h e  f u t u r e .  L i k e w i s e ,  
s o f t w a r e  t e c h n i q u e s  s u c h  as KBS a r e  p r o v i d i n g  means t o  d r a s t i c a l l y  
i n c r e a s e  f u n c t i o n a l i t y  f o r  s p a c e  sys t ems .  I f  s y s t e m s  e n g i n e e r i n g  
does  n o t  r i se  t o  t h e  c h a l l e n g e  o f  p r o v i d i n g  means t o  e f f e c t i v e l y  
d e s i g n  and c o n t r o l  t h e s e  new, complex s y s t e m s ,  t h e n  f u t u r e  s p a c e  
s y s t e m s  may f a c e  a d d i t i o n a l  programmatic  r i s k s  or d e g r a d a t i o n  o f  
pe r fo rmance  . 
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1 

The validation of expert systems (ES's) has only recently become an active AI research topic. Current 
approaches have concentrate mainly on the validation of rule properties (basically syntactic) of such 
Syst~mS. Our effort improves on current methods by also exploiting the structural and semantic 
information of such systems. 

To increase programmer productivity, more and more companies have begun exploiting the advent of 
AI technology by developing applications using ES shells or other Al-based high-level program 
generators. 

hereas papers and books on validating traditional software abound, the validation of ES's has 
received considerably less attention in the AI literature. Rare exceptions are Nguyen et al. [3] and Suwa 
et al. [4]. 

This lack of attention is also reflected in the "standard" AI terminology where Validation of ES's is 
usly with Evaluation of the Quality (or Performance) of ES'S rather than with VV&T (see, 

for example, the index in BuchanarVShortliffe 11 I). Most existing, commercially available ES shells 
correspondingly provide, if at all, only ~ d i m e n t a ~  support for validating ES's. Thus KEE (Knowledge 
Engineering Environment, IntelliCorp) mainly su values and legal numeric ranges; the 
sophisticated soning Tool, Inference Corporation), so far, does not provide any 
validation tools be rd syntax checking.2 

A notable exception is 
numeric ranges. It also p 
dead-end claus 
inconsistency and incompleteness (Perkins et al[2]). 

, (Lockheed Epert System). Like KEE, it supports legal values and legal 
s a program, Checfi, which detects potential errors in ES rules, such as 

unreachable clauses, irrelevant clauses, cycles in rules and certain cases of 

n even the LES effort suffers from the fact that only very little use is made of semantic 
information or met~knowledge in validating ES's. Beginning in 1986, the AI group of the Lockheed 

are Technology Center (LSTC) at Austin has started work on EVA (Expert Systems Validation 
Associate) which makes use of metaknowledge to validate ES's. 

In the remainder of this paper, we outline the architecture, functionality, and future goals of EVA and 
describe the fea~ures that have been implemented for ART and, partially, in ART, the ES shell used at 
LSTC. 

'The full paper will appear in the Proceedings of HICSS-20, Hawaii International Conference On System Sciences, Hawaii, Jan 

21nference Corporation (with financial support from our group) has recently begun an effort on validating a (declarative) subset of 

6-9, 1987 
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A HONIZMEAR IILTRRING PROCESS DIAGNOSTIC SYSTEH 
FOR TBE SPACE STATIW 

Raymond R. Yosl Boeing Aerospace Company 
Space Station Program 
Huntsville, Alabama 35807 

Dr. M. Buchner 
Dr. R. Loparo 
Arif Cubukcu 

Case Western Reserve University 
Systems Engineering Department 
Cleveland, Ohio 44106 

This paper will present a nonlinear filtering process 
diagnostic system, terrestrial simulation and real-time 
implementation studies, and discuss possible applications 
to Space Station subsystem elements. 

There is the need for computer based process diagnostic systems on 
the Space Station. 
subsytems, e.g., Thermal Control Systen (TCS) and Process Material 
Management System (PMMS), can not be continuously monitored by the 
astronauts. Further, there are numerous failure modes where the 

necessary for an astronaut to detect and isolate a failure is 
ter than the time for those failures to result in serious, 
disastrous conditions. 
utility, and other process industries, computer based process 

Certain processes within Space Station 

Throughout the terrestrial chemical, 

diagnostic systems are being implemented at an increasing rate. 

with each having distinct advantages and disadvantages. 

The objectives for implementing a computer based process 
diagnostics system are dedicated monitoring and quick detection 
times. Further, the system can not give failure mode response 
under normal conditions, i.e., false alarms. Once the reliability 
of the system is questioned, lack of confidence can result in slow 
or incorrect action by astronauts or automatic control systems. 

At Case Western Reserve University, a process diagnostic system 
using model based nonlinear filtering for systems with random 

has been shown to provide improvements in stability, 
, and overall performance in comparison to linear filter 

based systems. A sub-optimal version of the nonlinear filter 
(zero-order approximation filter, or ZOA filter, similar to the 
multiple model filter introduced by Magill) was used in simulation 
studies, initially, with a pressurized water reactor model and 
then with wateristeameheat exchanger models. Finally, a real-time 
implementation for leak detection in a water/steam heat exchanger 
was conducted using the ZOA filter and heat exchanger models. 

field 02 process diagnostics has provided many techniques, 

This nonlinear filtering process diagnostic system can be applied 
to Space Station subsystem elements which have process parameters 
with random structure. Some possible applications are: 

TCS: heat exchangers, valves, sensors, piping 
PMMS : separators, storage tar,:-:s, va$ves, sensors, piping 
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FOR ROBOTIC APPLICATIONS 

uter  controlled 
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John F. Follin, Staff Engineer, Robotics 

GA TECHNOLOGIES 
PO BOX 85608 
SBN DIEGO, CA 92138 
(619) 455-4405 

COMPUTER USED : &R/4000 with disk, tape, l ine prim 
cons o 1 es 

~ U I P M E N T  INTERFACED THROUGH COMPUTER : 

GCA/Par overhead robot 
Prab cylindrical robot 
Machine vieion Genesis 200 

Speech synthesizer 
Voice Recognition 
Megatek Graphics Display Station 
Graphic terminals f i t t ed  
Joystick controller uni t  
Tactile touch senrore for 

C W C  data acquisition sye log) 
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ABSTRACT 

REAL-TIME SPACE SYSTEM CONTROL 
WITH EXPERT SYSTEMS 

David Leinweber, Ph.D 
Lowell Hawkinson 
LISP Machine Inc. 

Los Angeles, California 90045 

John Perry, Ph.D. 
OAO Corporation 

Los Angeles, California 90245 

Many aspects of space system operations involve continuous 

control of real-time processes. These processes include 

electrical power system monitoring, pre-launch and ongoing 

propulsion system health and maintenance, environmental and 

life support systems, space suit checkout, on-board 

manufacturing, and vehicle servicing including satellites, 

shuttles, orbital manuvering vehicles, orbital transfer 

vehicles and remote teleoperators. Traditionally, monitoring 

of these critical real-time processes has been done by trained 

human experts monitoring telemetry data. However, the long 

duration of future space missions and the high cost of crew 

time in space creates a powerful economic incentive for the 

development of highly autonomous knowledge-based expert control 

procedures for these space systems. 
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In additio to  ont troll in normal operations of these 

processes, the expert systems must also be able to quickly 

respond t o  ents, determine their cause and initiate 

corrective actions in a safe and timely manner. This must be 

ithout excessive diversion of system resources 

from ongoing control ac ivities. Any events beyond the scope 

of the expert control and diagnosis functions must be 

recognized and brought to the attention of human operators. 

Real-time sensor-based expert systems ( a s  opposed to off-line, 

consulting or planning systems receiving data via the keyboard) 

pose particular problems associated with sensor failures, 

sensor degradation and data consistency, hich must be 

explicitly handled in an efficient manner. A set of these 

systems must also be able to work together in a cooperative 

manner. 

This paper describes the requirements €or real-time expert 

systems in space station control, and presents prototype 

implementations of space system expert control procedures in 

PICQN lprocess intelli ent control) for real world examples. 

real-time expert system shell which operates in 

parallel with distributed data acquisition systems. It 

incorporates a specialized inference engine with a specialized 

portion specifically designed to match the 

allocation of system resources with the operational 
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requirements of real-time control systems. Innovative 

knowledge engineering techniques used in PICON to facilitate 

the development of real-time sensor-based expert systems which 

use the special features of the inference engine are 

illustrated in the prototype examples. 

The paper concludes with a discussion of new facilities being 

incorporated into the PICON system, including automatic rule 

generation and diagnostic capabilities based solely on 

descriptive frames. 
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Semantic Based Man-Machine Interface for Real-Time Communication 
M. Ali and C.-S. Ai 

Knowledge Engineering Laboratory 
The University of Tennessee Space Institute 

Tullahoma, Tennessee 37388 

ABSTRACT 

A flight expert system (FLES) has been developed to assist pilots in monitoring, diag- 
nosing and recovering from in-flight faults. To provide a communications interface between 
the flight crew and FLES, a natural language interface (NALI) has been implemented. In- 
put to NALI is processed by three processors: 1) the semantic parser. 2) the knowledge 
retriever, and 3) the response generator. First, the semantic parser extracts meaningful 
words and phrases to generate an internal representation of the query. At this point, the 
semantic parser has the ability to map different input forms related to the same concept 
into the same internal representation. Then the knowtedge retriever analyzes and stores 
the context of the query to aid in resolving ellipses and pronoun references. At the end of 
this process. a sequence of retrieval functions is created as a first step in generating the 
proper response. Finally, the response generator generates the natural language response 
to the query. 

F LES's knowledge-base consists of temporal as well as non-temporal knowledge. The 
temporal knowledge is mainly concerned with the order and timing of events. Component 
failures. sensor failures and abnorrrial situations are a few examples of events. The non- 
temporal knowledge is concerned wi th  the structural and diagnostic aspects of the flight 
docriain. The architecture of X.4LI has  been designed T O  process both the remporal and 
non-temporal queries. Provisions have also been rriadc! to reduce the number of system 

modifications r e q u i d  for adapting 5.4.LI to other dornains. This paper describes the 
architecture and iniplerrientation of 5.4LI.  

-- --- 
This research was  supported by a grant from the YASA Langley Research Center 

under contract number NAG-1-513. 





The Concurrent Common Lisp Oevelopment Environment 

1 Summary 

A discussion of the Concurrent Common Lisp Development Environment on the iNTEL 
Personal Super Computer (IPSC) is presented. The advent of A I  based engineering design 
tools has lead to a need for increased performance of computational facilities which 
support those tools. Gold Hill has approached this problem by directing its efforts to the 
creation of a concurrent, distributed A I  development environment. This discussion will 
focus on the development tools aspect of the CCLISP environment. The future direction 
of Gold Hill in the area of distributed A I  support environments is also presented. 

2 Outline of Talk 

1. A I  techniques are providing a basis for current generation Engineering design tools 

2. As with other A I  applications, these tools are being limited by current generation 
computational facilities 

3. Gold Hill is removing those limitations by developing a concurrent development 
environment which allows increased performance for the standard A I  tools. 

4. The original vision: - Bring modern A I  development tools to the market on generic micro-processor 
based systems. 

- Result: Golden Common Lisp Developer on 80286 based machines. 

- Facilitate Distributed A I  support environments as 3x1 extension to the stand- 
alone environment 

- Result: GCLISP-Network and CCLISP 

- Provide Access to multiple. loosely coupled nodes via message passing 
semantics. 

5. The search for the appropriate vehicle led to iNTEL Corp, and the iPSC. . -  

6. Under a joint development agreement, iNTEL and Gold Hill are bringing the first  
of the new generation, concurrent AI tools environments to market. 

7. Product development is well underway, with the current alpha version being 
demonstrated at  this conference. 

8. Common Lisp is the basic development tool. 

9. Extended to support messages passing via streams which are used to communicate 
with other processors in the iPSC. 



10. The familiar development tools, including compilers, steppers and computation 
analysis facilities are elttended to allow control of sets computations within the 
IPSC. 

11. Access to the CCLISP environment from external Lisp based workstations. 
(Symbolics, TI Explorer, and IBM-AT’S) 

12. A short example of application in CCLISP 

13. The future: 
a. Providing a uniform application interface to support the distribution of 

computations to external machines 

b. based upon open systems/actor technologies 

c. Provide distributed AI knowledge bases and reasoning tools. 

d. Insure that environment available in future concurrent architectures is also 
available in networks of generic workstations. 
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ORlGlNAL PAGE IS 
OF POOR QUALITY 

ckaqes. These programs. SUP' ana 
, can cake anslycic mathemacre exuress- 

-Symbolic Xanrpulatlon Program 
'H4 of Symbolics. b e .  
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The Fortran code may be regenerated based 
incrementally changed specifications of th 
analytic expression, Le. based on reuse ob the 
tranrfor~rional capabilities of these mathematics 
programs. 
W3.E DESXGM PROELEX 
The baaic engineering epproach to design i.8 ona 

language into a forma1 specifica 
This translation process typical 
interactive user involvement to assure correct 
understanding of the intended requirements. both 
by the user and the system. Then based on chis 
formal specification, an implementation process 
ensues t o  produce source coda in traditional 
progrllllning languages, such as Fortran, C, or Ada. 
The entire design process of requirements t o  
implamented code may be captured in a "design 
data structure" which supports problem description 
at multiple levels of abstraction and fmplementa- 
Cion simultaneously. It  is not necessary for the 
entire problem description or design process t o  be 
at the SPM level of specification or implementa- 
Cion concurrently. I t  is possible chat some parts 
of the design would be fully implemented. some 
fully s'pecified, and others still at various levels 
of definition and abstraction. The reuse of 
previous designs then can be achieved basad on 
stored data structures. 
The general design data structures support rule- 
based search of various solution pathsfrom 
requirements t o  specification and speciftcation 
t o  Implemented code, or. that is. verious designs. 
A finelised design consists of a p;ercicular 
path through the data structure. and the result 
is an executable application. Various parts of 
the data structure are saved by users for future 
design efforts so that previously encountared 
designs, specifications, or impleaencations may 
be recognized and linked in as new design 
scenarios are developed. 
R!&QUIREMENTS LANGUAGE 
Successful design i s  only achieveable if the 
user requirements are clearly understood. To 
make the workstation successful at understanding 
the stated problem, the language available t o  the 
user for expression should be limited in 
vocabulary and structure. Thus, the workstation 
requirements definition language covers a narrow 
domain with restricted input syntax. Users 
thereby avoid having t o  learn a general purpose 
language chat is foreign co their problem domain. 
These narrow domain or limited purpose languages 
can themselves by structurally based on a deneral 
purpose language. but the individual user does 
not have t o  be aware of this property. 
TOWARD FORW SPECIFICATION 
A parser accepts input requirements and translates 
them in to  specification. The language is used to 
allow identification of both the domain objects 
sentioned in :he requirements and the constraints 
imposed on them, Once che objects are identified. 
the specified conscr~incs together with stored 
knowledge-based constraints restrict the crans- 
lacion t o  :'orma1 specifrc~cion. Also. che 

, 
L 

ng problem requirements in a requirements 
, then appropriately translating this 

worbtation can Suggest types of requirements that 
mighe allow Lurther specification t o  occur and 

biguous or contradictory inputs. 
the user has accurately stated the 

requirements for fo-1 specification.  he 
translation then implements requirement in a 
f o w l  specification language. 
SPECIFICATION LANGUAGE 
The specification language allows for modelling 
of multiple levels of problem abstraction and 
their refinement in domain specific areas. The 
language used has a special purpose syntax t o  
assure accurate represeneation. The specification 
language includes constructs for a "what- 
description'' and a "hordescription" of engineering 
problems. The "what-description" constructs allow 
domain objects t o  be represented. 
description" constructs allow problem solving 
strategies t o  be represented and are automated as 
much as possible from stored do 
IWLMENTATIOPI MEMODS 
The method of implsmentation of the engineering 

The "how- 

language. such as Ada, C. or Fortran. 
During the implementation phase, a history of 

ained so that high level opera- 
rformsd when possible. For 
uld be possible EO make fncrem 

tal changes to the specification and determin 
ehe effect of the changes t o  minimize r 
cat ion efforts. 
STORED DESIGN DATA STRUCTURES 
The stored design data structures cake several 
forms including subroutines. various levels of 
abstracted Logical structures (flow charts or 
block diagrams). and pieces of specification. 
A library of existing (Foreran) subroutines are 
classified into a library DBMS Lor reuse and 
perusal. Additional data structure elements 
are classified into the system t o  support design 
work u n t i l  a sufficient amount of engineering 
domain expertise had been collated to support a 
specific domain of design activity. 
classification of library information is a 
fundamental basis for successful reuse of 
existing eiements. Both keyword systems and 
general knowledge-based structures retaining 
information about the design data structure 
eLenencs stored are utilized. 

The adequate 
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CURRENT WORKSTATION EFFORTS 
Initial efforts are a demonstration of concepts to 
software development automation. The efforts 
during this phase result in delivery of a11 
essential parts of the workstation design just 
discussed - a simple requirements language. 
translation to formal specification, specification 
lanpruge, and Implementation in Fortran. 
breadth of capabilities is limited in scope as 
might be expected. 
NASA with a clear demonstration of an approach 
to software reuse and miginerring design auto- 
mation and could result in a fully developed and 
deployable system. The initial workstation is 
being developed on the Symbolics4 Lisp Machine 
using U T 5  Automated Reasoning Tool. 
The requirements language supports a very 
restrictive syntax for a narrow application 
domain - NASA's Flight Design Software. 
narrow language allows requirements statement 
such that design constraints may be propagated 
and domain objects identified. 
engineering effort incorporates rule-based 
constraint8 for the users based on NASA designer 
expertise in an effort to assist in the require- 
ments to specification translation process. 
The initial specification language consists of a 
graphical-flow language. 
selection of available library routines. an 
engineer will not always succeed in full problem 
specification. After all, this is a software 
"development" workstation. 
typical state of affairs during engineering 
design. Some specified need would be unavailable. 
However, i f  further refinement of the specification 
is possible, then the workstation MY be able to 
suggest several pieces of thir lower level 
specification supported by library or design 
date structure functionality. 
Finally, the code implementation of the workstatlon 
is directly in Fortran. The workstation supports 
automatic handling of all routine interfacing and 
executable module linking. Also, it is possible 
co request certain results presentation facilities 
for plotting, output. etc. 
For demonstration purposes the "Workstation shell" 
is utilized by the design ceam of knowledge 
engineers, t o  build a shell cuscomizatlon for NASA 
Flight Design engineers. Efforts at domain 
specific knowledge engineering are being maximized 
co demonstrace cechnological capabilities for a 
rule-based approach to Flight Design Software use. 

The 

The objective is t o  provide 

The 

A knowledge 

Given an initial limited 

This will be the 

S-Y AND CONCLUSIONS 
A workstation targeted at improving software 
reU88bility is under development for NASA. 
This workstation is to accomplish the goals of 
engineering design automation and effective 
software reuse. The approach taken integrates 
expert systeo technology and software reusability 
principles in a hybrid reuse system which 
encompasses both reuse of building blocks of 
existing subroutines. as well as transformational 
capabilities to generate code in traditional 
programing languages such as Fortran €or 
engineering designs. 
for narrow engineering disciplines to allow 
reasonable expectations of success. 
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AI Tools in Computer Based Prqblem Solving 

Arthur J. Beane 
Digital Equipment Corporation 

July 31, 1986 
# 

The use of computers to solve value-oriented, deterministic, algorithmic prob- 
lems, has evolved a structured life cycle model of the software process. The 
symbolic processing techniques used, primarily in research, for solving non- 
deterministic problems, and those for which an algorithmic solution is unknown, 
have evolved a different model, milch less structured. Traditionally, the two a p  
proaches have been used completely independently. 

With the advent of low cost, high performance 32-bit. workstations executing 
identical software with large minicomputers and mainframes, it became possible 
to begin to merge both models into a single extended model of computer problem 
solving. 

This paper describes the implementation of such an extended model on the Digi- 
tal Equipment Corporation VAX family of micro/mini/mrinfrrme systems. Ex- 
amples in both development and deployment of applications involving r blending 
of AI and traditional techniques will be given. 
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Networking & AI Systems: Requirements & Benefits 

OPEN S Y S ~ ~  require Networks 

- Evolving multi-vendor systems (IBM, DECI Lotus) 

- Inconsistent knowledge & databases (DB2,  IMS, dBASE) 

- Decentralized decision making (international) 

ELIVERY SYSTEMS require Networks 

- accems to corporate databases 
- integration with desktop applications 
- price/performance optimization 

a Foundations for CONc!URRENT ARCHtITE S 

- Resource sharing (network services) 

- Synchronization (protocols) 

- Load balancing ( f l o w  control) 

.. Fault Tolerance (error recovery) 

IV. Example Applications 

- Training (CLUG RBBS) 

- Development (GHC, Beckman, Honeywell) 

- Delivery (Perkin Elmer, PMS) 

P ING PAGE BL VOT 

723 



benefits of network systems is well 
ility to share expensive resources sold 
rames, department clusters of minicomputers, 
tworks of workstations and servers. 

, other fundamental system requirements emerged. 
been generalized Open System requirements for 
are, applications and tools. The ability to 

a variety of vendor products has led to a 
interfaces that allow new techniques to extend 
for new and exciting applications. 

ample of the a message passing system, local area 
rovide a testbed for many of the issues addressed by 

nt architectures: synchronization, load balancing, 
rance and scalability. 

orkina with a er of vendors on 
h a t  range from a network of 
of microporcessors with distributed 
applications are promising both f o r  early 
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An Expert System for Natural Language Processing 

John F. Hennessy 
Digital Equipment Corporation 
5775 Peachtree Dunwoody Road 

Atlanta, Georgia 30342 

Abstract 

This paper proposes a solution to the natural language 
processing problem that uses a rule-based system, written 
in OPS5, to replace the traditional parsing method. 

The advantages to using a rule-based system are explored. 
Specifically, the extensibility of a rule-based solution 
is discussed as well as the value of maintaining rules 
that function independently. Finally, the power of using 
semantics to supplement the syntactic analysis of a 
sentence is considered. 

Introduction 

Traditional approaches to natural language processing are 
based upon standard compiler technology. That is, the 
language to be parsed is first defined. Then attempts are 
made to match data, entered in the form of sentences, to 
the structure that is derived froq the language 
definition. The primary deficiency of this method is 
demonstrated when a sentence that does not match the 
predefined structure is encountered: the parse fails - 
the sentence cannot be "understood". This can occur when 
either a valid sentence is input that has not been 
accounted for or when a non-grammatical sentence is 
entered. 
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Overview 

The system I am developing consists of three phases: a 
parser, an error corrector, and a semantic analyzer. The 
parser, written in Lisp, attempts to parse the input 
sentence using purely syntactic rules. The error 
corrector and the semantic analyzer, both written in 
OPSS, are designed as expert systems. The error 
corrector is invoked if the parser fails. After an 
attempt is made to correct the sentence, control is 
returned to the parser. The output of the parser is 
given to the semantic analyzer. 

Implementation Strategy 

During the parsing phase, morphological analysis is 
performed and dictionary definitions for the individual 
words making up the sentence are extracted from the 
lexicon. The grammar definitions are maintained in a 
separate file to ease maintenance. The definitions are 
deliberately kept as simple as possible. Consequently, 
both the error corrector and semantic analysis modules 
handle the sentence analysis process. The defined 
grammar for the parser is as follows: 

S * NP + VP 
A sentence consists of a noun 
phrase and a verb phrase 

NP - SNP + {PP)* 
A noun phrase consists of a simple 
noun ‘phrase and any number of 
optional prepositional phrases 

A simple noun phrase consists of an 
optional determiner (a, an, the), 

SNP = {DET) + {ADJ)* + Noun 
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any number of optional adjectives, 
and a noun 

PP - Prep + SNP 
A prepositional phrase consists of 
a preposition and a simple noun 
phrase 

VP - Verb + {NP) 
A verb phrase consists of a 
plus an optional noun phrase 

where braces indicate optional items and 
indicates zero or more occurrences. 

verb 

the asterisk 

The words in the lexicon are provided with a list of 
features, both syntactic and semantic, which includes the 
part of speech and other features, such as whether it is 
an animate or inanimate object, whether countable, Dr if 
color applies. No attempt is made to define an 
orthogonal or complete set of features. 

The parser also maintains a list of all noun phrases 
encountered and passes that list to the semantic analyzer 
in order to resolve pronoun references. 

The task of the error corrector is to restructure the 
original input into a grammatically acceptable form, 
using relatively simple rules. For example, if two 
consecutive nouns appear in the sentence, then treat the 
first noun as an adjective (e.g., "The house boat is 
docked" ) . Other rules handle such things as misplaced 
modifiers (e.g., "In the car the man plays a piano"). 
Some rules just throw out duplicate words - a common typo 
(e.g., "The man in in the boat"). Note that these rules 
are not necessarily restricted to syntax. That is, a 
semantic rule determined that "in the car" modified "man" 
and not "piano" in the previous example. 

Many of the rules defined in the error corrector handle 
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conditions that could be processed by other means. For 
example, an ATN (augmented transition network) is often 
implemented in the parser. An ATN is a process of 
transformations that preserves the meaning of the 
sentence and checks for consistent features, such as verb 
agreement. An ATN, for example, could provide a 
mechanism for the parser to convert an imperative 
sentence into the equivalent declarative sentence. In 
the system I am developing, imperative sentences are 
handled in the error corrector by a rule which inserts 
the word r l y ~ ~ l '  in front of sentences beginning with a 
non-question verb. Although ATNs have been shown to 
handle many cases, they complicate the parsing. 
Consequently, ATNs have been avoided in my research. 

The semantic analysis module relies on a frame-based 
representation of the dictionary. This module resolves 
pronoun references using the noun 'history maintained by 
the parser. This module also attempts to resolve 
ambiguities and determines the "correctness" of the 
sentence (e.g., rejecting "Colorless green ideas sleep 
furiously"). The semantic analysis module shares many 
rules with the error corrector module. For example, a 
syntactically valid version of the above sentence, "The 
man plays a piano in the car" yields the same result: it 
is the man, not the piano, who is in the car. 

Summary 

I chose OPS5 as the primary implementation language for 
my research because it is a rule-based, forward-chaining 
language. Thus, it maps directly to the processing 
paradigm I am developing. Although OPS5 does not 
directly support the frame-based structure needed for the 
dictionary representation, I implemented this using a 
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small set of rules. 

OPS5 seems to be a good choice not only because of its 
rules, but also because of the ease with which it 
interacts with other languages. Rules are independent 
thus, new rules can easily be added to expand the 
analysis capability. Two major benefits result. First, 
the control structure is never modified, thus providing a 
system that is easier to maintain and to.extend. Second, 
rules for semantic analysis Can be executed in 
conjunction with the syntactic rules. Rules are invoked 
as the sentence structure dictates, not as the parsing 
algorithm demands. By treating the natural language 
processing problem in this manner, it is possible to 
concentrate on the analysis without getting bogged down 
in the implementation details. 

The success of the current system, as tested by the 
successful interpretation pf the examples cited in this 
paper and other test cases, indicates that my initial 
premise is correct. That is, natural language 
understanding can be modeled by an expert system, 
enabling syntactic and semantic analysis to be combined 
in a manner analogous to the way natives of the language 
process text. 

As more rules are added to the expert system portions, it 
seems clear that the grammar required by the parser can 
be kept to a very small subset of valid English. The 
error corrector and semantic analysis modules may be able 
to be combined because they share many common rules. 

Although my research is ongoing, I believe that the 
expert system technology offers a major step in solving 
the natural language processing problem. 
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Expert System Technology as a Data Processing Tool 

John F. Hennessy 
Digital Equipment Corporation 
5775 Peachtree Dunwoody Road 

Atlanta, Georgia 30342 

Abstract 

This paper focuses on the expert system technology as a 
data processing tool. Several existing applications are 
analyzed. Their original definition as pure expert 
systems is contrasted with their current status as 
integrated systems. The architectural requirements 
needed to support such a heterogeneous environment are 
given. 

Introduction 

A pure expert system consists solely of rule-based 
processing. The solution can be expressed entirely in 
terms of the AI tool used to implement the expert system. 
Systems of this type are often advisory systems: a user 
poses a questions and receives an answer. In contrast, 
an integrated system contains rule-based processing, but 
its rules are supplemented by routines that are common to 
traditional data processing. Often the inputs come from 
another process, such as a process control system. The 
outputs may be required by another program, which need 
not be an expert system. 

This paper examines three problems which required an AI 
solution, but which had special requirements that 
necessitated integrated system solutions. 
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Overview - of Problem - 1 

In 1978, when Digital Equipment Corporation began 
shipping the first VAX computers (11/780) ,  they realized 
that they were facing a potential problem. Digital was, 
and still is, in the business of providing, custom 
computer systems - computers built to the needs of the 
cus t ome r . No two orders are alike. Then each order 
required an engineer to check the configuration to insure 
that the machine could be built; that the specified 
configuration could be supported; and that the order was 
complete (e.g. contained sufficient cabling, power, 
etc.). This was a time-consuming, people-intensive task. 
If a method was not found to speed up the process, either 
DEC's ability to ship systems in a timely manner would be 
impeded or DEC would have to resort to offering standard 
configurations. 

A decision was made to automate the checking task. This 
was attempted using traditional programping techniques. 
The task, though seemingly well defined, proved too 
difficult to implement: the data was constantly ,changing 
- more parts were becomhg available, while other parts 
were changing or becoming obsolete. In addition, for any 
given order, there were mu1 t i p 1 e co r re c t 
configurations. Understandably, the initial project 
failed. 

The AI Solution -- 

Carnegie-Mellon University proposed attacking the problem 
by building an expert system, and Digital funded the 
effort. In December 1978, development began at CMU. A 
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rototype, consisting of 250 
the following April. 

n using the system f 
January 1981, full development co 

ult was XCON, a-system for c 
rule- 

ecause the 
solved traditionally. Two earlier 
because the problem was not unders 
problem w s ill-defined: re 
changing and, for any given system 
were correct. Now that the proble 
is possible to look at the solution and identify areas 
that do have algorithmic solutions. As a result, XCON 
today, although still primarily written in 0 
sections written in seven tradition 1 p r o g r ~ m m i n ~  
languages. Hence, it is now an integrated sy * 

Overview - of Problem - 2 

Digital Equipment Corporation, after developing the XCON 
system, which insured that orders could be m 
and supported, needed to aid its sales force in 
generating correct orders. The pro m was that a sales 
representative could write an order red to meet 
the customer's requirements, but that could omit certain 
components required for a complete system. That is, the 
sales rep could err in configuring a com 
the omission might not be obvious. If an order were 
submitted and later found by XCON to have errors, that 
informa.tion would have to be transmitted back to the 
sales represent tive and then back to th 
new corrected order placed. This resu~ted in time delay 

ion for the custom r and f o r  Digit 
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The AI Solution -- 

The basic functionality of XCON, a batch system, was 
taken and given an interactive, menu-dfiven front end. 

generic part, such as a particular class of disk drive, 
and the system will automatically geqerate the proper 
part plus all the necessary additional parts (for 
example, the correct disk controller). As a result, 
orders are being placed with a higher degree of accuracy 
than was possible before. 

q u e n ~ l y ~  the sales representative can sp 

Overview o f  Problem - 3 - 
A major bank needed a system to,help transportation 
managers minimize float by quickly clearing "non-on-us" 
checks,. that is, checks drawn against other financial 
institutions. The current method required a 
transportation manager to analyze reports of the previous 
months' business. Assuming the same mix of checks €or 
the current month, he had to determine the quickest way 
to clear the checks. Furthermore, he had to decide which 
checks should be sent to the issuing bank, to an area 
Federal Reserve, or to a local Federal Reserve branch. 
The problem involved the volume of checks (both in number 
and dollar amount), various processing charges, flight 
schedules, and interest rates. Although the problem 
could have been handled by conventional programming 
techniques, the volume of data made any real-time value 
of the information unlikely. When the non-numeric 
factors were entered - bad weather, flight delays, 
airport closings - no traditional system could handle the 
problem. An expert system was the only solution. 
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The AI Solution -- 

A prototype expert system was designed that accepted the 
check information as it became available. The system 
stored the various presentation charges o f  the other 
banks and the Federal Reserve, accessed data from the 
Official Airline Guide (OAG), and accepted data changes 
(e.g., a cancelled flight) from the transportation 
managers. This data, combined with the heuristics, the 
expert knowledge, of the transportation managers, 
resulted in a prototype system that demonstrated that the 
difficult task could be handled. 

Each of the above problems has been solved with an expert 
system using a variety of AI tools. A large part of each 
system is implemented using standard programming tools 
that supplement the AI code. That is, the XCON system 
uses standard database query languages to extract part 
information from a networked database. The XSEL system 
makes heavy use of a forms interface to interact with the 
user. The banking system uses Fortran for numerical 
calculations. 

The key to each of these systems is that, although 
developed as expert systems, they were implemented on a 
traditional, general-purpose computer architecture. 
Thearchitecture provides easy interface with other 
languages while allowing the use of conventional 
development aids, such as code and module management 
tools, debuggers, and performance analyzers. 
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The expert system technology allows significant problems 
to be solved. Futhermore, the expert systems are useful 
because they easily fit into the standard data processing 
environment. 
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Next-Generation Space Manipulator 
P. Brunson, W. Chun, and P. Cogeos 

Advanced Automation Technology (Robotics) 
Martin Marietta Denver Aerospace 

Group 

Abstract 

In 1977, Martin Marietta Corporation, Denver Division, designed and built 
the Protoflight Manipulator Arm (PFMA) for Xarshall Space Flight Center. It 
is one* of two space-qualified manipulators, the other being the Shuttle 
Remote Manipulator System (RMS). Since then, technology has advanced consi- 
derably in terms of components such as electric motors, control electronics, 
materials, sensors, and end effectors. 

pulator of space applications. The next-generation manipulator and the PFMA 
will be described in more detail. These differences could have a major infiu- 
ence on the construction, testing, and performance of a space arm. Assessed 
in detail are these technologies aqd their effect on the design. 

Servicing is an important goal of robotics in space. Parameters such a s  
environment, type of task, time sequence, and dexterity will affect the arm 
and its ability to accomplish its mission. Requirements such as these are im- 
portant considerations in the design of the next-generation space arm. 

This paper will present a conceptual design for the next-generation mani- 

Introduction 

The PFMAl is a very good design for a space manipulator. Unfortunately, 
it was never flown and is now nearly ten years old. At the time, the arm 
exemplified state-of-the-art technology. For its particular size, its use 
proved its principle, however, it lacked an adequate control system and archi- 
tec ture. 
This problem is now being reversed by the Intelligent Robotics Systerns Study 
(IRSS) program (see Fig. 1). 

tors. This paper outlines the kinematics, components, drive technology, arin 
segments and end effector, manufacturing/assembly, tests, and performance ne- 
cessary to upgrade the arm to become the next-generation space manipulaior. 

The PFMA (Fig. 2 )  is a general-purpose manipulator with distributed actua- 

Kinematics 

Seven degrees-of-freedom (DOF) have proven useful in avoiding the singular- 
ities inherent in a 6-DOF arm. When adding that seventh DOF, there are threi! 
possibilities2: 
yaw elbow. The PFMA has an upper arm roll. This removes the majority of the 
singularities and enables the arm to work in both a horizontal plane as well 
as a vertical plane. Figure 3 is a schematic of the proposed kinenatics, in- 
cluding a compact wrist. 

actuators, the three axes of the wrist cannot be constructed concurrently. 
T h i s  results in having the wrist being neither compact nor dexterous. As an 
improvement, we suggest using a wrist design of Mark Rosheim3 (see Fig. 4 ) .  
The wrist has all three axes concurrent. The design is simple and well engi- 
neered. The motors for the wrist are located in the forearm. By relocating 
the motors closer to the base of the manipulator, its dynamics are iirtproved. 

(1) a 4-DOF wrist, ( 2 )  an upper arm roll, or ( 3 )  a pitch/ 

The work envelope of the wrist could be improved on. By using distributed 

*The arm was built to flight specifications and one of the motor drives 
completed space qualifications; 
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Components 

Another rare-earth magnet, Neodymium-Iron-Boron4 promises more torque f o r  
the same f r ane  size. 
magnet materials. Although Neodymium-Iron-Boron has the highest  r a t i n g ,  i t s  
output has not  been cons i s t en t  and w i l l  r equi re  f u r t h e r  t e s t ing .  Samarium- 
Cobalt is s t i l l  the  standard f o r  high-torque motors. 

The PFMA uses a brush-type, d-c motor using Samarium-Cobalt magnets. 

Figure 5 compares t h e  maximum energy product of severa l  
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The motor should b e  brushless.  With no brushes t o  wear, r e l i a b i l i t y  w i l l  
increase,  while per iodic  maintenance w i l l  be  reduced. 
eliminated as w e l l  as a rc ing ,  which is a common problem w i t h  b r u s h  motors. 

t i o n  t o  the  arm con t ro l l e r .  These are: 

Brush deb r i s  w i l l  be 

There are seve ra l  devices t h a t  can be used to  provide j o i n t  angle  informa- 

1) Brushless r e so lve r s ,  
2)  Induct ive couplings,  
3)  Optical  encoders. 

Each of these devices  can be designed w i t h  high, inherent  accuracies  t o  enable 
precise  end point  posi t ioning.  None of them contain rubbing su r faces ,  such a s  
brushes, t h a t  would introduce f r i c t i o n a l  torque, l imi t ed  l i f e  r e s u l t i n g  from 
wear, o r  become a source of electrical noise.  Being analog devices ,  both t h e  
- resolver  and induct ive coupling requi re  analog-to-digital  conversion electron-  
i c s ,  which can reduce t h e  accuracies  of these devices somewhat. 
encoder provides a d i g i t a l  output and therefore  does not  s u f f e r  t h i s  problem. 
A l l  of these devices  can be qua l i f i ed  f o r  space use and indeed have been used 
i n  t h i s  environment before. 
configurat ions and would not l i m i t  the i r  use. 

The opgical 

Packaging f o r  each i s  a v a i l a b l e  i n  a v a r i e t y  of 
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A t  t h i s  t i m e ,  the  next-generation space a r m  would not use tachometers a t  
each of t h e  manipulator j o i n t s ;  ins tead ,  r a t e  information w i l l  b e  der ived from 
the  ind iv idua l  j o i n t  angle  pos i t i on  sensors.  
complexity of each d r ive  along with i t s  ove ra l l  s i z e  and weight. I n  addi t ion ,  
the  wire count w i l l  be reduced by a t  l e a s t  two per d r i v e  along with the  reduc- 
t i o n  of power to  operate  tachometers as a r e s u l t  of not using these  devices ,  

The low l e v e l  of torque required t o  backdrive each of t h e  j o i n t  ac tua tors  
w i l l  necess i t a t e  a f r i c t i o n  brake so each d r i v e  can be locked when require&.-  
These brakes must  exh ib i t  f a s t  response, long l i f e ,  and no backlash when en; 
gaged. 
generat ing l a rge  torques and braking energy from a small package. These de- 
v ices  are f a i l - s a f e  i n  t h a t  the  spr ing ensures brake lockup i n  the  event of a 
power f a i l u r e .  An e l e c t r i c a l l y  ac t iva ted  c o i l  and armature provide t h e  re- 
lease power t o  allow j o i n t  ro t a t ion .  Brake an4 d r ive  power w i l l  be  cont ro l led  
ind iv idua l ly  t o  a l low each j o i n t  t o  "freewheel" as des i red .  T h i s  cha rac t e r i s -  
t i c  has been very usefu l  during t a sks  such as a l ign ing  and engaging a c lose  
f i t t i n g  pin o r  dowel. 

This approach w i l l  reduce t h e  

Simple devices using spring-energized f r i c t i o n  pads a r e  capable of 

The dual-path transmission i s  a mature technology. One motor d r ives  c w o  
i d e n t i c a l  gear  t r a i n s  t h a t  a r e  sprung against  each o the r  a t  the  f i n a l  output 
r ing  gear ( see  Fig. 6 ) .  The preloading of t h e  gears  is accomplished through 
the  use of a s p l i t  gear hub. The r e s u l t  i s  a very high-precision gear t r a i n  
without backlash. 

e l e c t r i c a l  components and subsystems tha t  raqui re  power t o  operate  p l u s  
receivefsend s i g n a l s  back t o  the  c o n t r o l l e r  o r  o p e r a t o r ' s  console. 
these components requi res  a la rge  number of wires t h a t  must be run, i n  some 
instances,  t h e  e n t i r e  length of the arm. 
the manipulator l i nks  poses no r e a l  problem. The d i f f i c u l t i e s  a r i s e  when the 
wires must  be  routed across  the  bend and r o l l  j o i n t s .  T h i s  must b e  done in  
such a fashion t h a t  it does not r e s t r i c t  j o i n t  range of motion, degrade the 
qua l i ty  of the  s i g n a l  passing through the  conductor, o r  introduce excessive 
torque t h a t  t h e  j o i n t  d r ive  must overcome. S l i p  r ings  have been used, b u t  a r e  
o f t en  a source of e l e c t r i c a l  noise ,  f r i c t i o n ,  and l imi ted  l i f e .  A highly re- 
l i a b l e  gubs t i t u t e  f o r  the  s l i p  r ing  i n  l imited r o t a t i o n  appl ica t ions  is  a 
t w i s t  capsule. 
there i s  no s l i d i n g  contac t .  F lex ib le  tapes  provide the  connection be tween 
the r o t a t i n g  and s t a t i o n a r y  c i r c u i t s .  The tapes provide constant  c i r c u i t  re- 
s i s t a n c e  t h a t  is not degraded by wear, shock, o r  v ib ra t ion .  The t w i s t  cap- 
s u l e ' s  l i f e  can be  measured i n  the  mi l l ions  of cycles ,  can b e  fabr ica ted  from 
low outgassing materials, and good s igna l  i s o l a t i o n  can be a ~ h i e v e d . ~  
Figure 7 i l l u s t r a t e s  how a t w i s t  capsule might b e  incorporated in to  the j o i n t  
d r ive  package. 

even rendered completely use less  by improper choice of mate r i a l .  
ob jec t ive  of the  gear  mater ia l  i n  the next-generation space arm will be t o  
provide machinabi l i ty  t o  obta in  a prec ise  p r o f i l e  and then t o  r e t a i n  t h i s  p r e -  
c i s i o n  throughout t h e  gea r ' s  l i f e  aga ins t  stress, wear, and environmental e€-  
f ec t s .  Desirable gear proper t ies  include the  following q u a l i t i e s :  

A manipulator such as t h e  next-generation space arm w i l l  use a host of 

Supporting 

Routing these w i r e s  along o r  through 

These devices  e l imina te  contac t  r e s i s t a n c e  v a r i a t i o n  because 

A l l  gear  design,  e spec ia l ly  prec is ion  gear  designs,  w i l l  be depreciated o r  
The primary 
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Stability, 
Surface finish, 
Rigidity , 
Wear Resistance, 
High Strength, 
Fatigue Resistance, 
Shock Re s i s t anc e, 
Corrosion Resistance, 
Temperature Stability, 
Internal Damping, 
cost, 
Availability. 

1 OutpuJRing Gear Wire Bundle 

Figure 6 Dual-Path Tratrsmissiort F@m? 7 Twist CaQsuh 

In precision gear trains, the first five items are the most important, 

This paper will make no attempt to define what the optional material will 
while some tradeoffs can be made with the other properties.6 

be for each of the joint drive gears. The above information is presented to 
ensure the reader understands the many variables to be considered during the 
gear design process. Each must be carefully evaluated to ensure a drive de- 
sign with the strength, life, and precision requited of a manipulator in a 
space environment. 

They can influence a number of drive requirements including: 
Bearings are a key element in the design of any high-precision mechanism. 

1) Internal alignments and relationships, 
2) Transmission errors, 
3 )  Dr.ive stiffness , 
4) Drive stiction and friction, 
5 1 Load-carrying capac iry , 
6) Life. 

Torque motors and joint.angle sensors of the type used within each drive 
require very small clearances between rotating and nontotating parts. 
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Excessive s h a f t  runouts  o r  f r e e  play would in t roduce  rubbing con tac t ,  both in- 
c r eas ing  d r i v e  f r i c t i o n  and damaging the  devices .  

s h a f t s  t h a t  run t r u e  and in t roduce  no backlash or t ransmiss ion  e r r o r s .  Drive 
s t i f f n e s s  must be  c o n t r o l l e d  t o  ensure a l l  resonances are well above the  oper- 
a t i n g  bandwidth of t h e  of t h e  system. 
minimized t o  maximize d r i v e  c o n t r o l l a b i l i t y .  
inf luenced by the bear ing  suspension system se l ec t ed .  
t h a t  must b e  eva lua ted  before  s e l e c t i o n  include:  

The q u a l i t y  of  the gea r s  used (AGMA 12)  i n  t h e  r educ t ion  p a t h  demand 

S t i c t i o n  and f r i c t i o n  l e v e l s  must be 
A l l  of these requirements  are 

Bearing characterist ics 

1) Tolerances,  
2 )  Pre loading ,  
3 )  Load r a t i n g ,  
4 )  Raceway geometry, 
5) Lubr i ca t ion ,  
6 )  Bearing f i t -up ,  
7 )  Reta iner  des ign .  

Each of these c h a r a c t e r i s t i c s  can a f f e c t  one o r  more of the d r i v e  requirements 
and t h e r e f o r e  must be c a r e f u l l y  evaluated.  

I n  a d d i t i o n ,  d r i v e  housing and s h a f t  des igns  must s h a r e  the  same degree of 
p rec i s ion  as t h e  bear ing t o  f u l l y  e x p l o i t  i t s  c a p a b i l i t i e s .  Accommodations i n  
t h e  des ign  must a l s o  be  made t o  ensure  proper bear ing  o p e r a t i o n  throughout the  
temperature envelope without  loss of p rec i s ion  o r  s t i f f n e s s .  

A r m  Segments and End E f f e c t o r  

To provide a v i a b l e  space-rated robo t i c  arm, there are c e r t a i n  des ign  c r i -  

The arm segments should inc lude  the  fol lowing:  
teria t h a t  must be  m e t  f o r  t h e  arm t o  func t ion  opt imal ly .  

1) Be l igh tweight  w i t h  high-strength and s t i f f n e s s  characterist ics.  
2 )  Allow f o r  a "clean" method t o  r o u t e  wires. 
3 )  
4 )  

5 )  B e  designed t o  be modular. 

The fol lowing i s  proposed t o  accomplish these goa l s :  

1) The arm should b e  made of a mixture of cont inuous and noncontinuous 

Neatly and compactly house t h e  a c t u a t o r s  and p o s i t i o n i n g  sensors .  
Contain j o i n t s  t h a t  are s i m p l e  and quick ly  engaged and disengaged; 
they should lock r i g i d l y  tqge ther .  

magnesium g r a p h i t e  composite; continuous where machining is  not  neces- 
s a r y  and noncontinuous where i t  is. 

through t h e i r  c e n t e r s ,  keeping them hidden y e t  accessible. 

des igns  f e a t u r e  a bayonnet mount o r  a bulkhead mount. 

2 )  The arm segments should be  hollow t o  al low f o r  t h e  wires t o  be  run 

3) There are s e v e r a l  acceptable j o i n t  des igns ;  two of t h e  most promising 

For the  manipulator  t o  be a v i a b l e  t o o l ,  it must have a general-purpose 
g r i p p e r  and y e t  be  a b l e  t o  use s e v e r a l  d i f f e r e n t  s e r v i c i n g  too l s .  Ar t i cu la t ed  
hands are experimental  and are only found i n  t h e  l abora to ry .  Thei r  technology 
i s  no t  mature and r e q u i r e s  a d d i t i o n a l  cons ide ra t ions  €or housing the f i n g e r  
a c t u a t o r s  t hus  complicat ing t h e  wrist i n t e r f a c e .  

The end e f f e c t o r  i nco rpora t e s  an  i n t e g r a l  f o r c e  senso r  a t  i t s  base and t h e  j a w  
combines t a c t i l e  w i t h  proximity da t a .  The intermeshing jaw provides e x c e l l e n t  
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prehension. In addition to the gripper, the arm requires a system that incor- 
porates different tools. Martin-Marietta has developed a power takeoff system 
with an extra motor built in the gripper that powers an assortment of compati- 
ble tools. As a result, the arm needs only the one integrated motor for all 
its tools. SRS Technologies8 has taken a deeper investigation into the 
necessary tools for 'servicing; . 

Manufacturing/Assembly 

Martin Marietta has been machining and assembling these types of drives 
since the mid 1970s. They have gained the technical expertise necessary to 
construct the various stages and to assemble the parts in a clean room to 
tight tolerances. Each step is very critical and built to exact specifica- 
tions. 
the drive. As a result, the drives are rugged and durable. Similarly, the 
arm segments are inspected. All devices are tested at each subassembly 
level. The final product is a flight-worthy system. 

Any inconsistencies or missed detail could degrade the performance of 

Testing of the arm is accomplished at two stages: (1) drive and ( 2 )  com- 
plete manipulator. The individual drives are characterized separately. Its 
performance is checked by studying torque versus speed curves and torque 
versus current curves. The plots are differentiated by varying the input 
voltage, load, or pulse-width modulation (PWM) signal. The tests are 
conducted through an Electromechanical Test Support Unit (ETSU), a Martin 
Marietta-designed test bench that is reconfigurable to perform a variety of 
tests. 

In addition to performance testing, each drive is tested for mechanical 
and electrical friction at running and breakaway levels. The next test is to 
measure the drive compliance. 
put through random vibration and thermal-vacuum testing. The prototype drive 
has one additional test: life cycle in a thermal chamber. 

The next level of testing is at the assembled stage. The drive tests are 
repeated at the systems level. Moreover, a thermal balance test and an elec- 
tromagnetic interference/compatibility test are performed. Complementing the 
characterization tests will be several robotic testsg to obtain the follow- 
ing data: 

Having passed performance tests, the drives are 

1) Geometrical values 
a) Workspace, 
b) Static behavior, 
c) Position accuracy, 
d) Path accuracy, 
e) Overshoot, 
f) 
g) Synchronous travel accuracy, 
h) Long-term behavior; 

a)' Cycle Time, 
b) Speed, 
c) Acceleration; 

Reproduction of the smallest steps, 

2)  Kinematic values 

3 )  Power and Noise Values; 
4 )  Dynamic Values 

a) Force, 
b) Dynamic compliance, 
c) Dynamic behavior of the structure. 
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The extensive testing qualifies 
space. 

Per f ormanc e 

the design and the hardware for its mission in 

Because of the increased strength of the motor magnets, the same diameter 
motor will produce greater torque. If the current torque values are suffi- 
cient, the design may favor smaller and lighter dr,ives. Either way, the drive 
will produce a higher torque-to-weight ratio. Additionally, elimination of 
the tach generator will lighten the drive and make it more compact. 

ing friction. The improved bearing design removes radial play and thus 
creates a stiffer drive. 
techniques, the gear tooth stresses can be distributed uniformly. Gear wear 
is reduced and thus its life extended. Brushless motors further extend life 
and reduce maintenance. 

The higher 
resolution position sensor is combined with the IRSS control architecture, re- 
sulting in a high-performance arm (Fig. 8 ) .  

The mature, dual-path gear train exhibits zero backlash without compromis- 

Using high-quality gears and precision assembly 

The approximately LOO to 1 gear ratio is very backdriveable. 

Upgraded components increase the performance of the individual drives. 
The final product is a very precise positioning arm that is characterized by a 
high torque-to-weight ratio. Similar upgraded drives have been built, tested, 
and space-qualified by Martin Marietta. 

A compact wrist gives the manipulator increased dexterity to maneuver in 
its work envelope. Advanced materials make the arm segments stiffer without 
sacrificing weight or a slim profile. New concepts in attaching the various 
components lends the arm to a modular approach. Moreover, the use of twist- 
capsules eliminates noises that are inherent in existing slip rings. 

The elimination of the tach generator and the placement of the drive elec- 
tronics close to each drive reduces the number of dower and signal wires. The 
smaller wire bundles can now be routed more efficiently. 

Finally, the incorporation of the aforementioned upgrades on the PFMA will 
result in a very high-performance manipulator systqm for space. Combined with 
the control system and computer architecture of the IKSS program, the arm can 
be available in a very short timeframe. 
space manipulator. 

It has the potential to be the next 
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