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t57l ABSTRAcr 
A method and apparatus for pess ing  signals repre- 
sentative of a complex matrix/vector equation. More 
particularly, signals representing an orderly sequence of 
the combined matrix and vector equation, known as a 
Kalman filter algorithm, arc processed in real time in 
accOrdaPcc with the principles of this invention. The 
Kalman filter algorithm is rearranged into a Faddeeva 
algorithm, which is a mattix-oniy algoritkm that is mod- 
ified to represent both the matrix and vector portions of 
the Kalman filter algorithm. The moditied Faddeeva 
algorithm is embodied into dechiad signals which are 
applied as inputs to a systolic array pioccssor. The 
processor performs triangutation and ndlification on 
the input signals, and delivers an output signal which is 
a real-time solution to the input signals 

J 
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S Y S X D L I C V L S I A R R A Y F O R I M P ~ G  
THEKALMANFILTERALGORITHM 

ORIGIN OF THE INVENTION 5 

The invention descn'bed herein was made in the per- 
formance of work under a NASA contract, and is sub- 
ject to the provisions of Public Law 96-517 (35 USC 
202) m which the contractor has elected not to retain 1o 
title. 
of the inventors, Mr. Yeh is now at Caiifomia State 

University, Long Beach, and Mr. Chang is at Jet Pro- 
pulsion Laboratory. The inventor. Mr. Yeh, is an author 
of a paper describing aspects of the invention and enti- 
tled "Systolic VLSI For Knlmen Fitus," Procedng 
of EEE International Conference on ASSP, April 
1986. 

BACKGROUND OF THE INVENTION m 
1. Field of the Invention 
This invention relates to real-time signal processing 

and more particddy dates to real-time procesSing of 
sigaals representing the complex Kalman fiber a l p  

storage, manipulation and nonreal-time solution of the 

SUMMARY OF THE INVENTION 
A method and apparatus for procesSing signals repre- 

sentative of a complex matrixlvector equation is dis- 
closoed and claimed More partienlady, signals repre- 
senting an orderly sequence of the combined matrix and 
vector equation, known as a Kalman fdter algorithm, is 
processed in real time m accordance with the principles 
of this invention. The Kalman filter algorithm is rear- 
ranged into a Faddeeva algorithm, which is a matrix 
only algorithm that we have modified to represent both 
the matrix and vector portions of the Kalman filter 
algorithm. Our modified Faddeeva algorithm, in a typi- 
cal non-liiting example, which has fourquadrant ma- 
trices, with one four-by-four matrix in each ofthe quad- 
rants Electrical signals representing each of the time- 
varying elements in the mapix are applied BS inputs to a 
systolic array processor. The pnwxssor is characterized 
by an array of row and internal cell elements which 
cyclically performs triangulation and nullification on 
the input si& At certain cycles, an intermediate 
output term from the array is temporarily stored and is 

Kalman filter algorithm. 

rithm. 25 &troduced as an input term to the array at the appro- 
priate time. Following a complete cycle of triangulation 
and nullification, a final output signal is delivered from 

mgd --* radar-si@ prowss- real-time solution to the input signals which represented 

Gebb, Applied Optimal Esrimotion. The X1.T. Press, 
cambridge, w, 1974; (2) J. S. Meditch, Storhastic BRIEF DESCRIPl-ION OF THE DRAWING 
optid Linear Estimorion and amd M6w-m FIG. 1 depicts a block diagram of a pak of systolic 
New YO& 19% (3) H. G- Yeh, uA Desien Method for the principles of this inven- 
Failurc-~fSystcms"proceedin gS ofthe 1983Arna- 35 tim. FIG. 1 includes FIG. In which depicts a triangu- 
ican Control Confaencz San Frn** Mi Junei w o n  p m  for two four-by-fonr matrice and 
1983, PP- 1219-1223; Or (4) G. y& TaduiqueEfor FIG. fb which depicts an annulling process for four-by- 
thel)etection. &imatiol& l x s t i ~  ami Comparslrzlo 
of F~2ures in Linear S m  Ph-D. Dkrtatm * a u. c. FIG. 2 depicts examples of a variety of matrix opera- 
I f V k  1982. The applicability Of the 
rd-time signal w g  p r o b b  is @ h- FIG. 3 depicts a MO padding technique useful in 
ited by the relatively -k mathematid apcrations performing the method and apparatus of this invention; 
ntceSSBfy in computing the K a h m  f i l d g  algorithm. FIGS. qu),  qb) ,  qc) depict the results of a computer 
See, for example: (1) H. W. Sorenson, Flammt~ m- hulation verifying the real-time capabilitis for solu- 
m* Marcel Dekker, New York, 1980; or (2) A. E. 45 tion of a Kalman fdter algorithm in accordance with 
Bryson and Y. C. Ho. Applied Optimcrl connd Rev. ed.. this inventioq and 
Hahed Press, Div. of John Wiley & Sons Waltham, FIG. 5 is a simplified block diagram of a system in 
Mass, 1975. The rapid development of VLSI integrated accordance with the invention. 
circuits has been reported. See, for example: (1) C S. 
Yeh. I. S. Reed. J. J. chana. and T. K Truonn. %SI M 

2. Brief Description of the Prior Art 
For years, the Kalman filter has 

SiVdY W Y  Processing fW'btio% the sy-lic processing array which output signal is a 

in& and failnrr-pmf systems See, for ~=PL (1) A* 30 rep-M ~almnn filter algorithm. 

arrays in 

' n  four-- 

attet t0 40 of the F&eva algorithm; 

.. 

Design of Numbs Thankic Transforms for a Fast 

tional Cod- on complltet Design: VLSI m Com- 

202-203; (2) J. J. Chang, T. K Truong, H. M.. Shao. I. 55 
S. Reed, and I. S. Hsn. '"The VLSI Design of a Si& 
Chip for the Multiplication of Integers Modulo a Fer- 
mat Number," IEEE Tmnr on Assp. Vol. ASP-33, 
NO. 6, Decanber 1985, pp. 1 5 9 9 - l a  or (3) S. Y. 
Kung, H. J. whitehouse. and T. Kailath, YLSI und 60 
Modern Signal proeening Prentice-Hall, Inc, Engle- 
wood cliffs. NJ., 1985, pp. 375-388. 

The VLSI development, together with the features of 
this invention, has made it technologically feasible to 
implement more complex mathematical relatiomhips. 65 
such as the Kalman filter algorithm in real time. A novel 
method and apparatus for the implementation of this 
invention docs not rely upon the prior art computers for 

Convoltnh," Pmxdmgs * Of the 1983 IEEE Interna- 

putcr~, Port U, N.Y., Oct 31-NoV. 3, 1983, p ~ .  

DETAILED DESCRIPTION OF THE DRAWING 
FIG. 1, includiug FIGS. lo and lb, depicts a pair of 

two-dimensional systolic arrays useful for achieving 
output signals which represent the real-time solution of 
a Kalman filter algorithm. The input signals into each 
array of the pair are as defined m the legend of the 
figure and the maire up of the individual cells are as set 
forth in the appropriate legends of FIG. 1. 

A pair of arrays are shown and described in FIG. 1 to 
promote an easier understanding of the invention. How- 
ever, in operation, only one array 500 has the two func- 
tions shown in the legends of FIG. la and l b  acting as 
two mods of operation for both the boundary and 
internal 4 s .  A commonly connected control line 505 
selects the appropriate mode. 

In FIG. 5, timing is provided by source 530. A Kal- 
man-type algorithm is converted to a Faddeeva-type 
matrix only algorithm by timing any suitable convater 
550 such as a properly programmed computer. In our 



Linear systolic Array," Roceuhn - gabf ICASSP, 1985, 

invcntim we have mallgcd Kshnm tilts aigorithms 

*e capability of hardware impknun- of systolic 

cial d t s .  €5- of a& the pmposed F- a l p -  40 

 tamp^, Fla, Much 26-29,1965, pp 1392-1395. In this 35 

into a form of Fnddecva algorithm in& to nusimize 

arrays. Such a reammgcment pmvides several bmefi- 

rithm avoids the direct matrix mvasc amputatkms as 
the usual back substitution m the Kahnan filter imple- 
mentation and obtains the values of the desired results at 
the end of the forward course of computation Feed- 
back of c o m p W o d  signa& inhrcnt in the ~LIVCTSC 45 
matrix cOmputstions in the Kahan filter algorithm. is 
thus avoided. Remapping, or rearranging, m this man- 
ner results m a considerabk saving in added e g  
and storpge. secondly, s i n e  th Gansian cllmmahon 
procedure of this invention is applied through the for- 50 
ward course of computation, numerid stability is ob 
b e d  and the designis s i m p l i i  Thirdly, the ParalIcl, 
modular computer architecture which consis& of sys- 
tolic pnxxssors provides simuhaeewo high throughput 
and a capability for a wide variety of  linea^ algebraic 55 
operations. 

The following sections discus, m order, a Kalman 
Glter algorithm, the Fadkva algorithm, the implemee- 
tation of a two-dimensional systolic array architesturc 
and a numerical example which exemplifies our inven- 60 
tion. 

2. Kalnlan Filter 
Kalman filters have been shown to be the optimal 

linear estimator m the least square sense for estimathg 65 
dynamic system states in linear systems. The Kdman 
fdter updates state estimation based on prior estimates 
and observed measurements. It consists of the modcl of 

$k/k- l ) + ( k -  l H k -  I/k- 1) (3) 

f ik /k-  l)=#k- Imk- I)+'(k- l)+Q(k- 1) . (4) 

F ' ( k / k ) = F ' ( k / k -  l)+W(k)R-'(k)H(k) ( 5 )  

K(c)=fiWk)tr(k)R- qk)  (6) 

Mk)=dk)-l?(kHk/k- 1) 0 

% k / k ) d i k / k -  I)+K(k)Adk) ( 8 )  

k l ,  2.. . . 
Initial conditions are given as follows: 

x(o/Q)=o (9) 

p@/o)=po or P-'@/o)=P-'@) (10) 

Note that matrices p(wk) and P(k- l/k) are commonly 
called error covariance matrices. The vector k(k/k) 
reprrsats the optimal estimate of x(k) based on the 
measurement sequence Cz(lX @), z(3X . . . , z@)l. 
Equalions (3) and (4) are referred to 85 time updates and 
Equations (5). (6 and (8) are referred to as measure- 
ment updates and Equation (7) is the residual sequence. 
These filter equations are computed in order as listed 
from Equations (3) to (8) in order to solve the Kalman 

3. Faddeeva Algorithm 

tiltcr algorithm. 

Consider a liiear equation.. 

AX=% 
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Suppose that it is desired to find CS+D, a hear iombi- 
nation of X without fmt finding X, which k UO- 
known. This cao be presented m matrix form as: 

pp. 367-378; or (2) W. M. Gentleman and H. T. Kmg. 
“Matrix Triangularization by Systolic Arrays,” SPIE 
ReaI-Time Signal ProCeEsing IV; San Diego, Calif., Au- 
gust, 1981, Vol. 298, pp. 19-26. 

4. Implementation 
A Kalman filter algorithm having Equatiom (3) 

through (8) are adjusted to be the type of Faddeeva 
algorithm. In this cormecti on, see (H. G. Yeh, “Kalmao 

or vectors. The lo Filtering and Systolic Proason,” Proceedings of the where A, B, C, and D are matnces 
dimension of the matrices will be discnssed latex. By IEEE internatid Cod on Acoustic, Speech, and 
adding suitable combinations of A and B to -C and D, Signal Prccessiog, Tokyo, Japan, April, 1986. pp. 
the term “-C+WA” appegzs the k ~ a  left band 2139-2142). h our implementation, computations are 
quadmat and “D+WB“ io the bottom right haad quad- cycl idy propagated through the systolic array of 
rant It shows in matrix form -as l5 FIG. 1 io accordance with the ordered set of pases 

disclosed hereafter. Note that new data is shifted into 
the array of FIG. 1 from the top, row by row as the 
calculation pnxeeds, so that there is no delay in starting 
the next matrix computation. Each Kalman filter alge *’ rithm requires all eight passs of the Faddeeva algo- 
rithm. Whereas the Kalmao filter algorithm has five 

If W speciftcs the appropriate liuear comb&on such cquatioos, one of those quatiom is sutEcieutIy complex 
that the lower left hand side of Equation (13) is zero, so that it requires several passes of the Faddew dgo- 
then CX+D will appear on the 10- right hand side. 25 ritlnu Quatim (5) thps requires three passes, namely 
That is, the third, fourth and fifth passes. The passes for a Fad- 

deeva-type algorithm employed in accordance with our 

(12) 5 

0 x 

A+ 

(19 

-C + WA 

(I4) invention are as follow W-CA-‘ 

D+ IPB=D+G(-~B (15) 
30 1app: 

=CX+D 
I 1 -*; >i(wk-,) 

0 M + D  40 ++pw-l) -W-U 

A+B. 

Represeuting the above equation m matrix form, we 
obtain: -w - 1) 

P-14 - 1/L - 1) 

35 
(16) 2ndps: 

6%- 1) 

Note that CX+D is thedesired result and appears h the 
bottom nght hand quadrant after the process to Bnnul 

This property allows us to provide two fonrclcmcnt 
input terms to a twodimemid array and obtah one 45 

3rd ppn 

thebottomlefthandqurtdrant 

four-elemeot outpuk th dsired resnli, from the array. 
The lower kft hand quadrant is a zero array which is 
obtained duriog thepassesthrongh the array as will be 
d e s c r i i  later. S i  it is zero, no output signal is re- 
quired. The remaidzr is our desired result and it can 
either be used directly io real time by Circnit 510 via 
array output 525 (FIG. 5) or stored in temporary stor- 
age 525 (FIG. 5). as appropriate 

sequently, by propa selection of matrices A, B, C, and 
D, the capabiity ofthe Feddervadgorithm cll~l be fully 
utilized. Thc varioUS posribk matrix manipuhtims are 
shown io FIG. 2. 
The simplicity of the algorithm is doe to the absence 

of a n d y  to actually identify the multipliers of the 
rows of A and the elements of B it is only 7 to 
“aond the last row.” This can be done by tnangulanza- 
tion. a numerically stable procedure, combined with an 
equally stable Gaussiao elimination procedure. See, for 
exampk (1) I€ T. Kung. R SprouU, and G. Steele, 
VLSI Systems and Compu~tionr Computer Science 
Press, Camegie-Mellon University, Pa, October, 1981, 

It is clear From the above inuamml . tbatgivenmatri- 
c e ~  A. B, C and D, CA-IB+D  an bc compntcd. Con- 
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ized as a Kalman filter algorithm and wherein the map 
ping step is further comprised by the step of: 

converting every complex matrix and vector term of 
the Kalmnn fdter algorithm into a matrix-only 

7. Computer Simulation 
The above-dtscribed example was simuttated on a 

VAX 780. The Kalman 
c o v h  P1l(k/k-l), d the K11(k), bearing thc error rpng~ covari- e r z o ~  U) 3. ~alforapplicatiOp~$~laim2",- the 
ance P 3 3 w -  1) were a&st time k and Ibhall filter algorithm klndes S C V d  known eqUa- 
are shown m FIG. 4. Tbcse plots show the mmrerical tions, at least one which is not directly convertible into 
stability of the implementation d the Kalman e OIL 8 Systolic array form, a d  said m v -  Step  is fu* 
theconrwrcntsystolicarrays. * by the additional steps of: 

8. Cbdusbn rcprscnting each portion by an equivalent matrix- 
35 c ? z g 2 d  one Lnown equation into portions; and 

The invention's mahod and architectme computes, only value of a size suitable for processing by said 

prior always so long that a && pre- 4. A method in accordance with claim 3 and compris- 
sentation has not previously been obtained. 

prtsents the best m& m- passing each matrix-only value through said systolic 
templatea in carrying out om mvmtion. olrr invention array in order to compute one f d  output term for 
is however, sI1sceptl?)lc to modifications and alternate said Kalman filter algorithm. 
c o m o m  from & &e 45 5. Amethodinaccordancewithclaim4whereinsaid 
drawings and - i  h v c  - ~ y ,  it is not Kalmnn Uter algorithm includes a fixed number of 
fie inttnfion to &t the bmtion to particnlar equations and wherein the representation thereof BS a 

invention Faddeeva algorithm represents a fixed number of ma- 
is in- d w d modifications - 4 trix-only values; and said passing step further com- 
alternate constrnctions falling within the spirit ami prises; 
scope of the invmtion, m e in the appended temporarily storing output signals from the systolic 
claims when nad in lightofthcdescriptiand draw- array which arc needed m other computations in 
mgs. said systolic array; 

inputting the temporarily stored output signals at 
appropriate times into said systolic array, and 

cyclically passing each of said matrix-only values 
through said systolic array. 

6. A method in accordance with claim 5 wherein said 
tixed number of matrix-oaly values comprises a k e d  

S Y S ~ O ~ ~ C  -Y and 
wherein said pasxs funher comprise m order the fol- 
lowing passes: 

m real h e ,  a Kalman filtex algorithm which m the systolic array. 

ing the additional step of: 
The above 

on & m m ,  

WhatiSClaimedk 
1. A mabod of solving eqorrtions having both matrix 55 

mapping a tifit eqoation, having both matrix 

and vector tams 
the steps of: 

& time, saki e comp-g 

v-br tams. into an -d=t equation which 
contaiusmatrix-odyva~~thatreprrsmtb~~~e 60 number of p m  throngh 
m a t h  and vector terms of said first equatioq 

applying electrical signals m h g  the matrix- 
only values of the equivalent equation to a systolic 

generating in the systolic array a real-time solution to 65 
proassing array; and 1st pass 

said first equation. 
;(k - 1/k - 1) 

2. A method in accordance with claim 1 wherein the 
equations having matrix and vector tenns BTC character- 
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sent both the matrix and vector terms of the Kal- 
man filter algorithm; 

representing tht terms of the Faddeeva algorithm as 
electrical signals; 

inputting the electrical signals into a systolic process- 
ing array; and 

processing the electrical signals in the systolic pro- 
cessing array to obtain a real-time solution to said 

9. A method of h ~ l ~ t h  the Kalman fdter alno- 

5 
+p(wL - 1) 

Kalman lilt= algorithm. 
10 

I +we)R-~a) r i b  for a reai-timi solution t o  variable tenus in the 

1 algorithm, said method resulting in an implementation 
of the Kalman filter algorithm and comprising the or- - Wk) 0 

# pan: 

m - 1 1 )  1 I 

dered steps of: 
15 (1) arraaging the vector and matrix terms of said 

Kalman filter algorithm mto a Faddeeva algorithm 

(2) placing cell elements accordiag to the size of the 
matrix to solve the matrix-only terms of the Fad- 
deeva algorithm in a systolic array; 

(3) steering electrical signals, repmentiug the matrix- 
only trims of the Faddeeva algorithm into cell 
elements of the systolic a r r a ~  and 

(4) obtaining from the array, real-time output signals 
indicative of a real-time solution to said Kalman 
iilta algorithm. 

10. Apparatus for solving equations having a matrix 
and vector tenus in real time, said apparatus compris- 

1) which includes matrix-ody terms; 

20 

25 

ing: 
30 meaus for mapping a first equation, having both ma- 

trix and vector terms, into an equivalent equation 
which contains matrixdy values that represent 
both the mapix and vector terms of said first equa- 
tion; 

a systolic array, with an appropriate number of cell 
elements according to the size of matrix to provide 
a real-time solution of said matrix-only values, con- 
nected to said mapping means; and 

means for applying electrical signals representiug the 
matrix-only values to said systolic processing array 

1++2*). w- 1) for solution thereof. 
11. Apparatus m accordance with claim 10 wherein 

7. A method of solving equationS having matrix and 
vector terms m d time, said method comprising the means for triangulating and nullifying the matrix-only 
steps of: 45 values appl i i  thereto, whereby a real-time solu- . mapping a first equath, having both matrix and tion to the matrix and vector equation appears as an 

vector terms, into an cquivaknt,equation which is outpat signal from said systolic array. 
reprcscnted in matrixdaly values that represent the 12. Apparatus in accordance with claim 11 wherein 
matrix and vector tams of said first equation; the size of the matrix and vector terms varies and the 

applying si@ rrpraentiug the matrix-only values XI mest matrix termin the tint equation is a matrix a), 
of the equivalent equation to a systolic proashg and wherein said systolic amy further comprises 
m y ;  and alixed sizeof 2n by 2nrows and columns, w k  n is 

triangulating andnullifyingthesigMl!3msaidsystotic a positive integer, m said array; and 
procesiug array whaeby a red time solution to means for padding zems in tht non-used spaces of 
the matrix and vector tams of said first equation 5s each matrix-only term which hasasize m less than 
appears as an ontput signal from said systolic pro- 
ctssing m y .  13. Apparatus in acc~rdauce with claim 12 and fur- 

means at the input of said systolic array for receiving 

output means for said systolic array for delivering an 

--I I 0 

prr 

I++*) 

Hot) 

8th pprs: 

35 

40 

&tj  sm&c array further comprises: 

that of @). 

8. A method of implementing a Kalman mta alge 
nthm for a real-time soMon, said method comprising 
the steps of: 60 2n electrical signals; and 

arranging the vector and matrix terms of said Kalman 

thcr comprising: 

mter algorithm into matrix-ody tenns of a Fad- 
dccva algorithm, which matrixdy terms repre- 

n-sized output si&. * * * * *  

65 


