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SECTION 1
ORGANIZATION AND MANAGEMENT

The 1993 Old Dominion University (ODU)-NASA Langley Research Center
(LaRC) Summer Faculty Fellowship Research Program, the thirtieth such
institute to be held at LaRC, was planned by a committee consisting of the
University Co-Director, LaRC Staff Assistants (SAs) from the research
Directorates, and the University Affairs Office (UAO), under the auspices of
the Office of Education.

An initial assessment of each applicant’s credentials was made by the
University Co-Director and the NASA LaRC Assistant University Affairs
Officer. The purpose of this assessment was to ascertain to which Division
the applicant’s credentials should be circulated for review. Once this
determination was made, an application distribution meeting was scheduled
with the SAs where applications were distributed and instructions
concerning the selection process were discussed. At a later date, the SAs
notified the ASEE office of the selections made within their Directorate.

The University Co-Director then contacted each selected Fellow by phone
extending the individual a verbal appointment, which was followed up with a
formal letter of confirmation. Individuals were given ten days to respond in
writing to the appointment. Once the letters of acceptance were received, a
roster was sent to each SA advising them of their Fellows for the summer
program.

Each Fellow accepting the appointment was provided with material relevant
to housing, travel, payroll distribution, and the orientation. Each Fellow, in

advance of commencing the program, was contacted by his or her Research
Associate or representative of the branch.

For the first time with the ASEE program, each Fellow and Research
Associate received a 1993.1 ASEE Policies, Practices, and Procedures
Manual which clarified many commonly asked questions up front regarding
the roles, responsibilities, policies, and procedures of both parties. This
manual was very beneficial and will be updated annually to be used in the
years to come (Appendix XIII).

At the Orientation meeting, Mr. Edwin J. Prior, Deputy Director for the
Office of Education, officially started the first day of the summer program by
welcoming everyone to LaRC. He was followed by Mr. Robert L. Yang,
Assistant University Affairs Officer, who presented the LaRC and schedule
overview. A program breakout session was next on the agenda, enabling the
ASEE administrative staff to meet with the 1993 Fellows to discuss
administrative procedures and answer any questions that came to mind.



Next, the Fellows were invited to tour several of the LaRC facilities which
included the Aircraft Landing Dynamics Facility and the Transonic Dynamics
Tunnel. Following the tours, the Fellows returned to the H.J.E. Reid
Conference Center where they were greeted by their LaRC Associate who
then escorted them to their respective work sites. An evaluation of the
orientation meeting was completed; refer to Section VI for results.

Throughout the program, the University Co-Director served as the principal
liaison person and had frequent contacts with the Fellows. The University
Co-Director also served as the principal administrative officer. At the
conclusion of the program, each Fellow submitted an abstract describing
his/her accomplishments. Each Fellow gave a talk on his/her research
within the Division. The Directorate SAs then forwarded to the Co-Director
the names of the Fellows recommended within their Directorate for the
Final Presentations. Twelve excellent papers were presented to the Fellows,
Research Associates, and invited guests.

Each Fellow and Research Associate was asked to complete a questionnaire
provided for the purpose of evaluating the summer program.



SECTION I
RECRUITMENT AND SELECTION OF FELLOWS
Returning Fellows

An invitation to apply and possibly participate in the Old Dominion
University (ODU)-NASA Langley Research Center (LaRC) Program was
extended to the individuals who held 1992 fellowship appointments and
were eligible to participate for a second year. Twenty-two individuals
responded to the invitation and twelve were selected (Table 1). Eight
applications were received from Fellows from previous years. Four were
selected.

First Year Fellows

Although ASEE distributed a combined brochure of the summer programs,
many personal letters were mailed to deans and department heads of various
engineering schools in the East, South, and Midwest, by Dr. Surendra N.
Tiwari of Old Dominion University and Mr. John H. Spencer of Hampton
University (HU) requesting their assistance in bringing to the attention of
their faculties the ODU/HU-NASA LaRC program. In addition to the above, a
number of departments of chemistry, physics, computer science, and
mathematics at colleges (including community colleges) and universities in
the State of Virginia, as well as, neighboring states were contacted regarding
this program. Although minority schools in Virginia and neighboring states
were included in the mailing, the Co-Director from HU sent over three
hundred letters to deans and department heads, and to all of the minority
institutions across the United States soliciting participants (Table 2). These
efforts resulted in a total of one-hundred and seven formal applications
indicating the ODU/HU-NASA LaRC program as their first choice, and a total
of fifty-four applications indicating the aforementioned as their second
choice. The total number of applications received came to one-hundred
sixty-one (Table 3).

Forty applicants formally accepted the invitation to participate in the
program. Four applicants declined the invitation. A few Fellows delayed
their response while waiting for other possible offers from other programs.
The top researchers tend to apply to more than one program, and will make
their selection based on research interest and stipend. Twenty-six positions
were initially budgeted by NASA Headquarters. Fourteen positions were
funded by the LaRC Divisions (Table 4).

The average age of the participants was 42.6.















SECTION III
STIPEND AND TRAVEL

A ten week stipend of $10,000.00 was awarded to each Fellow. Although
51% of the Fellows indicated that the stipend was not the primary motivator
in their participating in the ASEE program, only 32% indicated this amount
as being adequate (Survey-Section VI). This stipend still falls short of
matching what most professors could have earned based on their university
academic salaries. The decision to participate in the summer faculty
research program clearly reflects the willingness of the Fellow to make
some financial sacrifice in order to have the experience of working with
NASA's finest scientists and researchers.

Mileage or air fare expenses incurred by the Fellows from their institution to
Hampton, Virginia, as well as their return trip, were reimbursed in
accordance with current ODU regulations. A relocation allowance of $1,000
was provided for the Fellows traveling a distance of 50 miles or more.

SECTION IV
1993 ASEE SFFP ACTIVITIES
Technical Lecture Series

Due to the past success, the Technical Lecture Series was again scheduled
for this summer’s program. There were a total of six lectures with five given
by invited Langley scientists and researchers and one given by an outside
guest speaker (Appendix II). For the second year, a Program was prepared
and distributed at each lecture (Appendix II). The Program included
biographical information on the speaker, a brief abstract of the technical
lecture, and the announcement of the next lecture.

Picnic

An annual University Affairs Office picnic was held on Friday, June 25, 1993,
for the summer program participants, their families, and invited guests.
This allowed for informal interaction between the Fellows, as well as, with
the administrative staff.

Unsolicited Proposal Seminar
An Unsolicited Proposal Seminar was held for the Fellows and invited
university guests on Thursday, August 12, 1993. The Assistant University

Affairs Officer, Robert L. Yang, along with other invited guest speakers
representing NASA and selected universities, presented an overview of the
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proper procedures to adhere to in submitting an unsolicited proposal to
NASA. The program covered both the NASA and university perspectives.
This was the first time this particular forum was used and was received very
well by the Fellows and other guests (Appendix XII).

Seminar/Banquet

On Wednesday, July 28, 1993, a seminar/banquet was held for the Fellows
and their spouses. The banquet took place at the beautiful Langley Air Force
Base Officer’'s Club. ASEE end of the program information and group
pictures were presented to each Fellow at the banquet.

ASEE Activities Committee

An ASEE Activities Committee was formed to plan social outings for the
program participants and their families. The head of this committee
developed a newsletter to share planned events, as well as local events,
festivals, entertainment, and so forth. This was very well received by the
Fellows, particularly those from outside the Tidewater area.



SECTION V
RESEARCH PARTICIPATION

The ODU-LaRC Summer Research Program, as in past years, placed the
greatest emphasis on research aspects of the program. Included in this
report are abstracts from the Fellows showing their accomplishments
during the summer. These abstracts, together with the comments of the
LaRC Research Associates with whom the Fellows worked very closely,
provide convincing evidence of the continued success of this part of the
program. The Fellow's comments during the evaluation of the program
indicated their satisfaction with their research projects, as well as, with the
facilities available to them.

The research projects undertaken by the Fellows were greatly diversified as
is reflected in their summer research assignments. Their assignments were
as follows:

Number of Fellows
Assigned Division

Applied Aerodynamics Division
Analysis and Computation Division
Flight Applications Division

Flight Electronics Division

Facilities Engineering Division

Fluid Mechanics Division

Flight Management Division

Guidance and Control Division

Human Resources Management Division
Instrument Research Division
Information Systems Division
Management Support Division
Materials Division

Office of Education

Research Information and Applications
Structural Dynamics Division

Space Technology Initiative Office
Structural Mechanics Division

Space Systems Division

Space Station Freedom Office

= 00 Q0 s N = e U1 bt G0 = CODND D DD = NN

Thirty-six (90%) of the participants were holders of the doctorate degree.
Four (10%) held masters degrees. The group was again highly diversified
with respect to background. Following are the areas in which the last
degree was earned:
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Number Area of Degree

Aeronautics
Aerospace Engineering
Agricultural and Mechanical
Engineering
Applied Mechanics
Chemistry

(includes 1 organic and 1 nuclear)
Computer Science
Education and Instructional Media
Electrical Engineering
Electrical Engr. and Automation
Control
Engineering
Engineering Management
Engineering Mechanics
Estimation and Control
Management
Mathematics
Mechanical Engineering
Operations Research
Philosophy (Information Science)
Physics
Psychology
Social and Philosophical Foundations
of Education

— N
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Extensions

A portion of the funds remaining in the travel and relocation budget was
used to grant extensions to nine Fellows in the program. To be considered
for the extension, the Fellows submitted a statement of justification which
was supported by the Research Associate. The requests were reviewed by
the University Co-Director and the Assistant University Affairs Officer. The
following individuals were granted a one week extension:

Dr. Thomas Gally

Dr. Anthony Ghorieshi

Dr. Jen-Kuang Huang

Dr. Ramesh Krishnamurthy
Dr. Erdogan Madenci

Dr. Subba Reddy

Dr. George Rublein

Mr. Robert Tureman

Dr. Cornelis Van Dam

11



Attendance at Short Courses, Seminars, and Conferences

During the course of the summer there were a number of short courses,
seminars, and conferences, in which the subject matter had relevance to the
Fellows’ research projects. A number of Fellows requested approval to
attend one or more of these conferences as it was their considered opinion
that the knowledge gained by their attendance would be of value to their
research projects. Those Fellows who did attend had the approval of both
the Research Associate and the University Co-Director.

The following is a listing of those Fellows attending either a short course,
seminar, or conference:

James T. Aberle: IEEE Antenna and Propagation Society International
Symposium, Ann Arbor, MI.

Frederick G. Freeman: Seminar on Neural Networks and Fuzzy Logic, NASA
Langley Research Center.

Thomas A. Gally: AIAA Computational Fluid Dynamics Conference, Orlando,
FL.

J. Anthony Ghorieshi: Conference on “Potential Impacts of Advanced
Aerodynamics Technology on Air Transportation Systems Productivity”,
NASA Langley Research Center.

W. Steven Gray: Seminars on “Nonlinear Flight Control Using Neural
Networks and Feedback Linearization”, “A Digital Phase-Lead Controller for
a Magnetic Levitation System”, and “Design of a Neural Network Computer
for Control Applications.” Short course on “Sliding Mode Control with
Gaussian Networks.”

F. Bary Malik: Invited talks at (1) International Workshop on Condensed
Matter Theories, Pakistan, and (2) European Physical Society’s Conference
on Atomic and Nuclear Clusters, Greece.

Masoud Rais-Rohani: Course-Transition to PATRAN 3 for PATRAN 2.5 Users.
Denise V. Siegfeldt: Seminar on Diversity 2000: The Challenge of

Successfully Managing Our Human Resources, NASA Langley Research
Center.

Garfield B. Simms: Short Course-Fiber Optics and Optical Detectors.
Cornelis P. van Dam: AIAA 29th Fluid Dynamics Conference.
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Papers Presented

James T. Aberle: “Hybrid Techniques for Complex Electromagnetics
Problems”, Applied Computational Electromagnetics Society, IEEE
Transactions on Antennas and Propagation.

Sherilee F. Beam: “Research Information and Applications Division Visual
Imaging Branch Assessment” (inter-division), NASA Langley Research
Center.

L. Catherine Brinson: “Effects of Physical Aging on Long-Term Behavior of
Composites.”

John M. Cimbala: Submitted “A Comprehensive Comparison of Turbulence
Models in the Far Wake” to American Physical Society Division of Fluid
Mechanics Annual Meeting, Albuquerque, NM.

Frederick G. Freeman: Submitted “Event Related Potentials to Attended
and Unattended Stimuli During a Vigilance Task” to the Neuroscience
Society.

J. Anthony Ghorieshi: “Microspheres for Laser Velocimetry in High
Temperature Wind Tunnels.”

W. Steven Gray: “Gain Scheduling Controllers for a Magnetic Levitation
System”, by D. Lane, W. S. Gray, and O. Gonzalez, 1994 IEEE ACC; “Sliding
Mode Controllers for a Magnetic Levitation System”, by R. McConnell, W. S.
Gray, and O. Gonzalez, 1994 IEEE ACC; “Controllers for a 2-D Magnetic
Levitation System”, by W. S. Gray and O. Gonzalez, 1994 IEEE ACC.

Robert F. Hodson: “An ASIC Memory Buffer Controller for a High-Speed
Disk System”, 5th Annual NASA Symposium on VLSI Design, Albuquerque,
NM.

Jen-Kuang Huang: “Identification of Linear Unstable Systems from Closed-
Loop Data”, AIAA Structures, Structural Dynamics, and Materials
Conference, 1994.

Rex K. Kincaid: “The Molecular Matching Problem”, ORSA/TIMS CSTS
Conference, Jan. 1994.

Ramesh Krishnamurthy: “A Numerical Study of Mixing a Combustion in
Hypervelocity Flows Through a Scramjet Combustor Model”, AIAA
Conference, 1994.

Erdogan Madenci: “Mechanical Joints Subjected to Combined Bearing-
Bypass and Shear Loadings”, AIAA Journal.
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Papers Presented (Continued):

F. Bary Malik: “Equations for Pair Correlation Function for a Finite Fermion
System”, accepted for publication in Con Matter Theories, Vol. 9.
“Emission of Clusters from Hot Nuclei®, Zeitschrift fur Physik.

Sandra B. Proctor: NASA Langley’s “Strategic Plan for Education.”

Masoud Rais-Rohani: “Wing Design for the Civil Tiltrotor Transport Aircraft:
A Preliminary Study”, abstract submitted to the 35th
AIAA/ASME/ASCE/AHS/ASC Structures, Structural Dynamics, and Materials
Conference.

James M. Rankin: “GPS and Differential GPS: An Error Model for Sensor
Simulation”, 1994 IEEE Position, Location, and Navigation Symposium
(PLANS).

Denise V. Siegfeldt: “Organizational Development: A Planned Change Effort
in the Management Support Division of NASA Langley Research Center”, to
be submitted to the Association of Management.

Dave Sree: “On the Measurement of Turbulent Spectra From Non-Poisson
Distributed Randomly Sampled Laser Velocimetry Data”, AIAA Meeting,
1994. “Spectral Enhancement of Randomly Sampled Signals by Pre-
Filtering Techniques”, ASME Fluids Engineering Conference, Lake Tahoe,
1994.

Resit Unal: “Design for Quality Using Response Surface Methods”,

submitted to Engineering Management Journal. “Aerodynamic
Configuration Design Using Response Surface Methods”, AIAA Aircraft

Design Conference, 1993.
Cornelis P. van Dam: Conference paper, AIAA paper no. 93-3140, AIAA 29th
Fluid Dynamics Conference, 1993. Conference paper, AIAA paper no. 93-
3533, AIAA Applied Aerodynamics Conference, 1993.

Anticipated Papers
John M. Cimbala: Plans to submit a journal paper on results of research.

Hira N. Narang: Plan to submit a NASA technical report on results of
research.

C. Subba Reddy: “Aerodynamic Heating in Hypersonic Flows-Experimental
Data Reduction”, to be submitted to a conference.
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Anticipated Papers (Continued):

George T. Rublein: Will be publishing a book entitled, “Mathematics for
Powered Flight.”

Alphonso C. Smith: SPIE - Smart Materials and Structures Conference.
Robert L. Tureman: Working on a paper for submission to ACM SIGCSE.
Cornelis P. van Dam: Preparing a journal article to be submitted to the
Journal of Aircraft.

Anticipated Research Proposals

James T. Aberle: “Hybrid Techniques for Complex Aerospace
Electromagnetics Problems™, NASA AMRB.

Sherilee F. Beam: Cooperative agreement between Hampton University and
LaRC RIAD.

L. Catherine Brinson: “Modelling of Long-Term Effects of Chemical and
Physical Aging of Polymer Composites”, NASA.

Thomas A. Gally: “Investigation into Design Methodologies for Airfoils/Wings
at Separated or Near-Separated Flight Conditions”, NASA LaRC.

W. Steven Gray: “Feedback Linearizing Controllers for Guidance, Homing,
and Intercept Problems”, NASA LaRC, Guidance and Control Division.

“Nonlinear Controllers for a 2-D Magnetic Levitation System”, National
Science Foundation, Engineering Systems Division.

Robert F. Hodson: “SODR Memory Buffer Control ASIC”, Christopher
Newport University.

Drew Landman: Submitted an informal proposal to NASA LaRC.

Erdogan Madenci: “Analysis of Mechanical Joints with Multi-Fasteners”,
NASA LaRC.

F. Bary Malik: Preparing a proposal for submission to NASA LaRC.
Hira N. Narang: Submitting proposals to DOE and NASA.

Masoud Rais-Rohani: “Wing Design for the Civil Tiltrotor Transport
Aircraft”, to be submitted to NASA LaRC.
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Anticipated Research Proposals (Continued):

James M. Rankin: “Validation of GPS Error Models”, NASA LaRC. “Spatial
Error Correlation in GPS”, NASA LaRC.

C. Subba Reddy: “Aerodynamic Heating in Hypersonic Flows-Experimental
Data Reduction”, NASA LaRC.

George T. Rublein: Interdisciplinary Curricula Materials, National Science
Foundation.

Alphonso C. Smith: “Evaluation of High Temperature Alloy Materials for Use
in Diesel Engines’ Cylinder Heads”, Department of the Army.

Dave Sree: “ Investigation of Spectral Analysis Techniques and Turbulence
Scales for Randomly Sampled Laser Velocimetry Data”, NASA LaRC.

Resit Unal: “Multidisciplinary Design Optimization for Space Transportation
Vehicles”, NASA LaRC.

Cornelis P. van Dam: “Study of the Mutual Interaction Between a Wing Wake
and An Encountering Airplane”, NASA LaRC.
Funded Research Proposals

L. Catherine Brinson: “Constitutive Modelling of Shape Memory Alloys”,
National Science Foundation.

C. Ken Chang: “Shielding From Space Radiations”, NASA LaRC.
Frederick G. Freeman: “EEG and Vigilance Task Performance”, NASA.

W. Steven Gray: “Neural Control of Magnetic Suspension Systems for
Aerospace Applications”, NASA LaRC.

Jen-Kuang Huang: “Identification and Control of Large-Angle Magnetic
Suspension Test Facility”, NASA LaRC.

F. Bary Malik: “XVI. Condensed Matter Theories”, Army Research Office.
“XVIII. Nathiagali Summer College”, National Science Foundation.
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SECTION VI

SUMMARY OF PROGRAM EVALUATION

A program evaluation questionnaire was given to each Fellow and to each
Research Associate involved with the program. A sample of each
questionnaire is in Appendix IX of this report. The questions and the

results are given beginning on the next page 32 of 40 evaluations were
returned (80%).
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A. Program Objectives

1. Are you thoroughly familiar with the research objectives of the
: research (laboratory) division you worked with this summer?

Very much so 24 (75%)
Somewhat 7 (22%)
Minimally 1 (3%)
2. Do you feel that you were engaged in research of importance to your

Center and to NASA?

Very much so 31  (97%)
Somewhat -0
Minimally 1 (3%)

3. Is it probable that you will have a continuing research relationship
with the research (laboratory) division that you worked with this

summer?
Very much so 27 (84%)
Somewhat 5 (16%)
Minimally (0]
4. My research colleague and I have discussed follow-up work including

preparation of a proposal to support future studies at my home
institution, or at a NASA laboratory.

Yes 26 (81%) No 6 (19%)
5. What is the level of your personal interest in maintaining a continuing

research relationship with the research (laboratory) division that you
worked with this summer?

Very much so 31 (97%)

Somewhat 1 (3%)
Minimally 0

18



B. Personal Professional Development

1.

To what extent do you think your research interests and capabilities
have been affected by this summer’s experience? You may check
more than one.

Reinvigorated 16 (50%)
11

Redirected (34%)
Advanced 20 (63%)
Just maintained 2 (6%)
Unaffected

How strongly would you recommend this program to your faculty
colleagues as a favorable means of advancing their personal
professional development as researchers and teachers?

With enthusiasm 25 (78%)
Positively 7 (22%)
Without enthusiasm

Not at all

How will this experience affect your teaching in ways that will be
valuable to your students? You may check more than one.

By integrating new information into courses 23 (72%)
By starting new courses 2 (6%)
By sharing your research experience 24 (75%)
By revealing opportunities for future

employment in government agencies 10 (31%)
By deepening your own grasp and enthusiasm 14 (44%)
Will affect my teaching little, if at all 1 (3%)

Do you have reason to believe that those in your institution who make
decisions on promotion and tenure will give you credit for selection
and participation in this highly competitive national program?

Yes 25 (78%) No 5 (16%) Maybe 2 (6%)

19



C. Administration

1.

How did you learn about the Program? Check appropriate response.

Received announcement in the mail 17 (53%)
Read about in a professional publication 1 ( 3%)
Heard about it from a colleague 14 (44%)
Other (Explain below) 3 ( 9%)

Previous participation

At a conference from NASA scientists

Did you also apply to other summer faculty programs?
Yes 9 (28%) No 23 (72%)

l1( 3% DOE
5 (16%) Another NASA Center

Did you receive an additional offer of appointment from one or more of
the above? If so, please indicate from which.

Yes No 32 (100%)

Did you develop new areas of research interests as a result of your
interaction with your Center and laboratory colleagues?

Many 9 (28%)
A few 23 (72%)
None

Would the amount of the stipend ($1,000 per week) be a factor in your
returning as an ASEE Fellow next summer?

Yes 22 (69%) No 10 (31%)
If not, why? Interest is in doing r h: nabl uld be a little
r: A u n rim ncern; Rel tion all
1 Li higher du st of relocating a family: Mor

mon n tr. higher pai nior professors from “Big name
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institutions” which would drive out the junior faculty and those from

maller schools: I've 1 I n u tipend w.
ut: Shoul ifferen in sal for different level professors:

f WOr ibili f pursuing funded work is mor
important.

Did you receive any informal or formal instructions about submission of
research proposals to continue your research at your home institution?

Yes 25 (78%) No 7 (22%)

Was the housing and programmatic information supplied prior to the
start of this summer’s program adequate for your needs?

Yes 24 (75%) No 2 (6%) N/A (19%)

Was the contact with your research colleague prior to the start of the
program adequate?

Yes 29 (91%) No 3 (9%)

How do you rate the seminar program?

Excellent 8 (25%)
Very good 19 (59%)
Good 5 (16%)
Fair

Poor
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10.

In terms of the activities that were related to your research
assignment, how would you describe them on the following scale?

Check one per activity Time Was

Activity 7 Too Brief | Excessive Ideal
Research 10 (31%) 8 (25%) o 13 44%
Lectures 22 (69%) 1( 3% | 4(13%) 5 (16%)

Tours 15 (479) 10 G199 1(39 4 (130
Social/Recreational 22 (69%) 2( 69 o 6 (1990
Meetings 26 (78%) 1(30 o 3(9%9
11. What is your overall evaluation of the program?
Excellent 25 (78%)
Very good 6 (19%)
Good 1 ( 3%)
Fair S
Poor
12. If you can, please identify one or two significant steps to improve the
program.
See Fellows' Comments and Recommendations
13. For second-year Fellows only. Please use this space for suggestions on
improving the second year.
See Fellows' Comments and Recommendations
D. Stipend
1. To assist us in planning for appropriate stipends in the future, would
you indicate your salary at your home institution?
$__ 47,800 per Academic year _ 28 or Fullyear _1 .
Median Range (97%) (1%)
2. Is the amount of the stipend the primary motivator to your

participation in the ASEE Summer Faculty Fellowship Program?

Yes _1 (3%) No _17 (53%) In Part 14 (44%)
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3.

What, in your opinion, is an adequate stipend for the ten-week
program during the summer of 1994?

$10K-9 (32%): $11-3 (11%): $12K-10 (36%): $13K-2 (7%):
14K-1 (4%);: $15K-3 (11%): Should be based on a percentage of
mi : Shoul mic r. and m r

exceed normal salary,

E. American Society for Engineering Education (ASEE) Membership Information

1.

Are you currently a member of the American Society for Engineering
Education?

Yes 9 (28%) No 23 (72%)

Would you like to receive information pertaining to membership in the
ASEE?

Yes 20 (63%) No 11 (34%)

Not applicable to professional field 1 (3%)
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Fellows’' Comments

The ASEE program has been an excellent experience for me. It is
extremely well organized and administered. It provided a unique
opportunity to focus my long term research interests and to secure funding
support. The ASEE program is an excellent example of where the Federal
Government, and NASA in particular, has made an important contribution to
keeping American technology and science first rate. I strongly recommend
this program to all of my academic colleagues. This program has been
valuable in finding support for my graduate students and motivating them to
do quality research. The program has a wonderful staff. Provides a good
opportunity for faculty and researchers to work together. The end of the
year seminar/banquet was a nice closing activity and it could be expanded
more. A great summer-thank you for the wonderful opportunity. An
excellent program that is well supported by NASA and ODU. Congratulations
to Dr. Tiwari, Ms. Debbie Young, and all the other people who have made
this such an enjoyable experience. This program has helped me to bridge
the gap from mechanical design to experimental fluid mechanics. Thanks
for a great opportunity. The best and most enjoyable part of the program is
the research interaction with colleagues in the laboratory. It was a very
stimulating summer. I hate to leave. Everyone has been cooperative,
cordial, and helpful. This project is well underway and I would not have
made anything like this progress without the persistent help of a lot of
people here. In terms of housing opportunities, the list of rooms to rent
was great! Please continue that! It is so much easier and nicer than an
empty apt. or hotel room. Restricted hours are understandable, but
unfortunate. Excellent program-keep it the same. I can think of no needed
improvements. Flexibility is very important and the leadership’s attitude
towards research was the determining factor for this year's excellent
management.

Fellows’ Recommendations

* Strongly recommend incorporating a formal mechanism, within the ASEE
program, for bringing and supporting graduate students because it is likely
the student will participate in future projects supported by the Center.

* Encourage ASEE staff to visit participants’ home institutions to raise the
faculty awareness of the ASEE program and to see if there are universities
which will benefit more than others. It seems as if the same universities
participate over and over and they are the only ones to benefit.

* It would be nice to meet other faculty members and their families earlier
in the program. Provide better opportunities to meet by introductions at
the picnic and organizing other family oriented social functions.

* Go back to the luncheons after the lectures.
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Hold the grants workshop earlier so ideas can be incorporated during
the summer.

1) Instead of presentations at the end of the session, give a status report
half way through or just publish a list of papers and have interested parties
contact researchers. 2) Eliminate the presentations at the end of the
program due to time needed to wrap up research.

Possibly send the stipend checks through the mail or have at the lectures.

Please send a copy of the report indicating the results the teacher from
New York obtained as a result of his survey.

Ten weeks is a very short time for doing research, so I would like to see
that some of the activities be reduced or even skipped so that we can
concentrate on research work: Skip orientation and tours and reduce the
number of lectures.

Have cookies, donuts, and coffee at all seminars.

Let participants know of extensions earlier.

Solve the problem of funding new grants by setting aside a sum of money
(preferably as a part of the ASEE program) to be used as “seed money” to
facilitate the funding of new grants.

1) Increase the program to 14 or 15 weeks and allow longer hours.
2) Allow after hours work.

Allow more flexibility with regard to time period, especially for 2nd or 3rd
year Fellows-10 weeks is a long time to be away from graduate students.

Announce short courses and eminent guest lectures in a newsletter to
ASEE members.

A visit with Fellows from other Centers would be interesting.
Provide more travel/relocation funds. Have taxes withheld.
Combine the lectures with a tour of the facility.

Organize the activities committee the first day.

Expose 2nd year Fellows to other potential sponsors.

Arrange visits for Fellows to visit each others sites to see first hand the
research being done.
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SUMMARY OF ASSOCIATES’ EVALUATION

The following comments and recommendations were taken from the
questionnaire distributed to the ASEE Associates requesting them to
evaluate the overall performance of their ASEE Fellow. Most all of the
Associates responding indicated an overwhelming satisfaction with the
Fellow's knowledge of their subject, diligence, interest in assignment, and
enthusiasm.

Research Associates’ Comments

Did considerable background work prior to arrival and will receive a grant,
funding permitting.

This program is very valuable to me. It gives me the opportunity to work

with new university faculty and to extend my branch’s external activities and
contacts.

Exceptionally prepared for work to be done. As a result of research done, a
design was submitted for fabrication. We hope to fund a follow-on grant.

Outstanding technical expertise-a significant asset to the research area of
interest. It is unusual to have such a close match in objectives/knowledge.

I have and wish to continue devoting part of my efforts to the ASEE program
during the summers.

Progressed beyond my expectations-he had a huge task before him.

It seemed to work very well-Bob Yang was super in helping us through the
paperwork.

Fellow had excellent capability technically and interfaced with Branch well.
Made system work without a flaw. Was very well prepared for his
assignment.

Research Associates’ Recommendations

* I like the program the way it is.

Make it 12 weeks.

Develop some activities for the families of the Fellows.

* Recommend less time spent on seminars, tours, paperwork, and more
time in the lab.
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* A pot of “seed” money should be available to fund startup grants until
regular program funds can be obtained.

* It would be nice if all Fellows could get a list of other Fellows early and
also, have the picnic earlier so they can meet and get to know each other.

e There should be a mechanism for NASA scientist to spend time in
industry/university (short-term) just like this summer fellowship program.
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SECTION VI
CONCLUSIONS AND RECOMMENDATIONS

Conclusions

Comments from the Research Fellows and the Research Associates, indicate
a continued high level of satisfaction with the program. The Fellows feel
that the research is important to them in terms of professional growth, and
important to the Center and NASA as a whole. The Associates indicated the
importance of the research to the Center, and 100% of those responding
stated they were very interested in serving as a Research Associate again in
the future (28 out of 40 responded-70%).

Early communication, prior to the start of the program between the Fellow
and the Associate, enabled 75% of the Fellows to feel they were thoroughly
familiar with the research objectives of their Division.

The probability of continued research relationships is up to 84%, which is a
twelve percent jump over 72% in 1992 and a seventeen percent increase
over 1991. Eighty-one percent of the Research Fellows discussed follow-up
work and submitted proposals for future research which is an increase over
1992 (78%) and 1991 (71%).

Personal interest on the part of the Research Fellow in maintaining a
continuing research relationship with their research Division remained at
97% for the second year.

Statements from the Fellows indicate that the amount of the stipend is not
the important factor when deciding to participate in the program.

Communication between the Associate, Fellow, and administrative staff
improved as a result of the 1993.1 Policies. Practices, and Procedures
Manual, and as a result of pre-program contact. Ninety-six percent of the
Associates indicated their Fellow was adequately prepared for their research
assignment.

Most comments from both the Fellows and the Research Associates were
positive. The two main recurring comments were:

(1) Allow more flexibility regarding the hours worked, i.e.-after
hours and weekend access and,

(2) Allow for a more flexible start and end date for the Fellows.
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Recommendations

A. Program Office

Certain recommendations that are primarily the responsibilities

of the Program Office are listed below:

1.

Continue to encourage pre-program contact between the Fellows and
Associates. The contacts should occur between March and May.

Continue with the distribution of the Policies, Practices, and
Procedures Manual which will be updated annually (provided on the
day of Orientation).

Make Fellows aware of the Technical Library’s capability to do
extensive computer literature searches. This information is available
in the Policies, Practices, and Procedures Manual.

B. Research Organizations

The following recommendations pertain to different research units

at LaRC.

1.

Establish a work area with necessary supplies and equipment prior
to the Fellow’s arrival (by the third or fourth week in May).

Arrange for required computer access by the Research Fellow
(during the first week of arrival of the Fellows).

Encourage Fellows to bring their Graduate Students and/or Research
Assistants to LaRC for a convenient time period.

C. Improvements in Programs/Activities

Attempts should be made for continuous improvements of activities

and plans to make the program meaningful and effective. Certain pilot
activities should be initiated to improve the program and services. The
present recommendation is to revise the questionnaires provided to
Fellows and Associates to obtain specific information for statistical
evaluations.
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1993 NASA Langley ASEE Summer Faculty Fellowship Program Participants

Name_and Institution
James T. Aberle

Arizona State University

Sherilee F. Beam (R)
Hampton University

Jan T. Bialasiewicz
University of Colorado-Denver

L. Catherine Brinson
Northwestern University

C. Ken Chang
Christopher Newport University

John M. Cimbala
Pennsylvania State University

Milton W. Ferguson (R}
Norfolk State University

Frederick G. Freeman
Old Dominion University

Thomas A. Gally
Texas A&M University

Anthony Ghorieshi (R)
Wilkes University

Roy F. Gratz
Mary Washington University

William S. Gray (R)
Drexel University

James S. Green
Moravian College

Robert F. Hodson (R)
Christopher Newport University

Jen-Kuang Huang
Old Dominion University
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NASA Associate and Division

Fred B. Beck
Guidance and Control

Jerry Hansbrough

Research Info & Applications

Lucas G. Horta
Structural Dynamics

Thomas S. Gates
Materials

Wayne S. Slemp
Materials

Ajay Kumar
Fluid Mechanics

Min Namkung
Instrument Research

Alan T. Pope
Flight Management

James M. Luckring
Applied Aerodynamics

Warren C. Kelliher
Facilities Engineering

Paul M. Hergenrother
Materials

Pamela J. Haley
Information Systems

Kathy Stacy
Analysis and Computation

Thomas A. Shull
Flight Electronics

Nelson J. Groom
Guidance and Control



N
Richard L. Kiefer
College of William and Mary

Rex Kincaid (R)
Purdue University

Ramesh Krishnamurthy
Old Dominion University

Drew Landman
Old Dominion University

Chun-Shin Lin
University of Missouri-Columbia

Erdogan Madenci
University of Arizona

Fazley B. Malik (R)
S. Illinois University-Carbondale

Hira N. Narang
Tuskegee University

Sandra B. Proctor
Norfolk State University

Masoud Rais-Rohani
Mississippi State University

James M. Rankin
St. Cloud State University

C. Subba Reddy
Virginia State University

George T. Rublein
College of William and Mary

Elaine P. Scott
VA Tech Institute and State University

Denise V. Siegfeldt (R)
Troy State University-Naval Base
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N. ciate and Division
Sheila T. Thibeault

Materials

Jaroslaw Sobieski
Structural Dynamics

Griffin Y. Anderson
Fluid Mechanics

John C. Lin
Fluid Mechanics

Edwin B. Dean
Space Tech. Initiative Office

James H. Starnes
Structural Mechanics

Lawrence W. Townsend
Space Systems

Jay Lambiotte
Analysis and Computation

Samuel E. Massenberg
Office of Education

Donald J. Baker
Structural Mechanics

Randy L. Harris
Flight Management

Thomas J. Horvath
Space Systems Division

James G. Batterson
Guidance and Control

Charles J. Camarda
Structural Mechanics

Howard Puckett
Management Support



Name and Institution
Garfield B. Simms
Hampton University

Ballou S. Skinner (R)
University of South Carolina

Alphonso C. Smith
Hampton University

Dave Sree (R)
Tuskegee University

Moiez Tapia
University of Miami

David W. Thompson
College of William and Mary

Robert L. Tureman
Paul D. Camp Community College

Resit Unal
Old Dominion University

Comelis P. Van Dam
University of California

Chivey Wu
California State University-LA

33

NASA Associate and Division
Robert S. Rogowski

Instrument Research

Roger A. Breckenridge
Space Station Freedom Office

Robert S. Rogowski
Instrument Research

Scott O. Kjelgaard
Fluid Mechanics

Vernon W. Wessell
Facilities Engineering

Anne K. St. Clair
Materials

James F. Meyers
Human Resources Management

Douglas O. Stanley
Space Systems

Cynthia C. Lee
Flight Applications

L. Elwood Putnam
Applied Aerodynamics



APPENDIX It
LECTURE SERIES
PRESENTATIONS BY RESEARCH FELLOWS
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DATE

June 14

June 21

June 28

July 12

July 19

July 26

5/18/93

1993

NASA/ASEE Summer Faculty Fellowship Program

and Langley Aerospace Research Summer Scholars Program

TECHNICAL LECTURE SERIES

Location:

Activities Center Auditorium, Bldg. 1222

Time: 10:00 a.m. - 10:45 a.m. - Lecture
10:45 a.m. - 11:00 a.m. - Questions and Answer

TOPIC

Dynamics and Control of Coupled

Multi-Body Spacecraft

Assembly and Deployment of
Space Structures

Ozone, Climate, and Global
Change

Instrument Balloon Experiment
(IBEX)

High-Performance Computing
and Communications

The Common Housefly as a
Powerplant for the World's
Smallest Aircraft

35

SPEAKER

Dr. Raymond C. Montgomery
Guidance & Control Division
Flight Systems Directorate

Dr. Mark S. Lake
Structural Mechanics Division
Structures Directorate

Dr. Joel S. Levine
Atmospheric Sciences Division
Space Directorate

Dr. Ira G. Nolt
Flight Electronics Division
Electronics Directorate

Dr. Thomas A. Zang
Fluid Mechanics Division
Aeronautics Directorate

Mr. Don Emmick
President
Fly-By-Night Airplane Company
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Time

NASA Langley Research Center ‘
American Society for Engineering Education Summer Faculty Fellowship Program
Final Presentation Agenda

HLJ.E. Reid Conference Center, Building 1222
Wednesday, August 11, 1993, and Thursday, August 12, 1993

Name/Division /University

Wednesday, August 11, 1993

9:00
9:05

9:30

10:00

10:30

11:00

11:30

12:00

Welcome

Dr. Thomas Gally/AAD
Texas A&M University

Dr. Alphonso Smith/IRD
Hampton University

Dr. Jen-Kuang Huang/GCD
Old Dominion University

Dr Catherine Brinson/MD
Northwestern University

Dr. Chivey Wu/AAD
California State University-LA

Dr. Resit Unal/SSD
Old Dominion University

Adjourn

Thursday, August 12, 1993

9:00
9:05

9:30

10:00

10:30

11:00

11:30

12:00
1:00

Welcome

Dr. Rex Kincaid/SDyD
College of Willam & Mary

Dr. James Green/ACD
Maravian College

Mr. Robert Tureman/HRMD

Paul D. Camp Community College

Dr. Drew Landman/F1dMD
Old Dominion University

Dr. Robert Hodson/FED

Christopher Newport University

Dr. James Rankin/FItMD
St. Cloud State University

Adjourn for Lunch

Unsolicited Proposal Seminar

Topic

Assistant University Affairs Officer

“Investigation of Aerodynamic Design Issues with
Regions of Separated Flow”

“Fiber Optic Sensors for Corrosion Detection™

“System ldentification of the Large-Angle
Magnetic Suspension Test Facility (LAMSTF)"

“Effects of Physical Aging on Long-Term
Behavior of Composites”

“Navier-Stokes Computations for A 65° Delta
Wing with a Sharp Leading Edge”

“Multidisciplinary Design Optimization Using
Saturated Designs”

Assistant University Affairs Officer

“The Molecular Matching Problem”
“Image Pattern Recognition Approaches in
Support of Data Analysis”

“Human Resources’ ADP Analysis Project”

“Experimental Apparatus for Optimizations of
Flap Position for a Three-Element Airfoil Model”

“Application Specific Integrated Circuits”

“GPS and Differential GPS: An Error Model for
Sensor Simulation”
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APPENDIX 1l

GROUP PICTURE OF RESEARCH FELLOWS
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ACK AND WHITE PHOTOGRAPH




Those pictured in group photograph from left to right are:

Masoud Rais-Rohani, Jeffrey Bellinger, Chun-Shin Lin;+Sherilee Beam,
Steven Gray, Denise Siegfeldt, Chivey Wu, Sandra Proctor, Elaine Scott,
Frederick Freeman, Erdogan Madenci, James Green, Jan Bialasiewicz, David
Thompson, Catherine Brinson, Roy Gratz, Milton Ferguson, Hira Narang,
Richard Kiefer, Rex Kincaid, Ballou Skinner, Robert Tureman, Moiez Tapia,
Drew Landman, Thomas Gally, John Cimbala, Anthony Ghorieshi, C. Subba
Reddy, Ramesh Krishnamurthy, Dave Sree, James Rankin

Not Pictured:

James Aberle, Ken Chang, Robert Hodson, Jen-Kuang Huang, Bary Malik,
George Rublein, Garfield Simms, Alphonso Smith, Resit Unal,
Cornelis Van Dam
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APPENDIX IV

DISTRIBUTION OF FELLOWS BY DIRECTORATE
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APPENDIX V

DISTRIBUTION OF FELLOWS BY ETHNICITY/FEMALE
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APPENDIX VI

DISTRIBUTION OF FELLOWS BY ETHNICITY/MALE
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APPENDIX VI
DISTRIBUTION OF FELLOWS BY UNIVERSITY RANK
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APPENDIX Vil

DISTRIBUTION OF FELLOWS BY UNIVERSITY

50



1993 ASEE SUMMER FACULTY FELLOWSHIP PROGRAM

INSTITUTION PARTICIPATION

UNIVERSITY/COLLEGE NO. OF FELLOWS

Arizona State University
California State University-LA
Christopher Newport University
College of William and Mary
Drexel University

*Hampton University

Maravian College

Mary Washington College
Mississippi State University
*Norfolk State University
Northwestern University

Old Dominion University

Paul D. Camp Community College
Pennsylvania State University
Purdue University

S. Illinois University-Carbondale
St. Cloud State University

Texas A&M University

Troy State University-Naval Base
*Tuskegee University
University of Arizona

University of California
University of Colorado-Denver
University of Miami

University of Missouri-Columbia
University of South Carolina
Virginia Polytechnic Institute and State University
*Virginia State University
Wilkes University

Total Number of Fellows

Total Number of Institutions Represented

*Indicates a Historically Black College or University (HBCU).
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APPENDIX IX

SAMPLE QUESTIONNAIRES
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American Society for Engineering Education
NASA/ASEE Summer Faculty Fellowship Program
Evaluation Questionnaire
(Faculty Fellows are asked to respond to the following questions.)

Nare

Birthdate:

Permanent Mailing Address:

NASA Center and (Laboratory) Division:

Name of Research Associate:

Brief Descriptive Title of Research Topic:
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American Society for Engineering Education

NASA/ASEE Summer Faculty Fellowship Program
Evaluation Questionnaire

(Faculty Fellows are asked to respond to the following questions and
return to Debbie Young at Mail Stop 400 no later than Friday,

August 13, 1993

Sodial Security Number:
Permanent Mailing Address:

Home Instity tion:
Narme of Research Associate:
Brief Descriptive Title of Research Topic:
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A. Program Objectives

1. Are you thoroughly familiar with the research objectives of the
research (laboratory) division you worked with this summer?

Very much so
Somewhat
Minimally

2. Do you feel that you were engaged in research of importance to your
Center and to NASA?

Very much so
Somewhat
Minimally

3. Is it probable that you will have a continuing research relationship
with the research (laboratory) division that you worked with this
summer?

Very much so
Somewhat
Minimally

4, My research colleague and I have discussed follow-up work including
preparation of a proposal to support future studies at my home
institution, or at a NASA laboratory.

Yes No

5. What is the level of your personal interest in maintaining a continuing
research relationship with the research (laboratory) division that you
worked with this summer?

Very much so
Somewhat
Minimally
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B. Personal Professional Development

1.

To what extent do you think your research interests and capabilities
have been affected by this summer’s experience? You may check
more than one.

Reinvigorated
Redirected
Advanced

Just maintained
Unaffected

How strongly would you recommend this program to your faculty
colleagues as a favorable means of advancing their personal
professional development as researchers and teachers?

With enthusiasm
Positively

Without enthusiasm
Not at all

How will this experience affect your teaching in ways that will be
valuable to your students? You may check more than one.

By integrating new information into courses
By starting new courses

By sharing your research experience

By revealing opportunities for future
employment in government agencies

By deepening your own grasp and enthusiasm
Will affect my teaching little, if at all

Do you have reason to believe that those in your institution who make
decisions on promotion and tenure will give you credit for selection
and participation in this highly competitive national program?

Yes No
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|C. Administration |

1.

How did you learn about the Program? Check appropriate response.

Received announcement in the mail
Read about in a professional publication
Heard about it from a colleague

Other (Explain below)

Did you also apply to other summer faculty programs?
Yes No

DOE

Another NASA Center
Air Force

Army

Navy

Did you receive an additional offer of appointment from one or more of
the above? If so, please indicate from which.

Yes No

Did you develop new areas of research interests as a result of your
interaction with your Center and laboratory colleagues?

Many

A few
None

Would the amount of the stipend ($1,000 per week) be a factor in your
returning as an ASEE Fellow next summer?

Yes No
If not, why?
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10.

£
Did you receive any informal or formal instructions about submission of

research proposals to continue your research at your home institution?

Yes No

Was the housing and programmatic information supplied prior to the
start of this summer’s program adequate for your needs?

Yes No

Was the contact with your research colleague prior to the start of the
program adequate?

Yes No

How do you rate the seminar program?

Excellent
Very good
Good

Fair

Poor

In terms of the activities that were related to your research
assignment, how would you describe them on the following scale?

Check one per activity Time Was

Activity Adequate | Too Brief | Excessive | Ideal

Research

Lectures

Tours

Social /Recreational
Meetings

11.

What is your overall evaluation of the program?

Excellent
Very good
Good

Fair

Poor
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12.

13.

If you can, please identify one or two significant steps to improve the
program.

For second-year Fellows only. Please use this space for suggestions on
improving the second year.

D. Stipend

1.

To assist us in planning for appropriate stipends in the future, would
you indicate your salary at your home institution?

$ per Academic year or Full year .
(Please check one.)

Is the amount of the stipend the primary motivator to your
participation in the ASEE Summer Faculty Fellowship Program?

Yes No In Part

What, in your opinion, is an adequate stipend for the ten-week
program during the summer of 1994?

$

E. American Society for Engineering Education (ASEE) Membership Information

1.

Are you currently a member of the American Society for Engineering
Education?

Yes No

Would you like to receive information pertaining to membership in the
ASEE?

Yes No
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PLEASE USE THIS PAGE FOR YOUR COMMENTS TO ANY QUESTIONS.
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1993 NASA/ASEE SUMMER FACULTY FELLOWSHIP RESEARCH PROGRAM
QUESTIONNAIRE FOR RESEARCH ASSOCIATES

Please complete and return to Surendra N. Tiwari by Friday, Sept. 10, 1993,
MS 400. Thank you.

Research Fellow's Name

Research Associate’s Name

1. Was your Fellow adequately prepared for his/her research assignment?
Yes No (Circle One)
Comments:

2. In the rating scale below, please give your opinion on how your Fellow

approached his/her research assignment.

Above to
Outstanding Avg. Avg. Good Poor

a Knowledge of
subject

b. Diligence

c. Interest in
Assignment

d. Enthusiasm
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Pg. 2

Did your Fellow accomplish the research goals established by you for
the ten week period?

Yes No (Circle One)

Comments:

Was there any change in assignment from that expected by your
Fellow?

Yes No (Circle One)

If yes, please give reason(s) for change:

Would you be interested in serving as a Research Associate again?
Yes No (Circle One)

Comments:
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pg- 3

How did your Fellow compare overall with other faculty researchers
you have worked with? (Please check one)

Equal to Very Above Below
[ ] the Best [ ] Good [ ] Average [ ] Average [ ] Average

Was there discussion of any type of follow on research for the future,
specifically regarding submission of a proposal?

Yes No (Circle One)

Comments:

Would you recommend your Fellow for employment in your
organization?

Yes No (Circle One)

Comments:

Please give recommendations for improving the program.

Comments:
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N94- 27894

HYBRID TECHNIQUES FOR COMPLEX AEROSPACE
ELECTROMAGNETICS PROBLEMS

Jim Aberle, Ph.D.
Assistant Professor
Department of Electrical Engineering
Arizona State University
Tempe, AZ 85287-5706

Abstract

Important aerospace electromagnetics problems include the evaluation of antenna
performance on aircraft, and the prediction and control of the aircraft's electromagnetic
signature. Due to the ever increasing complexity and expense of aircraft design, aerospace
engineers have become increasingly dependent on computer solutions. Traditionally,
computational electromagnetics (CEM) has relied primarily on four disparate techniques:
the method of moments (MoM), the finite-difference time-domain (FDTD) technique, the
finite element method (FEM), and high frequency asymptotic techniques (HFAT) such as
ray tracing. Each of these techniques has distinct advantages and disadvantages, and no
single technique is capable of accurately solving all problems of interest on computers that
are available now or will be available in the foreseeable future. As a result, new
approaches that overcome the deficiencies of traditional techniques are beginning to attract a
great deal of interest in the CEM community. Among these new approaches are hybrid
methods which combine two or more of these techniques into a coherent model. During
the ASEE Summer Faculty Fellowship Program a hybrid FEM/MoM computer code was
developed and applied to a geometry containing features found on many modem aircraft.

INTRODUCTION

The Antenna and Microwave Research Branch (AMRB) at LaRC has identified
prediction of the radiation characteristics of antennas on composite aircraft as a research
topic of major importance to the aerospace industry over the next decade. Evaluation of
these radiation characteristics requires the development of accurate and efficient numerical
models. Unfortunately, numerical models based solely on one of the four traditional CEM
methods are likely to perform poorly on this task. The problems of interest exhibit a
combination of features which include radiation, geometrical complexity, complex materials
and large electrical size. While the four traditional CEM techniques (MoM, FDTD, FEM
and HFAT) are each well-suited to specific features of these problems, none of these
techniques is well-suited to handle all of these features. An overview of the characteristics
of the four traditional CEM techniques is given in Table . Most research to date has
focused on using MoM to treat such problems. It has been found that excessive
computation times and large matrix condition numbers become troublesome above about
200 MHz. In addition, MoM cannot handle the geometric and material complexity often
found in modern aircraft. The other three traditional techniques suffer from their own
limitations. However, by combining two or more of these traditional techniques in a
coherent hybrid model, wherein each component technique is applied to the part of the
problem to which it is best suited, we expect to overcome these limitations. The result
would be the development of accurate and efficient simulation tools for these problems.

Previous work on hybrid techniques has concentrated on the combination of MoM

and HFAT, and the combination of FEM and MoM. The MoM/HFAT hybrids have
enabled workers to model radiating structures on electrically large bodies. However, these
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methods are limited by the geometrical and material complexity of the structure. The
FEM/MoM hybrids have enabled workers to model geometrically and materially complex
radiating structures. The limitation of these hybrids is the electrical size of the object,
which generally must be less than several tens of wavelengths. In present FEM/MoM
hybrids, MoM is used only as a means of treating the radiation property of EM fields in lieu
of an absorbing boundary condition (ABC). Research conducted this summer at LaRC has
focused on extending FEM/MoM hybrids to problems that feature both complex structures
that are well-suited for FEM, and simpler radiating structures that are well suited for MoM.
The long term goal of this research is to develop a hybrid FEM/MoM/HFAT technique that
can accurately and efficiently solve the problem of complex radiating structures on
electrically large structures comprising composite materials.

RESEARCH ACCOMPLISHMENTS

A computer code designed specifically to evaluate the scattering width of the
geometry shown in Figure 1 has been implemented. The structure illustrated in Figure 1
includes the following salient features: a geometrically and materially complex cavity region
that is well suited for solution via FEM, and simple slot and strip radiators that are well
suited for solution via MoM. Such features are common on aircraft. For example, we may
be interested in the effect of a nearby jet engine cavity on the radiation pattern of a blade
antenna. The insights gained in developing the code for this relatively simple problem will
assist researchers in developing similar codes for more complex structures. In addition,
many of the specific subroutines developed for this problem, particularly the custom
iterative solver, can be directly incorporated into future hybrid codes for more complex
problems.

The steps required in the development of the hybrid code for the geometry shown in
Figure 1 were development of a MoM solution for the slot and strip radiators, development
of an FEM solution for the cavity region, derivation of the system of equations governing
the hybrid solution for the geometry, development of a custom iterative solver for this
system of equations, and computer implementation of the hybrid solution.

The FEM/MoM hybrid technique requires solution of a linear system comprising a
partially sparse, partially dense matrix. The sparse part of the matrix arises from the FEM
part of the solution and is, in general, much larger than the dense part of the matrix which
results from the MoM part of the solution. Sparse linear systems are well-suited for
solution via iterative methods such as the biconjugate gradient algorithm. Significant
savings in computation time as well as computer memory can be realized by storing the
sparse matrix in profile or banded form and performing operations only on the non-zero
elements of the matrix. Unfortunately, such time and memory reduction schemes cannot be
used when the matrix is partially dense. For this reason, a custom biconjugate gradient
solver has been developed. Use of this custom solver resulted in computation time savings
of 100 times or more over dense matrix techniques.

FUTURE RESEARCH

Future research will concentrate on hybridizing the existing FEM/MoM hybrid code
with an appropriate HFAT. Incorporation of HFAT into the hybrid code will allow
treatment of complex radiating structures on electrically large composite aircraft. Such a
hybrid FEM/MoM/HFAT code would be a valuable tool for the aerospace industry.
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FEATURE

Radiation

Geometrical complexity
Material complexity
Large electrical size

Non-linearities

Table 1.

Overview of CEM methods.

Figure 1.

TECHNIQUE

MoM FDTD FEM HFAT

easy need ABC need ABC easy

hard easy easy impossible

hard easy easy hard

hard hard hard easy

impossible  easy impossible  impossible

STRIP
GROUND
PLANE
- CAVITY
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RIAD VISUAL IMAGING BRANCH ASSESSMENT

by

Protessor Sherilee F. Beam
Mass Media Arts Department
Hampton University
Hampton.VA 23668

INTRODUCTION
Every year the demand to visualize research efforts increases. The visualization provides the
means to effectively analyze data and present the results. The technology support for visualization is
constantly changing, improving and being made available to users everywhere. As such, many
researchers are entering into the practice of doing their own visualization in house--sometimes
successfully, sometimes not.

In an effort to keep pace with the visualization needs of researchers, the Visual Imaging
Branch of the Research, Information and Applications Division at NASA Langley Research Center has
conducted an investigation into the current status of imaging technology and imaging production
throughout the various research branches at the center. This investigation will aliow the Branch to
evaluate its current resources and personnel in an effort to identify future directions for meeting the
needs of the researchers at the Center. The investigation team, which consisted of the ASEE feliow,
the Head of the Video Section and the Head of the Photo Section developed an interview format that
could be accomplished during a short interview period with researchers, and yet still provide adequate
statistics about items such as in-house equipment and usage. The team met personally with over 120
researchers from 20 different branches at the Center. On the average, each of the meetings lasted
approximately an hour and a half and were conducted in an open-dialogue format.

SYNOPSIS
It's evident that researchers prefer to have their own imaging technology on site for a number
of reasons. If the equipment is in-house, they are able to control its availability. They also have direct
input to the type of equipment purchased. Younger researchers tend to have a different attitude
about the imaging techniques and process than their older counterparts. Because the equipment
has become easier to obtain and use, they often feel they can do what they need themselves.

There is a difference between imaging techniques for technical purposes and those for
presentation purposes: one is analysis and study; the other is most often for external information
dissemination. On the whole, the researchers acknowledge this difference. Generally, they use their
imaging technology for analyzing data or for technical presentations, which are most often internal for
their peers or management. As such, the attention to technical content is highly detailed and
complete for their audience. However, since it is not a priority, the aesthetics of the presentation may
be lacking. With the increasing awareness of video technical reports, more will be produced.
Researchers wonder how they will be classified. As peer reviewers themselves publish in this format,
the acceptability will broaden. Most researchers recognize the need for producing general audience
projects for information dissemination and/or advocacy pumposes, especially with NASA's current
emphasis on technology transfer. As a matter of fact, almost all of the groups expressed an interest in
pursuing a production of this nature, using both still photography and video. Since they are engaged
in research, they want the process to be smooth and not take up a lot of their time; otherwise, they will
avoid assistance and attempt to do a project in-house. Archival methods vary and are haphazard in
most cases. Although all researchers agree that archiving resuits, photos, productions, etc. is
important, their methods vary. The primary request in this area is to be able to electronically archive
and access negatives and photographs.

Repeatedly, researchers have commented on the tremendous amount of visual imaging

technology and professional personnel throughout the field, but they are concerned with the "shot
gun” effect that still exists. It was suggested that a central location could act as a clearing house to
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discuss requests. Until they see a photo-layout or video production done by someone else, many are
not aware of the level of quality that exists here.

At some point during the course of research, all groups have had support from the Photo
Section, and half of them had support from the Video Section. For the most part, anyone who had
used Branch services within the last several years gave high marks for response time and quality.
Although a researcher may not have had a positive experience in the past when using services in the
Photo or Video section, seldom did anyone use an outside service. Usually, they found a way to do it
themselves or did without the service. In almost every case, the number one request related to
future support from the Visual Imaging Branch is for a means to transfer computer files electronically to
facilities, where the files can be processed (if necessary), enhanced, used for production, or turned
into a hard copy format, and then returned to the researcher via the same method of transfer. They
are not interested in searching for the particular service they need, nor physically going to that
location. Also high on the wish list is someone to help them when they are interested in using visual
imaging services eisewhere at the Center.

RECOMMENDATIONS

Since there is such a large number of researchers using their own equipment for still, video, or
graphics production in some form, input from the Branch about acquisition is prudent. As they are
concerned with maintaining the quality and integrity of the image, they need to be aware of the best
possible equipment their budgets will allow. Having the Branch involved as a consultant will save them
the trouble of obtaining equipment information or meeting with the salespeople. Workshop sessions
in all areas of imaging, with basic "how to" tips, could improve what they are currently doing. Many of
researchers eventually want to do full-blown productions, which may require incorporating something
they have generated in-house. Getting involved at the front end will provide more positive results for
both the researcher and the Branch.

Better coordination and consolidation among all of the imaging facilities and personnel
throughout the Center is required. At this time, it would be impossible to have all the facilities or
personnel in one location; however, communication among these facilities and the people who
operate them is essential. Having a focal point of contact with information on all available facilities and
personnel is necessary for the researcher who wishes to initiate a project. Since convenience for the
researcher is a high priority, streamlining the process will make it more attractive to use. This point of
contact should able to coordinate efforts of facilities within the Directorates of Management
Operations (RIAD), Electronics (ACD) and Systems Engineering and Operations (FENGD) as they are
needed for the researcher's project. Each of these areas provides unique services to the researcher
and can be more tightly integrated to facilitate their use. The current Video Users Group is outdated
and ineffective, and a new group, which specifically represents all active video and electronic imaging
support areas throughout the Center should be organized. This group would need to meet regularly
and establish lines of communication. Each support area (RIAD, ACD, FENGD) should understand
the functions of the other areas and how they mesh together, and from that, develop the focal point
of contact for researchers who need visual imaging support.

With the heavy demand to transfer files for image analysis and enhancement, CD-Rom access
and production will be essential in the future. Exploring the option of using a fiber optics network is a
consideration.

The Division should consider another survey to assess the need for visualization in a
research report, from the point of view of the receiver. There are individuals in the research
community who believe the visual imaging aspects of a project report are unnecessary. However, the
receivers, whether they are technical or lay audiences, would request and, therefore, justify the need
for the visual imaging.

Imaging technology and visualization at Langley Research Center is going to continue to
grow, because the demand for it will continue to grow. At present, it is imperative to unite the state-of-
the-art resources and highly qualified personnel. Decisions regarding equipment and facilities should
be influenced by the customers--the research community--and their changing needs.
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N94- 27896

ON IDENTIFIED PREDICTIVE CONTROL
by

Jan T. Bialasiewicz
Associate Professor

University of Colorado at Denver
Department of Electrical Engineering
Denver, Colorado 80217-3364

1. INTRODUCTION

Self-tuning control algorithms are potential successors to manually tuned PID controllers traditionally used in
process control applications. A very attractive design method for self-tuning controllers, which has been developed
over recent years, is the long-range predictive control (LRPC). The success of LRPC is due to its effectiveness with
plants of unknown order and dead-time which may be simultaneously nonminimum phase and unstable or have
multiple lightly damped poles (as in the case of flexible structures or flexible robot arms).

LRPC is a receding horizon strategy and can be, in general terms, summarized as follows. Using assumed
long-range (or multi-step) cost function the optimal control law is found in terms of: (1) unknown parameters of the
predictor model of the process, (2) current input-output sequence, (3) future reference signal sequence. The common
approach is to assume that the input-output process model is known or separately identified and then to find
parameters of the predictor model. Once these are known, the optimal control law determines control signal at the
current time ¢ which is applied at the process input and the whole procedure is repeated at the next time instant.

Most of the recent research in this field is apparently centered around the LRPC formulation developed by
Clarke et al. [1, 2], known as Generalized Predictive Control (GPC). GPC uses ARIMAX/CARIMA model of the
process in its input-output formulation. An excellent presentation of predictive controller design in a unified fashion is
given by Soeterboek [5] and an interesting application is presented by Soeterbock et al. [6].

In this paper, the GPC formulation is used but the process predictor model is derived from the state space
formulation of the ARIMAX model and is directly identified over the receding horizon, i.e., using current input-output
sequence. The underlying technique in the design of Identified Predictive Control (IPC) algorithm is the identification
algorithm of observer/Kalman filter Markov parameters developed by Juang ef al [3] at NASA Langley Research
Center and successfully applied to identification of flexible structures.

2. MODEL OF THE PROCESS

Consider the following locally linearized input-output model of a process under sampled-data control :
¥(1)=[A(g™)AT" B(g™)Au() + W(r) )
with
() =[A(@ AT () @
where the process input u(f) € R, the process output y(t) € R™, £(t) is white noise with variance 0, and

A(q™") and B(g™') are polynomial matrices in unit delay operator g .,and A=A(@g ) =1- q~". The same
model can be found by representing the standard state space model with output noise as
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© x(t) = Ax(2) + BA (Au(t))

3
y(#) = Cx(8) + V(1)
or
x(t) = Ax(¢) + BAu(t) (4a)
y(#) = Cx(8) + (1) (db)

Thus, the ARIMAX/CARIMA model is represented in state space by a model with output noise and incremental
control input and is the starting point in this research.

3. PREDICTIVE CONTROL ALGORITHM

In its standard formulation, predictive control algorithm is based on the following minimum variance j-step-
ahead predictor (¢ + j) of the process output y(t) given by equations (1) and (2):

¥+ )= GAu(t+ j- 1)+ GAu(t + j - 23+...+G;_ Au(r)
+Gi(g™)Au(t -1+ F(g™)y(®) ®)

2 Gi(a™)Au(t+j-1)+Gi(g™)Au(t-1) + F(g™)y()

where (w;j(q'l ), Gi(g™") and F i (g™") are polynomial matrices. In this equation, ¥(f+ j) is expressed as a
function of future incremental control inputs, past incremental control inputs and present and past outputs.

The control sequence # is determined as one minimizing a quadratic cost function given as

N NU
Jk)= Y "+ et + )+ A Y AuT (¢ + j—DAue +j—1) ©
j=Ng j=1
where
A is the nonnegative weighting factor identical for all inputs for simplicity,
Ny is the starting horizon of prediction,
NU is the control horizon identical for all inputs for simplicity,
e(t+j) isthe predicted system error defined by
# ~ »
e(k+ j)=w(k + j) - y(k + j) )
with {w(k + j); j =1,2,...} being the future reference vector sequence.
&
Defining &' ={Au" (1) Au’(t+1) .. Au"(t+ N —1)], the solution for J,, giving the optimal control is
i=(G'G+AN"'G"(w-F) ®
where
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and F represents predicted system response due to the past input-output sequence. Since Au(?) is the first element of
i, the control signal %(#) applied at the plant input is

u@)=u(t-1)+gw—F) (10)
where g is the first raw of (GT G+ AI)'G”.

4. MAIN CONTRIBUTION: IDENTIFIED PREDICTIVE CONTROL (IPC)

In this research, using the ARIMAX state space model (4) of the MIMO process, the j-step-ahead predictor
¥(t + J) of the process output is identified directly, without prior identification of any other model of the process.

The j-step-ahead predictor, defined by equation (5), consists of two parts: Gj (g™)Au(t + j ~1) is due to the future

or predicted control signals and two remaining terms in (5) being due to the past input-output sequence. In our
approach, parameters involved in the determination of both parts are obtained directly using input-output data
sequence.

The IPC control law is constantly corrected for any changes in process parameters through extracting the
relevant information from the current input-output sequence. Since IPC uses properly defined observer model of the j-
step-ahead predictor, its identification has dead beat properties that makes IPC particularly suitable for control plants
with lightly damped modes such as flexible structures.
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EFFECTS OF PHYSICAL AGING ON LONG-TERM
BEHAVIOR OF COMPOSITES

by
Professor L. Catherine Brinson
Mechanical Engineering Department
Northwestern University
Evanston, IL 60202-3111

Abstract

The HSCT plane, envisioned to have 2 lifetime of over 60,000 flight hours and to travel at speeds in excess of
Mach 2, is the source of intensive study at NASA. In particular, polymer matrix composites are being strongly
considered for use in primary and secondary structures, due to their high strength to weight ratio and the op-
tions of property tailoring. However, an added difficulty in the use of polymer based materials is that their
properties change significantly over time (especially at the elevated temperatures that will be experienced dur-
ing flight) and prediction of properties based on irregular thermal and mechanical loading is extremely diffi-
cult.

This study focused on one aspect of long-term polymer composite behavior: physical aging. When a polymer
is cooled to below its glass transition temperature, the material is not in thermodynamic equilibrium and the
free volume and enthalpy evolve over time to approach their equilibrium values. During this time, the
mechanical properties change significantly and this change is termed physical aging. This work begins with a
review of the concepts of physical aging on a pure polymer system. The effective time theory, which can be
used to predict long term behavior based on short term data, is mathematically formalized. The effects of
aging to equilibrium are proven and discussed. The theory developed for polymers is then applied to first to a
unidirectional composite, then to a general laminate, Comparison to experimental data is excellent. It is shown
that the effects of aging on the long-term properties of composites can be counter-intuitive, stressing the
importance of the development and use of a predictive theory to analyze structures. -

Physical Agi f Polymer:

The traditional means to explore the effects of physical aging on mechanical properties is through a series of
sequenced creep and recovery tests. In these tests, the specimen is initially quenched from above the glass
transition to a temperature below T g- The time the material exists below its glass transition is referred to as the
aging time, f,. As aging time progresses, a series of short (in comparison to the elapsed aging time) creep tests
are run to extract the momentary creep compliance of the material, A creep test is one in which the load is
held constant and the strain is measured as a function of time. Aging proceeds on a log-time scale, as can be
seen in Figure 1. The momentary curves are all identical in shape, shifted only across the log-time scale from
one another with a shift factor, a, . Note that the material gets stiffer (or less compliant) as aging time
progresses. If the shift factor is plotied as a function of aging time on a double-log scale, it is found to map a
straight line with a slope of y as shown in Figure 2. The shift rate, 4, can then be considered to be a material
constant.

The momentary material properties can then be shown to vary with aging time according to
s(t) - soe(l/f(f,))ﬁ
.V €))
(4
T() = T(rpy)- ot
where Sy, is the initial compliance, B 2 shape parameter, 7 the relaxation time, 1. the reference aging time.

ffective Tim

If the loading time of a material is not short in comparison to the previous aging time, then aging proceeds
even as the test progresses. Thus, if the beginning aging time is ¢,, at some time later during the test the aging
tme is 7+1,, where t is the test time. Taking the initial aging time f, to be the reference aging time, the shift
factor, a, at any instant in time can be defined based on H. Thus in any time increment dt at time ¢, all relax-
ation times are 1/a slower and the time increment is 1/a less eventful than if aging time had not been increas-
ing. The “effective” time increment can then be defined

I
dA =a(dr, a(t) = (LJ )
L+t

e
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and the total test time can be reduced to the “effective time”, A

= ja(éﬂé : 3

0

Using the effective time in place of real time in Equation (1) results in prediction of long-term material re-
sponse based only on material parameters determined from short term tests. Figure 3 illustrates the effective
time theory prediction of long-term material response. Note that the compliance deviates sharply from the
exponential momentary curve as the test time approaches and exceeds the initial aging time. Figure 4 illus-
trates the role of the shift rate, 4, in the long-term response of a material. Note that the larger values of g lead
to a stiffer response at longer times. Thus the shift rate can be used as a screening parameter for selection of
materials, higher shift rates being preferable for structural applications.

Aging t ilibrium

If the material is being loaded at temperatures close to its glass transition, the material can age into equilib-
rium during a relatively short time frame. According to experimental evidence on a polymer by McKenna and
preliminary evidence by Gates on a composite, when the equilibrium aging time, t,, is exceeded the shift rate
does not become zero but decreases by an order of magnitude. In general, u =1 before t' and u=0.1 after t
In this study the basic concepts of aging and effective time were mathematically formahzed to handle this case.
The specific formulae will be published elsewhere. Figure 5 shows the results of the long-term predictions along
with short-term data from McKenna. Note that if the material is loaded with an initial aging time less than 1,,
the response initially follows the momentary curve; then begins to deviate (becoming much stiffer than the
momentary curve predicts) as the test time approaches initial aging time; then as the test time and initial aging
time combined exceed f., the material has “aged into equilibrium” and the response_ follows parallel to the
momentary curve once agam Since the material is aging at a much reduced rate after t,, accumulating time no
longer has the effect of causing the material to remain much stiffer than the momentary response. In the long
term response of a material aged into equilibrium, the compliance increases in an exponential manner.
Further experiments to verify these results are planned on composites. The implication here is that in a
structural situation the material should never be permitted to reach temperatures close enough to Ty such that
aging into equilibrium is possible.

Agi | Long Term R fa Lami

In an off-axis lamina, the properties in the loading direction can be determined from the properties in the
fiber direction, §;;, through the traditional transformation

lj 4 _ _
{e}=[S®}{c}: S;0 = 18,5 @
The transverse compliance, S,,, and the shear compliance, Sz, are the only terms of the compliance matrix
that are matrix dominated and therefore subject to physical aging. Note that each of these compliance terms
will have its own set of defining material parameters (Sp, B, 7(f,s), ). Consequently, due to the complex inter-

action of all these terms, the long-term compliance of a lamina with a given fiber angle cannot be intuitively
predicted.

The long-term response of a lamina can, however, be determined by applying physical aging concepts to
update the relaxation time and effective time individually for the shear and transverse compliance, then per-
forming the transformations of equation (4). Note that equation (4) holds only for the case of constant load-
ing. A future extension to this work will be implementation of the theory into a convolution integral form con-
stitutive law for viscoelasticity. To illustrate the complexity of long term lamina response, consider Figure 6,
where the long term load-direction compliance is pl éted for a variety of fiber angles. The results coincide
precisely with experimental data (not shown) up to 10V seconds, after which there are no further experimental
data points. Note that at short times, the 90° lamina is the most compliant as would be expected, but as time
progresses the 45° lamina becomes actually more compliant than the 90°. This occurs because even though the
shift rates of the transverse and shear compliance were taken to be the same for this illustration (in fact, they
differ) and thus the effective time for both terms is identical, the Sy term which dominates the 45° response is
more compliant in the long term than the §,, term.

Aging of minat

The last portion of this work examined the response of composite laminates to physical aging. This was ac-
complished by incorporating the process of physical aging of a lamina (from the previous section) into stan-
dard lamination theory. This work is still ongoing, but a sample result is shown in Figure 7. Here the change in
compliance of a quasi-isotropic laminate, [0/£45/90]s is given over a long time range. Note that the compli-
ance is now plotted on a semi-log scale since the changes in compliance are not as dramatic with fiber domi-
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nated lay-ups. Notice, however, that the stiffnesses change by 8%-12% over a 10 year period, which is certainly
significant for most structural applications, HSCT not excluded. Continuing work will examine sensitivity of the
composite response to small changes of angle in the 0° lamina and investigate the effects of temperature on
long-term aging of composites. Stress level dependencies will also be examined.
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PROTON IRRADIATION ON MATERIALS

by
Professor C. Ken Chang
Department of Biology, Chemistry,
and Environmental Science
Christopher Newport University
Newport News, Virginia 23606

ABSTRACT

A computer code is developed by utilizing a radiation transport code
developed at NASA Langley Research Center to study the proton radiation
effects on materials which have potential application in NASA's future space
missions.

The code covers the proton energy from 0.01 Mev to 100 Gev and is
sufficient for energetic protons encountered in both low earth and
geosynchronous orbits. With some modification, the code can be extended
for particles heavier than proton as the radiation source.

The code is capable of calculating the range, stopping power, exit energy,
energy deposition coefficients, dose and cumulative dose along the path of
the proton in a target material. The target material can be any combination
of the elements with atomic number ranging from 1 to 92, or any compound
with known chemical composition. The generated cross section for a
material is stored and is reused in future to save computer time.

This information can be utilized to calculate the proton dose a material
would receive in an orbit when the radiation environment is known. It can
also be used to determine, in the laboratory, the parameters such as beam
current of proton and irradiation time to attain the desired dosage for
accelerated ground testing of any material.

It is hoped that the present work be extended to include polymeric and
composite materials which are prime candidates for use as coating,
electronic components and structure building. It is also desirable to
determine, for ground testing these materials, the laboratory parameters in
order to simulate the dose they would receive in space environments.

A sample print-out for water subject to 1.5 Mev proton is included as a
reference.
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WATER

ATOMIC NUMBERS

1.000 8.000 0.000 0.000 0.000

STOICHIOMETRIC COEFFICIENTS 2.000 1.000 0.000 0.000 0.000

ATOMIC DENSITIES, ATOMS/GM

0.669E+23 0.334E+23 0.000E+00 0.000E+00 0.000E+00

TARGET THICKNESS, MIL; DENSITY, G/CM3 = 0.400E+01 1.000
RANGE OF PROTON IN G/CM2 & MIL; ENERGY, MEV = 0.454E-02 0.179E+01 1.500
ONE PROTON PER CM2 ON TARGET
DISTANCE STOP. PWR PROTON E DOSE CUMM DOSE DOSE CUMM DOSE
MIL MEV/G/CM2 MEV MEV MEV RAD RAD
0.000E+00 0.196E+03 O0.150E+01 0.505E-01 O0.505E-01 0.796E-07 0.796E-07
0.100E+00 0.201E+03 0.14SE+01 0.518E-01 0.102E+00 O0.B16E-07 0.806E-07
0.200E+00 0.207E+03 0.140E+01 0.533E-01 0.156E+00 0.839E-07 0.817E-07
0.300E+00 0.213E+03 0.134E+01 O0.549E-01 0.210E+00 0.864E-07 0.829E-07
0.400E+00 0.219E+03 0.129E+01 O0.S66E-01 0.267E+00 0.892E-07 0.841E-07
0.500E+00 0.227E+03 0.123E+01 O0.S86E-01 0.326E+00 0.924E-07 0.855E-07
0.600E+00 0.235E+03 0.117E+01 O0.609E-01 0.387E+00 0.959E-07 0.870E-07
0.700E+00 0.245E+03 0.111E+01 0.635E-01 0.450E+00 O0.100E-06 0.886E-07
0.800E+00 0.256E+03 0.104E+01 O0.666E-01 0.517E+00 0.105E-06 O.904E-07
0.900E+00 0.269E+03 0.977E+00 O0.702E-01 O©0.587E+00 0.111E-06 0.925E-07
0.100E+01 0.284E+03 0.906E+00 0.744E-01 O0.661E+00 0.117E-06 0.947E-07
0.110E+01 0.302E+03 0.832E+00 0.793E-01 0.741E+00 O0.125E-06 0.972E-07
0.120E+01 0.323E+03 0.753E+00 0.854E-01 0.826E+00 0.135E-06 O.100E-06
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A Comprehensive Comparison of Turbulence Models in the Far Wake
by

Professor John M. Cimbala
Mechanical Engineering Department
The Pennsylvania State University
University Park, PA 16802

Abstract

In the present study, the far wake was examined numerically using an implicit, upwind, finite-volume, compressible
Navier-Stokes code. The numerical grid started at 500 equivalent circular cylinder diameters in the wake, and
extended to 4000 equivalent diameters. By concentrating only on the far wake, the numerical difficulties and fine
mesh requirements near the wake-gencrating body were eliminated. At the time of this writing, resuits for the K-
and K-o turbulence models at low Mach number have been completed, and show excellent agreement with previous
incompressible results and far-wake similarity solutions. The code is presently being used to compare the
performance of various other turbulence models, including Reynolds stress models and the new anisotropic two-
equation turbulence models being developed at NASA Langley. By increasing our physical understanding of the
deficiencies and limits of these models, it is hoped that improvements to the universality of the models can be made.
Future plans include examination of two-dimensional momentumless wakes as well.

Introduction

Purpose  The author is an experimentalist by background, so the primary purpose of this ASEE Summer Faculty
Fellowship was for him to obtain some experience with computational fluid dynamics (CFD). Towards this end, the
two-dimensional far wake was chosen as a good test flow on which to practice computations and learn more about
turbulence modeling. The author will remain here at NASA Langley during the academic year 1993-94 (on
sabbatical leave) to continue these studies and to perform numerical calculations on other flows as well.

Flow Field The turbulent far wake of a two-dimensional body was chosen since there has been extensive
experimental study of this flow, and since there is a known analytical solution very far downstream!. If turbulence in
the wake could be properly modeled, a CFD code would predict both spreading rate and velocity profiles which
would match those of experiment. Unfortunately, even for such a simple flow, none of the popular turbulence
models in use today yield CFD predictions which match experimental results. For example, the standard two-
equation turbulence models (K-€ and K-0) perform reasonably well at predicting the mean velocity and turbulent
kinetic energy profile shapes in the two-dimensional far wake, but they do a poor job at predicting the spreading
rate of the far wake?.

In the present study, the wake-generating body was not included in the computational space; rather,
the inlet was chosen at a location far enough downstream where the wake is already fully developed. This choice
enabled comparison of the performance of turbulence models, without the requirement of a huge number of grid
points. The inlet conditions were taken from the experimental data of Browne, Antonia, and Shah®?, who conducted
extensive measurements in the far wake of a circular cylinder.

Grid The numerical grid began at approximately 500 equivalent circular cylinder diameters downstream of
the wake-generating body, where the wake is already fully developed. 101 grid points were sufficient in the
streamwise (x) direction, and 51 in the normal (y) direction. Parametric studies of grid resolution showed that
neither a 201x51 grid (twice the number of grid points in the x direction) nor a 101x101 grid (twice the number of
grid points in the y direction) had any significant effect on the results. The 101x51 grid corresponded to an
executable program which was small enough (< 10 Mwords) to run on NASA Langley's Cray Y-MP ("sabre”)
interactively. In the code, both x and y were normalized by by, the wake half width at the inlet. b is defined as the y
location where the mean streamwise velocity is half-way between its minimum at the centerline and its maximum in
the freestream. The grid was stretched geometrically in the y direction from y/b, = 0 (centerline) to ¥/, = 10 times
the local wake half width, b, which was assumed to grow as J;, as is known from both experiment and similarity
solutions of the far wake. The grid was also stretched in the x direction as v'x . For the case studied here, the inlet
corresponded to a distance of 100 inlet wake half widths from the wake-generating body. The grid extended
therefore from x/b, = 100 to x/b, = 800, which is equivalent to 500 to 4000 circular cylinder diameters. A plot of the
gnid is shown in Figure 1.

CFD Code The code used in the present study was written by Joe Morrison, and is an implicit, upwind, finite-
volume, compressible Navier-Stokes code. Details about the numerical scheme and the performance of the code are
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described in Morrison® and Morrison and GatskiS. Although the code was written for compressible flows, the Mach
number was set very low (typically 0.2 or lower) so that the effects of compressibility were negligible. (This was
verified by repeating the calculations at several Mach numbers.) All calculations to date have been steady-state, and
have been restricted to two dimensions, although the code is capable of solving three-dimensional, time-dependent
flows.

Results

To date, the code has been run with both the K- and K-o turbulence models. Self-similar wake profiles
were obtained by the following scheme:

1. The best available data’® were supplied at the inlet of the computational domain (i.e. at x/b, = 100).

2. The code was run until convergence. However, the downstream profiles (U, V, K, and either € or o, depending
on which turbulence model was used) did not attain self-similarity with the profiles supplied as inlet conditions.
Note that this was not entirely unexpected, since some of the input variables (particularly dissipation £ and
pressure P) are extremely difficult to measure, and were not correct self-similar profiles at the start.

3. The profiles at a downstream station of x/b, = 400 were re-normalized and fed back into the code as modified
inlet conditions. The code was then mun again, using these modified inlet conditions, and using the output from
the previous run as the initial guess for the new run (to speed up convergence).

4. Step 3 was repeated several times (typically six or seven runs were required) until the entire solution converged.
In other words, when the correct inlet profiles for a self-similar far wake were specified as inlet conditions, the
wake developed further downstream in an exactly self-similar manner, consistent with the specified inlet
conditions.

Upon convergence of the solution, plots of the normalized profiles of U, K, €, and @ at every x location collapsed

onto the same curves, indicating complete self-similarity. Examination of the spreading rate of the wake could then

be performed. Results for the K-¢ turbulence model are shown in Figures 2 and 3. Figure 2 shows how the centerline

velocity defect decays as Jx, while the wake half width gIows as Jx. Figure 3 shows the curve fit used to
determine the nondimensional spreading rate for the wake. The spreading rate was found to be 0.257. For
comparison, Wilcox? found a spreading rate of 0.256 using the same turbulence model, but assuming a self-similar
solution from the start. This agreement is encouraging since no such assumption was necessary in the present
calculations; i.e. the self-similar state was predicted by the full Navier-Stokes code, provided that the inlet
conditions were correct.

Conclusions and Plans for Future Work

At the time of this writing, it has been verified that the CFD code being used can accurately predict the
growth of a simple shear flow, such as a turbulent far wake. The solutions, though consistent with previous
calculations of others, do not match experimentally observed growth rates. The reason for this discrepancy is not
due to the code itself, but rather to non-universality of the turbulence models. In other words, the turbulence models
do not contain enough information to adequately model the physics of the flow, and thus the numerical predictions
are only as good as the turbulence model itself. This is an ideal situation for comparison of various turbulence
models.

In the next few months, several other turbulence models will be tested on this same flow field. These will
include the more sophisticated Reynolds stress models and the new anisotropic two-equation turbulence models
being developed at NASA Langley’. Only by increasing our physical understanding of the deficiencies and limits of
these models can improvements to the universality of the models be made. Future plans include examination of the
two-dimensional momentumless wake as well. This case is even more difficult to predict numerically, since the
mean shear decays extremely rapidly downstream.
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AN EXPERIMENTAL INVESTIGATION OF FATIGUE DAMAGE IN
ALUMINUM 2024-T3 ALLOYS

by

Professor Milton W. Ferguson
Department of Chemistry and Physics
Norfolk State University
Norfolk, Virginia 23504

Aluminum alloys are finding increasing use in the aerospace
and automobile industries due to their attractive low density-
high modulus and low density-high strength characteristics.
Unfortunately, cyclic stress-strain deformation alters the
microstructure of the material. These structural changes can
lead to fatigue damage and ultimately service failure.
Therefore, in order to assess the integrity of the mlloy, n
correlation between fatigue damage and a measurable
microstructural property is needed.

Aluminum 2024-T3, a commonly used commercial alloy, contains
many grains (individual crystals) of various orientations. The
sizes and orientations of these grains are known to affect the
strength, hardness, and magnetic permeability of polycrystalline
alloys and metals (ref. 1); therefore, perhaps a relationship
between a grain property and the fatigue state can be
established. Tension-compression cycling in aluminum alloys can
also induce changes in their dislocation densities. These changes
can be studied from measurements of the the electrical
resistivities of the materials. Consequently, the goals of this
investigation were:

1. To study the grain orientation of aluminum 2024-T3 and to
seek a correlation between the grain orientation and the
fatigue state of the material.

2. To measure the electrical resistivities of fatigued samples
of aluminum 2024-T3 and to interpret the findings.

X-ray diffraction analysis is an indicator of structural
changes in materials due to deformations (ref. 2). However, in
the present investigation, normal x-ray scans of aluminum 2024-T3
samples fatigued from 1,000 cycles to 300,000 cycles remained
virtually unchanged. An especially sensitive technique for
crystal structure analysis, the x -ray rocking curve (XRC), was
then used to characterize the samples. The XRC is initiated by
scanning the sample to find the Bragg angles. Subsequently, the
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sample is mounted on a goniometer at a particular Bragg angle and
irradiated by a highly monochromatic x-ray beam while being
rotated ("rocked”) step by step about this angle. A plot of the
reflecting power as a function of the angle between the sample
surface and the incident x-ray is the rocking curve. The width
of the rocking curve is a direct measure of the range of
orientation of the grains present in the irradiated area of the
sample. An increase in the width can also be correlated to an
increase in the excess dislocation density of the material.

The electrical resistivity measurements were made using a
"linear four-point probe". A direct current passed between two
of the probes causes a potential difference between the other two
probes. The resistivity is proportional to the ratio of the
potential difference to the current, the proportional factor

being dependent on the geometry of the probe array and the sample
(ref. 3).

Fatiguing is believed to increase the excess dislocation
density in the sample, thereby, causing the width of the rocking
curve to increase with an increase in the number of fatigue
cycles. Unexpectedly, the width of the XRC decreased. One
explanation is that the samples annealed themselves after the
fatiguing process, causing a reordering of the atoms into less
distorted grains. The electrical resistivity measurements
supported this explanation by decreasing as the fatigue state
increased. Work is in progress to evaluate the effects of
lapping on the width of the rocking curves and the resistivities

of the samples.
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Brain Wave Correlates of Attentional States:
Event Related Potentials and Quantitative EEG Analysis
During Performance of Cognitive and Perceptual Tasks

by

Professor Frederick G. Freeman
Department of Psychology
0l1d Dominion University

Norfolk, VA 23529

Abstract

The increased use of automation in the cockpits of commercial
planes has dramatically decreased the workload requirements of
pilots, enabling them to function more efficiently and with a
higher degree of safety. Unfortunately, advances in technology
have led to an unexpected problem: the decreased demands on pilots
have increased the probability of inducing "hazardous states of
awareness". A hazardous state of awareness is defined as a
decreased level of alertness or arousal which makes an individual
less capable of reacting to unique or emergency types of
situations. These states tend to be induced when an individual is
not actively processing information. Under such conditions a
person is likely to let his/her mind wander, either to internal
states or to irrelevant external conditions. As a result, they are
less capable of reacting quickly to emergency situations. Since
emergencies are relatively rare, and since the highly automated
cockpit requires progressively decreasing levels of engagement, the
probability of being seduced into a lowered state of awareness is
increasing. This further decreases the readiness of the pilot to
react to unique circumstances such as system failures. The HEM Lab
at NASA-Langley Research Center has been studying how these states
of awareness are induced and what the physiological correlates of
these different states are. Specifically, they have been
interested in studying electroencephalographic (EEG) measures of
different states of alertness to determine if such states can be
identified and hopefully, avoided.

The study of EEG in the HEM lab has involved two basic aspects
of brain waves. First, there is the quantitative analysis of EEG
recorded from 21 different electrode sites on the scalp.
Basically, EEG is recorded and a Fast Fourier Analysis is performed
on the recordings. When someone is drowsy, alpha waves (8-13 Hz)
are typically seen, especially over the occipital lobe of the
brain. When a person is awake and aroused, beta waves (13-30 Hz)
are observed. With the use of the EEG brain mapper in the HEM Lab,
different patterns of arousal across the cortex can be assessed and
related to different categories of alertness.

The second basic aspect of brain waves are event related
potentials (ERPs). These are electrical responses to discrete
visual or auditory conditions presented to the subject as task-
relevant or task-irrelevant stimuli. Over the course of 500-1000
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msec, different waveforms can be seen which reflect levels of
attention and awareness.

The project worked on this summer involved analyzing the EEG
and the ERP data collected while subjects performed under two
conditions. Each condition required subjects to perform a
relatively boring vigilance task. The purpose of using these tasks
was to induce a decreased state of awareness while still requiring
the subject to process information. Each task involved identifying
an infrequently presented target stimulus. In addition to the task
requirements, irrelevant tones were presented in the background.
Research has shown that even though these stimuli are not attended,
ERPs to them can still be elicited. The amplitude of the ERP waves
has been shown to change as a function of a person’s level of
alertness. ERPs were also collected and analyzed for the target
stimuli for each task. Brain maps were produced based on the ERP
voltages for the different stimuli. In addition to the ERPs, a
quantitative EEG (QEEG) was performed on the data using a Fast
Fourier technique to produce a power spectral analysis of the EEG.
This analysis was conducted on the continuous EEG while the
subjects were performing the tasks. Finally, a QEEG was performed
on periods during the task when subjects indicated that they were
in an altered state of awareness. During the tasks, subjects were
asked to indicate by pressing a button when they realized their
level of task awareness had changed. EEG epochs were collected for
times just before and just after subjects made this response. The
purpose of this final analysis was to determine whether or not
subjective indices of level of awareness could be correlated with
different patterns of EEG.

In Figures 1 and 2 can be seen some representative results.
ERPs to the target stimuli can be seen in Figure 1. The four lines
represent recordings from different cortical sites. "C" stands for
electrode placements over the central part of the skull while "p"
stands for placements over the parietal lobes. 0dd numbers are for
placements over the left hemisphere and even numbers the right
hemisphere. The data demonstrate a larger positive wave around 200
msec over the right hemisphere. In Figure 2 is shown a
reprentative epoch of the EEG and accompanying maps recorded during
one of the tasks. The maps demonstrate the amount of power in each
wave band. Lighter areas of the maps indicate more power for the
band.

The research described represents part of a systematic
investigation concerning "hazardous states of awareness". Future
research will involve different methodologies for assessing
subjective states and correlating them with EEG and behavioral
measures.
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Investigation of Aerodynamic Design Issues with
Regions of Separated Flow

by

Dr. Tom Gally
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College Station, TX 77843

Abstract

Existing aerodynamic design methods have generally concentrated on the optimization of airfoil or wing shapes to
produce a minimum drag while satisfying some basic constraints such as lift, pitching moment or thickness. Since the
minimization of drag almost always precludes the existence of separated flow, the evaluation and validation of these design
methods for their robustness and accuracy when separated flow is present has not been aggressively pursued. However, two
new applications for these design tools may be expected to include separated flow and the issues of aerodynamic design with
this feature must be addressed.

The first application of the aerodynamic design tools is the design of airfoils or wings to provide an optimal
performance over a wide range of flight conditions (multi-point design). While the definition of "optimal performance” in
the multi-point setting is currently being hashed out, it is recognized that given a wide enough range of flight conditions, it
will not be possible to ensure a minimum drag constraint at all conditions, and in fact some amount of separated flow
(presumably small) may have to be allowed at the more demanding flight conditions. Thus a multi-point design method
must be tolerant of the existance of separated flow and may include some controls upon its extent.

The second application is in the design of wings with extended high speed buffet boundaries of their flight
envelopes. Buffet occurs on a wing when regions of flow separation have grown to the extent that their time varying
pressures induce possible destructive effects upon the wing structure or adversely effect either the aircraft controlability or
the passenger comfort. A conservative approach to the expansion of the buffet flight boundary is to simply expand the flight
envelope of non-separated flow under the assumption that buffet will also thus be alleviated. However, having the ability to
design a wing with separated flow and thus to control the location, extent and severity of the separated flow regions may
allow aircraft manufacturers to gain an advantage in the early design stages of an aircraft, when configuration changes are
relatively inexpensive to make.

The goal of my summer research at NASA Langley Research Center (LaRC) was twofold: first, to investigate a
particular airfoil design problem observed under conditions of strong shock induced flow separation on the upper surface of
an airfoil at transonic conditions; and second, to suggest and investigate design methodologies for the prediction (or
detection) and control of flow separation. The context of both investigations was to use an existing 2-D Navier-Stokes!
flow solver and the constrained direct/iterative surface curvature (CDISC)2'3 design algorithm developed at LaRC. Asa
lead in to the primary tasks, it was necessary to gain a familiarity with both the design method and the computational
analysis and to perform the FORTRAN coding needed to couple them together.

The airfoil design problem of interest had been observed by Yu and Campbell4 using the same flow solver with an
unconstrained version of the design algorithm called simply DISCZ2. The problem occurred when attempted to design an
airfoil to a given pressure distribution obtained from a known airfoil geometry and at a flight condition where a significant
amount of shock induced separation was present. Thus, this design attempt was a test to see if the known geometry could be
regenerated from its pressure distribution by the design method. The resulting designed surface closely matched the target
surface except for an additional hump on the new surface in the region of the shock and separated flow. Yu hypothesized
that this feature was an attempt by the design algorithm to enclose the separation flow recirculation within the airfoil
surface and that this new surface geometry was a permissible (although not desirable) alternate solution to the inverse
design problem. Further, Yu suggested that the CDISC design concept which uses linear assumptions to relate changes in
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streamline curvature to changes in desired pressure or pressure gradients may not be used in regions where the flow
streamlines do not follow the surface shape, i.e. separated flow regions.

While this explanation seems physically plausible and may be a contributing factor to the observed phenomena, the
current investigation indicates that a more likely explanation for the surface hump feature was a more common problem;
that of using localized surface irregularities to force a particular shock location. In the current investigation, the hump
feature obtained by Yu could be recreated only sporadically and appears to be sensitive to small changes in target pressure
distribution . In particular, the hump feature only appeared when small differences between target and design shock
locations and/or shock pressure gradients resulted in large surface curvature changes of opposite sign to be applied by the
design method. Thus, the design method attempts to locally distort the airfoil surface to control the position and features of
the shock. Differing methods were tried which alleviated the sensitivity of the design method to exactly match either
pressures or pressure gradients in the shock jump. All of these changes reduced or removed the hump feature while still
yielding good agreement between desired and target pressures. The conclusion is that the enclosure of separation regions is
general behavior and further, since the conditions considered were more severe than those of Yu, the CDISC design
algorithms do not have an observed problem in separated flow regions.

The next task of developing design methods which include separated flow constraints began with considering the
simplest problem of specifing fully attached flow as a design constraint. A logic flow chart was developed and from it was
identified specific topics which need to be addressed. The first of these is the efficient prediction of profile or shock induced
separation from only a pressure profile, and inversely, the specification of a pressure profile to avoid separation. For the
case of profile separation, the methods of StratfordS-6 for incompressible flow are generally believed to be adequate
although some "tuning” of parameters may be necessary to match specific situations. Keith et al.7 have suggested a
compressibility modification to Stratford's separation criteria. However, the Stratford separation criteria predicts separation
in almost all shock/boundary layer interactions, even those for which experiment or analysis do not show separation.

A number of modifications to the basic method have been made to improve the correlation to analysis. As present, no
single method has worked in all situations, but it seems likely that one of the modifications could be selected and internally
adjusted during an analysis to provide good agreement.
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The introduction of non-intrusive measurement techniques in wind tunnel
experimentation has been a turning point in error free data acquisition. Laser velocimetry
has been progressively implemented and utilized in various wind tunnels; e.g. subsonic,
transonic, and supersonic. The success of the laser velocimeter technique is based on an
accurate measurement of scattered light by seeding particles introduced into the flow
stream in the wind tunnel. Therefore, application of appropriate seeding particles will
affect, to a large extent the acquired data. The seeding material used depends on the type
of experiment being run. Among the seeding material for subsonic tunnel are kerosene,
Kaolin, and polystyrene. Polystyrene is known to be the best because of being solid
particles, having high index of refraction, capable of being made both spherical and
monodisperse. However for high temperature wind tunnel testing seeding material must
have an additional characteristic that is high melting point. Typically metal oxide

Powders such as Al 203 with melting point 3660 F is being used. The metal oxides are

however polydispersed, have a high density, and a tendency to form large agglomerate
that does not closely follow the flow velocity. The addition of flame phase silica to metal
oxide helps to breaks up the agglomerates, however, still results in a narrow band of
polydispersed seeding. The less desirable utility of metal oxide in high temperature wind
tunnels necessities the search for a better alternative particle seeding which this paper
addresses.

The Laser Velocimetry (L. V.) characteristic of polystyrene makes it a prime
candidate as a base material in achieving the high temperature particle seeding
inexpensively. While polystyrene monodisperse seeding particle reported (1-2) has been
successful in subsonic wind tunnel, but lacks the high melting point and thus is not
practically usable in high temperature wind tunnel.

It is well known that rise in melting point of polystyrene can be achieved by
cross-linking technique(3). Since polystyrene already posses all the desired characteristics
for LV, to circumvent the low melting point, cross-linking technique was investigated.

CROSS-LINKED POLYSTYRENE PREPARATION

The ingredients in mixture are water as medium, magnesium sulfate electrolyte,
styrene monomer, divinylbenzene (DVB) as cross-linking agent, and potassium
Persulfate as initiator. The lack of established formulations for mixture opens the way for
trial and error process. Therefore a polymerization process was chosen as starting point as
follows:
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1. A water bath filled with tap water was heated to reach 65°C, a pyrex reaction
kettle was filled with 2370 (ml) high purity distilled water, 56 (ml) magnesium
sulfate, 265 (ml) styrene and a volume of divinylbenzene as part of styrene
volume. An agitator is placed in the reactor before it was covered.

2. The reactor is placed in the water bath for 40 minutes. During this period
nitrogen gas is flowing through the mixture to purge oxygen with the agitator
turning at a rate of 150 rpm.

3. Potassium Persulfate solution was added to the reactor at 65°C.

4. For cross-linking to take place, the mixture was run for 18 hours. At the end of
this period the reactor was removed from the water bath and filtered through 100
mesh cheese cloth into a clean storage container.

The simplicity and very low cost of producing the seeding particles make this
process, practically a "do-it-yourself" manufacturing, which is very attractive when
compared to the commercial market of several hundreds of dollars per pound. However,
this process is still in developing stages, and has a long way to be transferred from a trial
and error process to a straight forward, well-established process. A well-established
process requires known formulation of material solution for desired particle size in
conjunction with detail specification of ever changing environmental parameters. The
trail and error nature of this procedure require a large number of experimentation
therefore twenty-four hours run were adopted. In general rate of success was 12.5% that
is relatively good as first set of experimentation considering high number of affecting
factors. They include five material solutions; water, magnesium sulfate, styrene,
divinylbenzene, potassium persulfate, and at least five environmental factors that controls
the condition in which beads are being produced: temperature of mixture, rotation rate of
agitator, rate of flow of nitrogen into the mixture, kind and placement of the stirrer, and
required time for desired bead size.

RESULTS

The trial and error nature of this process were the cause of many surprises and
produced from very thin transparent latex sheets' pieces too soft and delicate to snow like
white flacks, and to golf ball size styrene spheres.

Early in the experimentation it was decided to keep all the parameters the same
and vary the amount of divinylbenzene. The volume amount of divinylbenzene (DVB)
has been varied from 5% to 0.1% of styrene volume. Experimentation using DVB 2% of
styrene volume produced some beads, figurel, while a close up view is shown in figure 2.
In order to determine the melting point a sample was tested in Differential Scanning
Calorimeter (DSC), figure 3, which illustrates there is not a melting point in the
temperature range tested and in fact cross-linking has been accomplished even though at
temperature of 103.61°C it has a phase two change. At this temperature the white sample
changes to brown, at which it stays throughout until it decays. The temperature range of
0°C to 300 °C is the expected range of temperature in the wind tunnel. For comparison
proposes, a sample of polystyrene was prepared and tested in DSC, figure 4, which
indicates melting temperature of 193°C. Even though this run showed that the cross-
linking is possible, the beads were too attached and crumbled together. They form a
worm like shape even through among them existed individual spherical beads. Hence
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the batch was generally not usable. To clarify this point a sample of non cross-linked
polystyrene is shown in figure 5,which illustrates the polystyrene beads are monodisperse
spherical shape of 0.95 u diameter, on average.

Even though all the parameters except for DVB were kept constant, the results of
the runs were not similar and at times there were not any beads produced at all or
products existed in worm like form. This situation made most of the batches not usable.
Another aspect of this process is the time it takes to finish a run, namely 18 hours on
average, which limits the number of the runs that could be made. The reason for all this
inconsistencies is related to fluctuations of environmental parameters, even though care
was taken to keep them constant as well as it could be done. Affect of the factors such as
vibration of bath tub, outside temperature etc. contributed to these fluctuation.

A major surprise was a run with DVB volume only 0.2% of styrene volume. The
run was monitored every 2 hours for the first and last 8 hours. The sample taken after 4
hours clearly showed that beads were formed, figure 6. This figure indicates that beads
are spherical. A computer based particle sizing technique was used to determine the size
of the seeding spheres. Figure 7 demonstrates the monodispersity of the beads with
average diameter of 0.95 y1. This run was sampled after 22 hours and contrary to forming
larger and better product, there were only a few good beads shown distinctively, the rest
being much smaller beads crumbled together or over lied each other which made the
result of this run an unusable batch, figure 8. For comparing purposes this run was
repeated with exact amounts and monitored at the same intervals. Surprisingly, the 4
hours sample did not show any formulation of beads, figure 9. The 6 hours sample showed
worm like beads formation, figure 10. The 19 hours sample illustrated the formation of
beads, figure 11, however not as good as expected. The monodispersity of this sample is
illustrated in figure 12. The beads are of size 0.7 1 and monodisperse. In general last
two aforementioned runs indicate how sensitive the process in to unforeseen change.

CONCLUSION

It was experimentally demonstrated that cross-linking of polystyrene does
produce seeding particle for high temperature wind tunnel. Indeed among several runs
that were made a few batch resulted in spherical beads with no melting point in the
desired range of 0°C to 300 °C. Considering the cost of the commercially available beads
(a few dollar in oppose to hundreds of dollars per ten grams), good L. V. characteristics,
and lightness in compare with metal oxides, the cross-linked polystyrenes particles makes
a superior seeding candidate for high temperature and low temperature wind tunnels.
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This laboratory has been concerned with the development of new polymeric materials
with high thermo-oxidative stability for use in the acrospace and electronics industries.
Currently, there is special emphasis on developing matrix resins and composites for the high
speed civil transport (HSCT) program. This application requires polymers that have service
lifeimes of 60,000 hr at 350°F (177°C) and that are readily processible into void-free
composites, preferably by melt-flow or powder techniques that avoid the use of high boiling
solvents. Recent work has focussed on copolymers which have thermally stable imide groups
separated by flexible arylene ether linkages (1,2), some with trifluoromethyl groups attached
to the aromatic rings (3). The presence of trifluoromethyl groups in monomers and polymers
often improves their solubility and processibility.

The goal of this research was to synthesize several new monomers containing pendant
triflucromethyl groups and to incorporate these monomers into new imide/arylene ether
copolymers. Initially, work was begun on the synthesis of three target compounds. The first
two, 3,5-dihydroxybenzotrifluoride, 1, and 3-amino-5-hydroxybenzotrifluoride, 2, are
intermediates in the synthesis of more complex monomers. The third, 3,5-bis[3-amino-
phenoxy]benzotrifluoride, 3, is an interesting diamine that could be incorporated into a
polyimide directly.

CF;3 CF, CF;3
HO” t “OH HO’ :/k "NH, H,N~ : ~ 0”7 i “0” : “NH,
1 2 3

Two syntheses of 3,5-dihydroxybenzotrifluoride, 1, are reported in the literature 4,5)
beginning with commercially available 3,5-dinitrobenzotrifluoride, 4. Both involve four steps,
including reactions that tend to give low yields of the desired products. Based on a literature
procedure (6), a new synthetic route to 1 has been devised involving stepwise replacement of
the nitro groups of 4 with benzoxy groups to give the benzyl ethers, 5 and 6. The solvent for
the reaction is tetramethylurea (TMU). Hydrogenolysis of 6 to give 1 completes the
convenient three step synthesis.

CF; CF;
/@ Ph-CH,-OH Q Ph-CH,-OH
K2CO3,0, KOH,0,
O;N NO, Bu,NBr O,N O-CH,-Ph BuNBr
TMU TMU
4 50°C - 16 hr 5 50°C -6 hr
80°C - 24 hr
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EtOH
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Two methods for preparing 3-amino-5-hydroxybenzotrifluoride, 2, from 3,5-dinitrobenzo-
trifluoride, 4, have also been reported in the literature (4,7). Both methods involve three
steps, including low yield reactions. By taking advantage of the fact that the benzyl ether of
3-benzoxy-S-nitrobenzotrifluoride, 5, is cleaved at the same time the nitro group of § is being
reduced by catalytic hydrogenation, a straightforward two step synthesis of 2 was
accomplished.

CF3 CF;

H;
Pd/C
O>N O-CHj3-Ph EtOH HO NH,
50°C
5 400 psi 2

An attempt to prepare 3,5-bis[3-aminophenoxy]benzotrifluoride, 3, in one step by
substitution of both nitro groups of 3,5-dinitrobenzotrifluoride, 4, with the sodium salt of
3-aminophenol using the general procedure of reference (3) was unsuccessful. A two step
procedure similar to that used to make 3,5-dibenzoxybenzotrifluoride, 6, may produce the
desired product and should be tried.

Future work in this area should include scaling up the syntheses of 1 and 2 and
investigating the substitution of more common solvents for TMU. Standard techniques
(1,2,3) could then be used to incorporate these structures into diamine and dianhydride
monomers for the preparation of new polyimides.
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Neural Control of Magnetic Suspension Systems
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Abstract

Magnetic suspension and balance systems have been investigated and utilized in a variety of
application areas for more than fifty years (see [5] for a comprehensive bibliography). These appli-
cations include magnetic suspension wind tunnels for aerodynamic testing, magnetically levitated
bearings and rotors for high performance machines, magnetic suspension and melting of metal in-
gots for die casting, and magnetically levitated vehicles. With recent advances in superconductor
technology and sensor design, new applications areas are beginning to emerge in space science, and
vacuum and surface physics.

Since magnetic suspension systems are naturally unstable in open loop, a reliable stabilizing
controller is an integral part of their design. In applications where plant uncertainty is low, mea-
surement quality is high, and linear control techniques are directly applicable, the design process is
well defined and usually successful. For example, in traditional wind tunnel applications where a
model containing a magnetic core is suspended in an equilibrium state for aerodynamic testing, the
designer has significant knowledge and control of the environment in which the suspension system
is to operate. The mass and geometry of the model are precisely known, instrumentation of the
system is usually very complete, and environmental disturbances, for example to the optical posi-
tion sensors, can be controlled to a large degree. Furthermore, for small and large air-gap systems
where the model is to be suspended in quasi-steady-state about one or more operating points, a
linear controller can normally be manually tuned to yield a functional design.

Linear control techniques are usually inadequate for a large air-gap system which is to be
operated dynamically over a large neighborhood of an equilibrium point. This is primarily due to
the strong nonlinearities associated with the plant. Furthermore, the stabilization and control of a
nonlinear plant in the presence of uncertainty is largely an open problem at present. In the last few
years, an alternative approach to nonlinear compensation has begun to emerge based on research
concerning artificial neural networks in the context of controls. (For a good overview of the area
see [3].) The basic idea behind this approach is that an array of simple nonlinear devices referred to
as neurons can be interconnected via a generic learning algorithm, for example back-propagation,
so as to immulate a dynamic or static nonlinear input-output map. The learned map can be either
the input-output behavior of the plant or that of a nonlinear compensator which has been taught
to deliver a desired closed-loop response. The primary advantages to such an approach are:

¢ Precise knowledge of the plant is not a prerequisite for training a neural network;

¢ Desired closed-loop performance can be directly specified and attained with arbitrary preci-
sion (though at the expense of increasing controller complexity);
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e Compensator complexity for most real-time applications is manageable with existing digital
technology (programmable VLSI neural network chips are just beginning to become available);

e On-line learning can be used to adjust for time variations in the plant’s input-output behavior.

The purpose of this research program is to design, build and test (in cooperation with NASA
personnel from the NASA Langley Research Center) neural controllers for two different small air-
gap magnetic suspension systems. The general objective of the program is to study neural network
architectures for the purpose of control in an experimental setting and to demonstrate the feasibility
of the concept. The specific objectives of the research program are:

e To demonstrate through simulation and experimentation the feasibility of using neural con-
trollers to stabilize a nonlinear magnetic suspension system;

e To investigate through simulation and experimentation the performance of neural controllers
designs under various types of parametric and nonparametric uncertainty;

e To investigate through simulation and experimentation various types of neural architectures
for real-time control with respect to performance and complexity;

e To benchmark in an experimental setting the performance of neural controllers against other
types of existing linear and nonlinear compensator designs.

To date, the first one-dimensional, small air-gap magnetic suspension system has been built,
tested and delivered to the NASA Langley Research Center. The device is currently being stabilized
with a digital linear phase-lead controller. The neural controller hardware is under construction.
Two different neural network paradigms are under consideration, one based on hidden layer feedfor-
ward networks trained via back propagation and one based on using Gaussian radial basis functions
trained by analytical methods related to stability conditions. Some advanced nonlinear control al-
gorithms using feedback linearization [1,2] and sliding mode control [4] are in simulation studies.
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Locating tie-points on a grid
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A robust software method is described for analyzing a digitized
image of a calibration grid in order to determine the location of
the intersections of its grid lines or tie-points.

Light sheets are used in wind tunnels to selectively illuminate
seeded particle air flows in order to capture off surface phenom-
ena. The sheets are photographed by cameras from points outside
of the tunnel windstream and are distorted by the combined ef-
fects of camera perspective, lens aberrations, and the like.
Calibration grids, photographed in the wind tunnel at .the same
position and plane as the light sheets, provide the basis for
compensating for such distortion. [1]

The intersection points of the grid image are used as tie-points
for a 2-D polynomial fit and subsequent warping of the light
sheet images to remove the effects of the distortions. Previous-
ly, tie points have been measured manually, but, with over a few
hundred points this is both a tedious and time consuming task.

A raw grid image is often characterized by variations in shading,
extraneous off-grid imagry, and poor line definition as shown in
figures 1 and 2. Image pattern recognition begins with image
enhancement which, simply put, suppresses noise or unwanted
features while enhancing desired features. The image with the
target grid is first masked to remove any extraneous image ob-
Jects that may impact subsequent processing by altering the
masked area to levels as close to the background level as possi-
ble.

The image is then processed to eliminate regional shading varia-
tions while also reversing the image, if necessary, to make the
grid lines get the numerically higher values. Regional varia-
tions are minimized by subtracting a heavily smoothed or averaged
image, which has a predominance of low frequency components, from
either the original or a slightly smoothed image. The result is
an image which retains the local, high frequency, components,
(i.e. the lines), while suppressing the shading variation.

Having prepared the image, the strategy at this point is to get
an approximate idea where the grid lines fall and of their num-
ber.

Near the top of the masked area a sub area band of the image is
delineated which is 32 pixels high and equal in width to the grid
image. Each 32 pixel column of this sub area is summed to form a
horizontal summation array. In those parts of this array that

104



correspond to places where vertical lines exist the array values
are sharply higher. The array is relatively insensitive to
horizontal lines. The array values are truncated to remove
background values.

The vertical lines of the grid in the sub area corresponding to
the summation array are located by locating the peak positions in
the array as shown in figure 3.

A similar process is used along the left-hand side of the grid to
determine the position of the horizontal lines. Once each line
has been located at some point along its length, a basis exists
for estimating the position of each line intersection or tie
point. The task becomes one of more precisely locating the lines
at those points where they intersect. Figure 4.

No allowance has been made thus far for the angles or distortions
in the line images, therefore, estimates of horizontal and verti-
cal points are more accurate near where they were collected and
less so with distance from the measurement locations. The meas-
urements may be improved by going to each estimated position of a
tie point and doing a more direct measurement in that locale.

Local searches for the actual intersection points are conducted
within small windows about each estimated intersection position.
As each position is accurately identified the difference or error
between the estimated and actual position is used to improve the
estimate of the next subsequent position. This error correction
technique makes the location of even very distorted grid tie-
points possible.

In the local search the horizontal and vertical lines are, again,
dealt with separately. On each axis within the window the pixel
values are again summed along the axis of interest. These values
are again saved in an array but since only one center value is
desired a weighted mean value of the array is used as the center
position.

It is possible that at certain points of the original image the
line definition is so poor that an accurate measure of the posi-

tion of some tie points is doubtful. 1In such instances position
information of neighboring tie points can be used to augment or
even replace a poor measure. This interpolation can be done

using a least squares fit of the data. Caution must be exer-
cised, however because, except over short spans, the image posi-
tions of the tie points cannot be assumed to be strictly linear.

Once the tie-point positions have been determined they are used,
along with ideal values, to calculate 2-D polynomial coefficients
of the desired order to warp the image into the form of the
ideal. See figures 5 and 6.

1. Stacy, Kathryn; Severance, Kurt; and Childers, Brooks A.:
Computer-Aided Light Sheet Flow Visualization,, AIAA 24th Fluid
Dynamics Conference (Orlando, Florida), July 6, 1993.
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Spacecraft Optical Disk Recorder
Memory Buffer Control - .

by
Robert F. Hodson
Department of Physics & Computer Science
Christopher Newport University
Newport News, VA 23606

Abstract

This paper discusses the research completed under the NASA-ASEE summer faculty
fellowship program. The project involves development of an Application Specific
Integrated Circuit (ASIC) to be used as a Memory Buffer Controller (MBC) in the
Spacecraft Optical Disk System (SODR). The SODR system has demanding capacity and
data rate specifications requiring specialized electronics to meet processing demands. The
system is being designed to support Gigabit transfer rates with Terabit storage capability.
The complete SODR system is design to exceed the capability of all existing mass storage
systems today. The ASIC development for SODR consist of developing a 144 pin CMOS
device to perform format conversion and data buffering. The final simulations of the MBC
were completed during this summer’s NASA-ASEE fellowship along with design
preparations for fabrication to be performed by an ASIC manufacturer.

I. Project Goals

The goal of this project is to develop an Application Specific Integrated Circuit (ASIC)
for use in the control electronics of the Spacecraft Optical Disk Recorder (SODR).
Specifically, this project is to design an extendable memory buffer controller ASIC for
rate matching between a system Input/Output port and the SODR’s device interface.

The aforementioned goal can be partitioned into the following sub-goals:
1) Completion of ASIC design and simulation,
2) ASIC Fabrication (@ ASIC manufacturer),
3) ASIC Testing (NASA/LaRC, CNU).

IL. Project Description

My research activities during my NASA-ASEE fellowship have been part of the SODR
project in the Flight Electronics Division. The SODR project will develop a space
qualified optical disk storage system for mass storage and high data rate applications. The
system architecture calls for a reconfigurable and extendable optical disk storage system.
A multiport system will support terabit capacity and gigabit transfer rates. The disk drive
(two devices) requirements call for 10 Gbytes of disk capacity and sustained data rates of
300 Mbps. The high level SODR system architecture is shown in Figure 1.
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The specific system being developed in this project is the Memory Buffer Controller
(MBC). The function of the MBC is to interface a system I/O port to a SODR device
(note each optical disk drive is two devices). Since the instantaneous data rates of the I/O
port and the SODR device may vary, a buffer memory is required for data rate matching
between these two interfaces.

The current MBC system design calls for an 8-bit data path which is cascadable to support
a 32-bit HPPI (High Performance Parallel Interface) data /0 port. The HPPI data port (or
multiple HPPI data ports) will be the data I/O path for the SODR system. The MCB'’s
SODR device interface is currently designed to support SCSI II protocol (16-bit, fast).
Both interfaces selected have ANSI standards and support the high data rates specified by
the SODR system requirements.

Functionally, the MBC ASIC decomposes into the following sections:

1) The HPPI source and destination interface,

2) The SCSI 11 interface to the optical disk recorder,

3) The Group Controller interface for MBC control and testing,
4) The memory buffer interface,

5) The MBC system controller.

Figure 2 shows the MBC ASIC with all the major interfaces in a 32-bit I/O port
configuration.

ITI. NASA-ASEE Summer Research Activities
This summer activities are part of my second NASA-ASEE fellowship. The research
started last summer with activities which included:

1) System architecture development,

2) Interface definitions,

3) Memory subsystem design & simulation,
4) Control algorithm development.

This summer provided the opportunity to simulate the system design. Digital simulations
of the MBC system were performed using the Cadence Design Tools and the Verilog-XL
simulator. Extensive tests were run to verify correct operation under a variety of
conditions. Functional test were performed under minimum/typical/maximum timing
conditions. Test vectors for manufacturer testing were also generated. Critical timing
issues were resolved and preparation for manufacturer’s sign-off were made. In the near
future the MBC ASIC will be sent to US2 for fabrication. The final product will be a 144
pin custom CMOS ASIC with a 50 MHz maximum clock frequency.

110



Post layout simulations and post fabrication testing still remain to be done and are planned
for this Fall. This summer’s NASA-ASEE fellowship has grown into additional grant
work with NASA and has furthered the relationship between NASA and Christopher
Newport University.

The MBC ASIC is the first custom integrated circuit being developed by the Flight
Electronics Division. Therefore almost a important as the device itself, is the process used
to desing it. Many lessons were learned in the devopment process which will make future
ASIC development much easier. Problems in the design flow have been identified and are
being addressed for future projects. Issuses of testability, fault coverage and configuration
management have been rasied by the development of the MBC ASIC. Future projects are
sure to benefit from the knowledge gained through the design of this system.

IV. ASEE Related Issues

In addition to my research activities, I had the opportunity to use a powerful set of design
tools for ASIC development. The use of these tools will extend to the classroom for both
undergraduate and graduate courses. Contacts made during my NASA-ASEE fellowship
have, in-part, made it possible to bring these tool into a university environment.

V. Acknowledgments
Special thanks to Tom Shull (my associate), Steve Jurczyk, and other members of the
SODR team for their help and encouragement.
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SYSTEM IDENTIFICATION OF THE LARGE-ANGLE
MAGNETIC SUSPENSION TEST FACILITY (LAMSTF)

by

Professor Jen-Kuang Huang
Department of Mechanical Engineering
Old Dominion University
Norfolk, Virginia 23529-0247

Abstract

The Large-Angle Magnetic Suspension Test Facility (LAMSTF), a
laboratory-scale research project to demonstrate the magnetic suspension
of objects over wide ranges of attitudes, has been developed. This system
represents a scaled model of a planned Large-Gap Magnetic Suspension
System (LGMSS). The LAMSTF system consists of a planar array of five
copper electromagnets which actively suspend a small cylindrical
permanent magnet. The cylinder is a rigid body and can be controlled to
move in five independent degrees of freedom. Five position variables are
sensed indirectly by using infra-red light-emitting diodes and light-
receiving phototransistors. The motion of the suspended cylinder is in
general nonlinear and hence only the linear, time-invariant perturbed
motion about an equilibrium state is considered.

One of the main challenges in this project is the control of the
suspended element over a wide range of orientations. An accurate
dynamic model plays an essential role in controller design. The analytical
model of the LAMSTF system includes highly unstable real poles (about 10
Hz) and low-frequency flexible modes (about 0.16 Hz). Projection filters
are proposed to identify the state space model from closed-loop test data
in time domain. A canonical transformation matrix is also derived to
transform the identified state space model into the physical coordinate.

The LAMSTF system is stablized by using a linear quadratic regulator
(LQR) feedback controller. The rate information is obtained by calculating
the back difference of the sensed position signals. The reference inputs
contain five uncorrelated random signals. The control input and the
system response are recorded as input/output data to jdentify the system
directly from the projection filters. The sampling time is 4 ms and the
data length is 24 sec. Preliminary results demonstrate that the identified
model is fairly accurate in predicting the step responses for different
controllers while the analytical model has a deficiency in the pitch axis
(see the following figure).
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Kinetic Parameters from Thermogravimetric Analysis

Richard L. Kiefer
Department of Chemistry
College of William and Mary
Williamsburg, VA 23187

Introduction

High performance polymeric materials are finding increased use in aerospace
applications. Proposed high speed aircraft will require materials to withstand high
temperatures in an oxidative atmosphere for long periods of time. It is essential that
accurate estimates be made of the performance of these materials at the given
conditions of temperature and time. Temperatures of 350° F (177° C) and times of
60,000 to 100,000 hours are anticipated. In order to survey a large number of high
performance polymeric materials on a reasonable time scale, some form of accelerated
testing must be performed.

A knowledge of the rate of a process can be used to predict the lifetime of that
process. Thermogravimetric analysis (TGA) has frequently been used to determine
kinetic information for degradation reactions in polymeric materials. Flynn and Wall
studied a number of methods for using TGA experiments to determine kinetic
information in polymer reactions.! Figure 1 shows a typical TGA graph with the
mass and the derivative plotted against the temperature. Kinetic parameters, such
as the apparent activation energy and the frequency factor, can be determined in
such experiments. Recently, researchers at the McDonnell Douglas Research
Laboratory suggested that a graph of the logarithm of the frequency factor against
the apparent activation energy can be used to predict long-term thermo-oxidative
stability for polymeric materials?®. Such a graph has been called a kinetic map. In
this study, thermogravimetric analyses were performed in air to study the thermo-
oxidative degradation of several high performance polymers and to plot their kinetic
parameters on a kinetic map.

Kinetic Map

The kinetic map, shown in Figure 2, assumes that the reactions involved follow
first order kinetics and the Arrhenius reaction model. The solid lines, called aging
limits, serve as benchmarks against which the experimental values are compared.
For a first order reaction,

440) -

& -kV(o)

where V(t) is the concentration of the reacting specie at time, t, and k is the rate
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where V, is the initial concentration. Now, one can pick a specific reaction
temperature, T, a fraction of conversion or degradation of the polymer, and the time,
t, required to reach that conversion. The upper line in Figure 2 assumes a fractional
conversion of 0.01, i.e., V/V_ = 0.99, a temperature, T, of 450 K (350° F), and a time,
t, of 60,000 hours. Values of k, are calculated for several reasonable values of E, and
the line is drawn. The lower line assumes room temperature with the other
parameters the same.

Experimental

The kinetic parameters were determined by running dynamic TGA experiments
for each material studied at 6 different heating rates, 1, 2, 4, 8, 10, and 15° C/min.
It has been shown that the derivative of the mass loss curve as a function of
temperature during a TGA experiment with a linear heating rate is®

dv_kV <[~ E IcRJ<z -—
dar m mE

where m is the linear heating rate, and the other quantities are defined above. The
derivative reaches a maximum during the rapid degradation of the material at high
temperature, as seen in Figure 1. The temperature at which t