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ABSTRACT

The use of computational techniques in the area of acoustics is known as computational aeroacoustics and has
shown great promise in recent years. Although an ultimate goal is to use computational simulations as a virtual wind

tunnel, the problem is so complex that blind applications of traditional algorithms are typically unable to produce
acceptable results. The phenomena of interest are inherently unsteady and cover a wide range of frequencies and

amplitudes. Nonetheless, with appropriate simplifications and special care to resolve specific phenomena, currently
available methods can be used to solve important acoustic problems. These simulations can be used to complement

experiments, and often give much more detailed information than can be obtained in a wind tunnel. The use of
acoustic analogy methods to inexpensively determine far-field acoustics from near-field unsteadiness has greatly

reduced the computational requirements. A few examples of current applications of computational aeroacoustics at
NASA Langley are given. There remains a large class of problems that require more accurate and efficient methods.
Research to develop more advanced methods that are able to handle the geometric complexity of realistic problems

using block-structured and unstructured grids are highlighted.

INTRODUCTION

Computational aeroacoustics is a very broad field that encompasses research that uses numerical simulations to
better understand aerodynamic noise. There is a large computational effort at NASA Langley Research Center aimed

at predicting and reducing aircraft noise, and this paper only attempts to give an overview of a representative fraction
of that work. The problem is very difficult because the geometry and physics involved are often quite complex. It has

taken 30 years to achieve significant noise reduction for jet engines. Although great strides have been made in the
reduction of jet noise through the use of high-bypass ratio engines, there is a lack of understanding of the
fundamental noise sources in subsonic jets. Today, tonal noise from large inlet fans is also important. There is a

general theory for fan noise, but calculations are still somewhat limited. Extensive research is ongoing in the areas of

duct and liner acoustics[ 1]. Furthermore, the engines are not the only noise source that must be considered.
Reductions in jet noise have made the airframe a significant, and in some cases dominant source during landing. The
flaps, slats, and landing gear are all important contributors to the sound field. To achieve significant noise reduction,

these three maj or landing systems and the engines must all be quieted commensurately.

The physics behind the unsteadiness that generates noise is also very complicated. Fluctuations tend to grow in

shear layers and vortical structures. Resolving these features in a mean flow calculation can be difficult. Trying to
capture the unsteadiness growing in them is even more challenging. Separated regions, instabilities, and large and

small scale turbulence structures can all contribute to the sound field. Furthermore, the energy that is radiated as
noise is typically only a small fraction of the total energy near the source. This is part of the scale disparity between

acoustic and hydrodynamic fluctuations. The human ear is able to distinguish between signals with vastly varying
amplitudes, so it is typical to use a logarithmic scale to describe them. The sound pressure level (SPL) is given by

/

SPL = 20 log(_) (1)

with units of decibels (dB). The reference pressure Pref = 20 × 10 .6 Pa is the threshold of human hearing, and rms
means root mean square. The ratio of pressure amplitudes between a quiet conversation, 60 dB, and a rock concert,
120 dB, is 1000. In addition, atmospheric pressure is 3500 times greater than the pressure amplitude of a 120 dB

signal. At 120 dB, one starts feeling discomfort and experiences a ringing in the ears. Although this level is very loud



tohumans,it issosmallthatatypicalcomputationalfluiddynamics(CFD)simulationveryeasilylosesthesound
wavesamongthelargehydrodynamicfluctuations.Simultaneouslyresolvingthehydrodynamicfluctuationsandthe
widerangeofacousticsignalsisverydifficult.

Acousticiansalsohavetodealwithverydisparatelengthandtimescales.Mostlypeoplecanhearfairlywell
betweenfrequenciesof100Hzand10kHz.Thiscorrespondstowavelengthsof0.11ft (0.034m)and11ft (3.4m),
respectively.Tryingtohaveenoughgridpointsinthedomaintoresolvetheveryshortwavelengthwhilehavinga
domainlargeenoughtoencompassthelongwavelengthresultsinenormousgrids.Oneisalsofacedwiththe
challengeoftryingtopropagatethesignaltoobserverslocatedatgreatdistancesfromthesources.A similarscale
problemoccurstemporally.ThewavelengthAofanacousticwaveisrelatedtothetemporalperiodT by A = cT

where c is the speed of sound. The periods for 100 Hz and 10 kHz are 0.0001 s and 0.01 s, respectively. Hence, one
needs many time steps for the short period, and long run times to get a significant sample of the long period. This

problem is usually exacerbated by initial transients in numerical solutions which must decay sufficiently before one
can start sampling the acoustics. Even when using sampling techniques developed for experimental work, it is
difficult to run codes long enough to get statistically significant samples of pseudo-random phenomena. Furthermore,

the disparity between different acoustic waves is only part of the problem. One also has to compare the acoustic
scales with those of other fluid phenomena and the geometry.

Faced with these challenges, one must inevitably make simplifying assumptions. However, computational methods
are often able to relax those used in the past. The basic goal is to obtain an understanding of the underlying physics of

the noise sources. One needs to know the strength, location, frequency, wavelength, and nature of the disturbances.
With this information one can develop prediction methods that are general across different configurations that have

similar source mechanisms generating the noise. Furthermore, one can begin attacking the sources in systematic
ways that are more likely to lead to significant noise reduction. To get at the physics, we are using currently available
tools and developing new ones to do bigger problems in the future. To reduce the complexity, most calculations

concentrate on a small frequency range rather than trying to resolve all of the relevant frequencies at once. In

addition, one can solve equations linearized about the mean flow[2, 3] to separate out the acoustic and hydrodynamic
scales. Using these simplifications makes many problems tractable to modern methods. Furthermore, numerical
applications of acoustic analogy methods have matured significantly, and they allow far-field acoustics to be

calculated from unsteady fluctuations in the vicinity of the sources. This greatly reduces the computational effort and
provides a means of finding the noise where the observers are actually located.

The remainder of the paper discusses some of the acoustic problems that have been solved using combinations of
available methods. First, the CFD code CFL3D is described. It was used in many of the example computations. The

acoustic analogy is explained in slightly more detail because it is key to most of the calculations and is less widely
known. At the end of the paper, examples of several new technologies under development are discussed. These

include high-order methods for block-structured and unstructured grids. Because of the great scale disparities in
acoustics, one either needs high-accuracy methods that resolve waves with a minimal number of

points-per-wavelength or standard methods with fine grids. Such comparisons[4, 5] have shown that high-order
methods are more efficient at resolving acoustic phenomena than traditional methods with extremely fine grids.
However, high-order methods often suffer from robustness problems for realistic configurations, and these new

efforts are aimed at overcoming this difficulty.

COMPUTATIONAL TOOLS

THE COMPUTER CODE CFL3D

The computer code CFL3D [6, 7] is a robust, workhorse code used to compute both steady and unsteady flow
fields. The CFL3D code was developed at NASA Langley Research Center to solve the three-dimensional,

time-dependent, thin-layer (in each coordinate direction) Reynolds-averaged Navier-Stokes (RANS) equations using
a finite-volume formulation. The code uses upwind-biased spatial differencing for the inviscid terms and flux limiting
to obtain smooth solutions in the vicinity of shock waves. The viscous derivatives, when used, are computed by

second order central differencing. Fluxes at the cell faces are calculated by flux-difference-splitting. An implicit
three-factor approximate factorization method is used to advance the solution in time. Patched grid interfaces, overset

grids, and slides zones are available for use at zone boundaries.

The time-dependent version of CFL3D uses subiterations to obtain second order temporal accuracy. In the _- - TS

subiteration option [8], each of the subiterations is advanced with a pseudo-time step. This approach facilitates a
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more rapid convergence to the result at each physical time step. The steady-state version of the code employs full

multigrid acceleration.

ACOUSTIC ANALOGY

An acoustic analogy is a rearrangement of the governing equations of fluid motion such that the left-hand side

consists of a wave operator in an undisturbed medium, and the right-hand side is comprised of acoustic source terms.
The solution to the equation can be written as the convolution of the source terms with the Green function for the

wave operator. Hence, if one can obtain the strengths of the source terms in the regions where they are significant,
one can determine the acoustic signal at any point in the flow, including locations at long distances from the sources.

Lighthill[9] was the first to propose this approach. Although this concept is relatively simple, extensive manipulations
have been required to put the equations in the most useful forms for analytic and numerical applications.

The Ffowcs Williams and Hawkings [10] equation is the most general form of the Lighthill acoustic analogy and
when provided with input of unsteady flow conditions, is appropriate for numerically computing the acoustic field.

The equation is derived directly from the equations of conservation of mass and momentum. Following Brentner and
Farassat [ 11], the FW-H equation may be written in differential form as

02

[72c2p'(x, t) - OxiOxj [TijH(f)] - _[LiS(f)] + _[QS(f)] (2)

°_ V 2 is the wave operator, c is the ambient speed of sound, t is observer time, p' is thewhere: [7 2 ---- 12 Ot 2

perturbation density, Po is the ambient density, f = 0 describes the integration surface, f < 0 being inside the
integration surface, 5(f) is the Dirac delta function, and H(f) is the Heaviside function. The quantities Q, Ui and Li

are defined by

O = (_oU_), c_ = (1 - _)v_ + _"_noand C_ = P_ji_j + _._(_.._- v,_). (3)

In the above equations, p is the total density, fl_i, is the fluid momentum, vi is the velocity of the integration surface
f = 0, and Pi3 is the compressive stress tensor. For an inviscid fluid, Pij = P't_ij where p' is the perturbation

pressure and 5ij is the Kronecker delta. The Lighthill stress tensor is given by Tii. The subscript n indicates the
component of velocity in the direction normal to the surface.

An integral solution to the FW-H equation (2) can be written in terms of the acoustic pressure p' = c2p ' in the

region f > 0. Utilizing formulation 1A of Farassat [12, 13], the integral representation has the form

where

;'(x,t) = p_(x,t) + p_(x,t) +;b(x,t) (4)

47rp_(x,t) : / [PQ(y,T)lr_tdS , 47rp_(x,t)= / [PL(y,T)]r_tdS.and (5)
f o f o

47cp_r(x,t) = / [Pr(Y,_-)]r_tdl/\ (6)

f o

The subscript ret means that the quantities must be evaluated at the appropriate retarded or emission time T. The

kernel functions PT, PL, PQ are combinations of flow quantities and geometric parameters. For many numerical
simulations it is desirable to let the integration surface be permeable and place it within the flow. However, when the
surface coincides with a solid body, the terms take on simple meanings. The Q term is known as the thickness

contribution and represents the noise generated by the unsteady displacement of fluid by the body. The L term
involves the noise caused by the fluctuating loading on the body. The term P_r accounts for all quadrupoles outside of

the integration surface (i.e., f > 0). Quadrupole contributions include nonlinear effects and refraction. In most work,
p_r is small and can be neglected. This is important because the quadrupole term involves a volume integration,

whereas p_ and p_ only require an integration over the surface. All quadrupole contributions that are within the
surface are accounted for by the surface integrations. Hence, the far-field pressure at any instance in time can usually
be calculated by integrating the near-field flow quantities over a surface. This allows for very rapid calculations of

noise a great distance away from the source region where the integration surface is typically placed.
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Figure 1. Comparison of measure and computed noise for a four-bladed Sikorsky model rotor. The microphone

locations was nominally 25 deg. below the rotor plane on the advancing side, 1.5 rotor radii from the rotor hub. This is
a descent condition. (a) Measure time history; (b) predicted time history; (c) spectral comparison (-- measured;

predicted)

Rotorcraft acoustics is an area where the FW-H equation has been utilized with great success. The code
WOPWOP[ 13] has been used extensively by industry and researchers to predict helicopter noise. Even for complex

phenomena such as blade vortex interaction (BVI), WOPWOP correctly predicts the acoustic signature when it is
given accurate pressure data as inputs. As an example, figure 1 compares the experimentally observed and computed

acoustic signals[ 14] when experimentally measured surface pressures from a four bladed rotor where used as input to
WOPWOR The spectral comparison in figure 1 shows the agreement is good up to the 32nd harmonic. Similar

comparisons using CFD data as input do not yield such good results. This underscores the importance of having
accurate input data on the integration surface. The acoustic theory is mature enough for such complicated problems,
but more accurate CFD is needed.

SAMPLE APPLICATIONS

Although there are many problems that cannot be solved with conventional methods, appropriate assumptions can
make many realistic problems tractable. This section provides several examples where current methods were

successfully used to simulate important acoustic phenomena.

ROTOR NOISE

Rumsey et a/.[15] used the Navier-Stokes code CFL3D to predict one of the ducted-fan engine acoustic modes that

results from a rotor-wake/stator-blade interaction. A patched-sliding-zone interface was employed to pass
information between the moving rotor-row and the stationary stator row. Figure 2 shows the geometry and 2.7 million

point grid used in the calculation. The code produced averaged aerodynamic results downstream of the rotor that are
in good agreement with a widely used average-passage code. The calculation was designed to capture a single

acoustic mode, and the code successfully generated and propagated that mode upstream with minimal attenuation
into a region of nearly uniform flow as shown in figure 3(a). Two acoustic codes were used to find the far-field noise.

Propagation in the duct was computed by Eversmann's wave envelope code, which is based on a finite-element
model. Propagation to the far field was accomplished by using the Kirchhoff formula for moving surfaces. The

Kirchhoffmethod is used in a similar fashion to acoustic analogy methods, but is less general. Comparison of
measured and computed far-field noise levels are in fair agreement in the range of directivity angles (20-40 deg.)
where the peak radiation lobes are observed for the mode under investigation. Figure 3 compares the experimental

and computed results. Although only a single acoustic mode was targeted in this study, it provided a proof of
concept: Navier-Stokes codes can be used to both generate and propagate rotor-stator acoustic modes through and

engine, where the results can be coupled to other far-field noise prediction codes.
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Figure 4.
spectra.

(a) Vorticity Contours

(a) Vorticity contours from 2-D DNS of flap-edge flow (b) Comparison of computed and experimental

FLAP-EDGE NOISE

A different computational framework was developed to simulate the unsteadiness associated with the vortex
system around the flap of a high-lift system. The vortex system is surprisingly complex, and a steady RANS

calculation with sufficient resolution required 50 CRAY C-90 hours. Clearly, some approximations must be made to
deal with the unsteady problem because a DNS would be intractable. Streett[ 16] simplified the problem by
performing a 2-D, incompressible DNS linearized about the RANS mean flow. Because the vortex system varies

relatively slowly in the streamwise direction, the DNS calculations were performed at several streamwise stations
assuming locally parallel flow. Calculations were performed in a parameter space that included the frequency and a

spanwise wavenumber. Figure 4(a) shows the vorticity contours for a case where the spanwise wavenumber was zero,
and instabilities dominate in the shear layer formed on the under side of the flap. This instability was persistent from

5 to 30 kHz. For nonzero wavenumbers, an instability within the vortex on top of the flap grew rapidly. Although the
DNS simulations show local unsteadiness, they do not reveal how much of that energy propagates to the far-field.

The Lighthill acoustic analogy[9] was used for this purpose. This type of formulation allows the source strengths to
be computed from incompressible flow because all of the acoustic propagation is taken into account by the analogy.

However, the complex geometry in this problem required a numerical solution of the partial differential equation
form of the acoustic analogy. The results of those calculations are compared with those from two experiments in
figure 4(b). The comparison is quite good, and gives confidence that the instabilities identified by the DNS are indeed

generating noise. With the detailed information about the frequencies, wavelengths, and locations of the instabilities
from the DNS, techniques to reduce the noise at the source have been developed.

CYLINDER SHEDDING

To determine the sensitivity of the FW-H method to the integration surface location when it passes through a wake,

Singer et al.[17] examined a circular cylinder in a cross flow. Equivalent calculations were also performed using a
Kirchhofftechnique. This was important because the shed vortices produce large, unsteady fluctuations as they pass
through the surfaces. These fluctuations would be balanced by the quadrupole term in the FW-H if it were included,

but it is much more desirable to avoid the volume integration. Furthermore, the Kirchhoff equation is derived from
the acoustic wave equation and is strictly valid only in the region of the flow where the wave equation is the

appropriate governing equation. This problem tested whether the Kirchoffmethod can be used with near-field data
that includes nonlinear, non-acoustic fluctuations.

Figure 5 renders an instantaneous vorticity field obtained from a CFL3D calculation with a superimposed grid
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Figure 5. Vorticity field computed from CFD. FW-H integration surfaces are at r = 0.5D, r = 1.5D, r = 2.5D, and
r = 5.1D

distribution on the lower portion of the figure. The positions of the FW-H integration surfaces are indicated in the
upper portion of the figure. Figure 6(a) shows the computed pressure signals at the observer for the different

integration surfaces using a Kirchhoff formulation, and figure 6(b) shows the the results obtained with the
FW-H formulation. The use of an integration surface that cuts through the cylinder wake does not appear to adversely

affect the results obtained with the FW-H formulation. However, these variations are very small compared with the
results of Figure 6(a), in which the pressure computed with a standard Kirchhoff formulation for the same problem

with the same integration surfaces varies wildly. This result clearly demonstrates that the FW-H should be used
instead of the Kirchhoffmethod. Furthermore, there is very little difference in the computational effort required for
the two approaches.

TRAILING-EDGE SCATTERING

Calculation methods for acoustic fields that include trailing-edge noise currently are largely empirical [18]. Singer

et al. [17]. investigated the feasibility of directly computing the acoustic field generated by flow over a sharp trailing
edge. A hybrid computational approach was taken wherein the CFL3D solver was used to accurately calculate the

unsteady fluid dynamics over a relatively small region near the surface, and an acoustics code based on the Ffowcs
Williams and Hawkings [10] (FW-H) equation computed the acoustic field generated by the previously calculated

unsteady near flow field. To investigate edge scattering, an airfoil with vortices convecting past its trailing edge was
simulated. A 2.6% thickness NACA 00 series airfoil was placed in a flow with a small, flat plate introduced
perpendicular to the flow at 98% chord. In the presence of flow, vortices roll up just downstream of the flat plate,

alternately near the plate's top and bottom edges.

Figure 7 shows vorticity magnitude contours in the vicinity of the trailing edge at a single time step. The circular

concentrations of vorticity indicate the individual vortices that constitute the unsteady Karman vortex street
downstream of the vortex-generator plate. Cases were run with Mach numbers ranging from 0.2 to 0.5 that produced

regular Strouhal shedding at the plate. The frequency of the vortices convecting past the trailing edge is less distinct
because the vortices shed from the vortex-generator plate often pair and interact with neighboring vortices, as shown

in figure 7.

The FW-H code computed the acoustic field generated by the unsteady aerodynamic flow field. The far-field

signals were obtained at several observer locations. Figure 8(a) shows spectra of the acoustic signals for several
observer positions. The angular measurements are increasingly positive for counterclockwise rotations, with 0

degrees being directed downstream. The figure shows greatly reduced noise radiation directly upstream and directly
downstream. Integration of each acoustic spectrum over the frequencies provides the mean square acoustic pressure.

Variation of the mean square acoustic pressure as a function of Mach number is plotted in Figure 8(b). The symbols
show the data, and the lines are linear least-squares fit to the logarithm of the data. For an observer at 30 degrees, the
mean square pressure varies as the 5.2 power of Mach number. Accounting for the actual rms fluctuating velocity in

the calculations, a theoretical scaling of M 5a_ is implied, which is in close agreement with the computationally
observed scaling of M 52. These computations have helped to verify that the hybrid approach is valid and capable of

accurately predicting fairly complicated, broadband, acoustic phenomena.
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HIGH-LIFT CONFIGURATION

A cooperative test involving NASA's High-Lift Program Element and NASA's Airframe Noise Team was
conducted in NASA Langley Research Center's Low-Turbulence Pressure Tunnel (LTPT). The model tested in the

tunnel is known as the Energy Efficient Transport (EET) model. The EET model tested includes a full-span
leading-edge slat and a part-span trailing flap. To obtain acoustic data, members of Boeing Commercial Airplane

Company designed and built a microphone array that was installed in the wind tunnel. The microphone array and the
subsequent data processing followed techniques developed earlier at Boeing [19].

Figure 9(a) illustrates one unexpected feature of the experimental data. For a slat deflection of 6_ = 30 degrees, a
very large amplitude peak was observed in the acoustic spectrum in the vicinity of 50 kHz. This peak rises almost 20
dB above the signal observed for the case in which the slat is deflected 20 degrees. During the course of the

experiment, efforts to eliminate the high-frequency peak by altering the overhang of the slat were largely
unsuccessful. Only for cases in which the overhang became unrealistically large was a significant change in the

high-frequency acoustic peak observed. Increasing the configuration's angle-of-attack from 10 to 15 degrees, reduced
the amplitude of the high-frequency peak by approximately 10 dB. For some time, no consistent explanation of the

observed phenomena was available.

Khorrami et al [20] provides details of unsteady, two-dimensional (2D), Reynolds-averaged Navier-Stokes

(RANS) calculations designed to mimic the experimental conditions. In particular, the RANS computation was
specially designed to properly incorporate and resolve the small, but finite trailing-edge thickness of the slat.

Extremely small grid cells were used in the vicinity of the slat trailing edge and the time step was chosen to ensure
more than 120 time steps per period of a 50 kHz signal. Slat deflections of both 30 and 20 degrees were simulated.

These calculations clearly show vortex shedding from the slat trailing edge for the case with a 30 degree slat
deflection. Figure 9(b) shows a snapshot of the pressure fluctuations produced in the flow field. The vortex shedding
virtually disappears for the case of a 20 degree slat deflection.

Singer et al. [21] discuss the aeroacoustic analysis of the unsteady data. As a first approximation, the code
developed by Lockard[22] for computing the 2D acoustic field from 2D CFD data was used to predict the sound field.

Figure 10(a) shows computed spectra based on 1/12 th octave bins for an observer located at 270 degrees. Clearly the
computed noise also has a significant peak in the spectra in the same frequency range as the experiment. This

confirmed that the fluctuations from the slat vortex shedding weren't just hydrodynamic fluctuations, but also
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producednoise.Althoughtheacousticarrayusedintheexperimentwasnotintendedtoprovideanydirectivity
information,thehigh-frequencyacousticsignalwassoloudthatitoverwhelmedtheintrinsicwind-tunnelnoiseand
canbeidentifiedfromthespectrumofsomeoftheindividualmicrophonesusedintheacousticarray.Therelative
amplitudesofthemeansquarefluctuatingpressureinafrequencyrangearound50kHzfromasubsetofmicrophones
havingapproximatelythesamecross-streamlocationarecomparedwithcomputedvaluesinFig.10(b).The
maximumamplitudeofthemicrophonedataisscaledwiththemaximumamplitudeofthecalculation.Thenon-zero
microphoneresponsefar-upstreamisassociatedwiththewall-pressurefluctuationsoftheturbulentboundarylayer
alongthewind-tunnelceiling.ThesefluctuationsarenotincludedaspartoftheCFDcalculations.Slightlyupstream
oftheslatleadingedge,thenoiselevelrises.Themaximumamplitudeoccursinthemid-chordregionfollowedbya
sharpdropinamplitude.Thequalitativefeaturesofthecomputationsagreeremarkablywellwiththemicrophone
data,andthedirectivityresultsaidedintheredesignoftheacousticarrayforasubsequentwind-tunneltest.

ADVANCEDTOOLS

Althoughgreatstrideshavebeenmadeinsimulatingacousticphenomena,thecostsassociatedwithsomeofthe
calculationsareclearlylimiting.TheunsteadyRANScalculationofthe2-Dslatsheddingrequiredover100CRAY
hours.Theprojectionfora3-Dproblemisenormous.It isunlikelythatadvancesincomputerpoweralonewillmake
alloftheneededcalculationsfeasible.Tohelpbridgethegapbetweenavailableresourcesandneededsimulations,
someadvancedmethodologiesarebeingdevelopedthataremuchmoreefficientandaccuratethantraditional
methods.Twomainpathsarebeingexplored.Mostgridsusedtodayarestillblock-structured,andthemacro-element
techniqueisbeingdevelopedtoprovidemoreaccurateinterfaceconditionsthatcanberetrofittedintocurrentcodes
andusedinnewcodeswithhigh-orderfinite-differencespatialoperators.Theothertechniquebeingdevelopedisthe
discontinuousGalerkinwhichprovideshigh-orderonunstructuredgrids.

DISCONTINUOUSGALERKIN
Theprocessofgeneratingablock-structuredmeshwiththesmoothnessrequiredforhigh-accuracyschemesisa

time-consumingprocessoftenmeasuredinweeksormonths.Unstructuredgridsaboutcomplexgeometriesaremore
easilygenerated,andforthisreason,methodsusingunstructuredgridshavegainedfavorforaerodynamicanalyses.
However,theyhavenotbeenutilizedforacousticsproblemsbecausethemethodsaregenerallylow-orderand
incapableofpropagatingwaveswithoutunacceptablelevelsofdissipationanddispersion.Attemptstoextend
finite-differenceandfinite-volumemethodsforunstructuredgridstohigh-orderbyincreasingthestencilsizehave
introducedstorageandrobustnessproblems.

ThediscontinuousGalerkinmethod[23,24]isacompactfinite-elementprojectionmethodthatprovidesapractical
frameworkforthedevelopmentofahigh-ordermethodusingunstructuredgrids.Higher-orderaccuracyisobtained
byrepresentingthesolutionasahigh-degreepolynomialwhosetimeevolutionisgovernedbyalocalGalerkin
projection.Thisapproachresultsinacompactandrobustmethodwhoseaccuracyisinsensitivetomeshsmoothness.
ThetraditionalimplementationofthediscontinuousGalerkinusesquadraturefortheevaluationoftheintegral
projectionsandisprohibitivelyexpensive.AtkinsandShu[25]introducedthequadrature-freeformulationinwhich
theintegralsareevaluateda-prioriandexactlyforasimilarityelement.Theapproachhasbeendemonstratedto
possesstheaccuracyrequiredforacousticsevenincaseswherethegridisnotsmooth.Otherissuessuchasboundary
conditionsandthetreatmentofnon-linearfluxeshavealsobeenstudiedinearlierwork[26,27].

A majoradvantageofthediscontinuousGalerkinmethodisthatitscompactformreadilypermitsa
non-heterogeneoustreatmentofaproblem.Thatis,theshapeofelementsused,thedegreeofapproximation,eventhe
choiceofgoverningequations,canbeallowedtovaryfromelementtoelementwithnolossofrigorinthemethod.
Totakeadvantageofthisflexibility,anobject-orientedC++computerprogramthatimplementsthediscontinuous
Galerkinmethodhasbeendevelopmentandvalidated.However,manyoftheapplicationshaveinvolvedbenchmark
problemsforaeroacoustics[5]withrelativelysimpletwo-dimensionalgeometriesandlinearizedequationswith
uniformmeanflows.Recentworkhasbeenaimedataddingandvalidatingadditionallycapabilitythatisessentialto
theaeroacousticanalysisoflargecomplexconfigurations.

Currentapplicationsofthemethodinvolvethree-dimensionalproblems,thetreatmentofnonuniformmeanflows,
viscousflows,andtheefficientuseofparallelcomputingplatforms.Withthesenewcapabilities,thistoolwillenable
rapidaeroacousticanalysesofrealisticaircraftconfigurations.Whencoupledwithcurrentlyavailablegridgenerators
andlargeparallelcomputers,theentireprocessofmeshgeneration,problemsetup,andcalculationcanbeperformed
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Figure11.Densitycontoursandstreamlinesforflowoveracircularcylinder.TheMachnumberis0.4andthe
Reynoldsnumberis150.Darklinesrepresentmacro-elementboundaries.

rapidly.

MACRO-ELEMENTFINITE-DIFFERENCE
ThemostcommonapproachusedtohandlecomplexgeometriesinCFDistheuseofblock-structuredgrids.There

aremanydifferentvarietiesincludingone-to-onepointmatching,arbitrarypatching,andoversetzonalboundaries,
butallrequiresomesortofmethodtotransferinformationbetweenthedifferentblocks.Mostcodesrelyon
low-orderinterpolationformulasthatcanproducesmallbutobviousartificialdiscontinuitiesintheflowvariables
acrosstheboundaries.Theproblemisusuallymuchmoresevereforunsteadyproblemswhenthegridisnot
sufficientlyfine.Furthermore,interfaceconditionsgenerallydonothavesuitableerrorpropertiesandcontributeto
thenearlyuniversalproblemofcodesnotconvergingtodesignaccuracyforrealisticproblems.Still,therehasbeena
greatdealofresearchintothepropermethodologiesforsolvingdiscreteequationsefficientlyonstructuredgrids,and
structuredgridscontinuetobepreferredforboundarylayerflows.

InadditiontothestandardproblemsinCFD,mostpractitionersinvolvedinunsteadycomputations,including
aeroacoustics,prefertousestructuredmeshes.At severalworkshops[4,5]oncomputationalaeroacoustics,
high-order,finite-differencemethodshavebeenshowntobemuchmoreefficientatminimizingdissipationand
dispersioninpropagatingacousticwavesthantraditionalmethodswithmanygridpoints.However,finite-difference
methodsperformbestonsmooth,structuredgridswhichareoftendifficulttogenerate.Furthermore,high-order
methodsoftensufferfromrobustnessandstabilityproblemsstemmingfromnon-smoothmeshesanddiscontinuous
flows.Blockingallowsstructuredgridstobeusedaroundcomplexgeometries,andmakesit somewhateasierto
makethegridssmooth.However,standardpatchingtechniquesarewhollyunsuitedforhigh-ordermethods,
especiallyforunsteadyflows.Notonlydotheynotprovideadequateaccuracy,theyareoftenunstable.High-order
methodswouldalsobenefitfrominterfaceconditionsthatcouldbeusedtobreakuplargerdomainssothat
subdomainscouldberunondifferentnodesofaparallelcomputer.Withthecontinuedadvancementsinparallel
computerscomprisedofmanyscalarprocessors,thisisbecomingaveryimportantissue.

Inacoordinatedeffort,Carpenteret al. [28, 29] have developed high-order patching conditions with both order and
stability proofs for high-order methods. The individual blocks are referred to as macro-elements. The only
requirement for the grid is that the interface be point matched, or Co, but the derivatives may be discontinuous.

Although not completely general, it does provide some significant flexibility in grid generation and is useful for

splitting up a domain for a parallel computation. Conditions for fourth- and sixth-order explicit as well as
fourth-order compact have been developed. Figure 11 shows density contours and streamlines around a circular
cylinder with a grid partitioned into macro-elements. The Mach number is 0.4 and the Reynolds number is 150 which

produces strong vortex shedding. Notice that there are nearly triangular shaped elements in the vicinity of the
cylinder, yet there is no apparent distortion to the contours or streamlines. The macro-element conditions are general

enough that they could even be used as interface conditions for an unstructured grid.

LOW-STORAGE RUNGE-KUTTA

Although most of the previous discussion has focused on the spatial operators, it is just as important to maintain

temporal accuracy in unsteady problems. Explicit Runge-Kutta time-stepping provides a simple way to obtain
high-accuracy in time, but most of the classical formulas have high memory requirements to store many previous

solutions or residuals. Kennedy et al. [30] have developed fourth- and fifth-order explicit Runge-Kutta formulas that
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onlyrequire2NstorageforN unknowns. This can be a substantial savings in memory, and can also be very

beneficial in the run time on cache-based computers which are often limited by memory access. Furthermore, some of
the new Runge-Kutta methods have embedded lower-order formulas that allow for automated time-stepping by using

the solutions from the two orders to determine if there is too much error and the time step needs to be decreased.

A difficulty with explicit time stepping for unsteady problems is that the time step must be chosen to keep the

smallest cell in the entire grid stable. In boundary layer flows with strong clustering towards walls, this can result in a
time-step orders of magnitude smaller than what is needed for temporal accuracy. Research is ongoing into different

implicit methods that can be used in regions where the grid spacing is extremely small.

SUMMARY

Despite the simplifications used in the examples, the cost of performing many of the acoustic calculations was still
very high. Just obtaining a highly resolved mean flow for a high-lift flap system required 50 CRAY C-90 hours, and

an unsteady RANS of a two-dimensional slat problem required over 100 hours. Nonetheless, some significant insight
has been gained by applying currently available computational techniques to problems of interest. Typically, the

calculations concentrated on resolving certain frequency ranges rather than trying to solve for all of the scales
simultaneously. Because many important noise sources are narrow band, this approach is appropriate. The noise

generated from vortex-shedding at a slat trailing edge is a good example in which this approach was taken, and a
previously unknown noise source was identified. There remain many problems that cannot be solved today, and some
of the efforts at NASA Langley to develop advanced tools that will enable the next generation of acoustic simulations

have been highlighted.
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