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curve fit to curve fit, or at least a
known maximum processing time). It-
erative techniques vary greatly in the
processing time they consume. This
new method takes the same amount of
processing time (for the same number
of data points), no matter what the
error distribution is. Iterative tech-
niques sometimes only take 50 times
longer and sometimes more than 100
times longer, depending on how the
data varies and the initial guesses.

• y can cross zero: Even if C = 0, the
non-iterative methods require all
sample points to be zero or greater
(or transformed to greater than
zero). This method does not have any
such limitation.

The improved method has a theoret-
ical basis in discrete calculus, statistics,
and regular calculus. The following
description of the method omits most
of the details of the theory for the sake
of brevity.

The method is embodied in an algo-
rithm for computing B in the equation 
y = AeBt + C. Once B is known, typical
linear methods can be used to solve for
A and C. This method presents many
ways to compute B. One way is by doing
a linear (straight line) curve fit to two
different regions in the data. The
change in slope of these two regions
gives us an estimate for B. The two dif-
ferent regions can even overlap each
other to improve the curve fit. B is only

dependent on the change in slope and
the change in time. 

Let SR1 be the slope calculated for Re-
gion 1 (see figure). Let SR2 be the slope
calculated for Re gion 2. Then the change
in slope can be estimated by SR1/SR2. The
time used to cause this change in slope is
equal to the time between the first sam-
ples in each region (if each region con-
tains the same number of equally spaced
points). It can be shown that:

B =   ln(SR1/SR2)/(t1 – t2).

This work was done by Geoffrey Rowe of
ASRC Aerospace Corp. for Kennedy Space
Center. Further information is contained in a
TSP (see page 1). KSC-13153

Short-block low-density parity-check
(LDPC) codes of a special type are in-
tended to be especially well suited for
potential applications that include
transmission of command and control
data, cellular telephony, data commu-
nications in wireless local area net-
works, and satellite data communica-
tions. [In general, LDPC codes belong
to a class of error-correcting codes
suitable for use in a variety of wireless
data-communication systems that in-
clude noisy channels.] The codes of
the present special type exhibit low
error floors, low bit and frame error
rates, and low latency (in comparison
with related prior codes). These codes
also achieve low maximum rate of un-
detected errors over all signal-to-noise
ratios, without requiring the use of
cyclic redundancy checks, which
would significantly increase the over-
head for short blocks. These codes
have protograph representations; this
is advantageous in that, for reasons
that exceed the scope of this article, the
applicability of protograph representa-
tions makes it possible to design high-
speed iterative decoders that utilize be-
lief-propagation algorithms.

The codes of the present special type
are characterized mainly by rate 1/2 and
input block sizes of 64, 128, and 256 bits.
To simplify encoder and decoder imple-
mentations for high-data-rate transmis-
sion, the structures of the codes are
based on protographs (see figure) and

circulants. These codes are designed for
short blocks, the block sizes being based
on maximizing minimum distances and
stopping-set sizes subject to a constraint
on the maximum variable node degree.
In particular, these codes are designed
to have variable node degrees between 3
and 5.

Short-block codes are desirable in com-
munication systems in which frame-
length constraints are imposed on the
physical layers. For reasons that, once

again, exceed the scope of this article,
avoidance of degree-2 nodes enables
construction of codes having mini-
mum distance that grows linearly with
block size. Limiting code design to the
use of variable node degrees ≥3 is suf-
ficient, but not necessary, for mini-
mum distance to grow linearly with
block size. Increasing the node degree
leads to larger minimum distance, at
the expense of smaller girth. There-
fore, there is an engineering compro-
mise between undetected-error-rate
performance (which is improved by
increasing minimum distance) and
the degree of sub optimality of itera-
tive decoders typically used (which is
adversely affected by graph loops).

Codes of the present special type
were found to perform well in compu-
tational simulations. For example, for
a code of input block size of 64, con-
structed from the protograph in the
figure with variable node degrees 3
and 5, the maximum undetected-
error rate was found to be <3 × 10–5.

This maximum was found to occur at a
bit signal-to-noise ratio (SNR) of about
1.5, and the undetected-error rate was
found to be smaller at SNRs both above
and below 1.5, notably decreasing sharply
with increasing SNR above 1.5. 

This work was done by Dariush Divsalar,
Samuel Dolinar, and Christopher Jones of
Caltech for NASA’s Jet Propulsion Laboratory.
For more information, contact iaoffice@jpl.
nasa.gov. NPO-45190 

Short-Block Protograph-Based LDPC Codes 
Characteristics of these codes include low undetected-error rates and low latency. 
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Construction of a Code of the present special type includes
elaboration of a starting protograph in a process denoted
in the art as “lifting.” In this example, a starting proto-
graph is first lifted by a factor of 4. In a subsequent step
(not shown in the figure), the lifted-by-4 protograph is fur-
ther lifted by a factor of 16 using circulant permutations.

Protogragh of a Rate-½ LDPC Code Having Variable Node Degrees 3 and 5

Lifting by a Factor of 4
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