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ABSTRACT

Complete data sets of level energies, transition wavelengths, A-values, radiative and Auger widths and fluorescence yields for
K-vacancy levels of the F, Na, P, Cl, K, Sc, Ti, V, Cr, Mn, Co, Cu and Zn isonuclear sequences have been computed by a Hartree-Fock
method that includes relativistic corrections as implemented in Cowan’s atomic structure computer suite. The atomic parameters for
more than 3 million fine-structure K lines have been determined. Ions with electron number N > 9 are treated for the first time, and
detailed comparisons with available measurements and theoretical data for ions with N ≤ 9 are carried out in order to estimate reliable
accuracy ratings.
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1. Introduction

The improved resolution and sensitivity of current satellite-
borne X-ray telescopes (Chandra, XMM-Newton and Suzaku)
are allowing the study of weak spectral features which are
nonetheless of astrophysical interest. This is the case of light
odd-Z and iron-peak elements (excluding iron and nickel) whose
absorption K lines have been observed in the high-resolution
Chandra spectrum of the micro quasar GRO J1655-40, thus en-
abling abundances determinations (Kallman et al. 2009).

The first detection of helium-like Cr and Mn emission
K lines in clusters has been reported by Tamura et al. (2009).
They used Suzaku observations of the central region of the
Perseus cluser and analyzed X-ray spectra from the intraclus-
ter medium recorded by the X-ray Imaging Spectrometer (XIS)
to determine the Cr and Mn abundances.

Nobukawa et al. (2010) recorded Suzaku XIS X-ray spec-
tra of the Galactic center region and discovered K-shell emis-
sion lines of “neutral” (lowly-ionized) atoms. Amongst these,
the lowly-ionized chromium and manganese Kα lines were
found. They also observed the helium-like Cr and Mn Kα lines.

Suzaku XIS spectra of Tycho’s supernova remnant (SNR)
were taken by Tamagawa et al. (2009).They observed for the

� Full Tables 9 and 10 are available at the CDS via anonymous ftp to
cdsarc.u-strasbg.fr (130.79.128.5) or via
http://cdsarc.u-strasbg.fr/viz-bin/qcat?J/A+A/543/A44

first time significant Kα line emission from the trace species
chromium and manganese at energies of 5.48 keV and 5.95 keV,
respectively. From Moseley’s law and the K line wavelengths
and Kβ/Kα line ratios of the iron ions reported in Mendoza et al.
(2004), they concluded that the charge state of these ions is
consistent with Cr xv–xvi and Mn xv–xvi. Following this ob-
servation, Badenes et al. (2008) proposed a new method for
measuring the metallicity of type Ia supernova progenitors us-
ing manganese and chromium K lines in SNR.

Recently X-ray emission K lines of radioactive scan-
dium (33Sc) have been detected at 4.1 keV from a 237 ks
Chandra spectrum of the youngest (∼100 years) galac-
tic SNR G1.9+0.3 (Borkowski et al. 2010). Deeper observations
should impose more constraints on nucleosynthesis models of
type Ia supernovae.

Moreover, Astro-H, the next generation of X-ray observa-
tory, with a 7 eV resolution in the spectral range around 6 keV,
will challenge our knowledge on the atomic processes involving
the iron peak elements at play in astrophysical plasmas.

Following extensive work by Palmeri et al. (2002, 2003a,b),
Bautista et al. (2003, 2004), Mendoza et al. (2004) and Kallman
et al. (2004) on Fe K lines; García et al. (2005) on the K-shell
photoabsorption of O ions; Palmeri et al. (2008a) on the Ne,
Mg, Si, S, Ar and Ca K lines; Palmeri et al. (2008b) on the
Ni K lines; García et al. (2009) on the K-shell photoionization
and photoabsorption of N ions; by Witthoeft et al. (2009) on
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K-shell photoionization and photoabsorpton of Ne, Mg, Si, Ar
and Ca ions and the more recent studies on Al K lines (Palmeri
et al. 2011), radiative and Auger parameters are now calculated
for the modeling of the K lines of all the ions belonging to
the F, Na, P, Cl, K, Sc, Ti, V, Cr, Mn, Co, Cu and Zn isonuclear
sequences up to the singly ionized members. Level energies,
transition wavelengths, radiative transition probabilities, radia-
tive and Auger widths and K-vacancy level fluorescence yields
have been determined using HFR, a Hartree-Fock method with
relativistic corrections (Cowan 1981). The main goals are the
improvement of the atomic database of the XSTAR modeling
code for photoionized plasmas (Bautista & Kallman 2001), and
the preparation of ionic targets (configuration expansions and or-
bitals) for the lengthy computations of the K-shell photoabsorp-
tion and photoionization cross sections, where both radiative and
Auger dampings are key effects (Palmeri et al. 2002).

The outline of the present report is as follows. The numeri-
cal calculations are briefly described in Sect. 2, while a detailed
analysis of the results based on comparisons with previous ex-
perimental and theoretical values is carried out in Sect. 3. The
two supplementary electronic tables are briefly explained in
Sect. 4, and some conclusions are finally drawn in Sect. 5.

2. Calculations

Three independent atomic structure packages have been used.
The bulk of the atomic data is computed with the Hartree-Fock
with relativistic corrections (HFR) method of Cowan (1981).
Data accuracy is assessed by comparing with two other ap-
proaches: the multiconfiguration Breit-Pauli method, which
incorporates a scaled Thomas-Fermi-Dirac (TFD) statistical
potential as implemented in AUTOSTRUCTURE (Badnell
2011), and the GRASP code (Grant et al. 1980; Grant &
McKenzie 1980; McKenzie et al. 1980) based on the multicon-
figuration Dirac-Fock method.

In HFR and AUTOSTRUCTURE, wave functions are
calculated with a Hamiltonian that includes Breit-Pauli
relativistic corrections

HBP = HNR + H1B + H2B, (1)

where HNR is the usual nonrelativistic Hamiltonian. The one-
body relativistic operators

H1B =

N∑

n=1

fn(mass) + fn(D) + fn(so) (2)

represent the spin-orbit interaction, fn(so), the non-fine-structure
mass variation, fn(mass), and the one-body Darwin correc-
tion, fn(D). The two-body Breit operators are given by

H2B =
∑

n<m

gnm(so) + gnm(ss) + gnm(css) + gnm(D) + gnm(oo), (3)

where the fine-structure terms are gnm(so) (spin-other-orbit and
mutual spin-orbit) and gnm(ss) (spin-spin), and the non-fine-
structure counterparts are gnm(css) (spin-spin contact), gnm(D)
(two-body Darwin), and gnm(oo) (orbit-orbit). HFR computes
energies, A-values, and Auger rates with nonorthogonal orbital
bases, which are generated by optimizing the average energy of
each configuration. It also neglects the part of the Breit inter-
action (Eq. (3)) that cannot be reduced to a one-body operator.
AUTOSTRUCTURE can use both orthogonal and nonorthog-
onal orbital bases for all the electronic configurations consid-
ered, which enables estimates of relaxation effects. In this study,

we used non-orthogonal orbitals in order to consider the re-
laxation effects. Auger rates are computed in both HFR and
AUTOSTRUCTURE in a distorted wave approach. The Auger
decay channels considered in the present calculations and the
configuration-interaction (CI) expansions used are the same as in
our previous papers on the Fe isonuclear sequence (Bautista et al.
2003; Palmeri et al. 2003a,b; Mendoza et al. 2004). Concerning
the open-3d-shell ions, we employ the formula given in Palmeri
et al. (2001) for single-configuration averaged Auger decay rates

ASCA
a =

∑
i(2Ji + 1)Aa(i)∑

i(2Ji + 1)
=

s
g

Aa(n�n′�′ → n′′�′′ε�′′′) (4)

which is based on the total Auger rate formula determined by
Kucas et al. (1995) using a general group-diagrammatic sum-
mation method and where the sum runs over all the levels of
the autoionizing configuration, s/g is a statistical factor given
in Eqs. (15), (16) of Palmeri et al. (2001) that contains the de-
pendence on the active shell (n�, n′�′, n′′�′′) occupancy, and
Aa(n�n′�′ → n′′�′′ε�′′′) is the two-electron autoionization rate
which is a function of the radial integrals and for which the com-
plete expression is given in Eq. (11) of Palmeri et al. (2001). The
SCA Auger rates using this formula are expected to be as ac-
curate as those obtained in a level-by-level single-configuration
approach. In this work, the radial integrals are determined by
the HFR method. This approach was used originally by Griffin
et al. (1985) to calculate distorted wave dielectronic recombi-
nation cross sections in the Li-like ions. On the other hand,
AUTOSTRUCTURE Auger rates are calculated level by level
but a single-configuration approximation is still used for these
ions due to the complexity of their atomic structures.

Our third package is GRASP which is an implementation of
the multiconfiguration Dirac-Fock (MCDF) method where the
atomic state function (ASF) is represented as a superposition of
configuration state functions (CSF) of the type

Ψ(αΠJM) =
∑

i

ci(α)Φ(βiΠJM), (5)

where Ψ and Φ are, respectively, the ASF and CSF. Π, J and M
are the relevant quantum numbers: parity, total angular momen-
tum and its associated total magnetic number, respectively, and α
and βi stand for all the other quantum numbers that are necessary
to describe unambiguously the ASFs and CSFs. The summation
in Eq. (5) is up to nc, the number of CSFs in the expansion, and
each CSF is built from antisymmetrised products of relativis-
tic spin orbitals. The ci coefficients, together with the orbitals,
are optimized by minimizing an energy functional. The latter
is built from one or more eigenvalues of the Dirac-Coulomb
Hamiltonian depending on the optimization strategy adopted. In
the present work, we have used the extended average level (EAL)
option in which the (2J + 1) weighted trace of the Hamiltonian
is minimized. The transverse Breit interaction as well as other
quantum electrodynamics (QED) interactions, namely the vac-
uum polarization and self-energy, have been included in the
Hamiltonian matrix as perturbations. This code does not treat
the continuum, and has thus been exclusively employed in com-
parisons of the radiative data for bound-bound transitions.

Grid middleware combined with Python scripts have been
used in a computer grid to calculate the HFR atomic data for all
the ions in one go. The final electronic tables were generated au-
tomatically using Python scripts during a single multi-node job.
The AUTOSTRUCTURE and MCDF-EAL calculations, on the
other hand, were run in parallel for specific ions on a local clus-
ter in order to estimate the accuracy of the HFR data.

A44, page 2 of 9



P. Palmeri et al.: Atomic decay data for modeling K lines of iron peak elements

Table 1. Comparison between EBIT and HFR K-vacancy level energies.

Z N Levela Energy (keV)
HFRa ASa MCDFa EBITb

19 2 1s2p (2S) 1Po
1 3.5111 3.5121 3.5099 3.5106(1)c

21 2 1s2p (2S) 1Po
1 4.3163 4.3180 4.3147 4.3156(2)c

22 2 1s2p (2S) 1Po
1 4.7507 4.7527 4.7489 4.7498(2)c

23 2 1s2s (2S) 3S1 5.1546 51568 5.1516 5.1539(3)d

5.15382(14)e

23 2 1s2p (2S) 3Po
0 5.1783 5.1820 5.1769 5.1803(2)d∗

5.18022(17)e∗

23 2 1s2p (2S) 3Po
1 5.1809 5.1835 5.1784 5.1803(2)d∗

5.18022(17)e∗

23 2 1s2p (2S) 3Po
2 5.1894 5.1917 5.1867 5.1889(2)d∗

5.18912(21)e∗

23 2 1s2p (2S) 1Po
1 5.2064 5.2088 5.2044 5.2053(2)c

5.20510(14)e

23 3 1s2s2p (1S) 2Po
1/2 5.1676 5.1700 5.1654 5.1676(6)d

23 3 1s2s2p (3S) 2Po
3/2 5.1732 5.1763 5.1701 5.1725(2)d

23 3 1s2s2p (3S) 2Po
1/2 5.1857 5.1895 5.1821 5.1851(4)d∗

23 3 1s2s2p (1S) 2Po
3/2 5.1877 5.1904 5.1844 5.1851(4)d∗

23 5 1s2s22p2 (1D) 2D3/2 5.1058 5.1041 5.1028 5.1061(4)d∗

23 5 1s2s22p2 (3P) 2P1/2 5.1076 5.1056 5.1038 5.1061(4)d∗

24 2 1s2p (2S) 1Po
1 5.6834 5.6863 5.6812 5.6824(4)c

27 3 1s2s2p (3S) 4Po
3/2 7.1545 7.1595 7.1489 7.1518(7) f

27 3 1s2s2p (1S) 2Po
1/2 7.1915 7.1950 7.1892 7.1906(3) f

27 3 1s2s2p (3S) 2Po
3/2 7.2039 7.2095 7.1998 7.2032(5) f

27 3 1s2s2p (3S) 2Po
1/2 7.2184 7.2233 7.2140 7.2172(3) f

27 4 1s2s22p (2S) 3Po
1 7.1352 7.1325 7.1305 7.1347(9) f

Notes. (a) This work. HFR, AS and MCDF stand respectively for HFR,
AUTOSTRUCTURE and MCDF-EAL calculations. (b) Level energies
are determined from the experimental wavelengths of resonance lines.
Figures in parenthesis are errors affecting the last digits. (c) Beiersdorfer
et al. (1989). (d) Beiersdorfer et al. (1991). (e) Chantler et al. (2000).
( f ) Smith et al. (1995). (∗) Determined from a blend.

3. Results and discussions

Detailed comparisons with previous data have been carried out
in order to obtain accuracy estimates and detect weak points. In
the following sections, we give a concise account of our com-
putations of level energies and radiative and Auger widths for
K-vacancy states and wavelengths and radiative transition prob-
abilities for K lines in members of the F, Na, P, Cl, K, Sc, Ti,
V, Cr, Mn, Co, Cu, and Zn isonuclear sequences, each ion de-
noted hereafter by its electron number N and atomic number Z.
Some of the characteristics of the unresolved transition arrays
(UTAs) are studied in the singly-ionized (Zc = Z − N + 1 = 2)
ions with 11 ≤ Z ≤ 30, namely the λKα1 , λKα2 and λKβ UTA
centroid wavelengths, the Kα2/Kα1 and Kβ/Kα intensity ratios,
the KLM/KLL and KMM/KLL Auger channel ratios and the
K-shell fluorescence yield ωK. As a matter of fact, xstar simula-
tions of iron K lines showed that K lines of second and third-row
ions will appear in astrophysical spectra as UTAs (Palmeri et al.
2003b).

3.1. Energy levels

In Table 1, the HFR, AUTOSTRUCTURE and MCDF-
EAL energies for fine structure K-vacancy levels are com-
pared with experimental values determined from the available

Table 2. Comparison between HFR, experimental and RMBPT K-edge
energies in neutral atoms.

Z N K-Edge Energy (keV)
HFRa SOLIDb VAPORc RMBPTd

11 11 1.0794 1.07168(14) 1.07911(30) 1.08015
15 15 2.1523 2.14354(55) 2.15424
17 17 2.8322 2.819639(95) 2.83276
19 19 3.6160 3.60781(16) 3.61434(20) 3.61622
21 21 4.4981 4.4889(24) 4.4940(10) 4.50168
22 22 4.9733 4.96458(15) 4.9723(10) 4.97792
23 23 5.4718 5.463757(50) 5.4751(20) 5.47828
24 24 5.9972 5.989017(40) 5.99490(50) 5.99566
25 25 6.5502 6.537667(20) 6.55139(50) 6.55212
27 27 7.7216 7.708776(20) 7.72510(10) 7.72426
29 29 8.9910 8.980476(20) 8.98789(50) 8.98796
30 30 9.6720 9.660755(30) 9.66750(10) 9.66855

Notes. (a) This work. (b) Measurement in the solid (Deslattes et al.
2003). The number in parenthesis is the error affecting the last digits.
(c) Measurement in the gas phase (Deslattes et al. 2003). The number in
parenthesis is the error affecting the last digits. (d) RMBPT calculations
(Deslattes et al. 2003).

EBIT wavelengths for resonance lines (Beiersdorfer et al. 1989,
1991; Chantler et al. 2000; Smith et al. 1995). Reasonably
good agreement is found for HFR, with discrepancies rang-
ing from a few tenths of an eV to ∼3 eV. This level of ac-
curacy is expected with HFR for K-vacancy levels of highly
charged ions as reported in our previous studies. Concerning
AUTOSTRUCTURE, the differences with the EBIT energies are
somewhat larger ranging from a few tenths of an eV to ∼8 eV.
This is not due to the relaxation effects that are considered in
our AUTOSTRUCTURE calculations but it is probably due to
the use of the less accurate scaled TFD statistical potential.
Regarding MCDF-EAL, the calculated energies are systemat-
ically smaller than experiment with differences ranging from
a few tenths of an eV to ∼4 eV. Here the systematic is due to
the missing relaxation effects.

Table 2 shows a comparison between our HFR K-edge en-
ergies in neutral atoms with measurements in the solid and
gas phases (Deslattes et al. 2003) and the theoretical values by
Deslattes et al. (2003) obtained by means of the Relativistic
Many Body Perturbation Theory (RMBPT) method. In the
HFR calculations, the K-edge energy was estimated by tak-
ing the difference between the energy of fine-structure ground
level of the neutral atom and that of the lowest fine-structure
K-vacancy level of the singly ionized ion. The solid-state mea-
surements are systematically lower than both HFR and RMBPT
calculations by ∼10−15 eV. This kind of discrepancy van-
ishes when comparing the free-atom calculations (HFR and
RMBPT) with the available gas-phase experimental values, sug-
gesting a solid-state effect in the interpretation of the above-
mentioned systematic. The agreement with the gas-phase mea-
surements is similar for HFR and RMBPT, where differences
range from −4.5 eV in zinc to 3.5 eV in cobalt for HFR, and
from −7.7 eV in scandium to 0.8 eV in cobalt for RMBPT.

In conclusion, these comparisons suggest an accuracy of
a few eV for our HFR K-vacancy level energies.

3.2. Wavelengths

In Fig. 1, we plot as function of the effective charge, Zc =

Z − N + 1, the average wavelength difference (in mÅ) between
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Table 3. Comparison between HFR and experimental UTA wavelengths in singly-ionized ions.

Z N λKα1 (Å) λKα2 (Å) λKβ(Å)
HFRa EXPb HFRa EXPb HFRa EXPb

11 10 11.9002 11.9103(13) 11.9002 11.9103(13) 11.4967 11.5752(30)
15 14 6.1544 6.1571(15) 6.1544 6.1601(15) 5.7813 5.7961(30)
17 16 4.7266 4.727818(71) 4.7266 4.730691(71) 4.3969 4.40347(44)
19 18 3.7411 3.7412838(56) 3.7411 3.7443932(68) 3.4522 3.45395(30)
21 20 3.0296 3.030854(14) 3.0332 3.0344010(63) 2.7793 2.77964(30)
22 21 2.7475 2.7485471(57) 2.7512 2.7521950(57) 2.5139 2.513960(30)
23 22 2.5028 2.503610(30) 2.5066 2.507430(30) 2.2847 2.284446(30)
24 23 2.2890 2.2897260(30) 2.2929 2.2936510(30) 2.0852 2.0848810(40)
25 24 2.1013 2.1018540(30) 2.1052 2.1058220(30) 1.9107 1.9102160(40)
27 26 1.7885 1.7889960(10) 1.7924 1.7928350(10) 1.6210 1.6208260(30)
29 28 1.5400 1.54059290(50) 1.5439 1.54442740(50) 1.3920 1.3922340(60)
30 29 1.4346 1.435184(12) 1.4385 1.439029(12) 1.2951 1.295276(30)

Notes. (a) This work. (b) Measurements in the solid (Deslattes et al. 2003). The number in parenthesis is the error affecting the last digits.
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Fig. 1. Average wavelength differences between HFR and experiment
(in mÅ), Δλe, for K lines of ions belonging to three isoelectronic se-
quences as function of the effective charge, Zc = Z−N+1. Full squares:
Be-like sequence (N = 4); open diamonds: O-like sequence (N = 8);
full circles: F-like sequence (N = 9). Experimental data for ions with
Zc ≤ 15 are taken from the laser-produced plasma (Faenov et al. 1994)
and plasma focus discharge in argon (Biémont et al. 2000) experi-
ments. EBIT measurements (Beiersdorfer et al. 1991; Smith et al. 1995;
Decaux et al. 1997) are considered for ions with Zc > 15. Experimental
error bars are included.

HFR and experiment, Δλe, for K lines of ions belonging to three
isoelectronic sequences, namely beryllium (N = 4), oxygen
(N = 8) and fluorine (N = 9). Δλe is computed using the formula

Δλe =

M∑

i=1

(λHFR
i − λEXP

i )/M, (6)

where M is the number of available experimental wavelengths.
For ions with Zc ≤ 15, the experimental wavelengths λEXP

i are
taken from the laser-produced plasma experiment of Faenov
et al. (1994) and the plasma focus discharge in argon of Biémont
et al. (2000); for ions with Zc > 15, the wavelengths measured
using an EBIT are considered (Beiersdorfer et al. 1991; Smith
et al. 1995; Decaux et al. 1997). The HFR wavelengths λHFR

i are
calculated in this work for phosphorus, vanadium and cobalt;
in Palmeri et al. (2003a) for iron; in Palmeri et al. (2008a) for

magnesium, silicon, sulphur and argon and in Palmeri et al.
(2011) for aluminium. The experimental error bars are also dis-
played. It may be noticed that HFR wavelengths are shorter
than experiment, and that the differences grow, on average, with
the effective charge along each isoelectronic sequences where
they span a range from less than 1 mÅ (Zc = 24) to 24 mÅ
(Zc = 6). The trends differ from a given isoelectronic sequence
to the other, and consequently, we did not attempt to correct our
calculated wavelengths.

Table 3 presents a comparison of centroid wavelengths for
the Kα1 ([1s1/2] → [2p3/2]), Kα2 ([1s1/2] → [2p1/2]) and Kβ
([1s1/2] → [3p1/2,3/2]) UTAs calculated with HFR for singly-
ionized ions with those measured in the solid (Deslattes et al.
2003). These centroid wavelengths have been calculated using
the following formula for a given UTA:

λUTA =
∑

m∈UTA

λmAr(m)/
∑

m∈UT A

Ar(m), (7)

where λUTA is the centroid wavelength, λm is the wavelength of
the m fine-structure transition belonging to the UTA and Ar(m)
is the corresponding radiative transition probability. As the
HFR method uses κ-averaged relativistic orbitals, the Kα1 and
Kα2 UTAs had to be separated using plots of the transition
probability as function of the wavelengths; however, this was
not possible in ions with weak 2p orbital spin-orbit interaction,
i.e. in Na ii, P ii, Cl ii and K ii. Figure 2 gives two examples
of such plots in Na ii (upper panel) and in Cu ii (lower panel).
In Table 3, it may be appreciated that the HFR Kα centroid
wavelengths are shorter than the measurements in the solid: ab-
solute differences decrease with Z ranging from ∼10 mÅ for
sodium to ∼0.5 mÅ for zinc. In fact, relative differences are
approximatively constant with a value of better than ∼10−3.
Concerning the Kβ UTA, the differences are affected by the de-
localization of the 3p orbital in the crystals of sodium, phospho-
rus and chlorine, and by the fact that, in the iron-peak elements,
the [1s1/2] → [3d3/2,5/2] hole transition (Kβ5) is E1-forbidden
in the free atom (weak and therefore neglected in our HFR cal-
culations) and E1-allowed (i.e. strong) in the solid (Török et al.
1996). Nevertheless, one can see that they are surprisingly small
(less than 1 mÅ) in the iron-peak elements.

From these comparisons, we can say that our HFR wave-
lengths have in general a relative accuracy of better than ∼10−3.
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down: MCDF-OL calculations (Beiersdorfer et al. 1991); open squares:
EBIT measurements (Beiersdorfer et al. 1991).

3.3. Transition probabilities, radiative and Auger widths

Figure 3 shows the 1s2s2 2S1/2 − 1s22p 2Po
1/2 to 1s2s2 2S1/2 –

1s22p 2Po
3/2 line intensity ratio as function of the atomic num-

ber, Z, along the lithium isoelectronic sequence. These tran-
sitions are only possible through the interaction between the
configurations 1s2s2 and 1s2p2. These line intensities were
measured by Beiersdorfer et al. (1991) using EBIT sources
for vanadium, chromium, manganese, iron, nickel and germa-
nium. They also estimated theoretical values as ratios of radia-
tive transition probabilities using the MCDF method with two
different optimization options (EAL and OL). We report the
transition probability ratios calculated with HFR in this work
(Z = 9, 11, 15, 17, 19, 21−25, 27, 29, 30, 32) and in our previ-
ous studies (Palmeri et al. 2003a, 2008a, 2011). We have also
carried out MCDF-EAL calculations in fluorine, phosphorus,
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Fig. 4. Transition probability ratio with respect to HFR as function
of HFR transition probability for strong K lines (A > 1013 s−1)
in Ti xvii. Circles: MCDF calculations (Chen et al. 1997); squares:
MCDF-EAL calculations (this work); diamonds: AUTOSTRUCTURE
calculations (this work). Average ratios are respectively 1.42 ± 1.70
(Chen et al. 1997), 1.00 ± 0.17 (MCDF-EAL) and 1.05 ± 0.36
(AUTOSTRUCTURE). A straight line of equality has been drawn.

calcium, vanadium, chromium, manganese, iron, nickel and ger-
manium. Our HFR and MCDF-EAL calculations agree and dis-
play exactly the same trend along the sequence. The EBIT mea-
surements are in good agreement with our theoretical values
(HFR and MCDF-EAL) except in manganese and iron where our
theoretical ratios are slightly outside the experimental error bars.
The theoretical values of Beierdorfer et al. (1991) are somewhat
higher than ours for ions with Z ≥ 25.

In Fig. 4, the HFR radiative transition probabilities are com-
pared with the MCDF values of Chen et al. (1997) and with
our MCDF-EAL and AUTOSTRUCTURE calculations for the
strong K lines (AHFR > 1013 s−1) in C-like titanium (Ti xvii).
It may be noticed that the scatter between Chen et al. and HFR
is significant. Moreover, the MCDF A-values become system-
atically higher than HFR for values greater than 1014 s−1, the
average ratio with respect to HFR being 1.42 ± 1.70 (the scat-
ter range is given in terms of the standard deviation). This dis-
crepancy contrasts with the good agreement found with our
MCDF-EAL and AUTOSTRUCTURE transition probabilities
with average ratios of 1.00 ± 0.17 and 1.05 ± 0.36, respec-
tively. This type of situation was also encountered in C-like ar-
gon where the MCDF A-values calculated by Chen et al. were
found to be problematic (Palmeri et al. 2008a). Cancelation ef-
fects impacting the HFR line strengths (Cowan 1981) explain the
disagreements (ratios of more than 1.5 and less than 0.5) found
for some transitions with HFR A-values close to 1013 s−1. For
these particular transitions, the resulting HFR transition proba-
bilities are weaker than they should be and are affected by im-
portant numerical inaccuracies.

Figure 5 is the equivalent of Fig. 4 for the radiative widths.
Values by Chen et al. (1997) are on average higher than HFR
with an average ratio of 1.27 ± 0.12, reflecting the situation
found for the transition probabilities. Both of our MCDF-EAL
and AUTOSTRUCTURE calculations agree well with HFR,
with average ratios of 1.01 ± 0.04 and 1.02 ± 0.05, respectively.

The HFR Auger widths in Ti xvii are compared with
AUTOSTRUCTURE and the MCDF calculation of Chen et al.
(1997) in Fig. 6. Here again, widths by Chen et al. are noticeably
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Fig. 5. Radiative width ratio with respect to HFR as function of
HFR radiative width in Ti xvii. Circles: MCDF calculations (Chen
et al. 1997); squares: MCDF-EAL calculations (this work); diamonds:
AUTOSTRUCTURE calculations (this work). Average ratios are re-
spectively 1.27 ± 0.12 (Chen et al. 1997), 1.01 ± 0.04 (MCDF-EAL)
and 1.02 ± 0.05 (AUTOSTRUCTURE). A straight line of equality has
been drawn.

2e+14 3e+14 4e+14 5e+14 6e+14

HFR Auger Width (s
-1

)

0

0.5

1

1.5

2

R
at

io

Fig. 6. Auger width ratio with respect to HFR as function of HFR
Auger width in Ti xvii. Circles: MCDF calculations (Chen et al. 1997);
diamonds: AUTOSTRUCTURE calculations (this work). Average ra-
tios are respectively 1.22 ± 0.16 (Chen et al. 1997) and 0.94 ± 0.04
(AUTOSTRUCTURE). A straight line of equality has been drawn.

larger than HFR (the average ratio is 1.22 ± 0.16) while our
AUTOSTRUCTURE values agree with HFR to within 4%.

3.4. UTA intensity ratios, Auger channel ratios and K-shell
fluorescence yields

In Table 4, the HFR Kα2/Kα1 UTA intensity ratios for singly-
ionized ions with 21 ≤ Z ≤ 30 are compared with our
AUTOSTRUCTURE and MCDF-EAL results and with the mea-
sured UTA intensity ratios of Hölzer et al. (1997). The agree-
ment between all four data sets is within a few percents.

In Table 5, we compare between the calculated Kβ/Kα
UTA intensity ratios for singly ionized ions with 15 ≤ Z ≤ 30 us-
ing our three independent methods (HFR, AUTOSTRUCTURE
and MCDF-EAL) with measurements in solids (Hölzer et al.
1997; Bé et al. 1998; Öz 2006) and the empirical fit of Schönfeld
& Janssen (1996). The solid-state measurements and the empir-
ical fit values are scaled down by a factor of 0.9 for elements

Table 4. Comparison between HFR and other Kα2/Kα1 UTA line ratios.

Z N Kα2/Kα1

HFRa ASb MCDFc EXPd

21 20 0.52 0.51 0.52
22 21 0.49 0.50 0.51
23 22 0.50 0.50 0.50
24 23 0.49 0.50 0.51
25 24 0.51 0.50 0.51 0.51
27 26 0.50 0.50 0.52 0.51
29 28 0.50 0.50 0.51 0.52
30 29 0.50 0.50 0.51

Notes. (a) HFR calculations. This work. Summed over all the
fine-structure lines. (b) AUTOSTRUCTURE calculations. This work.
Summed over all the fine-structure lines. (c) MCDF-EAL calculations.
This work. Summed over all the fine-structure lines. (d) Measurements
by Hölzer et al. (1997).

Table 5. Comparison between HFR and other Kβ/Kα UTA line ratios.

Z N Kβ/Kα
HFRa ASb MCDFc EXPd FITh

15 14 0.050 0.044 0.058 0.043(4)
17 16 0.084 0.080 0.086 0.077(4)
19 18 0.104 0.107 0.108 0.1103(24)
21 20 0.107 0.112 0.118 0.1187(21)
22 21 0.111 0.114 0.121 0.1231(17) f 0.1193(18)
23 22 0.113 0.114 0.124 0.1247(17) f 0.1201(16)
24 23 0.116 0.115 0.126 0.125e 0.1211(14)

0.1260(17) f

25 24 0.117 0.114 0.127 0.126e 0.1223(14)
0.1256(17) f

0.119(11)g

27 26 0.121 0.114 0.129 0.123e 0.1235(14)
0.1247(17) f

0.123(11)g

29 28 0.123 0.109 0.130 0.127e 0.1252(14)
0.1249(17) f

0.125(13)g

30 29 0.124 0.108 0.130 0.127(10)g 0.1275(12)

Notes. (a) HFR calculations. This work. Summed over all the
fine-structure lines. (b) AUTOSTRUCTURE calculations. This work.
Summed over all the fine-structure lines. (c) MCDF-EAL calculations.
This work. Summed over all the fine-structure lines. (d) Experimental
values are scaled down by a scaling factor of 0.9 for ions with
17 ≤ Z ≤ 30 in order to delete the radiative Auger and the solid-state
Kβ5 emission contributions not considered in our free atom models
(Török et al. 1996; Bé et al. 1998; Verma 2000). (e) Measurements by
Hölzer et al. (1997). ( f ) Measurements by Bé et al. (1998). The num-
ber in parenthesis is the error affecting the last digits. (g) Measurements
by Öz (2006). The number in parenthesis is the error affecting the last
digits. (h) Empirical fit by Schönfeld & Janssen (1996). The number in
parenthesis is the error affecting the last digits. Values are scaled down
by a scaling factor of 0.9 for ions with 17 ≤ Z ≤ 30 in order to delete
the radiative Auger and the solid-state Kβ5 emission contributions not
considered in our free atom models (Török et al. 1996; Bé et al. 1998;
Verma 2000).

with 17 ≤ Z ≤ 30 in order to remove the radiative Auger
and the solid-state Kβ5 emission contributions not considered
in our three free atom models (Török et al. 1996; Bé et al.
1998; Verma 2000). AUTOSTRUCTURE values agree with
HFR to within ∼15% while the MCDF ratios are systemati-
cally higher than HFR by ∼10%. The solid-state measurements
of Hölzer et al. (1997) and Bé et al. (1998) are closer to our
MCDF values than to HFR except in cobalt and copper, while
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Table 6. Comparison between HFR and other KLM/KLL Auger
channel ratios.

Z N KLM/KLL
HFRa ASb EXP

11 10 0.015 0.008 0.017(7)c

15 14 0.085 0.089
17 16 0.137 0.144
19 18 0.200 0.193
21 20 0.221 0.204
22 21 0.217 0.208
23 22 0.227 0.21(2)d

24 23 0.222 0.24(2)d

25 24 0.229 0.26(2)e

27 26 0.231 0.220
29 28 0.228 0.223
30 29 0.233 0.231 0.24(3) f

Notes. (a) HFR calculations. This work. Averaged over all the
K-vacancy levels for N < 21 and using SCA Auger rates for N ≥ 21.
(b) AUTOSTRUCTURE calculations. This work. Averaged over all the
K-vacancy levels. (c) Measurements by Hillig et al. (1974). The number
in parenthesis is the error affecting the last digits. (d) Measurements by
Kovalik et al. (1988). The number in parenthesis is the error affecting
the last digits. (e) Measurements by Kovalik et al. (1990). The number
in parenthesis is the error affecting the last digits. ( f ) Measurements by
Kovalik et al. (2004). The number in parenthesis is the error affecting
the last digits.

the ratios measured by Öz (2006) agree generally better with the
latter calculations. Concerning the empirical fit of Schönfeld &
Janssen (1996), their values are on average closer to HFR than
to AUTOSTRUCTURE and MCDF by, respectively, 2 ± 7%,
6 ± 6% and 5 ± 8%.

We compare our theoretical KLM/KLL Auger channel ra-
tios with experiment for singly-ionized ions with 11 ≤ Z ≤ 30
in Table 6. AUTOSTRUCTURE failed to calculate the Auger
rates in V ii, Cr ii and Mn ii due to the memory limits of our
computer. With the exception of sodium, the agreement between
HFR and AUTOSTRUCTURE is better than 10%. The HFR ra-
tio in Na ii is closer to the measurement carried out in the gas
phase by Hillig et al. (1974) than AUTOSTRUCTURE. The
measurements in the solid of Kovalik et al. (1988, 1990, 2004)
support our HFR calculations.

Table 7 is the equivalent of Table 6 for the KMM/KLL
Auger channel ratios. The absence of AUTOSTRUCTURE val-
ues for Z = 23−25 is due to the same reasons than for the
KLM/KLL ratios. Here, the discrepancies between HFR and
AUTOSTRUCTURE ratios are around 10−30%. The solid-state
measurements of Kovalik et al. (2004) in zinc support both of
our HFR and AUTOSTRUCTURE ratios, while the experimen-
tal values obtained in manganese by Kovalik et al. (1990) are
higher than our HFR calculation.

Table 8 presents a comparison of our HFR and
AUTOSTRUCTURE K-shell fluorescence yields with ex-
periment (Hubbell et al. 1994; Durak & Özdemir 2001) and
with empirical fit values (Bambynek 1984; Hubbell et al. 1994;
Durak & Özdemir 2001) are presented for singly-ionized ions
with 11 ≤ Z ≤ 30. The lack of AUTOSTRUCTURE values for
Z = 23−25 is due to the same reasons as for the Auger channel
ratios. AUTOSTRUCTURE yields are systematically lower
than HFR values by on average a few percents (up to 16% in
sodium); this is essentially due to shorter AUTOSTRUCTURE
Auger widths as it was found previously in Ti xvii. Although the
HFR yields are generally in good agreement with experiment

Table 7. Comparison between HFR and other KMM/KLL Auger
channel ratios.

Z N KMM/KLL
HFRa ASb EXP

15 14 0.0020 0.0014
17 16 0.0047 0.0040
19 18 0.010 0.0080
21 20 0.012 0.0094
22 21 0.012 0.010
23 22 0.013
24 23 0.012
25 24 0.013 0.018(2)c

27 26 0.014 0.012
29 28 0.013 0.012
30 29 0.014 0.013 0.016(2)d

Notes. (a) HFR calculations. This work. Averaged over all the
K-vacancy levels for N < 21 and using SCA Auger rates for N ≥ 21.
(b) AUTOSTRUCTURE calculations. This work. Averaged over all the
K-vacancy levels. (c) Measurements by Kovalik et al. (1990). The num-
ber in parenthesis is the error affecting the last digits. (d) Measurements
by Kovalik et al. (2004). The number in parenthesis is the error affecting
the last digits.

Table 8. Comparison between HFR and other K-shell fluorescence
yields, ωK.

Z N ωK

HFRa ASb EXP FIT
11 10 0.0254 0.0213 0.021(2)c 0.021c

0.0213d

15 14 0.0703 0.0661 0.0642d

17 16 0.105 0.0971 0.089(9)c 0.089c

0.0989d

19 18 0.149 0.134 0.132(3)c 0.132c

0.143d

21 20 0.199 0.186 0.211(6)c 0.183c

0.196d

22 21 0.230 0.216 0.208(4)c 0.218c

0.226d

23 22 0.261 0.249(5)c 0.253c

0.256d

24 23 0.294 0.281(6)c 0.286c

0.289d

25 24 0.328 0.320(7)c 0.319c

0.354(7)e 0.321d

0.326e

27 26 0.399 0.383 0.368(7)c 0.382c

0.388d

29 28 0.468 0.452 0.442(7)c 0.441c

0.412(29)e 0.454d

0.451e

30 29 0.502 0.485 0.481(7)c 0.469c

0.482(32)e 0.486c

0.480e

Notes. (a) HFR calculations. This work. Averaged over all the
K-vacancy levels for N < 21 and using SCA Auger rates for N ≥ 21.
(b) AUTOSTRUCTURE calculations. This work. Averaged over all
the K-vacancy levels. (c) Measurements and empirical fit reported by
Hubbell et al. (1994). The number in parenthesis is the experimental
error affecting the last digits. (d) Empirical fit by Bambynek (1984).
(e) Measurements and empirical fit by Durak & Özdemir (2001). The
number in parenthesis is the experimental error affecting the last digits.

and empirical fits (within 10%), AUTOSTRUCTURE does
somewhat better (∼5%).
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Table 9. Valence and K-vacancy levels in chromium (Z = 24) ions with electron number 2 ≤ N ≤ 3.

Z N i 2S + 1 L 2J Conf E (keV) Ar(i) (s−1) Aa(i) (s−1) ωK(i)

24 2 1 1 0 0 1s2 (1S) 1S 0.0000E+00 0.00E+00 0.00E+00 0.00E+00
24 2 2 3 0 2 1s2s (2S) 3S 5.6278E+00 0.00E+00 0.00E+00 0.00E+00
24 2 3 3 1 0 1s2p (2S) 3P 5.6526E+00 2.69E+08 0.00E+00 1.00E+00
24 2 4 3 1 2 1s2p (2S) 3P 5.6555E+00 2.00E+13 0.00E+00 1.00E+00
24 2 5 1 0 0 1s2s (2S) 1S 5.6557E+00 8.94E+00 0.00E+00 1.00E+00
24 2 6 3 1 4 1s2p (2S) 3P 5.6659E+00 9.74E+08 0.00E+00 1.00E+00
24 2 7 1 1 2 1s2p (2S) 1P 5.6834E+00 3.61E+14 0.00E+00 1.00E+00
24 3 1 2 0 1 1s22s (1S) 2S 0.0000E+00 0.00E+00 0.00E+00 0.00E+00
24 3 2 2 1 1 1s22p (1S) 2P 4.4268E−02 1.65E+09 0.00E+00 1.00E+00
24 3 3 2 1 3 1s22p (1S) 2P 5.5577E−02 3.26E+09 0.00E+00 1.00E+00
24 3 4 2 0 1 1s2s2 (2S) 2S 5.5945E+00 1.54E+13 1.33E+14 1.04E−01
24 3 5 4 1 1 1s2s2p (3S) 4P 5.6047E+00 1.98E+12 1.04E+11 9.50E−01
24 3 6 4 1 3 1s2s2p (3S) 4P 5.6084E+00 6.49E+12 4.06E+11 9.41E−01
24 3 7 4 1 5 1s2s2p (3S) 4P 5.6164E+00 1.47E+05 0.00E+00 1.00E+00
24 3 8 2 1 1 1s2s2p (1S) 2P 5.6417E+00 2.39E+14 2.85E+13 8.93E−01
24 3 9 2 1 3 1s2s2p (3S) 2P 5.6486E+00 3.51E+14 6.70E+11 9.98E−01
24 3 10 4 1 1 1s2p2 (3P) 4P 5.6563E+00 8.08E+12 1.10E+11 9.87E−01
24 3 11 2 1 1 1s2s2p (3S) 2P 5.6616E+00 1.24E+14 7.53E+13 6.22E−01
24 3 12 4 1 3 1s2p2 (3P) 4P 5.6618E+00 4.19E+12 9.84E+11 8.10E−01
24 3 13 2 1 3 1s2s2p (1S) 2P 5.6638E+00 7.58E+12 1.03E+14 6.85E−02
24 3 14 4 1 5 1s2p2 (3P) 4P 5.6675E+00 1.44E+13 1.32E+13 5.22E−01
24 3 15 2 2 3 1s2p2 (1D) 2D 5.6852E+00 2.43E+14 1.33E+14 6.46E−01
24 3 16 2 1 1 1s2p2 (3P) 2P 5.6879E+00 5.25E+14 6.28E+11 9.99E−01
24 3 17 2 2 5 1s2p2 (1D) 2D 5.6894E+00 1.64E+14 1.48E+14 5.26E−01
24 3 18 2 1 3 1s2p2 (3P) 2P 5.7003E+00 4.80E+14 2.73E+13 9.46E−01
24 3 19 2 0 1 1s2p2 (1S) 2S 5.7195E+00 1.82E+14 2.70E+13 8.71E−01

Notes. This table is available in its entirety in electronic form at the CDS. A portion is shown here for guidance regarding its form and content.

4. Supplementary electronic tables

Tables of computed level energies, wavelengths, radiative tran-
sition probabilities, absorption oscillator strengths, radiative and
Auger widths, and K-shell fluorescence yields in iron peak and
odd-Z elements can be accessed electronically at the CDS. The
sizes of the two ASCII tables, one for the levels and the other
for the lines, are respectively 4 MB (more than 50 thousand fine-
structure levels) and 159 MB (more than 3 million fine-structure
K lines). The printed version shows data for chromium (Z = 24)
ions with electron number N ≤ 3.

In Table 9 levels are identified with the vector (Z,N, i, 2S +
1, L, 2J,Conf) where Z is the atomic number, N is the electron
number, i is the level index, 2S + 1 is the spin multiplicity,
L is the total orbital angular momentum quantum number, J is
the total angular momentum quantum number, and Conf is
the level configuration assignment. For each level, the com-
puted HFR energy and its radiative width Ar(i) are listed. For
K-vacancy levels, the Auger width Aa(i) and the K-shell fluo-
rescence yield ωK(i) are also given. In Table 10 transitions are
identified with the vector (Z,N, k, i) where k and i are the up-
per and lower level indices, respectively, tabulating its computed
wavelength λ, radiative transition probability Ar(k, i), weighted
oscillator strength g f (i, k), and cancelation factor CF as defined
by Cowan (1981).

5. Summary and conclusion

Extensive data sets containing energy levels, wavelengths, ra-
diative transition probabilities, absorption oscillator strengths,
radiative and Auger widths and fluorescence yields have been
computed with the HFR method for more than 3 million fine-
structure K lines of iron peak and odd-Z elements.

Table 10. K-vacancy transitions in chromium (Z = 24) ions with elec-
tron number 2 ≤ N ≤ 3.

Z N k i λ (Å) Ar(k, i) (s−1) g f (i, k) CF
24 2 7 1 2.1815 3.61E+14 7.71E−01 −0.996
24 2 4 1 2.1923 2.00E+13 4.32E−02 −0.996
24 3 19 2 2.1847 1.16E+13 1.66E−02 0.085
24 3 13 1 2.1890 7.55E+12 2.17E−02 0.023
24 3 19 3 2.1890 1.70E+14 2.44E−01 0.904
24 3 11 1 2.1899 1.24E+14 1.78E−01 −0.330
24 3 18 2 2.1921 1.31E+13 3.78E−02 0.067
24 3 9 1 2.1949 3.51E+14 1.01E+00 −0.941
24 3 18 3 2.1965 4.66E+14 1.35E+00 0.965
24 3 16 2 2.1969 3.99E+14 5.77E−01 0.963
24 3 8 1 2.1976 2.39E+14 3.46E−01 −0.933
24 3 15 2 2.1979 2.28E+14 6.59E−01 0.944
24 3 17 3 2.2007 1.64E+14 7.16E−01 0.935
24 3 16 3 2.2013 1.26E+14 1.83E−01 −0.534
24 3 15 3 2.2024 1.54E+13 4.47E−02 0.077
24 3 12 2 2.2071 5.14E+10 1.50E−04 −0.018
24 3 14 3 2.2093 1.44E+13 6.34E−02 −0.936
24 3 10 2 2.2092 7.96E+12 1.16E−02 0.928
24 3 6 1 2.2107 6.49E+12 1.90E−02 −0.949
24 3 12 3 2.2116 4.14E+12 1.21E−02 0.962
24 3 5 1 2.2121 1.98E+12 2.90E−03 −0.949
24 3 10 3 2.2137 1.17E+11 1.72E−04 0.014
24 3 4 2 2.2339 7.05E+12 1.05E−02 0.718
24 3 4 3 2.2384 8.36E+12 1.26E−02 0.490

Notes. This table is available in its entirety in electronic form at
the CDS. A portion is shown here for guidance regarding its form
and content.

Comparisons with EBIT energies for K-vacancy levels of
highly charged ions and with experimental and RMBPT K-edge
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energies in neutral atoms suggest an accuracy for our HFR
K-vacancy level energies of a few eV. From comparisons with
hot plasma and EBIT experiments for highly charged ions and
with UTA Kα and Kβ centroid wavelengths measured in solids,
we can estimate that the HFR K line wavelengths have in general
a relative accuracy of better than ∼10−3.

Concerning the HFR decay rates, comparisons between our
three independent methods, on the one hand, with available ex-
perimental and empirical fit values of radiative line, Auger chan-
nel ratios and K-shell fluorescence yields, on the other, lead
to an accuracy estimate of better than ∼20% for rates greater
than 1013 s−1.

The present radiative and Auger widths will be used in
the computation of the K-shell photoionization cross sections
of these ions which are required in XSTAR (Kallman &
Bautista 2001) for the modeling of some interesting K-shell
spectral features.
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