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Abstract

This is the forth report in a series of technical reports that describe
separated two-phase flow model application to the cryogenic loading op-
eration. In this report we present the structure of the code. The code
consists of five major modules: (i) geometry module; (ii) solver; (iii)
material properties; (iv) correlations; and finally (v) stability control
module. The two key modules - solver and correlations - are further
divided into a number of submodules. Most of the physics and knowl-
edge databases related to the properties of cryogenic two-phase flow are
included into the cryogenic correlations module. The functional form of
those correlations is not well established and is a subject of extensive re-
search. Multiple parametric forms for various correlations are currently
available. Some of them are included into correlations module as will be
described in details in a separate technical report. Here we describe the
overall structure of the code and focus on the details of the solver and
stability control modules.

1 Introduction

The algorithm of the separated two-phase flow (see also [LuchDG-I])
originates from Liles and Reed [Liles-78], which is in turn based on Har-
low and Asden [Harlow-68] all-speed “Implicit Continuous-Fluid Eule-
rian (ICE)” algorithm. In the current work we implemented the nearly-
implicit extension of this algorithm following closely the results of [RELAP5-
I]. The ICE-based algorithms is usually called “weakly-compressible”,
even though the compressibility effects are fully accounted for in numer-

Figure 1. A simplified structure of the code. (top) Four main blocks of
the algorithm. Bottom left: Structure of the boundary conditions block.
Bottom right: Four main sub-steps of the integration step.
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ical discretization. Almost all reactor thermal-hydraulics codes belong
to this class and utilize first-order finite-difference donor-cell/upwinding
based schemes, implemented on structured staggered meshes, see e.g. [Ran-
som89, TRACE, Nourgaliev] for further discussion In what follows we
present the details of the algorithm as it was codded. A simplified struc-
ture of the code is shown in the Fig. 1. The algorithm consists of the
four main blocks

1. geometry,

2. initial conditions,

3. boundary conditions,

4. one integration step.

The geometry and initial condition blocks are set once in the beginning
of the code execution. The last two blocks are repeated in the loop N -
steps until integration is completed. These two blocks have a complex
structure.

The boundary conditions block includes calculation of the interphase
geometry, the heat and mass fluxes at the liquid/gas/wall interphases,
mass and energy fluxes through the dump valves and through the in-
put/output valves. This block includes the pressure drop and heat trans-
fer correlations for the two-phase flow. These correlations are based an
the flow patterns recognition and have very nontrivial structure that will
be described in details in a separate technical report. The integration
block consists, in turn, of four main sub-steps:

1. first step of integration,

2. second step of integration,

3. control of the values of dynamical variables,

4. time step control.

The first two sub-steps are designed in the spirit of the predictor-
corrector architecture of the nearly-implicit method. The last two sub-
steps are developed to deal with multiple instabilities inherent to the two-
phase flow algorithms and are essential for the smooth code execution,
see e.g. [Nourgaliev,Cordier13,LuchDG-I].

Out of four integration sub-steps the first one has the most nontriv-
ial structure and its details are the key to the successful performance of
the algorithm as a whole. It involves calculations of the upwind, face-
centered, and volume-centered values of the dynamical variables. The
overall stability and accuracy of the algorithm in the quasi-equilibrium
limit (no heat transfer) is mainly determined by the solution of the two
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matrix equations: (i) matrix equation for the expanded form of the con-
servation laws for the phasic masses and energies and (ii) matrix equation
for the phasic velocities (see Fig. 1).

Before we discuss the structure of each block in more details, we
remind for convenience the model equations of the nearly-implicit scheme
method.

2 Model

2.1 The model equations

We model cryogenic loading and chilldown using Wallis equations [Wal-
lis69] for a one-dimensional separated two-phase flow. The model con-
sists of a set of conservation laws for the mass, momentum, and energy
for the gas

(Aαρg),t + (Aαρgug),x = AΓg

(Aαρgug),t +
(
Aαρgu

2
g

)
,x
+Aαp,x = −Aαρgz,x

− τgwlwg − τgili +AΓguig
(AαρgEg),t + (AαρgEgug),x = Aαp,t − (pAαug),x

+ q̇gwlwg + q̇gili +AΓigHig +AΓwgHwg

(1)

and for the liquid

(Aβρl),t + (Aβρlul),x = −AΓg
(Aβρlul),t +

(
Aβρlu

2
l

)
,x +Aβp,x = −Aβρlz,x−

τlwlwl − τlili −AΓguil
(AβElρl),t + (AβElρlul),x = Aβp,t − (pAβul),x+

q̇lwlwl + q̇lili −AΓigHig −AΓwgHwg

(2)

coupled to the equation for the wall temperature

ρwcwdw
∂Tw
∂t

= hwg (Tg − Tw) + hwl (Tl − Tw) + hamb (Tamb − Tw) . (3)

Here p, α, T , and ρ are pressure, temperature, and density of the fluid.
E is the total specific energy, Hig and Hwg is the specific enthalpy of
the gas generated at the interface and near the wall respectively. u is
the fluid velocity and h is the heat transfer coefficient. Other model
notations are explained in the Section Nomenclature.

2.2 Discretization

The equations (1), (2), and (3) are integrated on a one dimensional grid
shown in the Fig. 2. The energy and density conservation equations are
integrated over N control volumes centered at locations L = 1, . . . , N
shaded by yellow. The momentum equations are integrated over N − 1
control volumes of the staggered grid centered at locations j = 1, . . . , N−
1 shaded by blue. The equations for the wall temperature are integrated
over N control volumes shaded by green.
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Figure 2. Grid grid with N control volumes shaded by yellow, staggered
grid with N − 1 control volumes shaded by blue, and N control volumes
for the wall shaded by green.

2.3 Brief summary of the nearly implicit scheme

The algorithm described below is a variation of the nearly-implicit method [RELAP5-
I] and [RELAP5-VI] (see also [LuchDG-I]).

2.3.1 Boundary conditions

Boundary conditions module includes analysis of the interface geometry,
phasic masses, heat fluxes, and flow through the valves. At present
this module involves a simplified set of pressure drop and heat transfer
correlations based on the effective geometry of conceptually stratified
flow (i.e. liquid and gas are assumed to be always stratified). The
calculations within this module can be briefly summarized as follows

• determine geometry of the phasic interface;

• calculate frictional losses;

• find heat transfer coefficients at the wall;

• find mass and enthalpy fluxes at the liquid/gas interface;

• calculate mass and enthalpy fluxes through the dump and input/output
valves.

The extended version of the boundary conditions module will include
pressure drop and heat transfer correlations based on the flow pattern
recognition and will be discussed in details in a separate technical report.

2.3.2 First sub-step

The calculations of the velocities, pressure, and provisional values of the
masses and energies at the first sub-step of the algorithm is the key to
the stable performance of the nearly-implicit method. These calculations
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are designed to break limitations of the material CFL and to increase
implicitness of the method. This sub-step is structured as a predictor
of the fractional time step technique. The CFL limitations are lifted by
implicit calculations of the new velocities and pressures in the system.
The implicitness is further increased by estimations of the provisional
values of the densities, energies, heat and mass transfer coefficients. The
calculations can be briefly summarized as follows:

• Calculate upwind, face-centered, and volume-centered velocities;

• Solve expanded equation with respect to pressure in terms of new
velocities;

• Substitute this solution into momenta equations and solve resulting
block tri-diagonal matrix equation for the new velocities;

• Find new pressure;

• Find provisional values for energies and void fractions using ex-
panded equations;

• Find provisional values of mass fluxes and heat transfer coefficients
using provisional values of temperatures obtained.

Corrections to the provisional values of void fractions, densities, and
energies are found at the second sub-step of the integration step of the
algorithm.

2.3.3 Second sub-step

To find new (corrected) values values of the densities, void fractions,
and energies we solve unexpanded conservation equations for the phasic
masses and energies using fully implicit method. The solution is reduced
to independent solution of four tridiagonal matrices. The values of pres-
sure and velocities in these matrices are taken at the new time step.

2.3.4 Control

Despite the enhanced stability of the nearly-implicit method the insta-
bilities remain a challenging problem. Multiple sources of instabilities
in modeling separated two-phase flow include non-hyperbolicity, lack of
positivity, and phase appearance/disappearance (see e.g. [LuchDG-I] and
references therein). To obtain a reliable and stable execution of the code
extended controls of the dynamical variables and of the time step are
introduced into the code. These controls include

1. check that void fraction is between 0 and 1;

2. if void fraction is within the predefined range of the boundary
values corresponding to the phase appearance/disappearance apply
smoothers to the temperatures, densities, and velocities;
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Figure 3. A set of control volumes introduced for the transfer line model
of the KSC testbed.

3. check if phasic temperatures are within thermodynamic range;

4. check pressure range;

5. check mass conservation in each control volume;

6. check mass conservation in the system as whole;

7. compare the provisional and final values of phasic densities and
energies;

8. if the dynamical variables are outside of the physical range or vari-
ation if variables is too large the integration step is repeated with
reduced value of the time step Δt̃ = Δt/2, while Δt̃ ≥ Δtmin.

Once control checks are completed the calculations return to the
step 2.3.1. The sub-steps 2.3.1 through 2.3.4 are repeated until final
time of the integration T =

∑N
i=1Δt̃i is reached.

3 Geometry Module

One of the important properties of the method briefly outlined above is
the ability to resolve the two-phase flow dynamics and heat transfer for
a complex geometry of the pipes. The geometry of the model is defined
as an ordered collection of N control volumes M = {CV }Ni . The finite
volume mesh M is characterized by the following constant parameters:
(i) length Δxi, (ii) perimeter li, (iii) height hi, and (iv) inclination angle
αi. The following related geometrical parameters are also frequently
used: (v) diameter di, (vi) surface area Si, (vii) volume Vi, and (viii)
cross-sectional area Ai.
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Figure 4. A single control volume of the model.

For example, the control volumes introduced for the cryogenic testbed
are shown in the Fig. 3. The volumes are numerated at the bottom of
the figure. The blue shaded areas indicate the quantity of liquid in each
control volume. A single control volume of the model is shown in the
Fig. 4. A number of important geometrical parameters of the control
volume that are shown in the figure change every time step and belong
to the set of dynamical variables of the system. These parameters are:
(i) dry perimeter lgw,i, (ii) wetted perimeter llw,i, (iii) interface perimeter
li,i, (iv) height of the stratified liquid level bl,i.

3.1 Components

In addition to the standard geometrical parameters there is a large num-
ber of components that dramatically affect the fluid flow and have to
be taken into account in any industrial cryogenic loading system. These
components include e.g. valves, bends, filters, fittings, pumps etc. The
components are characterized by their location and frictional and heat
losses. For example the locations of the valves that control flow in cryo-
genic testbed at KSC together with location of pressure and temperature
sensors are shown in the Fig. 5. The solid black line corresponds to the
flow path. The location of the components including dump valves, con-
trol valves, and sensors can also be resolved in the figure.

These information is integrated into the code in the form of tables.
An example of the table is shown in the Fig. 6.

In this way the information about components can be attributed
to each control volume for arbitrary set of control volumes M. For
example the location of the dump valves in the set of control volumes
corresponding to the KSC testbed model is shown at the top of the Fig. 3.

The details of the calculations of the source terms that include in-
formation about pressure and heat losses in the system components are
given the following section.
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4 Boundary Conditions Module

Boundary conditions within this report are interpreted in a more general
sense than usual. They include not only conditions at the input/output
valves, but also conditions at the liquid/gas/wall phasic boundaries and
at a liquid/gas interface. Therefore, the current version of the boundary
condition module includes calculations of the simplified correlations rela-
tions. However, the future versions of the algorithm will have a separate
correlation module.

Note, that the boundary conditions for the continuity and energy
equations are determined on the grid of the control volumes of the sys-
tem, while boundary conditions for the momenta equations are defined
on the staggered grid. To this end it is convenient to rewrite equations
(1), (2) in a matrix form

∂U

∂t
+
∂F

∂x
= SU ,

∂V

∂t
+
∂G

∂x
= SV . (4)

Here the conservative variables are

U =

⎡⎢⎢⎢⎣
Aαρg
AαρgEg
Aβρl
AβρlEl

⎤⎥⎥⎥⎦ , V =

[
Aαρgug
Aβρlul

]
(5)
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Figure 5. Geometry of the flow path is shown by the solid black line.
The dump valves (DCV) are indicated by yellow circles. The control
valves (CV) are shown by cyan circles. The temperature sensors (TT)
are shown by bike circles and the pressure sensors (PT) are shown by
red circles.

8



Figure 6. An example of the table with a list of cryo-testbed components
integrated into the model.

and fluxes are

F =

⎡⎢⎢⎢⎣
Aαρgug

Aαug (ρgEg + p)
Aβρlul

Aβul (Elρl + p)

⎤⎥⎥⎥⎦ , G =

[
Aαρgu

2
g

Aβρlu
2
l

]
. (6)

The Boundary Conditions Module is primarily concerned with the
calculation of the source terms

SU =

⎡⎢⎢⎢⎣
AΓg − ṁvl

Aαp,t + q̇gwlwg + q̇gili +AΓigHig +AΓwgHwg − ṁvlhg
−AΓg

Aβp,t + q̇lwlwl + q̇lili −AΓigHig −AΓwgHwg

⎤⎥⎥⎥⎦ , (7)

SV =

[
−Aαp,x −Aαρgz,x − τgwlwg − τgili +AΓguig
+Aβp,x −Aβρlz,x − τlwlwl − τlili −AΓguil

]
. (8)

The source terms (7) are calculated twice during one integration step.
Once during the first sub-step and once during the second sub-step.
The source terms (8) are calculated only once before the solution of the
velocity matrix equation.

The source terms are calculated using a few sub-steps. The first
sub-step involves the following calculations:

• determine flow patterns for each control volume;

• calculate geometrical parameters of the flow based on the type of
the flow pattern;
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• find heat fluxes at the liquid/gas/wall interfaces for the values of
thermodynamic variables found at the previous time step;

• determine the mass and enthalpy fluxes using values of the heat
fluxes and latent heat of vaporization/condensation;

• find mass/enthalpy fluxes through the dump valves and input/output
valves.

Once the terms SV are calculated, the new values of pressure are
found by solving the expanded and modified version of the first equation
in (4) with respect to pressure as described in more details in Sec. 5.1.

At the next sub-step the new values of pressure and old values of
the thermodynamic variables are used to find source terms in (8). The
values of SV obtained at this sub-step are used to find the new velocities
by solving the non-conservative version of the second equation in (4) as
discussed in details in Sec. 5.2. The new velocities and new pressures
are used to find provisional values of the thermodynamic variables (see
Sec. 5.3).

Next, the values of the SU are updated using provisional temperature
and mass fluxes and the conservative form of the first equation in (4) is
solved to find new values of thermodynamic variables as described in
Sec. 6.

It can be seen from this brief description that all the non-trivial
physics of the problem and related calculations are coupled with an anal-
ysis of the source terms. Further details of this analysis are discussed in
the following few subsections of this section.

4.1 Flow patterns

Mass and heat transfer between the phases of the two-phase flow is closely
related to the geometrical patterns formed by the flow. Examples of
typical patterns include [Bejan03]

Stratified flow. At low liquid and gas velocities, there is complete sep-
aration of the two phases, with the gas in the top and the liquid in
the bottom, separated by an undisturbed horizontal interface.

Bubbly flow. In this regime, the gas is dispersed in the form of discrete
bubbles in the continuous liquid phase. The shapes and sizes of
the bubbles may vary widely, but they are notably smaller than
the pipe diameter.

Slug flow. Increasing the gas fraction, bubbles collide and coalesce to
form larger bubbles similar in size to the pipe diameter. These have
a characteristic hemispherical nose with a blunt tail end, similar to
a bullet, and are referred to as Taylor bubbles. Successive bubbles
are separated by a liquid slug, which may include smaller entrained
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Figure 7. Example of the flow patterns in the two-phase flow. Nota-
tions for the flow boundaries are (following [Bejan03]): (A) annular flow;
(D) dispersed flow (droplets flowing in the gas); (I) intermittent flow
(switches between patterns of slug and annular flow); (M) mist flow; (S)
stratified flow; (SW) wavy stratified flow.

bubbles. These bullet-shaped bubbles have a thin film of liquid
between them and the channel walls, which may flow downward
due to the force of gravity, even though the net flow of liquid is
upward.

Annular flow. Here the bulk of the liquid flows as a thin film on the
wall with the gas as the continuous phase flowing up the center of
the tube, forming a liquid annulus with a gas core whose interface
is disturbed by both large-magnitude waves and chaotic ripples.
Liquid may be entrained in the high-velocity gas core as small
droplets; the liquid fraction entrained may be similar to that in
the film. This flow regime is quite stable and is often desirable for
system operation and pipe flow.

Mist flow. When the flow rate is increased even further, the annular
film becomes very thin, such that the shear of the gas core on
the interface is able to entrain all the liquid as droplets in the
continuous gas phase (i.e., the inverse of the bubbly flow regime).
The wall is intermittently wetted locally by impinging droplets.
The droplets in the mist may be too small to be seen without
special lighting and/ormagnification.

The detailed analysis of the flow patterns goes beyond the scope
of the present discussion and will be given in a separate technical re-
port [LuchDG-III]. Here we only provide an example of how flow pat-
terns are determined in practice. Following the results of Kattan et
al [Kattan:98a] the boundary for the stratified flow on the plain (ṁ, χ)
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we have

ṁstrat =

{
(226.3)2AlwdA

2
gwdρG (ρL − ρG)μLg

χ2 (1− χ)π3

}1/3

+ 20χ, (9)

for the wavy flow one can obtain

ṁwavy =

⎧⎪⎨⎪⎩ 16A3
gwdgDρLρG

χ2π2
[
1− (2bl − 1)2

].5
[
π2

25b2l
(1− χ)−F1(q)

(
We

Fr

)−F2(q)

L
+ 1

]⎫⎪⎬⎪⎭
.5

+50,

(10)
and for the mist flow the boundary is

ṁmist =

[
7680A2

gwdgDρLρG

χ2π2ξPh

(
Fr

We

)
L

].5
. (11)

Here the following parameters were introduced. The friction factor

ξPh =

(
1.138 + 2 log

π

1.5Alwd

)−2

.

The Weber number WeL =
ṁ2

lD

ρLσ
, the Froude number FrL =

ṁ2
l

ρ2LgD
,

the gas quality χ = ṁv
ṁv+ṁl

, and the departure from nucleate boiling

qDNB = 0.131ρ
1/2
G Hlg[g (ρL − ρG)σ]

1/4. The two fitting functions F1

and F2 introduced in (9) - (11) have the form

F1 (q) = 646.0

(
q

qDNB

)2
+ 64.8

(
q

qDNB

)
and

F2(q) = 18.8(q/qDNB) + 1.023.

We can see that a number of the geometrical parameters of the flow
has to be determined before the boundaries between the flow pattern
can be calculated. These parameters include e.g. cross-sectional area of
the gas flow normalized by the pipe diameter Agwd, height of the liquid
flow bl, etc.. We now describe how to calculate geometrical parameters
of the flow.

4.2 Geometrical parameters of the stratified flow

To find geometrical parameters of the flow one assumes usually [Bejan03]
that the flow is “conceptually” stratified for all temperatures and flow
rates, i.e. the flow cross-section has the form shown in the Fig. 8.

The following parameters of the stratified flow have to be determined
(see Fig. 8). First, the stratification angle θ is found by noticing that
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Figure 8. Geometry and parameters of the stratified flow in the pipe
cross-section.

the liquid cross-section area Al = (1− α)A (shaded by blue color in the
figure) is related to θ as follows

(1− α)A =
R2

2
(θ − sin θ).

Once this equation is solved with respect to θ, all other required geomet-
rical parameters, including

• bl - height of the liquid level,

• li - perimeter of the interface,

• lgw - perimeter of the dry wall,

• llw - perimeter of the wetted wall,

• Ag - cross-section area of the gas,

• Al - cross-section area of the liquid,

• Sg - dry area of the wall,

• Sl - wetted area of the wall,

are found using simple geometrical relation.
Once the equation for the θ above is solved for a given void fraction

α the effective liquid level height and other geometrical parameters can
be found as follows:

bl =
D

2

(
1− cos

(
θ

2

))
,

lgw =
D

2
(2π − θ) ,
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llw = πD − lgw,

li = D sin

(
θ

2

)
.

Similar approach can be used in a more general case of the “concep-
tually stratified” flow, see e.g. [Bejan03]. The main difference is that in
this case an effective height for the liquid level is determined by equat-
ing two expressions for the Lockhart-Martinelli [Lockhart49] parameter.
The first expression relates Martinelli parameter to the geometrical char-
acteristics of the flow (see [Bejan03])

χ2
tt =

[(
lgwd + li

π

) 1
4

(
lgwd + li
Agwd

+
li

Alwd

)](
π

llwd

) 1
4 A3

lwd

A2
gwdllwd

. (12)

The second expression correlates the value of the Martinelli parameter
with the thermodynamic characteristics of the flow as follows

χtt =

(
1− χ

χ

).875(ρG
ρL

).5(μL
μG

).125
. (13)

To solve the equations (12) and (13) with respect to bl the values for
the phasic cross-sections are taken in the form [Bejan03] For bl ≤ 0.5:

Alwd =

(
8 (bl)

.5 + 12[bl (1− bl)]
.5
)

15
and Agwd =

π

4
−Alwd.

For bl > 0.5:

Agwd =

(
8(1− bl)

.5 + 12[bl (1− bl)]
.5
)

15
and Alwd =

π

4
−Agwd.

Here, all the geometrical parameters are made dimensionless (as in-
dicated by additional subindex d) by scaling with the pipe diameter D
or diameter square D2 when appropriate.

Once geometrical parameters are determined one can calculate source
terms as discussed in more details in the following subsection.

4.3 Heat fluxes

As a first step in the analysis of the source terms we consider heat fluxes
per unit volume at the dry and wetted wall and at the interface given
by the following equations written for each control volume

q̇nwg = Hn
wg

(
Tnw − T̃ng

)
Swg

V ; q̇nig = Hn
ig

(
T̃ s,nl − T̃ng

)
Sig

V ;

q̇nwl = Hn
wl

(
Tnw − T̃nl

)
Swl
V ; q̇nil = Hn

il

(
T̃ s,nl − T̃nl

)
Sil
V .

(14)
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Figure 9. Boiling curve example (water-vapor) for a given pressure, mass
flux, and subcooling.

An additional condition has to be imposed on these fluxes, which
states that in the sum of energy equations the interface terms must sum
to zero:

q̇nig,L + q̇nil,L + Γ̃nig,L(H
n
ig,L −Hn

il,L) = 0.

The full set of correlations required to calculate heat fluxes (14) for
various flow patterns as a function of void fraction, wall superheat, and
mass flux will be discussed in details in a separate report [LuchDG-III].
Here we provide a simplified discussion of the heat transfer correlations
near the wall, neglecting heat fluxes at the interface. To follow the
transition between various heat transfer correlations as a function of the
wall superheat ΔTws (ΔTws = Tw − Tsat) let us recall the typical shape
of the boiling curve shown in the Fig. 9.

There are three characteristic temperatures that separates four re-
gions with different physics of the heat transfer for ΔTws ≥ 0 (see
e.g. [Bejan03,Nellis09]):

Tonb > Tw ≥ Tsat Convective heat transfer, which is characterized by com-
plete contact of the fluid with the wall, and can be natural or forced,
laminar or turbulent, single or two phase depending on the mass
flow rate and mass fraction value;

Tchf > Tw ≥ Tonb Nucleate boiling that occurs when the wall tempera-
ture is above the temperature of onset of nucleate boiling (Tonb)
and is characterized by bubbles nucleation, growth, and departure
from the heated surface;

Tmin > Tw ≥ Tchf Transition boiling, which is an intermediate regime
between the nucleate boiling and film boiling regimes that occurs
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when the wall temperature is above the critical heat flux temper-
ature (Tchf ). The heat flux tends to decrease, while the dry wall
area tends to increase with an increase of the superheat.

Tw ≥ Tmin Film boiling, in which a stable layer of vapor that forms be-
tween the heated surface and the liquid, such that the bubbles form
at the free interface and not at the wall. It occurs when the wall
temperature is above of the Leidenfrost temperature Tmin. The
heat flux tends to grow with the increase of superheat.

The heat transfer coefficient is determined as

h =
κ

D
Nu, (15)

where κ is thermal conductivity of the fluid, D is the pipe diameter, and
Nu is the Nusselt number. The correlations are given in terms of the
Nusselt number.

Convective heat transfer. In the single phase regions the follow-
ing correlations for laminar and turbulent forced convection and natural
convection [RELAP5-IV,TRACE]

Nuc =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
4.36, forced (Lm) [Sellars56];
0.023 ·Re0.8Pr0.4, forced (Tb) [Dittus30];

0.1 · (Gr · Pr)1/3, natural (Lm) [Holman89];

0.59 · (Gr · Pr)1/4, natural (Tb) [Holman89].

(16)

are chosen for the Nusselt number for both gas and liquid. To guarantee
a smooth transition between the various regimes the maximum of the
above numbers is taken as the value for the convective heat transfer.

Here, Re = G·D
μ is the Reynolds number for a given flow, Pr =

μCp

κ ,

and Gr =
ρ2gβ(Tw−Tl(g))D3

μ2
is the Grashof number of the flow.

The convective heat flux is finally determined as follows

q̇c = hc (Tw − Tl) .

Nucleate boiling. To determine the heat flux corresponding to
the nucleate boiling, one can follow e.g. [TRACE] and find first the
temperature of the onset of the nucleate boiling Tonb

Tonb = Tl +
1

4

[√
ΔTonb,s +

√
ΔTonb,s + 4ΔTsub

]2
, (17)

where the correction factor F (φ) as a function of the contact angle φ,
subcool temperature ΔTsub, and saturated temperature of onset of nu-
cleate boiling ΔTonb,sat are given by the following formulas

ΔTsub = Tsat − TL; ΔTonb,s =
2hfcσTsat

F 2(φ)ρgHlgκl
; F (φ) = 1− e−φ

3−0.5φ.

16



Once the temperature corresponding to the onset of nucleate boiling
under current flow conditions is determined the corresponding heat flux
is found using the following simple correlation

q̇nb =
[
q̇c + (q̇pb − q̇bi)

3
]1/3

, (18)

where q̇c = hc (Tw − Tl) is the convective heat flux, found above, q̇pb is
the pool boiling heat transfer, q̇bi = q̇pb(Tonb) is the pool boiling heat
transfer at the onset on nucleation. To complete the calculations of the
q̇nb we have to determine heat transfer coefficient for pool boiling using
e.g. the following equation (see [TRACE])

hpb = (h0 · Fp/q0)
1

1−n · (Tw − Tsat)
n

1−n , (19)

where h0 = 5600 [W/m2/K], q0 = 2000 [W/m2], n = 0.9 − 0.3 · Pr0.15,
Fp = 1.73 · Pr0.27 +

(
6.1 + 0.68

1−Pr
)
· Pr2, Pr = P/Pcr, and Pcr is the

pressure at critical point.
Transition boiling. Transition boiling corresponds to the interme-

diate regime between nucleate and film boiling. The transition boiling
heat flux is usually given as a result of interpolation between character-
istic heat fluxes q̇chf and q̇min. We will use the form of interpolation
introduced in [TRACE]

q̇tb = ftb · q̇chf + (1− ftb)q̇min, (20)

where

ftb =

(
Tw − Tmin
Tchf − Tmin

)2

.

It can be seen from equation (20) that to find q̇tb one has to determine
values of the four parameters: (i) q̇chf , (ii) q̇min, (iii) Tchf , and (iv) Tmin.

There are a few different approaches to characterize these character-
istic values. For example one could find the first two parameters using
tables or correlations. Multiple correlations are available for the values
of q̇chf and q̇min [Kandlikar01]. One of the best known correlations for
the critical heat flux was proposed by Kutateladze [Kutateladze48]

q̇chf = K · hlgρg
(
σg(ρl − ρg)

ρ2g

)1/4

. (21)

A well known correlation for the minimum heat flux was suggested by
Zuber [Zuber58]

q̇min = C · hlgρ1/2g

(
σg(ρl − ρg)

(ρl + ρg)2

)1/4

. (22)

Coefficients K and C in the equations (21) and (22) are of the order of
0.1 for the water, but are not well known for the nitrogen [Kandlikar01,
Yuan06] and can be used as fitting parameters.
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Once q̇chf and q̇min are found the characteristics temperatures Tchf
and Tmin are calculated as follows

q̇nb(Tchf ) = q̇chf , q̇fb(Tmin) = q̇min. (23)

Alternatively, one could determine values of Tmin and Tchf using
correlations and then apply equations (23) to find q̇chf and q̇min.

In practice, the set of correlations is optimized by comparison of the
model predictions with experimental data as will be discussed in more
details in a separate technical report [LuchDG-III].

Film Boiling. To find heat flux at the wetted perimeter the film
boiling heat transfer is used in the form [Bromley50]

hfb = C

[
gρgκ

2
g (ρl − ρg)HlgCpg

D (Tw − Tspt)Prg

]0.25
,

where C = 0.62, Tfilm = 1
2 (Tw + Tspt) is film temperature and

Hlg = Hg −Hl

is the effective heat of vaporization. It is assumed here that all the heat
transferred from the wall to the liquid through the wetted perimeter is
be used to heat it up and to evaporate.

We note that the film boiling heat transfer is one of the key properties
of the cryogenic flow that affect the chilldown process.

Flow corrections.
For the flow boiling the values of the characteristic heat flux q̇ and

temperature T have to be corrected taking into account mass flux and
void fraction of the flow as will be discussed in details in [LuchDG-III].

4.4 Mass fluxes

The total mass transfer per unit volume in each L−th control volume at
the n−th time step Γng,L is defined as a sum of interfacial mass transfer
Γnig,L and near wall mass transfer Γnwg,L

Γng,L = Γnig,L + Γnwg,L.

The interfacial mass transfer is given by the following relation

Γnig,L =
q̇nil,L + q̇nig,L
Hn
g∗,L −Hn

l∗,L
,

where the denominator is given by

Hn
g∗,L − bnl∗,L =

{
Hn
gs,L −Hn

l,L, Γ > 0;

Hn
g,L −Hn

ls,L, Γ < 0.

The saturation values are determined using NIST tables [NIST90].
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The near wall mass transfer is given e.g. by [RELAP5-IV]

Γnwg,L =
q̇nwl,L

max
(
Hn
g∗,L −Hn

l∗,L, 104
J
kg

)Mcor,

where correction coefficientMcor is discussed in more details in a separate
chapter related to correlations.

In the simplified version of the code we neglected the interface heat
exchange in the bulk and considered only mass transfer at the wall. This
simplification can be only partially justified by reasonable agreement
with the experimental data during earlier chilldown stage and will be
removed in the next version. As a further simplification accepted at the
development stage the ambient heat transfer coefficients was taken as a
constants over the whole temperature range.

Once heat and mass fluxes are found one has to determine boundary
conditions at the input/output valves of the system (including dump
valves) as explained in wore details in the following section.

4.5 Boundary Conditions

The solution of the expanded equations (30) requires knowledge of the
upwind values of the flow variables and velocities at the inlet and outlet
of the system.

Thermodynamic characteristics for liquid and gas in the storage and
vehicle tanks are found using separate subroutines for each tank.

Storage tank. Pressure in the storage tank is one of the main control
parameters in the system and is considered as a given boundary condi-
tion. For the storage the vapor phase is assumed to be at saturation
temperature corresponding to a given pressure. During loading oper-
ation the liquid in the storage tank is generally subcooled with liquid
temperature being close to the equilibrium temperature at atmospheric
pressure.

Vehicle tank. The vehicle tank at the KSC testbed is ventilated at all
time during loading operation. And there is no back flow to the transfer
line from the vehicle tank. Accordingly, the boundary condition at the
exit of the transfer line is determined by the atmospheric pressure and
hydrostatic pressure of the liquid in the tank.

To find gas and liquid velocities through the input and output valves
one should use, in general, a two-phase flow model of the valve. Cur-
rently, for the sake of simplicity the flow of each phase through the valve
is assumed to be independent and incompressible, which is reasonable
approximation for gas velocities less than 50 m/sec. The void fraction
of this flow through the valve is assumed to be the same as the void
fraction of the incoming fluid. The resulting volumetric flow rate is

Q0
g(l) = Kv

√√√√Δp

(
ρH20

ρg(l)

)
. (24)
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Figure 10. Schematics of the pipe with dump valve. K1, K2, and K3 are
flow coefficients for the dump valve, check valve, and other minor losses
respectively.

The coupling of the pipe flow to large volumes in the storage and vehicle
tanks is modeled by taking into account the inertia of the flow through
the input and output valves in the form τvl

J̇vl =
J0
vl − Jvl
τvl

, (25)

where J0
vl = Q0

g(l)ρ
0
g(l).

4.6 Dump valves model

The mass flow through the dump valves is modeled using the following
simplifying assumptions: the pressure at the inlet of the dump valve can
be taken as a pressure in the control volume coupled to this vale, while
the pressure at the outlet of the dump valve is approximated by the
atmospheric pressure. These approximations are justified by the short
pipes of low resistance connecting dump vales to the transfer line and to
the drain system.

The mass of the gas flow through the valves can be approximated in
two different ways. In one of the approximations the flow is considered
to be compressible. As a result the following equations for the mass flow
rate can be used for the dump valve

jgvl = Svl

⎧⎪⎪⎪⎨⎪⎪⎪⎩
√
γpgρg

/
Γ in supersonic regime√√√√2γpin

γ−1

[(
pout
pin

) 2
γ −
(
pout
pin

) γ+1
γ

]
in subsonic regime

For relatively low gas velocities the incompressible approximation of
the flow through the valve considered in the was found to be accurate
enough for practically all the loading conditions at the KSC testbed.
Typical configuration of the pipe with dump valve is shown in the Fig. 10.
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The corresponding volumetric flow rate through the dump valve can be
found as follows

Q0 =

(
1

c21K
2
1

+
1

K2
2

+
1

K2
3

)−1/2√
Δp · ρLN2

ρ
,

where c1 is the relative opening of the dump valve.

To take into account the inertia of the valve operation characterized
by the time delay τV the volumetric flow rate through the dump valve
was modeled in the following form

Q̇ =
Q0 −Q

τV
.

The heat flux through the dump valve Hdv was then calculated as

Hdv = QρgcpTg,

where cpTg is the gas enthalpy in the control volume attached to the
dump valve.

Once the boundary conditions including heat and mass fluxes at the
liquid/gas/wall interfaces and through the input/output valves are found
the algorithm proceeds to the calculations of the first integration step.

5 First step

The first integration step of the algorithm includes the following sub-
steps:

1. Solve expanded equation with respect to pressure in terms of new
velocities;

2. Substitute this solution into momenta equations and solve resulting
block tri-diagonal matrix equation for the new velocities;

3. Find new pressure;

4. Find provisional values for the energies and void fractions using
expanded equations;

5. Find provisional values for mass and heat fluxes.

We now discuss in more details each of the sub-steps.

5.1 Expanded equations

The set of expanded conservation equations discretized on the main grid
(see Sec. 2.2) include:
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the sum density equation

αng,Ldρ
n+1
g,L + βnl,Ldρ

n+1
l,L + dαn+1

g,L

(
ρng,L − ρnl,L

)
+

Δt
V

(
(αρA)ng,j+1 u

n+1
g,j+1 − (αρA)ng,j u

n+1
g,j

)
+

Δt
V

(
(αρA)nl,j+1 u

n+1
l,j+1 − (αρA)nl,j u

n+1
l,j

)
= 0,

(26)

the difference density equation

αng,Ldρ
n+1
g,L − βnl,Ldρ

n+1
l,L + dαn+1

g,L

(
ρng,L + ρnl,L

)
+

Δt
V

(
(αρA)ng,j+1 u

n+1
g,j+1 − (αρA)ng,j u

n+1
g,j

)
−

Δt
V

(
(αρA)nl,j+1 u

n+1
l,j+1 − (αρA)nl,j u

n+1
l,j

)
= 2Γng,L,

(27)

the gas energy equation(
ρng,Le

n
g,L + pnL

)
dαn+1

g,L + (αρ)ng,L de
n+1
g,L + (αe)ng,L dρ

n+1
g,L +

Δt
V

[
(Aᾱ (ρe+ p))ng,j+1 u

n+1
g,j+1 + (Aᾱ (ρe+ p))ng,j u

n+1
g,j

]
=[

Hn
gw,L

(
Tnw,L − T̃n+1

g,L

)
Swg +Hn

ig,L

(
T̃ s,n+1
l,L − T̃n+1

g,L

)
Sig

+Γ̃nig,LH
n
ig,L + Γ̃nwg,LH

n
wg,L

]
Δt
V ,

(28)

the liquid energy equation

−
(
ρnl,Le

n
l,L + pnL

)
dαn+1

g,L + (αρ)nl,L de
n+1
l,L + (αe)nl,L dρ

n+1
l,L +

Δt
V

[
(Aᾱ (ρe+ p))nl,j+1 u

n+1
l,j+1 + (Aᾱ (ρe+ p))nl,j u

n+1
l,j

]
=[

Hn
lw,L

(
Tnw,L − T̃n+1

l,L

)
Swl +Hn

il,L

(
T̃ s,n+1
l,L − T̃n+1

l,L

)
Sil

−Γ̃nig,LH
n
il,L − Γ̃nwg,LH

n
wl,L

]
Δt
V .

(29)

5.1.1 Solving expanded equations with respect to pressure

The four coupled equations (26) - (29) for the sum and difference density
and for the gas and liquid energy can be rewritten in matrix form

Anx

⎡⎢⎢⎢⎣
dαg
deg
del
dp

⎤⎥⎥⎥⎦
n+1

L

= anxdu
n+1
g,j+1+b

n
xdu

n+1
g,j +cnxdu

n+1
l,j+1+d

n
xdu

n+1
l,j +enx, (30)

Here the vector of unknowns dxn+1
L =

{
dαn+1

g,L , de
n+1
g,L , de

n+1
l,L , dpn+1

L

}
.

Assuming for now old values of the temperature on the right hand
side of eqs. (26) - (29) and using the following expansion for the densities

dρn+1
g,L = ρn+1

g,L − ρng,L ≈
(
∂ρ
∂p

)n
g,L

dpn+1
L +

(
∂ρ
∂e

)n
g,L

den+1
g,L ;

dρn+1
l,L = ρn+1

l,L − ρnl,L ≈
(
∂ρ
∂p

)n
l,L
dpn+1

L +
(
∂ρ
∂e

)n
l,L
den+1
l,L ;
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the elements of the matrix Anx can be written in the following form (index
(j) enumerates columns of the matrix Anx)

A(1)
x =

⎡⎢⎢⎢⎢⎣
αng,L (∂eρ)

n
g,L

αng,L

(
(e∂eρ)

n
g,L + ρng,L

)
0

αng,L (∂eρ)
n
g,L

⎤⎥⎥⎥⎥⎦ ; A(2)
x =

⎡⎢⎢⎢⎢⎣
−βng,L (∂eρ)nl,L

0

βng,L

(
ρnl,L + (e∂eρ)

n
l,L

)
βng,L (∂eρ)

n
l,L

⎤⎥⎥⎥⎥⎦

A(3)
x =

⎡⎢⎢⎢⎣
ρng,L + ρnl,L
(eρ)ng,L + pnL
− (eρ)nl,L − pnL
ρng,L − ρnl,L

⎤⎥⎥⎥⎦ ; A(4)
x =

⎡⎢⎢⎢⎢⎣
αng,L (∂pρ)

n
g,L − βng,L (∂pρ)

n
l,L

(eα∂pρ)
n
g,L

(βe∂pρ)
n
l,L

αng,L (∂pρ)
n
g,L + βng,L (∂pρ)

n
l,L

⎤⎥⎥⎥⎥⎦
Columns of the vector-multipliers for gas velocities on the right hand

side of the eq. (30) have the form

anx = −

⎡⎢⎢⎢⎢⎣
�
ρ
n
g,j+1(

�
e

�
ρ
)n
g,j+1

+ pnL

0
�
ρ
n
g,j+1

⎤⎥⎥⎥⎥⎦ · nng,j+1; bnx =

⎡⎢⎢⎢⎢⎣
�
ρ
n
g,j(

�
e

�
ρ
)n
g,j

+ pnL

0
�
ρ
n
g,j

⎤⎥⎥⎥⎥⎦ · nng,j ;

Vector-columns for the liquid velocities are

cnx =

⎡⎢⎢⎢⎢⎣
�
ρ
n
l,j+1

0

−
(
�
e

�
ρ
)n
l,j+1

− pnL

−�
ρ
n
l,j+1

⎤⎥⎥⎥⎥⎦ · nnl,j+1; dnx =

⎡⎢⎢⎢⎢⎣
−�
ρ
n
l,j

0(
�
e

�
ρ
)n
l,j

+ pnL
�
ρ
n
l,j

⎤⎥⎥⎥⎥⎦ · nnl,j ,

where the coefficients nni,j are of the form

nng,j =
�
α
n
g,j

ΔtAj
VL

; nnl,j =
�
α
n
l,j

ΔtAj
VL

.

Finally, the free vector in eq. (30) is written as follows

enx =

⎡⎢⎢⎢⎣
2Γng,LVL

Γng,LH
n
wgVL −Qwg

−Γng,LH
n
wlVL −Qwl
0

⎤⎥⎥⎥⎦ · ΔtVL + anxu
n
g,j+1 + bnxu

n
g,j + cnxu

n
l,j+1 + dnxu

n
l,j

The matrix equation (30) is solved with respect to dpn+1
L in terms of

new velocities dun+1
g,j+1, du

n+1
g,j , dun+1

l,j+1, du
n+1
l,j .

The new pressure dpn+1
L is expressed in terms of new velocities dun+1

g,j+1,

dun+1
g,j , dun+1

l,j+1, du
n+1
l,j using the last row of eq. (30) multiplied by the

inverted matrix Anx

dpn+1
L = (Anx)

−1
4

(
anxdu

n+1
g,j+1 + bnxdu

n+1
g,j + cnxdu

n+1
l,j+1 + dnxdu

n+1
l,j + enx

)
(31)
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where (Anx)
−1
4 is the 4-th row of the inverted matrix Ax.

We note that excursive numerical tests has revealed the high sensi-
tivity of the cote to the accuracy of numerical inversion of the matrix
Anx. This is due to stiffness of the problem. Indeed, the eigavalues of the
matrix Anx are different by twelve orders of the magnitude. As a result
the errors of numerical inversion of matrix Anx cause significant stability
and accuracy problem. To solve this problem we used the exact equa-
tions for the elements of the matrix (Anx)

−1 in the code. Such a simple
solution sufficed to improve the stability and accuracy and also allowed
to speed up the calculations.

To build matrix Anx and vectors anx, b
n
x, c

n
x, d

n
x, and enx ones has to

calculate

• upwind values for void fraction, energy, and density,

• density derivatives with respect to pressure and energy,

• source terms, i.e. right hand sides of eqs. (26)-(29).

The analysis of the heat and mass fluxes required for the calculations
of the source terms was given in the Sections 4.3 and 4.4. Below we define
the upwind values and discuss calculations of the density derivatives.
Note, that in the current version of the code the temperatures in the
right hand sides of the energy equations (28) and (29) are taken at the
previous time step to simplify the calculations.

5.1.2 Upwind values

The values of the velocities, mass, energy, and void fractions are cal-
culated at the interfaces centered at staggered grid with indexes j =
1, . . . , N + 1. The values of scalar variables are calculated using upwind
scheme following [RELAP5-I]. For the density we use

ϕ̂j =
1
2 (ϕL−1 + ϕL) +

1
2 (su,j + zu,j · sp,j) (ϕL−1 − ϕL) =

(1 + (su,j + zu,j · sp,j)) ϕL−1

2 + (1− (su,j + zu,j · sp,j)) ϕL
2 ,

(32)

For the energy and void fraction we use

ψ̂j =
1
2 (ψL−1 + ψL) +

1
2 (su,j + zu,j · sp,j) (ψL−1 − ψL)+

zu,j · zp,j
(
−1

2 (ψL−1 + ψL) +
(ψL−1ρg(l),L−1+ψLρg(l),L)

ρg(l),L−1+ρg(l),L

)
=(

1 + (su,j + zu,j · sp,j)− zu,j · zp,j + 2ρg(l),L−1

ρg(l),L−1+ρg(l),L

)
ψL−1

2 +(
1− (su,j + zu,j · sp,j)− zu,j · zp,j + 2ρg(l),L−1

ρg(l),L−1+ρg(l),L

)
ψL
2 .

(33)

Here the following notations are introduced

su,j = sign(uj); zu,j = {1 if uj = 0, 0 otherwise} ;
sp,j = sign(pj); zp,j = {1 if pj = 0, 0 otherwise} .
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Figure 11. Comparison of the values for the density derivatives obtained
using ideal gas equations (red circles) and [Bridgman61] equations (blue
dots).

It is also recommended (see [RELAP5-I]) to use additional smoothing
for small mixture velocity jm = α̂g,jug,j + α̂l,jul,j in the form

ϕj = ζjϕL−1+(1− ζj)ϕL; ζj =

⎧⎪⎨⎪⎩
1 when jm > jlim

ξ2 (3− 2ξ) when − jlim < jm < jlim
0 when jm < −jlim

,

where ξ = jm+jlim
2jlim

and jlim = 0.46 m/s. In the present version of the
code this smoothing was omitted to simplify the calculations.

5.1.3 Density derivatives

In the present version of the code the temperatures in the source terms
are taken at old time. Therefore, only density derivatives have to be
calculated. Density derivatives are found using two-dimensional interpo-
lation of NIST tables [NIST90]. The required values of the ∂ρ

∂p [T ] could
be taken directly from the tables. In more general case the derivatives
were estimated using the following equations [Bridgman61](

∂ρ

∂e

)
p
= − ρβ(

cp − βp
ρ

) ; (
∂ρ

∂p

)
U

=
cpκρ− Tβ2

(cp − βp/ρ)

In addition, at the development stage the density derivatives for the
gas phase were frequently approximated using ideal gas equations(

∂ρ

∂e

)
p
= −

(
ρ

eg

)
;

(
∂ρ

∂p

)
U

=
1

(γ − 1)eg
.

The use of ideal gas approximation can be justified by direct com-
parison of the derivatives values obtained using [Bridgman61] equations
and ideal gas equations as shown in the Fig. 11. It can be seen that ideal
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Figure 12. Comparison of the values for the density derivatives obtained
using table data (red circles) and polynomial approximation (black solid
lines).

gas equations approximate table values with reasonable accuracy all the
way down to the temperatures around 100 K.

For density derivatives in the liquid phase simple polynomial approx-
imations can be used as shown in the Fig. 12

We note that for any type of approximation a special care has to be
taken to avoid singularities at critical temperature.

5.2 Momentum equations

One of the critical steps of the nearly-implicit algorithm that determines
its accuracy and speed is the solution of the velocity matrix, which we
will discuss now in more details.

The original non-conservative version of the gas momentum conser-
vation equation for the Wallis model has the following form (see (1) and
(2), cf [Staedtke], [Wallis69]) for the gas

Aαρgug,x +
1
2Aαρg

(
u2g

)
,x
+Aαp,x = −Aαρgz,x−(

fglwg

4

)
ρgug|ug|

2 − ciuR |uR|+AΓg (ugi − ug) +MV

(34)

and for the liquid momentum conservation equation

Aβρlul,x +
1
2Aβρl

(
u2l
)
,x +Aβp,x = −Aβρlz,x−(

fllwl
4

)
ρlul|ul|

2 − ciuR |uR| −AΓg (uli − ul)−MV .
(35)

Here MV is the virtual mass term

MV = Cα (1− α) ρm

[
∂ (ug − ul)

∂t
+ ul

∂ug
∂x

− ug
∂ul
∂x

]
, (36)

and ρm is the mixture density

ρm = αgρg + αlρl.
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5.2.1 Numerically convenient form

To enhance the stability of integration in semi-implicit and nearly-implicit
algorithms we follow recommendations of the RELAP5 code and use in-
stead of the original equations (34) and (35) the sum

αρgug,t + βρlul,t +
αρg
2

(
u2g

)
,x
+ βρl

2

(
u2l
)
,x + p,x = −ρmz,x−

αρgugFwg − βρlulFwl − Γg (ug − ul) ,
(37)

and difference momenta equations

ug,t − ul,t +
(u2g),x

2 +
(u2l ),x

2 +
(

1
ρg

+ 1
ρl

)
p,x = ulFwl − ugFwg+

Γg

αρg
(ui − ug) +

Γg

βρl
(ui − ul) + ρmFi (ug − ul) +

ρm
αρgβρl

M̃V

(38)

The following simplifying notations were introduced for the wall fric-
tion (cf [RELAP5-I])

AαgρgugFwg = fglwg
ρgug |ug|

2
, AαlρlulFwl = fllwl

ρlul |ul|
2

. (39)

Similarly for the interfacial friction we have

AαρgFig (ug − ul) = A (1− α) ρlulFil (ug − ul) = cgiuR |uR|

Note that in writing sum and difference momenta equations the orig-
inal equations were divided by cross-sectional area A. In addition, in
deriving the difference momenta equation the original equations were di-
vided by the product of void fraction and density for each phase. Note
also, that difference equation involves reduced virtual mass term M̃V ,
which excludes spatial derivatives in ( 36).

In the nearly-implicit algorithm the kinetic energy terms are treated
approximately implicitly as follows(

u2g

)n+1

L
=
(
un+1
g,L − ung,L

)2
+ 2un+1

g,L u
n
g,L −

(
ung,L

)2 ≈
2un+1

g,L u
n
g,L − 2

(
ung,L

)2
+
(
ung,L

)2
= 2dun+1

g,L u
n
g,L +

(
ung,L

)2
The resulting finite-difference momentum equations for one control

volume on the staggered grid can now be re-written for the sum (40)[
(αρ)ng,j du

n+1
g,j + (αρ)nl,j du

n+1
l,j

]
Δxj+

Δt
2 (α̃ρ)ng,j

(
2dun+1

g,L u
n
g,L + un,2g,L − 2dun+1

g,L−1u
n
g,L − un,2g,L−1

)
+

Δt
2 (α̃ρ)nl,j

(
2dun+1

l,L unl,L + un,2l,L − 2dun+1
l,L−1u

n
l,L − un,2l,L−1

)
=

−
(
dpn+1

L − dpn+1
L−1

)
Δt−

(
pnL − pnL−1

)
Δt−

ΔtΔxj
[
ρnm,jgΔzj + (αρ)ng,j F

n
wg,j

(
dun+1

g,j + ung,j

)
+

(αρ)nl,j F
n
wl,j

(
dun+1

l,j + unl,j

)
− Γng,j

(
dun+1

g,j + ung,j − dun+1
l,j − unl,j

)]
(40)
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and for the difference (41)(
1 + cρ2m

ρ̄g ρ̄l

)n
j

[
dun+1

g,j − dun+1
l,j

]
Δxj+

Δt
2

((
α̃ρ
αρ

)n
g,j

(
2dun+1

g,L u
n
g,L + un,2g,L − 2dun+1

g,L−1u
n
g,L − un,2g,L−1

)
−(

α̃ρ
αρ

)n
l,j

(
2dun+1

l,L unl,L + un,2l,L − 2dun+1
l,L−1u

n
l,L − un,2l,L−1

))
=

−
(
ρ̄l−ρ̄g
ρ̄lρ̄g

) (
pn+1
L − pn+1

L−1

)
Δt−

{
Fnwg,j

(
dun+1

g,j + ung,j

)
−

Fnwl,j

(
dun+1

l,j + unl,j

)
− Γng,j

ρnm,jdu
n+1
I,j −(αρ)ng,jdu

n+1
l,j

−(αρ)nl,jdu
n+1
g,j

(αρ)ng,j(αρ)
n
l,j

−
Γng,j

ρnm,ju
n
I,j−(αρ)ng,ju

n
l,j−(αρ)nl,ju

n
g,j

(αρ)ng,j(αρ)
n
l,j

×
(FIρ)

n
j

(
dun+1

g,j + ung,j − dun+1
l,j − unl,j

)}
ΔtΔxj

(41)

of momenta equations.
The matrix form of the last two equations reads

Bn
u

[
du
dv

]n+1

j−1

+ Cnu

[
du
dv

]n+1

j

+Dn
u

[
du
dv

]n+1

j+1

=

b0 + b1dp
n+1
L + b2dp

n+1
L−1

(42)

It can be noticed that the relations between the new velocities is
non-local for the two main reasons. Firstly, it involves velocities at faces
{j − 1, j, j + 1}. Secondly, it depends on new volume centered velocities
ug,k and momenta pk at locations {L,L− 1}.

In turn, volume centered pressures and velocities are related to the
face centered velocities at the neighboring cells. This relation for the
pressures was obtained earlier (see eq. (31)) and is repeated here in a
more compact form

dpn+1
L = aLp du

n+1
g,j+1 + bLp du

n+1
g,j + cLp du

n+1
l,j+1 + dLp du

n+1
l,j + eLp , (43)

where coefficients on the right hand side are ap = (Anx)
−1
4 anx, bp =

(Anx)
−1
4 bnx, cp = (Anx)

−1
4 cnx, dp = (Anx)

−1
4 dnx, and ep = (Anx)

−1
4 enx.

The corresponding relation for the volume centered velocities dun+1
g(l),L

in terms of the velocities at the faces is given in the next section.

5.2.2 The volume-centered velocities

The volume-centered velocities can be in general represented in the form

ug(l),L = ag(l),Lug(l),j+1 + bg(l),Lug(l),j (44)

For example for a straight section of the pipe we have

ug(l),L =
Aj

�
αg(l),j

�
ρg(l),j

2ALαg(l),Lρg(l),L
ug(l),j +

Aj+1
�
αg(l),j+1

�
ρg(l),j+1

2ALαg(l),Lρg(l),L
ug(l),j+1. (45)
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5.2.3 The velocity matrix

On substituting (43) and (45) into (42) and combining the latter equa-
tions for all N faces we obtains the velocity matrix equation in the fol-
lowing form⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

b111 b112 c111 c112
b121 b122 c121 c122
a211 a212 b211 b212 c211 c212
a221 a222 b221 b222 c221 c222

. . .
. . .

. . .

aN−1
11 aN−1

12 bN−1
11 bN−1

12 cN−1
11 cN−1

12

aN−1
21 aN−1

22 bN−1
21 bN−1

22 cN−1
21 c

N−1

22
. . . . . . . . . . . . . . . aN11 aN12 bN11 bN12
. . . . . . . . . . . . . . . aN21 aN22 bN21 bN22

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

dun+1
g,1

dun+1
l,1

dun+1
g,2

dun+1
l,2
...

dun+1
g,N−1

dun+1
l,N−1

dun+1
g,N

dun+1
l,N

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

nn1
nn2
nn3
nn4
...

nn2N−3

nn2N−2

nn2N−1

nn2N

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

5.2.4 The block tridiagonal solver

It can be seen that the velocity matrix has the block-tridiagonal structure
of the form⎡⎢⎢⎢⎢⎢⎢⎣

B1 C1

A2 B2 C2

. . .
. . .

. . .

AN−1 BN−1 CN−1

. . . . . . . . . . . . AN BN

⎤⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎣
x1
x2
...

xN−1

xN

⎤⎥⎥⎥⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎢⎢⎣
k1
k2
...

kN−1

kN

⎤⎥⎥⎥⎥⎥⎥⎦ (46)

Here A, B, and C are 2 × 2 matrices, xm =
[
dun+1

g,m , du
n+1
l,m

]T
and km =[

nn2m−1, n
n
2m

]T
are 2-dimensional vectors.

Applying equations (43) and (44) to momenta equations (40) and
(41) we obtain the explicit form of the matrix coefficients in (46) given
below. For the coefficients of the Ai matrix

ank,11 =
(
−(α̃ρ)ng,j bg,L−1u

n
g,L−1 − ap2,L−1

)
Δt;

ank,12 =
(
−(α̃ρ)2l,j bl,L−1u

n
l,L−1 − ap4,L−1

)
Δt

(47)
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ank,21 =

((
α̃ρ
αρ

)n
g,j
bg,L−1u

n
g,L−1 −

(
ρ̄l−ρ̄g
ρ̄lρ̄g

)
ap2,L−1

)
Δt;

ank,22 =

((
α̃ρ
αρ

)n
l,j
bl,L−1u

n
l,L−1 −

(
ρ̄l−ρ̄g
ρ̄lρ̄g

)
ap4,L−1

)
Δt.

For the coefficients of the Bi matrix we have

bnk,11 =
((

(αρ)ng,j

(
1 + Fnwg,j

)
+ Γng,j

)
Δxj+

(α̃ρ)ng,j

(
bg,Lu

n
g,L − ag,L−1u

n
g,L−1

)
+ (ap2,L − ap1,L−1)

)
Δt;

bnk,12 =
((

(αρ)nl,j

(
1 + Fnwl,j

)
− Γng,j

)
Δxj+

(α̃ρ)nl,j

(
blg,Lu

n
l,L − al,L−1u

n
l,L−1

)
+ (ap4,L − ap3,L−1)

)
Δt;

(48)

bnk,21 =
(
1 + c(ρ̄nm)2

ρ̄ng ρ̄
n
l

)
j
Δxj +Δt

(
α̃ρ
αρ

)n
g,j

(
bg,Lu

n
g,L − al,L−1u

n
l,L−1

)
+Fnwg,jΔxjΔt−

Γn
g,j

(αρ)ng,j

(
λnj ρ̄

n
m,j

(αρ)nl,j
− 1

)
ΔxjΔt

+
(
ρ̄l−ρ̄g
ρ̄lρ̄g

)
(ap2,L − ap1,L−1)Δt+ ρ̄nm,jF

n
i,jΔxjΔt;

bnk,22 = −
(
1 + c(ρ̄nm)2

ρ̄ng ρ̄
n
l

)
j
Δxj −Δt

(
α̃ρ
αρ

)n
l,j

(
bl,Lu

n
l,L − al,L−1u

n
l,L−1

)
−

Fnwl,jΔxjΔt−
Γn
g,j

(αρ)nl,j

(
(1−λnj )ρ̄nm,j

(αρ)ng,j
− 1

)
ΔxjΔt+(

ρ̄l−ρ̄g
ρ̄lρ̄g

)
(ap4,L − ap3,L−1)Δt− ρ̄nm,jF

n
i,jΔxjΔt;

For the coefficients of Ci matrices we have

cnk,11 =
(
(α̃ρ)ng,j ag,Lu

n
g,L + ap1,L

)
Δt;

cnk,12 =
(
(α̃ρ)nl,j al,Lu

n
l,L + ap3,L

)
Δt;

cnk,21 =

((
α̃ρ
αρ

)n
g,j
ag,Lu

n
g,L +

(
ρ̄l−ρ̄g
ρ̄lρ̄g

)
ap1,L

)
Δt;

cnk,22 =

(
−
(
α̃ρ
αρ

)n
g,j
al,Lu

n
l,L +

(
ρ̄l−ρ̄g
ρ̄lρ̄g

)
ap3,L

)
Δt.

(49)

The free vector has the form

nn2k = ρ̄nm,jg
(
ρ̄l−ρ̄g
ρ̄lρ̄g

)
ΔynLΔt−

(αρ)ng,j
2

((
ung,L

)2 − (ung,L−1

)2)
Δt+

(αρ)nl,j
2

((
unl,L

)2 − (unl,L−1

)2)
Δt+

[
Γn
g,j ρ̄

n
m,j

(αρ)ng,j(αρ)
n
l,j
×(

λnj u
n
g,j −

(
1− λnj

)
unl,j

)
− Γn

g,j

(αρ)ng,j
ung,j −

Γn
g,j

(αρ)nl,j
unl,j

]
ΔxjΔt−(

Fnwg,ju
n
g,j − Fnwl,ju

n
l,j

)
ΔxjΔt−

(
ρ̄l−ρ̄g
ρ̄lρ̄g

)
×(

pnL − pnL−1 + anp5,L − anp5,L−1

)
Δt− ρ̄nm,jF

n
i,j

(
ung,j − unl,j

)
ΔxjΔt;

(50)

nn2k+1 = −
(
−ρ̄nm,jgΔzj + (α̃ρ)ng,j F

n
wg,ju

n
g,j + (α̃ρ)nl,j F

n
wl,ju

n
l,j +

Γng,j

(
ung,j − unl,j

))
ΔxjΔt− (αρ)ng,j

2

((
ung,L

)2 − (ung,L−1

)2)
Δt−

(αρ)nl,j
2

((
unl,L

)2 − (unl,L−1

)2)
Δt−

(
pnL − pnL−1 + anp5,L − anp5,L−1

)
Δt.
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Many methods exist that solve block tridiagonal equations of the
form (46). We are specifically interested in the extension of the Thomas
algorithm [Reimar66], which allows to use the fact that our matrices
have size (2× 2) and inversion and multiplication of the matrices can be
explicitly coded. In [Reimar66] it is demonstrated that a simple forward
elimination-backward substitution is successful (neglecting rounding er-
rors for the moment) if all minors of the matrix in (46) are non-singular.

The algorithm consists of two steps. Forward elimination

H1 = −B−1
1 C1

Hn = −[Bn +AnHn−1]
−1Cn, n = 2, . . . , N − 1

g1 = B−1
1 k1

gn = [Bn +AnHn−1]
−1 (kn −Angn−1) , n = 2, . . . , N

(51)

Backward substitution

xN = gN
xn = gn +Hnxn+1, n = N − 1, . . . , 1

(52)

In these notations the explicit form of the matrix coefficients

Ank =

[
a1 a3
a2 a4

]n
j−1

; Bn
k =

[
b1 b3
b2 b4

]n
j

; Cnk =

[
c1 c3
c2 c4

]n
j+1

,

where matrix coefficients are given by equations (47) - (50).

To find the solution for the new velocities the following variables in
the equations (47) - (50) have to be calculated

• face centered values of the thermodynamic variables;

• coefficients of the virtual mass;

• friction terms;

• velocities at the input/output valves.

The corresponding calculations are discussed in the following sec-
tions.

5.2.5 The face-centered values

The face-centered thermodynamic variables are interpolated between
neighboring cell values based on the length of each half cell

ψj =
ψL−1lL−1 + ψLlL

lL−1 + lL
, (53)

where ψ represents densities and void fractions for liquid and gas.
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5.2.6 The coefficient of the virtual mass

Following [RELAP5-I] we introduce the coefficient of the virtual mass in
the form

MV =

{
1
2
(1+2α)
1−α for 0 ≤ α < 1/2,

1
2
3−2α
α for 1/2 ≤ α ≤ 1.

The common multiplier for this coefficient remains a fitting parame-
ter established on the basis of numerical experiments.

5.2.7 Friction terms

One of the difficulties of the pressure based solvers on the staggered grid
is the approximation of the momentum equation for abruptly changing
pipe diameter. A quasi-steady approximation is used in [RELAP5-I]
and continuity of the volumetric flow is used in [TRACE] to mitigate
this problem.

In the current simplified version of the code the following approach
is adopted. The friction coefficients fg, fl, and fi in equations (37) and
(38) are determined using Churchill [Churchill77] approximation for all
flow regimes (54)

fw = 2

[(
8

Re

)12
+

1

(a+ b)3/2

]1/12
, (54)

with Reynolds numbers

Rem,L =
ρm,Lum,LDm,L

μg(l)

based on volume centered velocities um,L given by (45) and hydraulic
diameter

Dm =
4 AL
lm,L

for each control volume. Here m takes values m = {g, l, i} for gas,
liquid, and interface in a given control volume.

Next, the major losses are presented in the form (39). And the minor
losses are given by

Fml = αmAKml
ρmum|um|

2
.

Here we have assumed a simple version of partitioning minor losses be-
tween phases. According to this equation for the sum of the momenta
with equal velocities the homogeneous mixture has the same losses as
liquid single phase. A more elaborated versions of the minor losses par-
titioning in the two-phase flow will be considered later.
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With the simplified partitioning the sum of the major and minor
losses for a given control volume can be written in the form

(fmlmΔx+ αmAKml)
ρmu

2
m

2
= (FmΔx+Kml) A αmρmum

|um|
2

, (55)

where

Fm = fm
lm
αmA

|um|
2

and Kml = fm
lml
D

.

Here lml effective pipe length corresponding to minor losses.
In the proposed above simplified approach minor losses are added to

the major losses. Partitioning of the minor losses in a more general case
will be discussed elsewhere.

5.2.8 Boundary conditions for the velocity matrix

Boundary conditions for the velocity matrix are determined by the liq-
uid/gas flow through the input/output valves. The flow through the
valves is assumed incompressible as was discussed in Sec. 4.5 and the
corresponding 2 × 2 boundary matrices A, B, and C in the velocity
matrix are of the form

A =

(
0 0
0 0

)
, B =

(
1 + dt

τ 1 + dt
τ

1 + dt
τ −1− dt

τ

)
, C =

(
0 0
0 0

)
,

while the vector k is written as follows

k =

⎡⎣ un+1
g0 + un+1

l0 − (ung+u
n
l )dt

τ

un+1
g0 − un+1

l0 − (ung−unl )dt
τ

⎤⎦
where

un+1
g(l)0 =

Kv

Av

√√√√Δpn+1

(
ρw
ρg(l)

)
, (56)

where Av is the pipe diameter fitted to the valve, Kv is the flow coeffi-
cient, Δp is the pressure drop across the valve, and ρg(l) is the density of
the fluid flowing through the valve. It is assumed that the void fraction
and the temperature of the fluid are the same as in the upwind control
volume.

5.2.9 Structure of the solver for velocities

To complete this section we briefly outline the structure of the solver for
the new velocities. The following values are calculated at this sub-step:

1. Face centered values of thermodynamic variables;

2. Source terms for friction and inter-phase mass fluxes

• Gas wall friction;
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• Liquid wall friction;

• Interface friction and

• Face centered interphase mass fluxes.

3. Coefficient of the virtual mass;

4. Face centered mixture density;

5. Face centered density difference;

6. Volume centered velocities;

7. Boundary conditions;

8. Coefficients for matrices in block diagonal matrix Ai, Bi, and Ci;

9. Coefficients of the free vector;

Once these calculations are completed one can solve block tridiagonal
matrix and update velocities. When new velocities and new pressures
are found, the provisional values of the densities, energies, void fractious,
and temperatures can be found as described below.

5.3 Provisional values of thermodynamic variables

To find provisional values of thermodynamic variables new velocities are
substituted back into equation (30), which is then solved with respect
to dpn+1

L , den+1
g,L , den+1

l,L , and dαn+1
g,L . The solution for the pressure is

obtained in the form

dpn+1
L = aLp du

n+1
g,j+1 + bLp du

n+1
g,j + cLp du

n+1
l,j+1 + dLp du

n+1
l,j + eLp ,

and for the void fraction in the form

dαn+1
g,L = aLa du

n+1
g,j+1 + bLa du

n+1
g,j + cLa du

n+1
l,j+1 + dLa du

n+1
l,j + eLa , (57)

with aa = (Anx)
−1
1 anx, ba = (Anx)

−1
1 bnx, ca = (Anx)

−1
1 cnx, da = (Anx)

−1
1 dnx,

ea = (Anx)
−1
1 enx.

Similarly, we have for the change of the gas energy den+1
g,L

den+1
g,L = aLe,gdu

n+1
g,j+1 + bLe,gdu

n+1
g,j + cLe,gdu

n+1
l,j+1 + dLe,gdu

n+1
l,j + eLe,g, (58)

with ae,g = (Anx)
−1
2 anx, be,g = (Anx)

−1
2 bnx, ce,g = (Anx)

−1
2 cnx, de,g = (Anx)

−1
2 dnx,

ee,g = (Anx)
−1
2 enx,

and for the change of the liquid energy den+1
l,L

den+1
l,L = aLe,ldu

n+1
g,j+1 + bLe,ldu

n+1
g,j + cLe,ldu

n+1
l,j+1 + dLe,ldu

n+1
l,j + eLe,l, (59)

with ae,l = (Anx)
−1
3 anx, be,l = (Anx)

−1
3 bnx, ce,l = (Anx)

−1
3 cnx, de,l = (Anx)

−1
3 dnx,

ee,l = (Anx)
−1
3 enx.
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Once values of the energy and pressure are found one can calculate
provisional values of densities and temperatures. For the densities we
use the following expressions

ρ̃n+1
g,L ≈ ρng,L +

(
∂ρ

∂p

)n
g,L

dpn+1
L +

(
∂ρ

∂e

)n
g,L

den+1
g,L ; (60)

ρ̃n+1
l,L ≈ ρnl,L +

(
∂ρ

∂p

)n
l,L

dpn+1
L +

(
∂ρ

∂e

)n
l,L
den+1
l,L . (61)

similarly for the temperatures we obtain

T̃n+1
g,L ≈ Tng,L +

(
∂T

∂p

)n
g,L

dpn+1
L +

(
∂T

∂e

)n
g,L

den+1
g,L ; (62)

T̃n+1
l,L ≈ Tnl,L +

(
∂T

∂p

)n
l,L

dpn+1
L +

(
∂T

∂e

)n
l,L
den+1
l,L . (63)

Using provisional values of the densities and temperatures one can
update the values of the heat and mass fluxes following the results of
Sections 4.3 and 4.4. The updated intermediate values of the mass and
heat fluxes can be used in the second step of the code. The details of
the calculations at the 2nd step are provided below.

6 Second step

At the second step of the algorithm the unexpanded form of the gas
density

d (αρ)n+1
g,L +

(
d (αρ)n+1

g,j+1 + (αρ)ng,j+1

)
un+1
g,j+1

Aj+1Δt
VL

−(
d (αρ)n+1

g,j + (αρ)ng,j

)
un+1
g,j

AjΔt
VL

=
Γ̃n
g,LΔt

VL
,

(64)

liquid density

d (αρ)n+1
l,L +

(
d (αρ)n+1

l,j+1 + (αρ)nl,j+1

)
un+1
l,j+1

Aj+1Δt
VL

−
(
d (αρ)n+1

l,j + (αρ)nl,j

)
un+1
l,j

AjΔt
VL

= − Γ̃n
g,LΔt

VL
,

(65)

gas energy

(αρe)n+1
g,L +

(
d (αρe)n+1

g,j+1 + (αρe)ng,j+1 + (αρ)ng,j+1 p
n+1
L

)
un+1
g,j+1

Aj+1Δt
VL

−(
d (αρe)n+1

g,j + (αρe)ng,j + (αρ)ng,j p
n+1
L

)
un+1
g,j

AjΔt
VL

=

−pnLdα̃ng,L +
(
H̃n
wg,L

(
T̃nw,L − T̃ng,L

)
Snwg,L + Γ̃ng,LH̃

n
g,L

)
Δt
VL
,

(66)
and liquid energy

d (αρe)n+1
l,L +

(
d (αρe)n+1

l,j+1 + (αρe)nl,j+1 + (αρ)nl,j+1 p
n+1
L

)
un+1
l,j+1

Aj+1Δt
VL

−(
d (αρe)n+1

l,j + (αρe)nl,j + (αρ)nl,j p
n+1
L

)
un+1
l,j

AjΔt
VL

=

pnLdα̃
n
g,L +

(
H̃n
wl,L

(
T̃nw,L − T̃nl,L

)
Snwl,L − Γ̃ng,LH̃

n
l,L

)
Δt
VL
.

(67)
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equations are solved implicitly using values for the new velocities and
pressures, and provisional values for the temperature, heat transfer co-
efficients, and mass fluxes obtained at the previous step.

6.1 Tri-diagonal form of the matrix equations

The efficient solution of the equations (64) - (67) can be obtained by
noticing that all four equations are independent and have the same struc-
ture

dUn+1
L + dUn+1

j+1 γ
n+1
j+1 − dUn+1

j γn+1
j = SL, (68)

where γn+1
j+1 = un+1

j+1
Aj+1Δt
VL

and the upwind values of the conservative

variables dUn+1
j+1 can be represented in the form

dUn+1
j = λn+1

j dUn+1
L−1 + μn+1

j dUn+1
L . (69)

The eq. (69) for the density and for the energy has the form of equation
(32) and equation (33) correspondingly.

By substituting (69) into (68) all four equations (64) - (67) can be
re-written in the standard tridiagonal form

aLdU
n+1
L−1 + bLdU

n+1
L + cLdU

n+1
L+1 = SL, (70)

where aL = −λn+1
j γn+1

j , bL = 1 + λn+1
j+1 γ

n+1
j+1 − μn+1

j γn+1
j , and cL =

μn+1
j+1 γ

n+1
j+1 are coefficients of the sub-diagonal, main diagonal, and super-

diagonal of the tridiagonal matrix.

The structure of the SL terms is clear from the equations (64) - (67).
Here we provide as an example the structure of the SL term for the first
equation (64)

Sg,L =
Γ̃ng,LΔt

VL
− (αρ)ng,j+1 γ

n+1
g,j+1 + (αρ)ng,j γ

n+1
g,j . (71)

The tridiagonal equation (70) can be efficiently solved using standard
tridiagonal solvers (see e.g. [Thomas49, LuchDG-I]). Note that coeffi-
cients aL, bL, and cL for the tridiagonal matrix are the same for the
density and energy equations. These coefficients are calculated only once
for each pair of the conservation equations.

Once conservative variables are calculated the density and energy for
the gas and for the liquid can be found as follows.

6.2 Calculation of the main dynamical variables

Obtained conservative variables for the density and energy{
(αρ)n+1

g,L , (αρ)n+1
l,L , (αρe)n+1

g,L , (αρe)n+1
l,L

}

36



are used to find primitive variables

en+1
g,L = (αρe)n+1

g,L / (αρ)n+1
g,L ; en+1

l,L = (αρe)n+1
l,L / (αρ)n+1

l,L .

and

αn+1
l,L = (αρ)n+1

l,L /ρ̃n+1
l,L ; αn+1

g,L = 1− αn+1
l,L ; ρn+1

g,L = (αρ)n+1
g,L /αn+1

g,L .

Note that in the fist equation above the provisional value of the liquid
density is used to obtain liquid void fraction.

It is important to emphasize that it is the efficiency of the three main
solvers (for the set of expanded equations (26) - (29), for the velocity
matrix (46), and for the set of unexpanded equations (64) - (67)) that
render the nearly implicit algorithm as one of the most efficient methods
for solution of the two-phase flow problem.

For the one dimensional two-phase flow problems the number of it-
erations scales linearly in time for this algorithm. For cryogenic loading
system with up to 100 control volumes the integration time is a few
hundreds times faster than the real time. Short integration time paves
the way to the on-line optimization of the mitigation strategies making
nearly implicit algorithm very attractive for applications to the on-line
control of loading operations.

However, stability of the algorithm poses a long standing problem
of the two-phase flow research (see e.g. [Nourgaliev,LuchDG-I]) and re-
quires a special attention. Stabilization techniques that are employed
in the current version of the code are discussed briefly in the following
section.

7 Control

The control module consists of three main blocks. In the first block the
dynamical variables are reset to the limiting values when these values are
outside of the predefined range. In the second block the values of the dy-
namical variables are smoothed during phase appearance/disappearance.
And in the third block the time step is reset when the deviation from the
mass conservation is detected and when the values of the thermodynamic
variables are changed abruptly or lie outside the physical range.

In addition, the opening of the dump valves is controlled to limit the
mass losses during one time step by values less or equal to 10% of the
remaining mass.

7.1 Direct control of the dynamical variables

At the first control step the values of the thermodynamic variables are
checked against their saturation values. If the phasic density or energy is
beyond corresponding limiting saturation value it is reset to the satura-
tion value. This simplification is adopted because in the present version
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of the code the subcooled gas state and superheated liqud state are not
allowed. In the future versions of the code the correlations module will
be extended by including superheated liquid and sub-cooled gas states.

At the first control step we also check void fractions against the
minimum and maximum values. If the void fractions are beyond the
limiting values (that are usually set at 1× 10−7 and 1− 1× 10−7) they
are reset to the corresponding limiting values.

7.2 Smoothing of the dynamical variables during phase
appearance/disappearance

At the second step of the control module the void fractions are checked
against the smoothing margins. In this work, we follow recommendations
by Liou [Liou07] and adjust temperature, velocity, and density according
to the following expression

φadj = g(x)φd + (1− g(x))φc, (72)

where

g(x) = x2 (2x− 3) ; and x =
αd − xmin

xmax − xmin
.

Here “d” stands for disappearing phase and “c” for conducting phase.
The role of the limiters and smoothers described in this section is crit-
ical for the code stabilization. The exact values of the minimum and
maximum void fraction, for which smoothing (72) is applied should be
established using extensive numerical experimentation. Currently these
values are set at the 1× 10−7 and 1× 10−2.

7.3 Time step control

At the third step of the control module a time step of the algorithm is
reset. Multiple checks are performed that can through a flag to reduce
the time step of the integration. Firstly, it is insured that the changes of
the densities, energies, and pressures during one integration step do not
exceed 25% of their absolute values at the previous time step. Secondly,
we test if the results of the calculations for the pressure and temperature
are outside of the predefined range of values. Thirdly, we check if the
predictions of the density and the temperature obtained using the Taylor
expansion during the 1st step of integration do not deviate too much from
the corresponding corrected values obtained by solving unexpanded set
of conservation equations during the 2nd step. Finally, we control the
deviation from the mass conservation by monitoring the overall changes
of the mass in the transfer line and the total mass flow in and out of the
transfer lime through the valves.

For example, let us discuss in more details the control of the deviation
of the corrected densities from the predicted values. The total density
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for each control volume

ρn+1
m,L = αn+1

g,L ρ
n+1
g,L +

(
1− αn+1

g,L

)
ρn+1
l,L

is calculated using solution of the unexpanded form of the mass and
energy conservation equations at the second step of the algorithm as
shown in Sec. 6. These total densities are compared to the densities
obtained by Taylor expansion

ρ̃n+1
m,L = α̃ng,L

(
ρng,L +

(
∂ρ
∂p

)n
g,L

dpn+1
L +

(
∂ρ
∂e

)n
g,L

den+1
g,L

)
+

α̃nl,L

(
ρ̃nl,L +

(
∂ρ
∂p

)n
l,L
dpn+1

L +
(
∂ρ
∂e

)n
l,L
den+1
l,L

)
The maximum error for each control volume and the total error are found
as follows

Errmax = max

(
ρn+1
m,L − ρ̃n+1

m,L

ρ̃n+1
m,L

)
, Errtot =

2
∑
L

(
ρn+1
m,L − ρ̃n+1

m,L

)2
∑
L

(
ρ̃n+1
m,L

)2 .

If either of these errors is larger than 10−2 the time step is halved and
the integration step is repeated.

7.4 Dump valve control

Since the flow through the transfer line is actively controlled by the dump
valves we have to ensure that there is no liquid flow through the damp
valves in nominal loading regime. This is done in two ways. First, if the
gas void fraction in a given control volume is between 0.2 and 0.05 the
flow through the dump valve is smoothly reduced to 0 using smoother
(72). Next, we check if the mass loss through the dump valve during one
time step is smaller than 10% of the mass of the gas in the associated
control volume. If it is not the time step is halved and the integration
step is repeated.

7.5 Code termination

During integration the values of the key thermodynamic variables may
occasionally be found to lie outside predefined range as described above.
If this happens the time step is halved. The reduction of the time step
continues until reached the minimum predefined value (usually 10 mks).
If all the field values are found to be inside the range, and both mass
errors are smaller than 10−2, the time step is reset to the maximum
predefined value. The time step of integration is usually between 10 ms
and 20 ms.

If the integration time is smaller than a predefined limiting value
and one of the errors discussed above still prevails the integration is
terminated.
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Extensive numerical testing shows that the control of the thermody-
namic values and of the integration time step outlined above guarantees
a stable and robust performance of the algorithm during cryogenic load-
ing in a wide range of the system parameters with time step up to 20
ms. Despite the simplified set of correlations the results of integration
are in reasonable agreement with the experiment data. The comparison
with the experimental data will be discussed in more details in the next
section.

8 Comparison with the experimental data

In this section we briefly describe some of the key features of the al-
gorithm and discuss a comparison of the model predictions with the
experimental data of chilldown in the cryogenic transfer line.

8.1 Some key features of the algorithm

Partial verification and validation of the nearly implicit algorithm was
discussed in our earlier report [LuchDG-II]. The original simplified ver-
sion was written in MATLAB. Its main goal was to prove the capability
of the method to deal with cryogenic loading and chilldown problems.
The integration was performed on a uniform grid and the integration
time was of the order of 8O% of real time.

Using this simplified version we demonstrated the capability to simu-
late pressure waves and material waves, in particular, gravitational waves
in the pipes. We demonstrated the phase separation due to gravity
force, emptying the pipe filled initially with liquid, and vapor locking
phenomenon in the regime when initially empty pipe is filled by the
evaporating liquid. We also demonstrated the code capability to simu-
late valves closing and opening and mitigation of the vapor lock fault
during chilldown by opening dump valve. Finally, we performed initial
validation of the model by comparing the results of simulations with
the experimental data obtained during first 300 sec of chilldown of the
cryogenic testbed.

The C++ version of the algorithm discussed in the present report
preserves the properties of the original code listed above and offers a
number of improvements. We have added the ability to integrate two-
phase flow equations on an arbitrary non-uniform grid. The code was
restructured and optimized to allow for much faster integration. The
upgraded version currently runs up to 400 times faster than the real
time. Such an acceleration paves the way to the on-line optimization
of the mitigation strategies, which is important for efficient autonomous
control.

Another feature of the accelerated code is its ability to perform ef-
ficiently search in the multi-dimensional parameter space of the corre-
lation functions. This is essential for autonomous control of loading,
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because the corresponding correlations are not well-known for cryogenic
fluids and continuous on-line learning of the correlations is required to
improve accuracy and reliability of the fault detection, identification and
recovery.

The analysis of the full set of correlations and their effect on the accu-
racy of the model predictions will be given in a separate report [LuchDG-
III]. A brief preview of required correlations that include flow patterns
recognition and calculations of the frictional losses, heat and mass trans-
fer was given in this report in Sections 4 and 5.2.7. Below we describe
briefly a comparison of the predictions of the accelerated model with
experimental results using a simplified set of correlations. Despite the
adopted simplifications the agreement with the experimental data was
substantially improved as compared to the results reported [LuchDG-II]
and extended from 300 sec to the 1600 sec of chilldown.

8.2 Loading regime

During chilldown at the KSC testbed the pipes and the vehicle tank are
initially filled with hot nitrogen gas at T = 300K and p = 1 atm. The
storage tank is filled with liquid nitrogen at T = 80K and p = 3.245
atm. At time 0 the input valve MV151 is opened manually. It takes
approximately 15 sec to open this valve, however, the exact opening
dynamics is unknown. The main control valve Ro115 remains closed for
another 195 sec preventing flow through transfer line. During this pre-
chilldown time two dump valves (dcv112 and dcv117, see Fig. 13) are
opened at approximately at 145 and 163 sec to chill the first section of
the transfer line.

At approximately 195 sec the main control valve Ro115 is opened and
the line is chilled and filled with liquid nitrogen during next 1400 sec.
The flow variations depends mainly on the boiling dynamics and on the
relative opening of the dump valves. The flow boiling dynamics is highly
non-trivial process and will be considered in details in a separate report
[LuchDG-III]. The valve opening, on the other hand is well defined and
controlled remotely by the operators in the control room. Therefore an
accurate simulation of the valve opening is a prerequisite for inferring the
parameters of the flow boiling in the transfer line. The valve opening
time-series are embedded into the code in the form of tables. The opening
at arbitrary time is interpolated using these tables.

The comparison of the actual opening with the interpolated values
is shown in the Fig. 13. It can be seen from the figure that the dump
valves and the line valves are operating according to their actual nominal
behavior. The effect of the dump valve opening and closing on the liquid
flow was verified earlier (see Sec. 6.5 in [LuchDG-II]. We now describe
the comparison between the time-series data and model predictions for
the pressure and temperature.
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Figure 13. Relative valves opening for the valves cv112, cv117, cv118,
cv136. The experimental time-series (black line) as compared to the
interpolated values (red dashed lines).

8.3 Pressure

During the simulations that are discussed below the following simplifi-
cations were introduced in the correlation module. No heat exchange
was allowed between the phases. The heat exchange was between the
gas and the wall, the liquid and the wall, and the environment and the
wall was included. The rates of vaporization and the heat exchange are
taken as constants. The flow is modeled as conceptually stratified (i.e.
the flow regime is assumed to be stratified flow for all parameters).

The simulations of the first 1600 sec of the chilldown process is shown
in the Fig. 14 in comparison with the experimental pressure time-series
data. It can be seen from the figure that the model can reproduce quite
accurately the pressure drop along the pipe and the pressure oscillations
during opening of the input valve MV151 and the main transfer valve
Ro115. It can also reproduce the pressure jump at 195 sec at the location
of the sensor PT161 and the distribution of the pressure alone the system
(cf the change of the absolute pressure alone the transfer line at the
locations PT PT102, PT157, PT161, PT148 in the figure).

The simplified character of the correlations can be inferred by notic-
ing the overestimation of the pressure level at the location PT161 by 16%
for t ≥ 500 sec and significant overestimation of the pressure oscillation
at location PT148 at around 500 sec. These deviations are attributed to
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Figure 14. Experimental time-series of pressure (black lines) in com-
parison with model predictions (red dashed lines) for 6 sensors: PT102,
PT157, PT161, PT148.

the two main factors.

Firstly, the only two-phase flow regime recognized in the simplified
version is stratified flow. As a result, the liquid propagates quickly to the
end of the transfer line while being in the contact with the hot wall. This
leads to overestimation of the evaporation rates in the control volumes
closer to the end of the line. Secondly, the heat transfer rate in the simpli-
fied version is taken to be a constant approximately equal to the average
heat transfer rate in the film boiling regime. This leads to an additional
overestimation of the heat transfer rate. The overestimation is especially
strong closer to the end of the transfer line where dryout, dispersed, and
mist flow regimes are expected to dominate during chilldown. The over-
estimation of the heat transfer leads to the overestimation of the mass
flow and as a result to an increased pressure level in the end of the line.
This simplifications will be lifted in the next version of the algorithm as
will be described in the next report [LuchDG-III].

8.4 Temperature

The model predictions for the temperature are compared with the exper-
imental time-series data in the Fig. 15. A good agreement between the
simulated and measured data can be seen un the figure. In particular,
a good agreement observed at the location of sensor TT202 during first
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200 sec is a substantial improvement as compared to the earlier results
(see Sec. of [LuchDG-II]).

This improvement was achieved by taking into account an additional
section of the pipe that is located before valve MV151 and exposed to
direct radiation. The corresponding changes included into the model
geometry allowed for a better agreement with the experimental data not
only at the location of sensor TT202, but also at all other locations as
can be seen in the figure.

However, the simplified character of the correlations used at this stage
of the research do not allow to model a number of important features of
the chilldown process. For example, strong oscillations of the temper-
ature observed during cryogenic loading at KSC testbed could not be
accurately reproduced in simulations.

There are two main problems already mentioned at the and of the
previous section. The first one is related to the fact that the current
version recognizes only three flow regimes: (i) pure liquid; (ii) pure gas;
and (iii) stratified flow. Second problem is that heat transfer coefficients
are considered to be constants in the whole temperature range of the gas
and liquid flow.

As a result the strong peak in the heat transfer corresponding to
the nucleate and transition boiling regimes (see Fig. 9) is not taken into
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Figure 15. Experimental time-series of temperature (black lines) in com-
parison with model predictions (red dashed lines) for 6 sensors: TT202,
TT105, TT162, TT165.

44



account. But it is this peak in heat (and accordingly in the mass) transfer
rates that is responsible for the fast temperature drop observed in the
experiment at approximately 167 sec in the top two figures and at 190
and 395 sec in the bottom left figure of the Fig. 15. Such a fast cooling
due to extensive evaporation can also cause a significant vapor lock with
subsequent temperature raise as can be seen in the figure. To reproduce
these features in the simulations a more accurate correlations that take
into account the details of the boiling cure are required.

Another deviation of the model predictions from the experimental
data can be observed at the location of the sensor TT165. It can be seen
from the figure that the model predicts faster temperature drop than
observed during the test at around 500 sec. This result indicates the fact
that the simplified version of the correlation module can only recognized
stratified flow. As a result the heat transfer rate is overestimated in
dispersed flow regimes observed experimentally at this location causing
a faster temperature drop as compared to the experimental results (see
temperature time-traces between 420 and 1000 sec in the bottom right
figure of the Fig. 9). To avoid this problem the dispersed flow regime
will be included in the next version of the code.

Further details of the correlation module and the effect of the corre-
lation parameters on the accuracy of the model predictions will be given
in a separate report [LuchDG-III].

9 Conclusions

In this report we discussed the details of the nearly-implicit method
as it was codded in the C++ version of the algorithm. We described
calculations performed in the following main modules of the algorithm:
(i) geometry; (ii) boundary conditions; (ii) correlations; (iii) first step,
including solution of the expanded equations and of the velocity matrix;
(iv) second step; and (v) control module.

The following new features were added to the code as compared to
the version discussed in the first two reports [LuchDG-I,LuchDG-II]: (i)
the ability to integrate two-phase flow on an arbitrary non-uniform 1D
grid; (ii) improved module structure of the code that allows for more
efficient computation and extends flexibility if the code with respect to
future modifications; (iii) reduced integration time was achieved due to
translation to C++, extensive use of tables and linear interpolations,
explicit codding of the matrix inverse for expanded conservation equa-
tion and improved efficiency of the memory management; currently the
integration is up to 400 times faster than real time; (iv) updated the cor-
relation module. As a result the code is faster, more stable and allows
for more accurate model predictions of the pressure and temperature
dynamics.

Substantial acceleration and improved accuracy of the C++ version
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of the algorithm paves the way for the future development of the on-line
fault detection, isolation and recovery methods of loading control. These
features make this method attractive for applications to autonomous
control of cryogenic loading.

However, the comparison of the results of simulations with the ex-
perimental data also reveals some limitations of the current version. In
particular, it was shown that temperature oscillations and vapor lock
could not be accurately reproduced at some locations during initial stage
of chilldown. Our analysis has shown that these limitations can be al-
leviated by extending the correlation module. It was suggested that
the next version of the correlation module should recognize more flow
regimes of the two-phase flow and model more accurately the boiling
curve under various flow conditions. The results of these improvements
will be discussed in a separate technical report [LuchDG-III].

Nomenclature

Acronyms

Δx length of control volume

q̇ heat flux

A pipe cross-section area

bl height of the liquid level in the pipe

D pipe diameter

E total specific energy

e internal specific energy

F friction factor

f friction coefficient

H specific enthalpy

h heat transfer coefficient

hc, hfc convection and forced convection heat transfer coefficients

Hlg latent heat transfer of evaporation

l perimeter of control volume

MV coefficient of the virtual mass

p pressure

Pr Prandtl number
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Re Reynolds number

S wall area of control volume

T temperature

u velocity

z height of control volume center above the ground

Greek Symbols

α gas void fraction

β liquid void fraction

χtt Lockhart-Martinelli parameter

Γ mass flux

κ thermal conductivity

μ viscosity

ρ density

σ surface tension

τ drag force

Superscripts

ψ̄ upwind value

ψ̃ face centered value

n index for the time step

Subscripts

, t time partial derivative

, x spatial partial derivative

dv dump valve

g gas

j index for the staggered grid

L index for the main grid

l liquid

s saturation value
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