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FOREWORD

This document represents the second and final
volume of the final report on Contract NAS8-21120
entitled "Mars Transfer Trajectory Determination and
Error Analysis." It is a companion to Volume I, which

was published in December 1967.
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ABSTRACT

This report is the second of two dealing with the subject
of interplanetary error analysis. Chapter I, the Introduction,
presents the philosophy underlying the conceptual design of an
"ultimate'" digital computer program for performing accuracy
studies on interplanetary missions. Great flexibility and ease
of use has been sought, with emphasis being placed on the navi-
gation, guidance, and control aspects of the problem. Chapter I1I
describes the logical structure envisioned for this ultimate
program, and in Chapter III a greatly simplified tutorial version
is presented in detail. This lattér program has befn coded and

checked out, and is ready for use.
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I. INTRODUCTION

This report is concerned with the design and implementation of a
digital computer program to handle various interplanetary trajectory
analysis tasks ranging from pre-flight mission analysis to trajectory
determination and estimation based upon real data taken from an actual
spacecraft. The current document is a companion to Volume I of the
final report under NASA contract NAS8-21120 [1], which contains an
analytical summary and literature survey of the technical state-of-the-
art with respect to the many problems involved in an interplanetary
trajectory analysis.

The emphasis in this report is on the modular design of an "ultimate",
comprehensive computer.program for interplanetary missions. The program
under consideration would have three batic operating modes. These modes
could be roughly described as follows:

1) Mission Analysis and Error Propagatibn

2) Simulation

3) Trajectory Estimation for an Actual Mission.

When operating in the mission analysis mode, primarily as a pre-flight
tool, the program would have the capability of assisting in parametric
error studies of all kinds. Due to the large number of computational
options that could be included within the design, the analyst would be
able %o perform these mission analyses with any desired technical sophis-
tication. For example, if computation time were a constraint and only
approximate accuracy were needed for a specific study, the simpler comp-

utational options could be exercised. On the other hand, if a highly



accurate error study were needed, the moat detailed computational schemes
could be chosen to perform the study.

One of the primary advantages of the computer program design advanced
in this report is its ability to operate in a simulation mode. Careful
attention has been paid to setting up, within the overall modular struc-
ture, a module that permits the analyst to assume he knows exactly what
is occurring during the flight and to check his estimation routine's
capability of reproducing this trajectory. This simulation capability
has been omitted in many trajectory determination programs. By using
the simulation capability, the apnalyst can also determine the validity
or non-validity of statistical accuracy statements resulting from pre-
flight error propagation studies. These accuracy statements have a ten-
dency to be overly-optimistic and can influence actual trajectory estima-
tion cossputations.

The major change from the simulation mode to the actual trajectory
estimation mode involves a change in the input measurement data. In the
simulation mode, it is assumed that the trajectory is known exactly and
then, based upon that known trajectory, the correct measurement data are
corrupted by random and bias errors. The estimation routine next attempts
*o reproduce the known trajectory. During an actual flight, however, the
measurement data are recorded from Earth-based or on-board sensors and
are processed immediateiy by the estimation module. For obvious reasons,
the module that knows the trajectory exactly within the simulation scheme

is by-passed altogether when an actual trajectory is being estimated.



The computer program design discussed in this report attempts to
satisfy simultaneously the three operating mode requirements. Since many
of the computational options that are used in a mission analysis task
are also avplicable to the simulation and actual trajectory estimation
problems, much unnecessary and redundant programming effort can be omitted
by constructing such a flexible program.

Before discussing in detail the essential philosophy behind the
computer program design, it is worthwhile to motivate the discussion
by recalling the problems that the program is constructed to solve.
Although the modular design could be extended, by making some necessary
modifications, to handle boost and re-entry phases of interplanetary
flight, in 1ts current state the designed program constrains its attention
to the transfer phase of the interplanetary mission. This transfer phase
begins at injection or boost cut-off and extends to some pre-determined
target conditions in the neighborhood of a target gravitational body.
Within the transfer phase are periods during which the sgpacecraft is
tracked by Earth-based or on-board sensors and the position and veiocity
of the spacecraft is subsequently estimated, based upon the tracking
information. In addition, during the transfer phase and as a result of
t1e estimation process, impulsive ﬁidcourse guidance corrections may be
i@parted to the spacecraft so that the trajectory more nearly meets the
prescribed target conditioms.

At least five different '"critical problem areas' can be singled out
with respect to an analysis of the interplanetary transfer. The first

of these concerns the computation of accurate nominal or reference



trajectories. Another consideration deals with the caiculation of
state transition matrices that relate linear perturbations about the
nominql trajectory from one time to anothér. A third problem area is
the midcourse guidance poiicy -- when should corrections be made and
how should they be determined. Related to these midcourse corrections
1s the fourth problem. One needs to know how accurately the spacecraft
can foliow 1ts commands and what is the affect on the mission of errors
in midcourse guidance execution. 1lhe fifth major problem concerns the
entire filtering or estimation apparatus that is designed to yield pos~
ition and velocity estimates from the measurement data. Ali of these
problems are discussed in the companion analytic report and are simply
listed here to indicate the complexity of the interplianetary transfer
analysis problem.

With these problem areas in mind, one can now define more accurately
the role that the designed analysis program will play. As a particular
example, suppose that the program is operating in its mission analysis
mode., In that mode, the program would determine answers to such questions
as the following:

(1). For a specified transfer trajectory to Mars, what is <the
functional dependence of the accuracy of the estimated position near the
target upon error sources such as errors at injection, both random and
bias errors in the tracking instruments, errors in midcourse correction
execution, and errors in gravitational or astronomical constants?

(2). For a specific mission, what nominal trajectories are least

sensitive to the aforementioned error sources?



(3). For a particular interplanetary transfer with prescribed
position and velocity accuracy.-on the target conditions, what combin-

ations of numerical error from each known error source are permissible?

All of these questions are concerned with preliminary mission
specification. The parametric studies that answer the above questions
would doubtless be important both in selection of the final mission
design and in the numerous trade-off studies undergone in an engineering
process.

Equally important questions can be answered by exercising the
program in each of its other two modes. When operating in its simulation
mode, the program's most important responsibility is determining whether
or not, for various approximating assumptions, the estimation procedure
will indeed converge to the true transfer trajectory. When an actual
flight is underway, the program operates in its third mode, estimating
the transfer trajectory from real measurement data and determining midcourse
corrections based upon some specified and automated guidance policy.

Some definition of the special terms to be used in this report will
probably facilitate its reading. With respect to the designed program,
the expressions mode, nodule, and model will be used quite frequently.
The term mode has been chosen to represent any of the three basic purposes
for which the program has been constructed. The three operating modes
for the program have élready been defined. A module, on the other hand,
is a structural block within the program that contains controli and comp-
utational logic. These modules, which permit variations in operating

modes and computational schemes with a :ainimum of change, form the



sub-structure of the program and are the source of program flexibility.
The third term, model, is used to refer to specific computational schemes
needed by the program. For example, one can speak of several different
models for computing state transition matrices in the interplanetary
problem. Models ggneraily appear within modules and can be changed with-
out affecting the basic sub-structure of the program.

The next chapter of this report deais exclusively with the modular
structure of the "ultimate" program for interplanetary analysis. In the
next chapter, the specific modules comprising the structure are identified
in detail and the flexibility of the design is demonstrated in a heuristic
fashion. The philosophy behind the designed structure will become more
apparent as the particular modules are defined and their interlocking
duties are enumerated. An appendix referenced in the next chapter, Appendix
I, contains logical flow charts for these modules. ‘these flow charts,
representing in some cases already coded contrcl statements, should be
valid for ali the tasks the "ultimate'" program might perform.

The third chapter explains a tutoria!l program that has been actually
coded, within the basic modular structure, to demonstrate the way in which
the modules tie together. Due to financial limitations under the current
contract, the computational models for the tutorial program are extremely
simple and are severely limited in their real-world application. Neverthe-
less, they are valuable because they demonsirate an actual implementation of
the designed modular structure. In addition, since more sophisticated
models could easily be inserted without too much difficulty, the

tutorial program represents the first step toward development of the



ultimate program. The flow charts and listings for this tutorial program
appear in Appendix II.

In chapter IV, numerical results generated by the tutorial program
are presented. Again it should be stressed that since the results are
based upon overly-simple computational models, little significance should
be assigned to the numbers themselves. What is most important in the
chapter on results is the nature or quantitative aspect of the numbers.
In othér words, the results show what kind of questions can be answered
by the program rather than particular numerical values of any special
significance.

1t is thought that the program design presented in this document
represents the first step toward a truly comprehensive interplanetary
analysis ‘00l. Special care was taken in designing the modular structure
to insure that the program would indeed be flexible and would permit
changes with a minimum of effort. Thus, for example, if a more sophis-
ticated guidance policy were developed, it could be integrated into the
existing program without undue expenditure of effort. In addition, ioy
developing a modular program to handle such a variety of interplanetary
tasks, it seems as if much of the customary duplication of work has been
¢ircumvented.

What has already been coded and developed within the program design
is not extreﬁely useful, An ideal final program, based upon the modular
stiructure presented in this document, would include a multitude of comp-
utational models covering all ranges of technical sophistication. These
models or options would be located, conceptually, within the dotted blocks

of the design flow charts given in the first Appendix. o use the program,



the analyst would simply read in an input statement specifying the oper-
ational mode and concomitant computational models needed to handle a
particular problem. It is suggested that such a comprehensive analysis

program is realizable within the framework of the modular design advanced

in this report.



II. ULTIMATE PROGRAM DESIGN

The purpose of this chapter of the report is to explain in detail
the conceptual design of a computer program that would perform all the
tasks discussed in the introduction. More specifically, thirteen modules
that would form the sub-structure of the ultimate program will be presented
together with a discussion of the manner in which these modules would
function.

It is important to review briefly the major considerations that lel
to the modular structure to be presented. Past experience with large
computer programs emphasized that flexibility is a characteristic of all
good programs. With respect to the designed program for interplanetary
analysis, two specific kinds of flexibility were sought. The first kind
could be called computational flexibility. By computational flexibility
we mean the ability to change or replace actual portions of the computa-
tional process without seriously altering the overall program. This
factor is vitally important in any interplanétary analysis program. As
an example of the importance of computational flexibility in the program
under consideration, one need only cite the numerous new and potentially
powerful midcourse guidance policies that are currently being developed.
To prevent the program from becoming obsolete, it must be designed so
that new guidance laws can easily be incorporated into the existing logical
flow.

The second kind of flexibility included in the design criteria was
operational flexibility. This facet of the designed program was briefly

touched upon in the introduction and refers to the progran's ability to



operate on several different classes of problems. Since the computa-
tional sophistication required for a real-time trajectory estimation
program is, in general, an order of magnitude greater than that needed
for pre-flight parametric studies of various kinds, it is current practice
to use separate programs for the two tasks. Nevertheless, there is enough
overlap in the two classes of problems to justify creating a single
program with a single modular structure to handle both jobs. By making
computational models or options of differing levels of techmical sophis-
tication available to the program, the analyst can then choose the comp-
utational complexity needed to satisfy the requirements of any particular
study. Thus, by varying an initial input statement, the computation of
state transition matrices along the transfer trajectory might be changed
from simple numerical differencing based upon two-body approximations
to fourth order Runge-Kutta integration of the full variational equations
revresenting deviations about the nominal trajectory.

An added inducement to making the program operationally flexible
was the realization that the program should have a simulation capability.
The application of advanced estimation theory to trajectory problems is
not new; however, there remain some computational difficulties associated
with the application that have not yet been satisfactorily rectified.
If a simulation capability is included in an interplanetary program, the
analyst has tﬁe opportunity, after the mission has been defined, to check
the validity of his estimation process as well as the degree of realien
of his pre-flight error propagation stucies. When an actual interplanetary

mission is about to be flown, the simulastion capability can be used to
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determine such things as the quantitative error induced in the cstimation
procedure due to failure to model correctly all the numerous error sources.
In addition, by exercising the program in its simulation mode, during
which one portion of the program is assumed omniscient and knows the
trajectory exactly, a certain degree of familiarity with the program's
operation can be obtained that could prove to be invaluable if peculiar-
ities occur during the actual flight.

Two other concerns during the design process were program efficiency
and simplicity. With respect to efficiency, an attempt was made to write
the program with a minimum of Fortran statements and computational models.
The use of machine language, particularly in those modules whose primary
function is vrogram control, would probably improve even more the efficiency
of the program. Simplicity was considered very important for use of the
program. In particular, the input requirements have been defined in such
a way as to make the program readily accessible to someone not familiar
with all the program's inner workings. The program outputs have also been
clearly labeled for easy recognition and interpretation.

The result of the design process is a modular structure for the
overall computer program that is given'échematically in Figure II-1l. The
different arrows in the figure indicate paths that the information flow
might foilow for different classes of problems. Basically, there are
thirteen identifiable modules, to be discussed below, that can be broken
into four convenient groups according to the type of function they perform.
The first group, called The nrxecutive Group, constitutes what might generally

be called the "main program" and is concerned with the controi of the
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MODULE DESCRIPTION

Symbol Name Function
EXM1 Executive Module 1 Control analysis on a trajectory

pass basis.

EXM2 BLxecutive Module 2 Control a single trajectory pass
on an ivent basis.

EXM3 Executive Module 3 Control analysis on a computation
cycle and navigation cycle basis.

$ & % x % % %

NTM Nominal Trajectory Module Generate nominal trajectory.

PSIM PSI Module Generate state transition matrices
as needed,

HM H-Matrix Module Compute observation matrix at

navigation epochs.

&« ¥ % % x * 3

AUXM Auxiliary Module Preprocessing of input data, post
processing of output data.

POLM Policy Module Generate midcourse correction
matrices in accordance with guidance
policy model.

INFM Infornmation Module Control all data printout.

* & & ® * k &

DYNM Dynamics Module Propagate true state data "along"
nominal trajectory.

OBSM Cbservation Module Compute observation data from state
data.

NAVM Naevigation Module Compute state estimate and related
data.

GUIDM Guidance Module Compute midcourse guidance correction

and related data.

CONTM Control Module Compute execution errors and related
data.
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program's logical flow, A second group of modules has been designated
as The Supporting Group. This group consists of trajectory dependent
modules whose purpose is to supply computations of the nominal trajectory,
state transition matrices, and observation matrices.

The Dynamics Group of modules, which comprise the third grouping,
15 involved vrimarily in the cycle-by-cycle estimation process and the
computation of associated covariance matrices. Included within this
group are one module that performs recursive or non-recursive filtering
and another that computes actual state vector information to be used when
the program is being exercised in its simulation mode. The final group,
called The Auxiliary Group, consists of the remaining three modules that
cannot be legitimately lumped into one of the other categories. These
diverse modules deal with such items as processing input-output data,
controliling data printout, and generating midcourse correction matrices
in accordance with a specified guidance poiicy.

A. The Executive Group

The three modules that comprise the Exscutive Group are designated
in Figure II-1 as EXMl, EXM2, and EXM3. Thne purpose of these modules is
to control the logical sequence of the éntire program. At the present
time, EXM1 has not been designed in detail although its functions are
enumerated in the schematic flow chart found in Appendix I. The same
statement holds true for those portions of EXM2 that were not needed for
the tutorial program. It is believed that parts of EXM2 and virtually
all of EXM1 should eventually be written in machine language to increase

the program's overall efficiency.
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Module EXM1 is at the highest executive level. It controls the
program on a trajectory run basis, making available all pertinent data
as well as starting and terminating each run. Its other purposes include
controlling access to individual run inputs in a multiple run operation
and communicating with AUXM, an input-outpuh module, on thouse runs that
are being gencrated by random variables for Monte Carlo processing.

The second executive module, EXM2, exercises program control on an
event basis. The event concept is of fundamental importance in the design
of the ultimate program and is worth defining in some detail with respect
to EXM2. An arbitrary number of discrete points along the nominel tra-
Jjectory are designated as events. These may arise naturally from mission
considerations (for example, a pre-determined time of midcourse correction)
or may be chosen by the analyst for some computational reason, such as a
point where the dynamic model can be conveniently changed. At all events,
througn the control of EXM2, the capability exists 1o change parameter
values, to specify different computational models, and to vary the printed

output.

Events where midcourse guidance corrections are computed are termed
"Guidance Events". Since a great many observation-navigation points may
be involved, they are referred to as "Navigation Epochs" and are not
generally given event status.

Every event has an associated ESN (Event Sequence Number) and a
corresponding TEV (Time of Event). These quantities are input as two
arrays of like dimension, with the fixed point ESN's necessarily increasing
as the corresponding TEV's increase. Events that are also guidarce events

are identified by the array (GEV) of their Event Sequence Numbers.
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At each event, EXM2 is signalled and comes into the process to
exercise control. EXM2 reads a deck of cards that contains all the
input necessary to call the desired computational models as sub-routines,
vperform the requisite initialization processes, and introduce new data.
Zventually BXM2 would be programmed 1n machine language for greater
efficiency.

The third executive module, EXM3, controls the program on a compu-
tation and navigation cycle basis. Its internal structure has been
completed and is given in the flow chart in Appendix I. One of the tasks
of EXM3 is to keep track of all the different times needed by the program.
The current version of ZXM3 contains two time registers, TD denoting
Dynamics Time .and TN denoting Navigation Time. 1t is conceivable that a
more sophisticated tracking model would require additiona. time registers
in EXM3.

The module EXM3 also sets various decision flags, which are indicated
in the flow chart by symbols ending in F. The two most important of these
decision flags are IPRNTF and IEVF. The first cf these controls the
frequency of data printout while the second liag directs the logical flow
back up into EXM2 after any computation cycle terminating at an Event Time.

The Executive Group of modules is currently the group that is designed
in the least detail. In working upwards in sophistication from the tutorial
program, considerable effort should be expended on the Executive Group.

In addition, it must be pointed out that no computational model options
are available to these control modules and hence careful attention should
be paid. in their eventual impiementation, to building a control flexibility

that is commensurate with the flexibility of the rest of the program.
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B. The Supporting Group

The three modules that make up The Supporting Group all provide
computational data to £XM3. As shown in Figure II-1, these three
modules are PSIM, N[M, and HM. The fourth module feeding into EXM3 is
discussed in The Auxiliary Group.

Module NTM is responsible for nominal trajectory computations. Its
core 1s a computational model that advancgs the values for the nominal
trajectory from the latest time to a next time defined by an increment
At. Provision has been made for the increment At to be computed internally
where desired.

In Appendix I, a brief flow chart of NIM as it would appear in the
ultimate brogram is given. The importance of this flow chart is the dotted

black box entitled model insert. In the ultimate program, several compu-

tational modelis would be stored here, to be called upon at the analyst's
prerogative. As an example, three of these options might be two-body
approximation, virtual mass trajectory generation, and Encke integration.
3y reading in an input statement, the analyst would activate the compu-
tational technique he desired to use for computing the nominal trajectory.
Module PSIM, which is responsible for the state transition matrix
computations, also shows a dotted black box in which several available
computational models might be stored. Ideally, differing ievels of
coaputational sophistication in computing the state transition matrices
would be accessible to the program at this point in the flow. lodel
options might range from state transition matrices based upon conic section
trajectories to fourth order Runge Kutta integration of the variaticnal

equations.
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The third module in The Supporting Group has been denoted by HM.
Its task is to take the nominal trajectory information and compute a
nominal set of observational data. In addition, it generates the so-
called H matrix, which 1s needed in the estimation process, that relates
linear perturbations about tne nominal observations to linear perturb-
ations in the nominal trajectory. The flow chart for i is also given
in Appendix I and contains a dotted black box for the computational
model insert. In the ultimate program, a series of options, representing
different kinds of observational readings, would be stored in this location
t0 be activatedvat will by the analyst. Possible model options would
range from Earth-based Doppler data to on-board sensor information and
could conceivably include atmospheric measurements if the program were

extended to include the re-entry phase of the interplanetary mission.
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C. The Dynamics Group

This group, which comprises DYNM, OBSM, NAVM, GUIDM, and CONTM,
is in many ways the central part of the program and dictates the entire
logical structure thereof. As computation progresses from point to point
along a nominil trajectorv this group performs two distinct but reiated
functions.
1) The computstion of data pertaining to the actual trajectory
being flown by an off-nominal vehicle and to contaminated
meusuroments available to that vehicle (or a ground tracking

network).

[AR]
p—4

Computation of data that can be regarded as pertaining to a

simulation of the vehicle's navigation, guidance, and control

The acconpanying block diagram describes the basic information flow through

modu:es of the Dynamics Group, which is entered only at Navigatiocn Epochs.

DISTURBANCES NOIS & STATISTICAL CulpANCE
BiIASES DATA COMMAND

' | !

- DY NM TRUE OBRSM MERSUREMENT N AV M ESTIMATE GUIDM

\

STATE off STATE

MONITORED
EXECUTION
ERRORS

EXECUTED GUIDANCE cOMMAND

CONTM

EXECUTION ERROR JOVURCES
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Following are descriptions of individual modules within the group.

1. Dynamics Module, DYNM

The duty of this module is to keep track of all necessary
data pertaining to the actual flight of an off-nominal vehicle, in
a manner separate from the estimation procedure being simuLated in
NAVM, Disturbances to the system, résulting in the off-nominal
behavior being described include dynamic noise, svstematic forcing
functions, variations from nominal of systematic forcing functions
invoived in generation of the nominal trajectory (e.g. variations
from nominal of a micro~thrust program or of programmed impulsive
maneuvers), and variations from nominal of parameters in the dynamic
model (e.g. parameters of the gravitational field). Since the
Dynamics Group 1s only entered At Navigation epochs, the differencg
equations employed here must involve the cumulative effects over the
navigation cycle of the effects just described. Currentiy these
cumulative effects are evaluated in ¥SIM over the smalier computation
interval Z&tD used by that module ard ‘he necessary data transferred
at each DYNM entry. However, in the utltimate program 1t may prove
advantageous to alter this procedure. A special pass 1s made thru
DYNi#: after every midcourse correction for the purpose of updating
dynamics information 1n accordance with the correction actually
executed.

‘I'wo types of models will be used within this module, dependirg
on the mode of analysis being employed. One willi be strictly for'
rropagating the covariance matrix of the true state, and will not

invoive numerical values of any random variables entering the picture.
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The other, however, wili propagate the true state vector as it is
affected by various numerically input error sources. This second
ciass of models can be employed in various studies utilizing the
simulation mode, and also in Monte Carlo analyses.

The moduie structure is basically as éiven by the block
diagram in Appendix I. Two models are provided, Model A being
entered on a normal Computation when MCCF is 1 for updating after-
a midcourse correction,

2. Observation Module, OBSM

This module has the function of providing contaminated observ-
ation data to the Navigation Module. On the basis ¢f the Cbservation
Matrix H, computed in HM, and the true state, it computes data related
to what might be termed a true observation. This is then modified
by the introduction of measurement noise and biases and sent on to
NAVM, Flexibility is gained by computing K in a sevnarate module,
since the form of the equations employed in OBSM are not in general

heavily dependent on choice of coordinate system used fcr computing

the trajectory related data.

In the simulation mode the mocels employed in OBSM are expected
to be quite similar to that described in Part III for the Tutorial
program. For covariance matrix propagation usage, the models will
probably be ''do nothing" models.

In Appendix I the block diagram for OBSM is given, and is self-

explanatory.
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3. Navigation Module, NAVM

This module has the function of processing contaminated observ-
ation data from UBSM to generate data pertaining to the state estimate
(which may be augmented). The module structure is very simple and
is presented as & block diagram in Appendix 1. As 1s the case in
DVNM, provision is made for entry after a midcourse correction for
the vurpose of uvdating estimates in accordance with whatever infor-
mation is actually available to the navigation system.

Little will be said here of model structure, since this is
highly dependent on individual problem formulation and is expected
to vary widely. A simple example of a model for usage in the sim-
ulation mode is that described in the tutorial example. For studies
involving covariance matrix propagation, a rather sophisticated model
is envisioned involving an augmented state of arbitrary dimension.

It can readily include propagation of a covariance matrix of the
actual error in the estimate for comparison with the matrix P being

recursively estimated.

L4, Guidance Module, GUIDM

In GUIDM the state estimate from NAVM is overated on by means
of matrices generated in POLM during a Guidance Preset Pass. In the
case of models such as those described in Part III for the tutorial
prograﬁ, the result is a linear impulsive velocity correction computed
for each midcourse guidance event. Future versions of models to be
inserted in GUIDM are expected to also include decision processes,
which make possible two things. The first,and simplest, is the

provision of a lower bound on any velocity correction made based on
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criteria involving statistics of the execution error sources. The
second, and much more interesting, is that by specifying a great

mény "candidate' midcourse correction points and appropriate decision
processes, some of the newer so-called adaptive guidance laws can

be simulated.

Another area in which thié module is expected to play a major
role is that involving continuous guidance (e.g. a iong-term micro
thrust program). This would require guidance equations simi.ar in
certain respects to those employed in present day booster flight.

It is probable that simulation of such schemes would still involve
vre~computation in POLM of certain data based on a nominal trajectory,
with GUIDM employing this data during normal runs.

The block diagram for GﬁIDM is presented in Appendix I. This
is designed to accept a wide variety of models involving linear
impulsive guidance schemes and other more sophisticated schemes that
can be modeled on that basis. Upon first entrv at a Guidance event,

MCCF will be zero and GUIDF one. Except at the last guidance event

(when K = KL, at the target), the velocity correction will be computed.
The moduie does nothing during a second updating pass that follows
execution of the computed correction.

5. Control module, CONTM

The task assined to this model is the execution of the guidance
command computed in GUIDM, subject to a variety of contrel errors.
These include such things as pointing errors, scale factor errors,

and bias errors of several kinds. Models of wide range in complexity
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will be needed for this module, depending on the emphasis in an
analysis. A good example of a simplified model i1s that described

in Part IIl for the tutorial program. It operates in the simulation
mode, with numerical values being input for all random error sources.
1t also computes statisticalldata for NAVM, using probabilities
conditioned on knowledge of the commanded velocity correction.

Models for the covariance matrix propagation mode of analysié
will be simpler and highly idealized, since this portion of the problem
is highly non-linear. At the other extreme, models can readily be
generated for handling in a realistic ﬁanner the multitude of errors
that can affect the execution of guidance commands.

The CONTM block djiagram in Appendix I accepts models involving
impuisive velocity corrections. During a first pass through the

O and GUIDF = 1) MCCF is set

moduie at a guidance event (with MCCF
to 1. This controls the logical flow through the entire Dynamics
group during the second pass following a guidance correction. During

the second pass, MCCF is reset to z-xc.

D. Auxatiary Group

This group includes models that are auxiiiarv to the basic program
and, unlike those of the supporting group, do not fall into some well
defined class. .included here are the Policy Module POLM, Information
Moduie iINFM, and Auxiliary Module AUXM.

1. Policy Module POLM

The Policy Module functions during a Guidance Preset run to

generate data to be used,during subsequent runs,by the guidance

22



system. [t does this on the basis of the nominal trajectory computed
in NTHM. An important analytical capsbility exists here in that the
nominal trajectory used by POLM does not have to agree with that
used in later runs., Thus it is possible to include in an analysis
the effects of using inaccurate precomputed ruidance data. The
version of POLM described by the flow chart in Appendix 1 accepts
models that operate on state transition matrices computed in PSIM
to generate matrices for linear impuisive guidance laws. (A good
exampte of such a model 1s that described in Fart IIi for the tutorial
prosram, which utilizes a fixed time-of-arrival guidance constraint.)
During the Kth entry into POLM (which will be at the Kth guidance
event), for all K > 1 the prevaiiing value of the state transition
matrix from PSiv 1s stored as ¢&-l . When K = KL, denoting arrival
at some target situation, the model insert is entered for computation

of ali guidance data pertaining to the entire trajectory.

2. Information quule INFM

This module wiil handle all data output functions. At each
entry, on the basis of flag settings, various blocks of data are
caused to be printed out. This and print frequency are discussed
in Fart 1I1. Here a few words are in order concerning the structure
of the module. Because of the diverse nature of output data desired
at different times and types of events, it appears desirable to
incorporate what may appear to be an excessively large number of model
inserts. 1t is important, however, to maintain great flexibality of

output, and tris can be done in such a manner. It is guite probable,
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however, that well defined groups of models can be formed (with
some obvious duplication involved), each of which can be used with
a given compatible set of models. This nebulous nature of INFM
results directly from the fact that the modular structure of the
Ultimate Program 1s aimed at creating programs that are "tailor
made' for specific problems.

3. Auxiliary Module AUXM

Thies module is to be used for special processing of input
and output data. It works with LXMl, where entry is effected only
at the beginning and end of a run. Although many of its duties
are undefined at this time, the part it will prlay in & Monte Carlo
ana.ysis represents, perhaps, an extreme case. For such an analysis
it will accept covariance matrices describing multivariate Gaussian
distributions (or data describing other distributidhs). properly
sample these distributions to select initial values of all random
variables appearing in the simulaticn, and after the run process
results so as to yield statistical dats cn the outnut random variables.

Because of the limitations imposed by the magnitude of the

present dtudy, no work has been done to further define AUXM.
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II11. TUTORIAL PROGRAM

This section describes in all necessary detail the Tutorial Program
that has been coded and.checked out. The description in Part II of the
Ultimate Program applies here for the most part, and will not be repeated
as such. Instead, the simplifications made in producing the tutorial
version of that program will be discussed, together with detailed descrip-
tions of the models provided.

The major area of simplification has been at the executive level -
in particular, EXM1 and EXM2. Most of the functions identified for EXMI
and many of those for EXM2 require a high level of programming effort
involving a great deal of machine language. Because of the limited nature
of the present.contract. therefore, most of EXM1 and part of EXM2 have
not been designed. The need for these as yet unavailable parts has been
avoided in the tutorial version by assembling program and input decks in
a conventional manner. This allows verification of the major concepts §f
the program, but does not provide many of the desirable features such as
automatic run and data processing control for Monte Carlo analyses, or
extreme flexibility and simplicity of model change and re-initialization
at event times. In this respect, the imput-output procedures of the
tutorial version bear little resemblance to those forseen for the ultimate
program. A related simplification lies with the coding of all modules and
contained models belonging to the Supporting, Dynamics, and Auxiliary
groups. For each of these the tutorial version has a single subroutine
containing all the modular logic together with the model, coded in such

a manner that their individual identities are partially obscured.
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A. Executive Group
the discussion of the functions of the members of the Executive
Group presented in Part ITis, in general, applicable here too. Reference
should be made to that material wherever necessary to understand the
abbreviated descriptions that follow. Diagrams of these modules are to
be found with the Main Program listing of Appendix II.
1. EXMl
The tutorial version of EXM1 has the simple function of initiating
a series of runs, keeping a count of those completed, and commanding
STOP when a preset number has been reached., It also sets IGPRF, the
Guidance Present Flag, by reading an input card. The initialization
model EXM1 IN1 sets the cumulative run register IRUN to zero and reads

a card for IRUNX, the total number of runs desired.

Variable Program Symbol Description Source

internal Input

none
External Input

RUNX JIRUNX wumber of Runs in

cequence

Output

GPRF IGPRF Guidance Preset Flag

2. LXM2

The tutorial version of EXM2, as with the ultimate program,
exercises control during individual runs on an Event basis. It updates
the ESN and TEV registers at each entr:r, and if the previous event was
a Guidance Event, also updates the GEV register. The initialization

flag INIF, however, is active only at the first event of a run, calling
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the Input subroutine which performs all initialization for modules

of hierarchy below the executive level.

Variable Program Symbol Description Source
Internal Input
GPRF IGPRF Guidance Preset Flag EXM1
External Input
ESM( ) IESN( ) Event Sequence No.
Array
TEV( ) TEV( ) Time of Event array
GEV( ) IGEV( ) Guidance Event array
ESNX TESNX final ESN
JL JEVL final ESN index
KL KL final GEV index
Qutput
J JEV : current BSN index
ESN(J) IIESN current ESN
TrV(J) TTEV current Time of Event
K K current GEV index
GEV(K) IIGEV current GEV
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3. EXM3
This module exercises control on the basis of Dynamics Time and

Navigation Time cycles. It is identical for both the ultimate program

and the tutorial version. For a verbal description of its operation,

see Part 11, and for a block diagram see Appendix II.

Variable Program Symbol Description Source
Internal Input
GPRF IGPRF Guidance Preset Flag EXM1
TEV TTEV Time of Next Event EXM2
IIESN ESN Next Event No. EXM2
IIGEV GEV Next Guidance Event EXM2
MCCF MCCF Midcourse Correction CONTM
Flag
External Inpuf )
None
Output
tD TD Dynamics Time
tN TN Navigation Time
NAVF NAVF Navigation Flag
PRNTF IPRNTF Frint Flag
EVF IEVF tvent Flag
GUIDF IGUIDF Guidance Flag

B. Supporting Group

This group includes NTM, PSIM, and HM. Their functions, in the order
given, are to generate the nominal trajectory, compute state transition

nztrices, and compute associated observation matrices; all in support of
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the Dynamics Group computations pertaining to an off-nominal vehicle.

NTM and PSIM are entered each Dynamics Time cycle, whereas HM is entered
only on a Navigation Time cycle basis. Each of these modules contains

the simple logic necessary to link their imbedded models to nXM3, and

are unchanged from the descriptions in Part Il. As mentioned before,
however, for the tutorial version both module and model are coded together
as a single subroutine. These are listed in Appendix 1I, the contained
models being catesorized as Series 1. This series of subroutines is
described in detail after the following few words on the manner in which
they “'play together".

At each incremental updating of dynamics time tD the following comp-

utational sequence is performed:

1) In NTM the nominal trajectory is advanced by means of difference
equations based on the planar differential equations of motion
in a central force field.

2) In PSIM perturbation equations derived from the NTM Model 1
equations are used to update tﬁe state transition matrix which
maps the state (herein defined as a 6-vector of perturbations
from nominal of position and velocity) at the previous navigation
epoch forward to the new tD' Also matrices are computed which
give the cumulative effect of one parameter (the gravitational
conétant of the sun), and the cumulative effect of white accel-
eration noise; both over the same time interval.

3) 1If the updated dynamics time is also a Navigation epoch, HM is

entered. Here an idealized eartn-based tracking system is modeled,
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v

and the observation matrix H is generated relating perturbations
from nominal of tracking measurements to the off-nominal vehicle
state.

1. NTM Nominal lrajectory Module, Model 1

This is a simplified planar model which generates a nominal
trajectory given initial conditions on the polar coordinates r, O,
r, 6. The approximate procedure used to solve the di fferential
equations of motion is described in the Addendum to Part III, and should
be sufficiently accurate to form the basis of a perturbation study
if the integration interval At is chosen such 5—% <.0l. (Note,
however, that PSIM Model 1 imposes a lower bound on LstD.)

At each entry into the model, At is computed by subtracting

the previous value of t_ from the new value given it in EXM3., The

D

equations are

At = tD - t"D(s;:ive) (L

tD(save) = tD (2)

The incremental changes in the nominal state variables r, r, and ©
over the interval At are computed by means of the foilowing eqguations

(not numbered as in the Part III Addendum):

2 2
p n t
o, - 1-(5-15) 45 2
\r r
2 2
11, h M t
Ar=D—[At *(‘3"3)'2—] W
3 r r
2 2
Ar = BL-KX‘-—-—“E)At + (-‘%-g%)éme] (5)
3 r r r r



Ao = —hz-(l-—A}-f-)At 6)
r

Then r, f, and 6 are updated with these increments, following

which the new vaiue of é 1s obtained from the expression

. h "
e = - (7)
r .
Internal Input Source
tD TD Dynamics Time BXM3
kLxternal Input
Math Program
Symbol Symbol Description Units
( r R radius vector km
(¢} THETA central angle radians
r RDOT radial velocity km/ks
Initial :
values 4] THEDT angular rate rad/ks
GE THETAE central angle, earth rad
t. (save) TDSV previous value of t ks
. D D 3, 2
K MU Gravitational constant km” /ks
of sun '
rE RE radius vector, earth km
éE THEDTE central angle rate,earth rad/ks
Output
r R see above
e THETA "
r RDOT "
6 THEDT "
GE THETAE "
14
rp RE
At DELT Dynamics Time Increment
h H Unit angular momentum
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NTM Initialization Model 1

All External Input listed for NTM Model 1 is entered by
means of this Initialization Model. In addition it computes
from the initial conditions the unit angular momentum for the

nominal trajectory:

2. PSIM Model 1

This is a simplified model which generates the state transition
/
d ‘xti+ At)
3 (xy )
ty

on planar equations of motion in a central force field. It is a

matrix V¥ = by solving variational equations based

companion to NTM Model 1 which computes the underlying nominal
trajectory in the same coordinate system. Model 1 is intended for
use in preliminary analyses where a large integration step size is
desired (e.g. a At corresponding to 1° in central angle). With
this in mind, at each computation step the cumulative \P'dgf Wt ot
is updated by premultiplication by W . Thus a small At (and hincoe

a great many computation steps) may result in excessive roundoff
errors. This difficulty is avoided by placing a lower bound on the

At employed, depending on the problem being studied. If many (e.g.
several thousand) observation points are to be considered, a different
model Should probably be used).

The equations include a perturbation of the gravitational con-
stant u of the central force field. This has been done to facilitate
a simple study involving augmentation of the state vector with one
parameter, and involves generation of the matrix T = 6(xti+ At)

M
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over the interval At, where the variation of u is held constant.
At each computation step the cumulative I" dgfl‘t 't is updated
by premultiplying by ¥ and adding I to the reiuliing product.
In a similar manner Model 1 also processes an off-nominal
acceleration disturbance q over each interval At. Currently

this takes the form of a white noise acceleration input obtained by

means of a random number generator. The cumulative q;;. ot is
.updated by premultiplying by ¥ and adding qAt to t:xe 3elocity
components of the resulting product. ZEventually it is planned that,
through the use of sub-models, g can include other types of random
or systematic disturbances.

The computations performed by Model 1 are given below.

Reset Pass - This is the first pass following a Navigation

Epoch, and is controlled by the Reset Flag RESF, v, F',

and q' are reset as follows:

v = I
T'= 0
q'= 0

Matrix Computation and Updating

At each entry the elements of ¥ are computed in accord-
ance with Equations (1) thru (7) of the Part 11! Addendum. in
computing the elements of A, mean values over the interval AtD

of all gquantities evaluated in kquations (2) are used.
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Internal Input

Math Program
Symbol Symbol
M MU
r R
6 THEDT
r RDOT
At.AtD DELT
NAVF NAVF
RESF IRESF
External Input
0&(3x1) SIGMQ(I)
Output
¥'(6x6) PSIP(I,J)
r'(éx1)  GAMMAP(I,1)
q (3x1) QUI)
q'(6x1) QP(1)

Subroutinesg Called

Function RNUM

PSIM Initialization Model

Description Source

Gravitational Constant
of sum

radius vector

central angular velocity

——

radial velocity

dynamics time increment )
Navigation Flag
Matrix Reset Flag

Second moments of Gaussien
distributions from which
the elements of q are
randomly selected.

Cumulative State Transition
Matrix

Cumulative parameter matrix

White noise acceleration
disturbance

Cumulative dynamic noise
vector ’

NTM

EXM3
PSIM

This model computes initial values of the a1y 85 a3,

bl’

also initializes the Matrix Reset Flag RESF to 1.
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3. HM Model 1

Model L is a simplified model of an earth-based tracking syste;
intended for use in error analyses where this aspect of the problem
is of secondary importance. It assumes that at each observation
time a tracking station is available which can look directly overhead
at the nominal vehicle being studied. The present version of Model 1
assumes further that the vehicle trajectory lies in the ecliptic
plane, although it should not be difficult to modify the model to
handle less restrictive cases.

Four measurements are assumed: range R, range rate R, and
L3
angles « and B in and normal to the ecliptic plane. The model
generates the observation (E) matrix as defined below, by means of

equations (2) thru (10). See the Part III Addendum for a figure and

derivations.
i o oyn=3 ]
E, E,X10 o) 0 ) 0
. F Fx102 0 E. Ex10> 0
g - URRe,B) 71 2 1 2 1
d(r,0,N,r,0,N)  fi: 107 G 0 0 0 0
1 2
{ o 0 x10° o0 0 0
where
R = [re +r 2 _ 2rr, cos{(06_. - ©) % (2)
= E E ©°%\°g
E = 1 r - r_ cos(6, - 0) (3)
1 R E E

* The tracker assumed would measure directly deviations from the
nominal values of « and 8.
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internal Input

COoSs «

[}
!

External Input

Outgut

1
-3r g ain(@ Q) (4)
E T - EZ(OE - 8) (5)
Ll gk + 7+ r_ sin(e_ - 6)(6, - &) (6)
R 1 E E )
1 v .
- 3 [ E +r o sin(O - Q) + rrg cos(OE-Q)(GE-G/] (7)
2 r 2 _ RZ
- E (8
2rER ‘
sin(eE - 9) . Elr
RS - = (9)
R cos
E_sin(6_ - ©)
. S [%05(9 - 9) + 2 E ] (10}
b R
R cos o
Math Program -
Symbol Symbol Description Source
r R radius vector N
THETA central angle
OE THETAE centrazl angle, Earth
rE RE radius vector, Earth > NIM
r RDOT ' radial velocity
6 THEDT central angle rate
.E THEDTE central angle rate,
Earth J
None
H T™(L4,6) Observation Matrix
3 RNG } nominal radar range, range rate
R RNGm\ g ] g a



sin a SALPHA | sin and cos of nominal
cos a CALPHA elevation angle «
(see diagram in Avpendix)
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C. The Dynamics Group of Modules: DYNM, OBSM, NAVM, GUIDM, CONTM

The Dynamics group is entered only at navigation epochs, as deter-
mined by the navigation time increment AAtN and Guidance Events. Entry
in controlled in EXM3 by means of the Navigation Flag NAVF. This module
group is actually the heart of the program, containing a compatible set
of models that computes in parallel 1) data pertaining to the true
state (perturbstion), with noisy observations based thereon; and 2) dats
pertaining to the estimation process being employed by the navigation

system being simulated. Capability is provided to simulate the guidance

system which processes the navigation data in generating midcourse correction

commands, and to apply these corrections subject to execution errors.
Following a guidance correction a secondary pass is made thru the group,
without advancement of the Dynamics Time register, in order to suitably
update the state, the estimated state, and other data. Although each
module of the tutorial program—is coded as a subroutine with its model
imbedded therein, the following descriptions aprly to the model porticns
only. |

l. Series 1 Models

This is a compatible series of discrete models designed to
implement a simple deterministic analysis in which numerical values
of the state are propagated from (time) point to point "along" a
reference trajectory, a navigator recursively estimates the state,
and midcourse velocity corrections based thereon are computed and
executed. The end products include pumerical values of target miss
and total midcourse Av expended. With the addition of a suitable
Auxijliary Module (AUXM) to the tutorial program, the Series 1 Models

can be used in Monte Carlo analyses.
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a. DYNM Model 1

The plant is described by the difference equation

% = Yek1%%1 * Tkk1%s t O (1)

]
where r. is a vector of parameter errors and g 1s a random

noise vector. The coded version of this model pertains to an
unaugmented state, and allows a gingle parameter error, r = 6du,
where p 1ig the gravitational constant of the acting central
force field. Modification to generalize r, is a relatively
simple matter here, but may require significant changes in PSIM,
where [ is computed. ‘I/', the state transition matrix, and
I' both pertain to the interval (tN + AtN, tN). Similarly,
q' is the cumulative effect over that interval of white accel-
eration noise, and is computed in PSIM on a dynamics time cycle
basis. (See the PSIM writeup for additional information.)
Following a midcourse correction, on a secondary pass thru
the model, the state is updated in accordance with the expression

= + - - - (2)
S Tl el

where Av' is the actual midcourse velocity change executed.

Variable Program Symbol Description Source
Internal Input
]
¥ (6x6) PSIP(6,6) State Transition ESIM
Matrix
]
I' (6x1) GAMMAP(6,1) Parameter Sensi- PSIM

tivity Matrix



q'(6xl)

Av.(Bxl)
MCCF
External Input
ou
x (6x1)
o
Output
x(6x1)

QP(6)
DELTVP(3,1)

MCCF

RS

X(6,1)

Xx(6,1)

Lo

Cumulative Dynamic
Noise Vector

Executed velocity
correction

Midcourse Correction
Flag

krror in gravita-
tional constant

Initial value of
state

True state

PSIM

CONTM

CONTM



b, OBSM Model 1

This model computes the noisy measurement z at each
navigation epoch, based on the observation matrix computed in
HM and the true state x. Provision is made to add a measurement
bias vector b which is related to z by means of a matrix L.
(L is currently initialized in as an 1dentity matrix, but will
eventually constitute an external input.) The observation is
contaminated by a white noise vector v which is computed in RNUM
on the basis of a set of externally input standard deviations
applying to the elements of z.

The observation equation at a navigation epoch at tk is

computed as
z, = Hk x, + Lkb + v (1)

The current version of this model has been coded in a
limited way, with fixed dimensions on matrices and vectors,
making it a specific companion to HM Model 1. It 1s structured,

however, so that greater generality can by obtained with little

change.

Variable Frogram Symbol Description Source

Internal Input

External Input

Qutput

H(Lx6) HM(4,6) observation matrix HM
x(6x1) X(6,1) true state DYNM
b(4x1) B(4,1) Measurement bias

vector
z(4x1) Z(4,1) contaminated measure-

ment vector

41



¢c. NAVM Model 1

This model makes use of the observation vector 2z computed
in OBSM in a recursive navigation scheme to compute an estimate Q
of the unaugmented state vector x. Also at each navigation
epoch, the covariance matrix P of the error in the estimate
is computed. It is to be noted that this model simulates, in
effect, the navigator in a space mission, and is "isolated" from
those parts of the program that propagate the true state. This
makes possible the study of navigation processes based on in-
accurate physical models and statistical parameters.

The filtering equations in Model 1 are

' ' ' T

e = Yeoke1r Prer Yk %

k P' H: [Hk Pl'( Hl;r+ ka]-l

~
]

\j
P, = [1 - K Hk] P
A _ q,' A . K qr' A
e T Yk,k-1 k-1 k[zk - B Ve k-1 xk-l]
~ A
X

% T % T %

On a secondary pass thru the model, following a midcourse cor-
rection, Q and P are updated to reflect changes known to the

navigation system
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The actual error in the estimate is also updated.

0
~ + - ~ +
x.k ) x}{ [- . -:]
€
u

Av is the command computed by guidance, e, and Pe are the
u
unmonitored portion of the execution error and its covariance

matrix, and € is the monitored vortion.

Variable Program Symbol Description Source
Internal Input
1]
¥ (6x6) PSIP(€,6) State Transitiom PSIM
Matrix
H(L4x6) HM(4,6) Observation Matrix HM
2(4x1) Z(4,1) Measurement Vector OBSM
x(6x1) X(6,1) State vector DYNM
MCCF MCCF Midcourse Correction CONTM
Flag
NAVF NAVF Navigation Flag EXM3
External Input
Q(6x6) Q2(6,6) Dynamic Covariance
Matrix
Pv(hx#) PV(4,4) Measurement Covariance
) Matrix
Output
R(6x1) XH(6,1) tstimate of State
x(6x1) XAPX(6,1) Error in the Estimate
P(6x6) P(6,6) Covariance of Estimate
krror
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d. GUIDM Mcdel 1

This model is for deterministic analyses involving

linear impulsive midcourse guidance laws of the form

Av = G x (1)

where G is a (3x6) matrix computed in POLM. This provides
great flexibility in that a wide variety of guidance laws can
be written in the form of kquation (1).

The error in the Av command implied by the error in

state estimate is computed here, as well as ‘z}v‘.

Internal Input

e, = G X% (2)
2 2 2
[av| - \/Avl + AV, + Avy (3)
Variable Program Symbol Description Source
Gk(3x6) G(K,6,6) Midcourse Correction POLM
Matrix
£(6x1) XH(6,1) State Estimate NAVM
X(6x1) XAPX(6,1) Error in Estimate NAVM
MCCF MCCF Midcourse Correction CONTM
Flag
GUIDF IGUIDF Guidance Flag EXM3
K K Guidance Event Index EXMZ2
KL KL Final value of K EXMe

External Input

None

il



OQutput

Av(3x1)

| Avl
en(jxl)

DELTV(3,1) Midcourse Correction
Command

DVMAG Magnitude of Av

EN(3,1) Error in Av due to

navigation error
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.e. CONTM Model 1

Model L computes the errors in execution of a midcourse
correction. It is based in part on the approximate methods
described by Gates..

The unmonitored execution error is taken to be the sum
of a pointing error, an error proportional to the magnitude of
Av and directed along Av, and an error independent of the |

magnitude of Av but directed along it. 1n that order,

A (1)

x Av + e, Av + e
: > |av

%
u e2
€3

where el, e2, and e are assumed fo be independent, Gaussian

>

(o, G;); and e and e_ are independent Gaussian (O, UL) and

5
(o, 05) respectively. ‘'he term in (1) involving e, ¢,, and

e, is the vector cross product.

3

The monitored execution error is taken to be an error along
Av and independent of lAV' ; an exampite of which would be an
of f-nominal thrust decay measured by an axial accelerometer.

Ay (2)
|Av]

em = eb

C. R. Gates, "A Simplified Model of Midcourse Maneuver
Execution srrors'", JPL Tech Rpt No. 32-504,



The errors el, €51 oo € are externaliy input, and do not
have to be consistent with the assumed standard deviations

G}, 0@, G%, and O;. These latter, however, are the basis
of the following computation of P; ., the covariance matrix of
unmoni tored execution errors. Pe uis computed for the purpose
of updating P in NAVM following aumidcourse correction. We will

define Pe as the following conditional expectation:
u

P, = é’{eu euT|AV} (3)

u

Then, with the aid of the additional simplifying assumption

that es Av is spherically, Gaussian (O, 0'5) distributed,
|A vl
(2) can be expanded and reduced to
2 2 T] .2 T 2 AvAVS
P = T lAvITI-AvAvV [+ O AvAY + 07 S— (4)
u P > IAv‘z
Similarly,
' T
P = 0'62 AVAV (5)
e

m 'Av‘z

(The above calculations of Pe end Pe rightfully belong in NAVM,
u m

and should be moved to that module in future versions of this

program. )

Finally, in this model the actual velocity change experienced

is given by

Av = Av + eu + em (6)
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Variable

Program Symbol

Internal lnput

Av(3xl)

| Av]

External Input

e(6x1)

Qutput
e (3x1)
u

em(Bxl)

Av (3x1)

Pe (3x3)
u

P (3x3)

DELTV(3,1)

DVMAG

E(6)

SIGMAP
SIGMAL
SIGMAS
SIGMA6

EU(3,1)
EM(3,1)

DELTVP(3,1)
PEU(3,3)

PEM(3,3)

Description Source

Midcourse Correction GUIDM

Command
Magnitude of Av GUIDM

Vector of errors
el‘ ee’ 0.0' e6

Assumed standard
deviations of
ErTorTs €, -« e

Unmonitored execution
error

Moni tored execution
error -

Total velocity change

Covariance matrix of eﬁ



D. Auxiliary Group of Modules

In the tutorial program this group contains only the Policy Module
POLM and Information Module INFM. No Auxiliary Module AUXM (which would
perform svecial processing of input and output data for Monte Carlo and
other special types of analyses) was needed to satisfy the design roals
of the tutorial program.

1., POLM Model 1

The basic function of the Policvy Module is to compute matrices
required for the zeneration of midcourse velocity corrections in
accordance with some guidance policy governed by model choice.

Model 1 is based on a Fixed Time-of-Arrival guidance constraint. and
can generate guidance matrices for an arbitrary number of prescrihed
(on the basis of time) midcourse correction points (Guidance Events)
along the nominal trajectory. It does this during a "Guidance Preset
?ass" controlled by the flag GPRF. At each Guidance Event, designated
by IGEV(K), the state Transition matrix measured from IGEV(K-l) is
available in PSIM and stored as <bk_l(6x6). It is necessary during
this Guidance Preset Pass to use a very large ZStN such that a
Navigation kpoch is never encountered except when automatically
designated at a Guidance Event (because the state transition matrir

is reset in PSIM to the identity matrix at all Navigation Epochs).

When the final event, representing some sort of target encounter, is
reached the collection of @ matrices is processed so as to yield
state transition matrices from each Guidance Event to target encounter.

These are shown schematically in the following example for a sequence

k9



of four such midcourse correction points. The index K is used
throughout the program to designate the Guidance Event, and KL
* %

denotes the final or target value of K. ‘Computation of the @

matrices progresses backwards, and proceeds as shown below.

s

\'fv
¥

NOMINAL
T RATECTORY

L 4

E B 3 - ®.‘
®; y P
o = CDB CIJZ
¢“ _ @‘. @

1 2 1
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Now the fixed Time-of-Arrival Guidance Matrix Gk is computed
for each Guidance Event IGEV(K). The first step is the partitioning

.

of <Dk as @ " , where each submatrix is (3x3).

Then GAK is given by the expression

1,
(?k = -[«72 ‘Pl; I(SxB)]k

These matrices are stored for use by the Guidance Module GUIDM
duriag subsequent runs. (The indices on the above submatrices ¢1
and ¢2 were inadvertently reversed when programming this model.)

See the Part III Addendum for a brief derivation of the above gaidance

law,

Variable Program Symbol Description Source
Internal Input
]
¥ (6x6) PSI2(6,6) State transition PSIM

matrix from the
rrevious Guidance
Event to the cur-

rent one.
k K Guidance Event index EXM2
K[ KL Last Guidance Event EXM2
External Input
None
Output
<ﬁk(6x6) PHI(K,6,6) State transition

matrix from Guid-
ance kvents K-l
to K.
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%k
(bk (bx6) PHISS(K,6,6) State transition
matrix from Guid-
ance kvents K to KL.

Gk(6x6) G(K,6,6) Fixed Time-of-irrival
guidance matrix for
Kth Guidance Event.

2. INFM Model 1

The Information Module is self-explanatory if one follows
the block diagram of Appendix II. Lkssentially, on the basis of
certain flag settings, specific blocks of data are printed at each
entry. At a Guidance svent two complete sets of data are printed
out, the second reflecting changes in state and updating of the
Navigation data following a midcourse correction. This module is
obviously‘subject to much change during future evolution of the

program.
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E. Subroutines and Functions

Several of these used in the program, but not having module status,
are briefly described below.

L. DATIN

This is a data input subroutine performing much of the initial-
ization function that will be handled by &XM2 1n the ultimate program.
It is designed specifically for the current set of models.
2. MATIN

This is a matrix inversion subroutine used throughout the vrogram.
3. RNUM

This is a random number generating function that selects at
random a number from a normal distribution of unity standard deviation

and zero mean.
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ADDENDUM TO PART III

1. Derivation of Equations for NTM, Model 1

The planar eguations of motion in a central force field are used

in the form

T S -
5 = 73

r r

rzé = h (2)

An approximate difference equation
representation is obtained as follows.
Over the interval At, 9 advances

by A6, r by Ar, and r by Ar. From

>At

-

(1} and (2),

Aizc
(%)

where the bars indicate mean values takea over the interval At. It is

P

~

v

—

>
o

AS

R

ol ' TolE

readily shown that for Ar <<r these expressions can be written

2
. K Ar h 3 Ar

Ar = [——-2- ( --—-;-> © 73 (l-g‘;‘)let (2)

r r

~ n . ar
pe ~ & (1 A;—)At (&)
r
The equation for Ar is simply

Ar = (r +A2:-)At . (5)
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Solving (3) and (5) simultaneously for Ar and Ar

' 2 2
1l | h © ) At
Ar = B—l:!‘At +<—§-—§>T:| (6)
3 r r
2 2
. 1 h M i 3h Yea,2
Ar = F[(’?'?)At +<"‘3-~2-—H>rAt:l (?7)
3 r r r r
2 2
y - £ _3h ) At
where D, = 1- (r3 5 ;5) S (8)

Equation (4) for A®© is used without chaige. Note that (5) could have
similarly been used to obtain A r after using (6) and (7) for Ar, but
this simplification was overlooked.

In Model 1, r, 6, and r are updated by means of (6), (4), and (7).

Following this, © is updated by means of (2). Angular momentum h is

computed during inmitialization from the initial conditions on r and 8.
Model 1 also computes the central angle swept by the earth essuming

a circular orbit. Inclination of the plane of the space vehicle's orbit

with respect to the ecliptic must be accovn:ed for by means of a trans-

formation not identified in this particuler.model.

2. Derivation of Eguations for PSIM Model 1

The variational forms of the planar central force field equations

can be written
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a‘-ig(aé) = ér -(2‘3‘ + 62)5r +2ré5é-i2 S u
r r
dt(ae) = 66 = r2 6rv —ér - 3 50 .
Over the interval At = ti+1— t:1
Abr = {(2# +é"><6r +Aé—£)+2r0(6é + Afm)——‘L&y}At
4 i 2 < 2
r r
~ )28 Adr) _ 20 (52, D8F) _ 2t (46 , A6
Ao = { x_2 <6r1+ 2 > r <6r1+ 2 ) r (591 2 >}At
Asr =~ <af . —A—5£> At
i 2
Ase =~ <5é . ~—‘§-> At
i 2

where the bars indicate mean values over At of the underlying expressions.
This set of 4 difference equations is properly rearranged and solved
cimultaneously for Adr, A0, NS, and A&é in terms of the initial
values or,, 08,, Bf‘i. 86,, and k.

Similarly the out-of-plane motion (norinally zero) is described by

the perturbation equation

d Y Y3 “
Eg(an) = 8N = -—gaN .

r
which leads to the approximate difference equations

~ B AdN

r

ASN = (afvi . M) At

2
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and

i

These are solved simultaneously for ASN and ASN in terms of 6N,

The combined results are, in matrix form,

(1)

I'éu

—
or,

A

du

B %ExmB

4

Bl& x 103

< < DY 5 . 3
4 Q@ [ [ IS YR IR Y« 1} Y-
< “«© w > “w “w
| i 1 ' 1 i
o | ] 2_0 i o v
9, v ' y ©
T T T U i S DU
] ] ! t '
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The elements of A and I’ are evaluated by means of the expressions

er L &
r

b 2 3
|:l + --At + (b a —al)-A--hE + (blaa—ale)%]

—l—[ A+ (b - ab) B At ]

(2)

1 At® At®
-.; [(a b -8y ) S + (3.2'31 - a b )T
A

c_.l
&
f"
+
o
o
o
mri
[a¥]
+
i
o
o
[ ]
[V
o
g
(g
o
| I |
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2

B = 1 - a b JA&— - a b [§t3

L - Dl 372 2 371 L

2

b, - 1.+4 At

2 3 A

r
(2)

c . t2 Continued

1l rB 2D2
c - At

2 D2
€3 = '%'DAE

- r 2

The desired state transition over the interval At is seen to be

(6x6) ,
'Y = A+ 1 (3)

def
ti+l’t1

¥

The scheme for updating the cumulative matrices (measured from some

*
reference point t_ ) is

\llne' = ¥ ‘I/old ()
Fne' = q’rold + T (%)
def
where r = r&+1’1 (6)

Noise lnput

A white noise acceleration disturbance is computed at each
computation cycle by means of the Function RNUM. This samples from

a trivariate normal distribution defin:d by the input of SIGMQ(I),

»
In present usage to is taken as the previous navigation epoch.
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I =1, 2, 3, yielding the (3x1) q vector. The cumulative noise
1]
vector will be a (6x1) vector denoted by q . The undating equation

in P31M Model 1 is

' ' 0 .
qnew = quld * l:“'] A"'D . (7)

Assumptions:

1) The vehicle trajectory lies
in the ecliptic plane.

2) A tracking station on earth

always looks directly over-

head at the vehicle.
VENICLE

3) -ws%-es'rr

Nominal Measurements

The nominal range measurement is given by the Law of Cosines:
R = r2 +r 2. 2rr. cos(6. -~ 0) 4 (L
B E K 9%V %k
This is differentiated to give the range rate:

R = I.]i g[r-rE cos(OE-O)]x" + [r r, sin(Gﬁ—O)][éﬂ-é]i (2)

Other relations needed are, from the Sine and Cosine Laws:
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sina = = (3)
r2 - rE2 - Rz
cosa = . (L)
ZrER

Perturbation Equations

Taking the first variations of (1), (2), and (3):

3R = El ér + E, 50 (5)
SR = Flér +F2 69+E16r+E2 60 (6)
sa = Gl sr + 32 §0 (?)
vhere
. OR_R_1 ]
B, o= SFr - SF " R [r -r, cos(GE - ) (8)
E2 = ﬁ?ﬁ = Jig = - % [r r, sin(GE - Oi] (9)
<] 30
__aé_i[ Y « . . o]
Fl =<7 R | R El +T+r, s1n(9E - 9)(95 - 9) (10)
F ~—§-'-—£[-§E -rr,. sin(@.=-0) -rr cos(e, - 8)(d -é)-]
27 Q6 "R 2 E ' I E J R B

(11)

The out-of-plane measurement B is given by the approximate

expression B = % . (12)
o)

To

1 .
SN = §6N (13)

Hence B

o/
=z

All other first oraer partial derivatives are zero,
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The desired observation matrix H is finally obtained by

assembling the above partial derivatives in accordance with the

expression

3(R, Ry @, B)
3(r, 6, N, r, &, N)

and is Equation (1) of the text,

HM Initiamlization Model 1 (Companion to HM Model 1)

This model presets all elements of the observation matrix

HM(I, J) to zero.
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k. POLM, Model 1, Derivation of Fixed Time-of-Arrival Guidance Matrix Gk.

~ = =-| be the state transition matrix that

™ \4
Let &_ (6x6) = |---
f,o

3
maps the state x(6xl1) = [}p {]from the point t_to somefinal time tes

v

where p nd v denote (3x1) position and velocity vectors respectively,

L X
and the submatrices of & are (3x3). Thus

Pe o1

[]
Ve Y5

The Fixed Time-of-Arrival guidance constraint requires identification of
a Av at to which, when added to e will -cause P_ to be zero. Thus we

f

muzt solve the expression

i
= ]
0 [¢1 | ¢2] po o
v + Av
for Av.
The result is
w'lso: )
Av = - [ > 1'1(3x3] 82
v
o
’
Po
where the coefficient of ]---| 1is the desired guidance matrix corres-
v
o

ponding to the point to.
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5. JlInstructions for Use of Tutorial Program

It is assumed that the nominal trajectory has been desicned else-
where, so that initial conditions and other information pertaining thereto
are available.

a. Run Designation

IRUNX is the total number of runs desired. Any run (or set of

runs that are identical except for error data) must be preceded by a

Guidance Preset run for computing Guidance matrices, uniess no mid-
course corrections are to be made. The preset run is to be counted
in IRUNX, and requires input of IGPRI = 1. It i1s input as O on the
remaining runs.

b. Event Designation

1he first step 1s designation of all Events and their time of
occurrence along the nominal trajectory. To each event is assigned
a fixed point number in ascending order with time. This set of event
sequence numbers forms the ESN array, and the corresponding times
forms the TEV array. The event sequence numbers for all events which
are to be guidance events (points of midcourse correction) are then
assembled tc form the GEV array. 1f no midcourse correction is to
be made, a single GEV must be input, the final KSN. IeSNX is input
as the final SN, and JEVL and KL as the total number of events and
guidance events respectively. For examples of event designation
and input, see Part IV.

c. Time Registers

DLTT, the reference value of At, is chosen to satisfy accuracy
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requirements of NTM and PSIM (see those writeups). DulLIN is the
time between navigation epochs. On a Guidance Preset Run (see POIM
writeup) this is input as infinity.

d. Print Control

IPT controls the frequency of printout on a navigation cycle
basis., If input as 1, printout will occur at every navigation epoch,
if 2 at every second one, etc. In addition, printout will automatically
occur at all events.

e. Initial Conditions and Other Input

The current set of models computes in a polar coordinate system,
and all angles were originally expressed in radians, with other units
being at the discretion of user. However, tc solve a last minute
scaling oroblem, angular units in the perturbation relations were
changed to milliradians. (This change must be observed for the input
of x, %, P, ©, SIGMQ, P_, SIGMA, and B.) Angular elements of the
time state, Earth state, the error vector E, and SIGMP, however, remain

in radians.

f. Input Deck Assembly

The necessary input cards are listed below in proper order with

the reguired Fortran format for each individual card.
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éfggi Variable Names ﬁ;;:;ﬁ?
1 1IRUNX 15
2 IGPRF 15
3 IPT, IkSNX, KL, JEVL L1s
4 TESN 1015
5 TV SE13.6
6 IGEV 1015
7 pDLTT, DELTN, TD, TN 4E13,6
8 THEDTE, THETAE, THETA, THEDT 4E13.6
9 MU, R, RDOT 3E13.6
10 RE E13.6
11 X 6E13.6
12 RS, SIGMQ 4E1%.6
13 NM, B 15, 8Xx, 4E13.6
1k SIGMA 4E13.6
15 XH 6E13.6
16-21 P 6E13.6
22-27 fala] 6E13.6
28-31 PV 4E13,6
32 E 6E13.6
33 SIGMAL, SIGMAS, SIGMA6, SIGMAP LE13.6

The first card, IRUNX, is required for only the initial case

when a single run contains multiple cases.

The input card set for

the second and any following cases of a run begins with card number 2,

IGPRF.
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g. Printout of Input Data (from DATIN subroutine)

Preceding the labeled data printout under the control of

INFM is an unlabeled block of data. '[his records all of the card

input data for the run concerned except for that appearing in the

normal printout for the first event. The unlabeled data is ident-

ified as follows:

Line

9-11
12-15
16-19
20-25
26-29
30-35

Item
IPT
DLTT
DELTN
RE

THEDTE

SIGMQ

SIGMA

W
PV

Print Interval

Reference value of dynamics time increment
Navigation time increment

Radius of Earth's orbit

Angular velocity of Earth about the Sun
Gravitational constant of Sun

Unit angular momentum of nominal trajectory

Error in MU

SIGMQ(3) (See PS1M)
B(4,1) (See OBSM)
SIGMA(4) (See OBSM)
Q(6,6) (See NAVM)
PV(4,4) (See NAVM)
E(6) (See CONTM)

* The first such printout of H in a sequence of runs based on a
single nominal trajectory will be in error; since H is not
computed until after the present Write statement appears.
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IV, NUMERICAL RESULTS

A. Problem Description

In order to establish the validity of results obtained from the
tutorial program and to demonstrate its capabilities in different modes
of operation, two separate groups of experiments were formulated. LEach
run within the experiments was based on all or part of a single nominal

heliocentric Earth to Mars transfer orbit, which will now be described

briefly.

The nominal trajectory was an elliptical arc as described in the

following diagram: -
(PERIGEE) ~ =~

-

paARS CRE N

ESN 40

” . ARTH CRB| 7 N -
CARTT I AR =t i07 K

ESN 10
t=0
(APOG-EE)
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This nominal trajectory was nearly tangent to the earth's orbit at

time zero and intersected the Mars orbit about 167 days later after passing

thru a central angle of about 130°.

No significance is to be attached to

this trajectory other than that it serves as a reference for program check-

out and demonstration purposes. A transformation, unidentified herein,

is implied which relates the orbital plane inclination and the polar co-

ordinates employed to some inertial reference frame, Initial conditions

and orbital varameters for the nominal trajectory are given below.

Initial Conditions

t

© "
]

O "

0
9
«15x107 km
O. rad
0. km/ks
.2202x10  rad/ks

Numerical Input

M

r

O

E
E

Orbital Parameters
r, .25x10°
rp .15x109

-Eccentricity = .25

km

f

.133x1018 km3/ks2 (gravitational constant of Sun)

.l’-l8x109
.199x10'3 rad/ks

Problem setup for the covariance propagation runs (Figures iV-1 to

IV~9) was typical of missions involving no midcourse corrections. The

listed initial conditions and required parameter values were input in

the customary way.

ESN(1) = 10

20

ESN(2)

The ESN and corresponding TRV arrays were input as

TEV(1l) = O.

]

TEV(2) (varied as required)
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A single Guidance kvent was input
GEV(1) = 30 ,

with run termination controlled by KSNX = 20. (Note that defining GLV(1)
as 20 would have given the same results.) Although propagation of the
state and estimate thereof were not required, the rresent set of models
does this automatically, so initial conditions for those variables and

all error sources entering into the deterministic equations must be input.
These can be easily input as zero. Since no midcourse corrections were
made, a guidance preset run was not required and the Guidance Preset

Flag GPRF was input as zero in all cases.

The simulation runs involved complete missions, including midcourse
corrections being made at both events 20 and 30. Thus a guidance preset
run was required for each set having given ESN, 1EV, and GuV arrays in
o-der to compute the required guidance matrices. Since a fixed time-of-
arrival guidance scheme is modeled in PCiLM, the midcourse corrections
attempted to derive position errors to zero at the final event, No. 4O,
Two subgfoups of the simulation runs were formed, depending upon whether
or not errors in the midcourse execution were permitted. For the first

subgroup, midcourse execution error sources were simply input as zeros.

B. Numerical rxperiments

o In this section of the report, results will be presented of numerical
experiments conducted by exercising the tutorial program. As was mentioned
in the introduction, no special significance 1s attached to the actual
numbers obtained from the experiments. However, the results are important

for two reasons. First, the graphs accompanying this discussion are
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indicative of the kinds of information that can be garnered from an
interpianetarv analysis program. Secondly, although the simple computa-
tional models assembled 1n the tutorial program do have a ijimited appli~
cation, two-body analyses are sufficient for 1initial design studies
and, more importantly, many of the comments about the quantitative nature
of the results wili still hold true when more complex computational
models are inserted into the program. It should also be mentioned, before
beginning the detailed discussion, that it is assumed that the reader is
familiar with the anaiytic methods presente@ in Volume I of the current
report., A familiarity with the companion document is necessary if any
insight into the interplanetary problem is to be gained from surveying
the results to follow.

The information to be presented in this section divides into two
converient sets., The first set, of which Figures IV-1 fhrough V-9 are
a2 vart, consists of experiments conducted only on the navigation and
estimation processes of the program. No midcourse corrections are applied
sc that the entire focus is on different facets of the estimation procedure.
The second set deals with a mission consisting of three separate navigation
pefiods that are punctuated by two midc6urse corrections at predetermined
times. The midcourse guidance policy used is very simple -- not only have
thé correction times been arbitra;ily determined, but also the simplest
linear impulsive guidance scheme (fixed-time-of-arrival) has been employed.
The first three graphs in the second set assume no error in the execution
of the guidance correction, while the remainder of the Figures deal with

the execution error problem.
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Again it should be stressed that the numbers themselves obtained
in these experiments are not of major importance. 1In fact, =ince yeneral
comments pertaining to methods and techniques are the meat ¢f this dis-
cussion, actual numbers will be omitted whenever vossible. Thus instead
of saying, with respect to certain graphs, that '"the 1o accuracv value
for the measuring devices in this experiment was'" such and such, comments
guch as "highly accurate measurements were assumed" will be used. Compar-
1sons wiil often be expressed numerically as ratios rather than defining
the exact numbers related to the quantities beings compared.

The first three graphs are concerned with determining the influence
of observation freajuency on propagated covariance matrices. A spacecraft
ir a heliocentric two-body orbit, in transit from Earth to Mars, undergoes
a 3200 kiiosecond coasting period‘during which time it is tracked and
measured from Earth. Earth~based observations, reasonably accurzte, are
made of range, range rate, azimuth, and elevation. Covariance matrices
reflecting the accuracy of the measuring devices and the initial accuracy
of the 6xl1 state vector of position and veiocity-are available. In addition,
a specific nominal trajectory has been postﬁlated and its associated state
transition matrices have been calculated. 1f each observation vector
recorded during the 3200 kilosecond coast period is processed using Kalnan
recursive filtering to obtain the state vector estimestes, what is the
accuracv of that estimate at the end of the coast and how does it depend
on the number of observations?

This problem is subsumed into the class of vroblems dealing with

optimum observation schedules. Generally, what is sought in an interplanetary
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mission using recursive filtering to estimate the trajectory is an ob-
servation schedule that is frequent enough to keep perturbations from
becoming unbounded but, at the same time, is not so frequent that it
places unreasonable demands upon tracking facilities or violates the
estimation theory assumption of uncorrelated random noise between separate
observation vectors. From the experiments conducted with the tutorial
program, it has become apparent that determining a ''stable' observation
schedule (that is, a schedule that probabilistically, prevents the differ-
ence between the estimated and actual state vectors from growing) is very
much trajectory dependent. Thus one is led to the rather intriguing
thought that one of the criteria for trajectory design for an interplanetary
mission should be that the nominal trajectory has, as one of its properties,
a rather broad class of ''stable" observation schedules.

The sample problem whose results are shown in Figures IV-1, IV-2,
and IV-3 illustrates the kind of propagated error differences that can
be anticipated when observaticn schedules are changed. Figure IV-1l shows
the propagation §f a diagonal~element (Pll) of the covariance matrix --
this diagonal element reflects uncertainties in the estimate of the range
component of the state vector. 1In a sense, this componen: is the most
"observable'" of the position components, since all the elements of the
measurement vector yield some information about it. The five continuous
plots connect values of'P11 computed after each observation has been
nrocessed. The number of observation vectors recorded during the coast
varies from 4 to 64 on the five plots, depending upon the length of time

[jt between observations.
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The initial variance in the estimate of range was assumed to be
100 km2, which corresponds to saying that the 10O value was + 1O km,

If cnly four observations are taken during the coast, then the uncertainty
( lG'valué) in the range grows by almost a factor of tem and demonstrates
marked unstable behavior. Due to the initial uncertainties assumed, four
observations are not enough to keep the range uncertainty from growing.

If observations are taken every 50 kiloseconds, however, the uncertainty
in range is kept at more or less the same level. The remaining curves
show the affect of choosing time intervals between observations that fall
between the two extremes. Each se@parate plot represents a doubling of

the number of observations and it should be noted that, due to the specific
trajectory being analyzed, the reduction in Pll that results from doubling
the observations is not necessarily uniform.

Figure IV-2 is a similar plot of covariance matrix element Phh’ which
cerresponds to the variance in the estimate of range rate. All of the
observation schedules are stable with respect to the uncertainty in range
rate. One might legitimately ask why range rate is so much more ''observ-
able'" than range for this particular problem. The answer reinforces the
high degree of trajectory dependence imrlicit in determining ''stable'
observation schedules. For this particular nomindl trajectory and the
specified coast period, range rate perturbations about the nominal valves
grow very slowly. By contrast, the state transition matrices relating'
range perturbations about the nominal, for the same problem, have large

elements. An uncertainty in range grows very fast as a result and must

be observed more frequently. For another nominal trajectory -- for example,
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a near circular orbit -- perturbations and hence uncertainties in range
might demonstrate the same behavior as that shown for range rate in
frigure IV-2.

The third graph illustrates still another phenomenon. Figure IV-3
vlots the covariance element ‘P:,’3 associated with the uncertainty in the
"out of vlane'" comvponent of position. The plane, as was mentioned in
Chapter III, is the plane of the nominal two-body trajectory. Due to
the nature of the measurement vector assumed, this component of the state
vector is the least '"observable'". And as demonstrated by Figure IV-3,
not even 64 observations taken during the coast period can keep the
uncertainty in the out of plane compoment from growing rapidly.

The vurpose of these first three graphs is to demonstrate the role
that observation frequency plays in the vpropagation of covariance matrices
along a coasting arc. In addition, it is hoped that the high dependence
of propagated uncertainties upon both the nominal trajectory being used
and the kind of measurement data available has been sufficiently under-
scored.

The next two graphs, Figures IV-4 and IV-5, deal with the problem
of initial covariance matrices. Persons learning about the theory and
avplication of Kalman filtering are often troubled by the amount of
assumably a priori knowledge required to implement the process. The point
that is demonstrated by the figures is that if several observations are

going to be processed, the affect of the :.nitial covariance matrix becomes

very small after a period provided that i has been chosen in a conservative

way. The underlying problem used to demonstrate this fact is the same
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heliocentric, 3200 kilosecond coasting arc used in the first graphs.

The same covariance propagation, assuming the same sixteen measurement
vrctors with known uncertainties, was perfofmed using one initial covar-
iance matrix Lhat was one hundred times as large as another. The elements
0f the large covariance have been designated in the plots of Figures IV-4

and IV-5 with a circumflex ('"hat") symbol. P33' and phh are, &8

S
before, the covariance elements associated with range, out of plane position,
and range rate; the diagonal covariance element P66 is assoclated with

out of plane velocity. After the sixteen measurements have been processed,

(

the ratios )-1 have dropped from one hundred to between one and

D
“kk Pkk

two. The ratios P33(P33

due to the relative lack of information about the out of plane character-

) 1 and P66(P66)-l are higher than the other two

istics being measured by the observations.

Two comments are warranted with respect to initial covariances. The
work of Nishimura shows that Pkk(Pkk)-l will never go below unity,
which implies that if the initial covariance matrix has been chosen con-
servatively, then all calculated covariances based upon the initial one
will also be conservative. Also, it shou.d be pointed out that choosing
an initial covariance matrix more optimistic than actual can lead to serious
problems. The gist of the concern is that an overly-optimistic initial
covariance matrix propagates rapidly, when measurement accuracies are
high, into unrealistic covariances associated with subsequent state vector

estimates. Eventually this can lead to filter divergence, a phenomenon

discussed in more detail in connection with a later graph.
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Of course the most important single factor determining covariance l
matrix and uncertainty propagation through a recursive filtering process
is the accuracy of the measurements involved, This fact is amply dem-
onstrated by Figures 1V-6 and IV-7. Again, a 3200 kilosecond coasting
arc along a heliocentric transit from karth to Mars was used for the
underlying problem. Thirty-two observations were taken during the coast
and these measurement vectors were processed using recursive filtering.

The graphs of P P,,, and P show the propagation of updated
by 66 uptate?

1 Fsse
(after each observation) uncertainties in the four elements of the state
vector defined earlier. These plots are to be compared with P;l, P;B,
P;h’ ani P;b’ which were obtained from a separate covariance propagation
that assumed measurement accuracies an order of magnitude less than the
accuracies assumed in propagating the elements Pkk'

Looking more closely at the specific plots for P;l and Pll in Figure
IV-6, one can see that despite the fact that their initial uncertainties
in range were equal, at the end of the coast the variance in range due
t0 the less accurate measurements is about fifty times greater than the
variance in range resulting from using the more accurate measurements.

In addition, the more accurate measurements appear to have stabilized the
*

growth in range uncertainty while P11 is stiil exhibiting unstable behavior,

With respect.to the accuracy of the out of plaqe position estimate (P53 Vs,
*

F33

ments is more pronounced. After the coasting arc, despite the fact that

), the degradation in the filtering process due to less accurate measure-

their initial values were equal, the two covariance elements are separated

by roughiy two orders of magnitude. This reflects 1O uncertainties in
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the out of plane positions that are different by one order of magnitude,
almost all of which can be attributed to the difference in accuracy of
the measurements used for the two cases.

The covariance elements associated with velocity uncertainty prop-
agation in Figure IV-7 demonstrate another peculiarity. Contrasting

»

?hh and Phh’ one gees that both elements are stable and that, in a sense,
the extra measurement accuracy has not sifnificantly reduced the prop-
agated range rate uncertainty. In the broad problem of preliminary mission
design, one of the major areas of study concerns the required accuracy
of the measuring devices. An interesting fact that shouid affect these
studies 1s that once the propagated uncertainties are highly stable, as
shown by P;u, increasingly accurate measurements wili not reduce these
uncertainties in a way commensurate with the increased accuracy. Thus,
from z cost point of view, there 1s no reason to buy more precise (and
more expensive) instruments when the less precise ones are already accurate
enough to force high stgbility on the propagated uncertainties. For a
specific mission, there 1s some set of measuring devices that will reduce
propagated uncertainties enough to be consiéered cost-optimal.

The next two graphs conclude the resuits from experiments conducted
on a coasting arc without midcourse corrections. Uniike the experiments
aireaay discussed, these plots deal with the magnitudes of state vector
deviations. The theme of Figures IV-8 and IV-9 could be described as
féllows: assume a coasting arc along a chosen nominal trajectory has

been defined. Assume further that a spe¢cified initial state vector dis-

turbance has been selected based realistically upon a covariance matrix
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agsociated with the initial conditions. If the actual measurement
accuracy is one hundred times greater than the accuracy ~2¢sumed for the
cbhoservati-ns in the estimation process, #hat i the resulting convergence
of the cutinated state vooior Lo the ncbust store vector?  Warthermore,
Byooaupnosine artitrary white acise in the dvnamic medel ad slowly re-
favd g wACess weirhting of the a priori informetion, s it jossible to

converyornce rate

A comment ¢r two chould be made sbout the no-cszlled ! matrix, a
covariance matrix associated with white noise in the dvasmic model. This
matrix is defined in the companicn analytic docuwment ac being one way

of preventing estimate-asscclated covariances from becoming too ontimistic.

w

¥ making | non-zero in the estimation process. the result is a carefully
pianned incresse irn the state transition matrix yproragated covariance
between naviegation epochs. Tids incresse, in turn, implies extra uncer-
taintv in the aynamic wodel informaticorn snd, corseguently, aecreases the
weight of the dvnamics information at uvach stage of the recursive filtering
nrocess. The particular vroblem that produced Figures IV-¥ and 1V-9 was
chosen with a purpose. For reasons that will tecome aprarent in a later
rravh, there is justifiable logic behind choosing very conservative

.surement accuracies for use in the estimation procedure. If one has

indeed been extremely cnnservative in that choice and hes reason to believe
th=t the measurements ére actually much better, one can 1ncrease conver-
sence and still circumvent the divergence probliem by using arbitrary
dynamic noise Q.

The plots El' 63, éh’ and 66 in the two firures are simply magni-

tudes of state vector perturbations propagated along the coasting arc by
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using the state transition matrices. Thgs, for the nominal trajectory
teing used, an initial perturbation of 10 km. in range grows to approx-
imately 8000 km. by the end of the coast. The out of plane position
perturbation shows a similar growth, although the two velocity perturb-
ations ~roparated in Figure 1V-% are not increasing rapidly. The program
was exerclised in its simulation mode for these plots and the quantities
& show the magnitude of the difference betweer the actual and estimatzd

k

state vector components after each of the sixty-~four observations were

\

). are the magnitud~s of actual-
k'Q

processed. By contrast, the values (X
estimated differences resulting from using a non-zero value for Q ir the
estimation process.

Itis problem was, in a sense, ''rigged" for the desired effect. In
making the run waith 9 = 0O, the assumed covariance associated with the
measurements was made more or less commensurate with the initial covar-
iance matrix Po. Thus, even though the actual measurements were one
hundred times more accurate than assumed, the estimation process was
reluctant to unweight its a priori information because it had been led
to believe, by the assumed covariance statements, that the measurements
were no more accurate than the initial information. The result of this
was a very slow convergence (decreasing values for °<k in the second
figure) in which the initial estimate was very sliowly thrown out. From
Figure IV-8 it can be seen that the accuracy of the position estimates
either worsened or failed to improve. This was due to the rapid growth

of position uncertainty and, despite the highly accurate measurements

actually recorded, the unwiliingness of the estimation rrocedure to put
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too much stock in subsequent measurements.

The use of a non-zero 9 causes the rropagated covarionce matrix
associated with successive state vector estimates to grow very raridly.
The va.iditv of the initial estimate tecomes more znd more in guestion and,
consenuently, the estimation vrocess is fﬁrged eventualiy to rely almost
compietely upon its new measurement. For ‘this '"rigeed" oroblem, the
measarements were a hundred times more accurate than the estimation
crocoss nssumed and cconsequentiy the estimated state vector converged
somewhat uncanniivy to the actual state vector, ss demonstrated by the
rlots of (cr(k)TD in Figures IV-8 and IV-Q,

It should ai%0 be rivticed that after two observation vectors, one
hundred kiloseconds ufter the beginning of the coast, the estimates:
using » = O were more accurate. This is understandable since using an
arbitrarv © does cause the estimates tc be ncn~cztima® in the minimum
variance sense and, alter only two observat..ng, the inxtial uncertainties
have not grown enocugh to cause the a priori information to be effectively
discarded. These two graphs demonstrate thzt & judicious use of the 2
matrix, =2ven when it is arbitrary, can prodice more satisfactory resuits
from the estimation procedire,

The remainder of the numerical experiments pertain to missions
involving two midcourse correcticns and three coasting arcs before and
after the corrections. Again a certain romnal trajectory has been
svecified but this time a midcourse guidance volicy has been included in
the yrobiem. The guidance law is simple fixed time of arrival, whose

purpose 1s to null the position deviation from the nominal at the
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vr~rdetermined target time t = 14400 kiloseconds after injection. The two
suidance corrections are imparted at times t = 5000 and 10000 ki loseconds
atter the initiation of the mission. The most important results came
tfrom e¢xercising the program in its simulation mode and thus 11 of the
quintities plotted are related to the state vector itself rather than

the nropagoted covariance matrices. After some preliminary trials, it
was decided to run alt the experiments with a small, non zero dynamic
noise o in the process to wrevent divergence of a kind that would obscure
the significance of the results.

All of the missions considered had the same basic structure. Ten
observation vectors were recorded and processed durin: each of the three
coasting periods and the same nomina! trajectory was used for all the
missions. Midcourse execution errors, both monitored and unmonitored,
were assumed for some of the more compiex analyses, although the first
three graphs present results of problems in which the midcourse execution
errors were zero.

Figures IV-10 and IV-1l pertain to the same experiment. The problem
was to determine the result of different assumed and actual measurement
accuracies on the rerformance of the mission. iverything else about the
missions was identical. The four trajectories whose significant data is
vresented in Figures IV-10 and IV-1l are characterized in the tazble

t

immediately below,
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Assumed
hee g™ | Low High
y A
Low Mission Mission
2 4
H12h Mi1ssion Mission
H f», - l i ;S
U J——
TABTY 1V-1

isslons defined according to assumed
and actua)l measurement accuracy.

This vroblem' demonstrates the value of having a simulation capabiiity
in an interrlanetary analysis program. The actual measurement a:curacy
statement was used tc generate random noise perturbations that currupted
the measurement vectors, where the non-noisy measurement vectors were
computed from the actual state vector informaticn. Un the wther hand,
the assumed measuremeut accuracies were used in the estimation process
to determine the weight to be accorded to the new observation.

Figure IV-1Q shows the actual state vector deviation ir the rance
comnonent for the four missions as a function of time. The subscripts
on & refer to the individual missions defined in the above table. An
initial range deviation of three kilouweters was assumed and this deviztion
had increased by about a factor of one hundred crior to the first midcourse
correction. 3ince the state transition matrices that propazate perturb-
ations about the nominal tr:jectory were the same for all four missions,
“he plots coincide ur until the time of first midcourse correction. At

the time t = 3000kiloseconds, a midcourse correzction is irnparted, based
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upon the state vector estimate at that time, that is designed to null

the vositinon deviation from the nominali at the target time t = 14470
kiloseconds. The variations in propagated range verturbation between 5000
and 10000 kiloseconds are due to different midcourse corrections which,
1 turn, imply 4ifferent state vector estimates ot t - 5000,

The imparted correction for missions 1 and * was virtually the same

v

{

and the two -roragated range varistions are insecurable on the scale of
Fisure IV-1C. At the time t = 10000, another midcourse correction is made,
agalin based unon the state vector estimate at that time. For these runs
the correction is perfectly performed and the resulting rance deviztion

at the target 1s shown as the final point on the rlot. Recall that the
curpose of tﬁe correction was to null the position deviation at the target.
Assumingz that the guidance law was correctly used, the final range devia-
tionsg, varving from 8)(10-3 kilometers for mission 2 to Exlo3 kiloreters

for mission 4, can be attributed to the fact that the final midcourse

correction was computed by using an estimate of the state vector that

6]

was different from the actual state vector. This is true since the mid-
course execution was perfect.

Figure IV-1l plots the magnitude 6f the difference between the actual
and estimated state vectors for the four missions. The plots reveal the
reason ‘or the results of the earlier figure. The most accurate estimate
of the ;rajectory, as would be expected, comes from the mission that assumes
the measurements are highly accurate when they are. Due to this estimation

accuracv, the midcourse corrections effectively achieve their purpose of

nulling the target range deviation. Mission 1 is the secon? most successful,
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The measurements are act:ally the same as in the most effective missiorn,

bat due to the assumrtion of low measurement accuracv, they ~-¢ given

o owe it in vhe estImation process. This causes the <8l mate tO vary
fro s the notass Chate veoter oag conseauently Lho o foourns Corre 10 ong
. .
comy Tty i A T et vrage aevial o,

Crndomar T e e T G umes e aremer e w5 L e o,
Traorest it e that The oot Lnellan procedure ceneralos midcourse Sorrection

wo o ocant o e e e deviawion oL the tor ot dr ctend of
imwinr b b pern, The fourth apission, for whoch ine messuremert: woeoe

assumea <o be hishly acour2te when they were, in fact, of iLow accur:cv,

exameie of the civergence problem. After u certain number

T oenger . ons, the egtireticon yrocedure, which has been using the
zssumed Te ooiremen’ sreouvacles, sunroses thal it knows the trajactexry
much nore vrecisely thun 1t does. As a result new observat” :ns, which
don't agree with the rropagated drnamics ianformation, begin to be neglected
after z certain point. The estimeted tra:ectorv then diverges from the
actual trojectory and the second midcourse <.rrection, acting upon fau.ty
irajectorw estimstion infoermation, results 1n a pammoth range deviation

at the target.

The relatively .ow ruonge deviations between 5000 and 10000 kiloseconds

n 4 asre ent-rely hapvenstance. Eased upon tre terminal accuracy

o)
81
2
o
&
o
]

of mission 3, 1t can safely be assumed that if the proper correction hai
been made at t=5000, the range perturbation between the two corrections

woulid parali:el that of mission 3. It should also be pointed out that some

inag) at the beginning of tne missicn have been suppresse
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for plotting simplicity -~ these variations were due to an oucaslonal
observation being by chance very ciose to precise,
Figure 1¥-12 is a study of the effect of an exiremely large :nitial

-

rertarbalion on the estimation process. For tre ..ud number misuions,

o

mexgnraments sere correctly assumed to be high.: accurste; fo- the even
nunhb2r missions, botn the actual and assumed me:surement acearacy was

low. The € L +X  wiots are the same guantitiss a: 1n tne cvevious rraphs.
K k

-

Hoth o(1 and 0<x were small enough to drop mmec.utely off tne scale and
have nct been shown.

The oniy difference between these missiono, cther than the accuracy
of the weasuremenis, is the initial st:ite vector periurbaticn. =although
the injectlion accuracy was assumed 'o b: the same in both cass, U -
iarrer rmitiai verturbation in ransc was one member of a six comoonent
verturbation taken from the 5@ -hypersurface de:ined by the in.ti1al co-
variance matrix. Therefcre two effecis are shown in Figure IV-1i2. Due
to the iarger imitial perturbation, a larger midcourse correction is
required to nuil the target range deviation. Secondly, since the original
perturbation is, probabilisticaliy, highly unlikely, the estimation process
wi_l have troubie converginrg to the actual state vector and determining
the prover midcourse correction,

For the highly 2ccurate measurements, despite the larre initial
perturbation, an accurate state vector estimate is achieved and the target
range deviatiocn 1s eifectively nulied. For the less accurate measurenents,

the estimation process does not successfuliy reproduce the actual trajectory.

Although ihe rercentage deviation of the estimated trajectory from the
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actual trajectory 1n the second instance is roughly
err~r in the midcourse correction propagates into a

that 1 almest an order of magnitude higher.

firures are ail concerned with a

target

range

the same, the resuiting

deviation

series of si1x exper-

iments :usonecinted with midcourse execution errors. The six missions are
defined in the table immediately below,
mission | lnitial Uncertainty | Measurement Uncertainty | Execution Uncertainty
saumber Azsvmed Actual Assumed Actual Assumed Actual
1 Small Small Small Smaly Large Large
2 S S 'S S L S
z S S L S L L
4 S S L S L S
5 S L S s L L
b S L S S L S
TABLE IV=2

The missions are ciassified according to the size of the three major un-
certainties associated with the estimation process. The so-called large
uncertainties reflect covariance matrices roughly one hundred times the
size of the smali uncertainties. The above six missions were chosen from
ail permutations possible in the table to demonstrate certain key points.
Figure IV-1% contains in tabular form the data associated with the
six missions invoiving midcourse execution errors. The coiumns show the
estimated range rate just prior to the correction; the actual range rate

4-
U

at the same time {a difference between these twe naturally means that
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the imparted correction is not strictly optimal); the computed irpulsi-:
rangs rate correction based upon the estimated state vector and the fixed-

Yime-of-arrival ruidsnce policy: the estimated range rate correction wihuch

contains the renitored execution errors; and the actun! range rate correct-

fom, wbieh i the estimatod correction plug the unmonitored sxecuilon
rrora, The fiual column contains the final range deviation in kilometers
=z is oz omeegura of the cffectiveness of the correction-egtimation ~rocens,

The antz themse ves are self-explanatory excent for one item. Notice that

o

all the execution errcrs have the same direction zs the comwutel correciion.
This can be explained by mentioning that only two sets of random numkers
fcne for large errors, another for small) were used tc generzte all the
execution errors in an attempt to make the results more noarly uniform.

In Ficure IY-14 the actual range deviations from t. - nominazi are
rlotted for all six missions. What 1s most significarnt from this grovoh
is that, at least fer the ranges of uncertainties ¢ nsidered, by far the
most important contributor to failure to null the target range ceviation
is the execution error. The threce missicns wath small execution errors
are neatly prouvned and those with large execution errors also fall togeilher.
The failure to model measurement errors properly (consider 62 vs. fg
or €l VS. 63) is relatively insignificant, as long as measureme=ti
accuracles are congservatively chosen. As was shown earlier, overly-
ortimistic measurement accuracies are disastrous in themselvses., Ir addition,
due to the small actunl measurement uncertainties, initial perturbstions

of a iarge marmitude, even when not expected, do not hinder the vnrocess

in &n urtoward pasrer.
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The Last two figures (IV-15 and IV-16) are the customary piots
of the magnitude difference between the estimated and actual ramge. The
separation inl” two cotegories, one reflecting large execution
erro-: and the other smali, 1s evident, Fizure IV-15 demonatrates that
one of tne majon penefits from smsll execution errors is that the esti-
mation vrocess (for highly accurate measurements) quickly converges,
Lthug »roumirs that the next correctinon will be near-ovntimal. By contrast,

Sir_

cn Fiegre TVel( one can gee that the presence of a large ex. cution error,
ever. o cezountud for by the estiwmation process as it proragstes cova.iance
matricos, delays the convergence of the estimated state vector to the

wstuey zrthte vectsr and thus causes subsegquent computed midcourse corrections

Lo inoerror.

Trhe times t = 5500 and 10500 kr.oseconds represent the first observation

“reuaoafter the midcourse corrections, The jumps in the magnitudes of
the differences between actual and estimated range at these points can be

err..a’ned by the unmonitored execution errors.

Many di fferent experiments associated with the midcourse execution
+rrors can be conceived. For certain missions, for example, one coulid
“move the coniecture that, 1f a probabilistic terminal accuracy cost
“ netion were used, one micht not want to impart a correcticn even when
L. & vropagated rance deviation is not nulled at the target. Another
shgitimate and valuadle varametric studvy would seek to determine the
necuracy gains made by monitoring the execution process -- perhaps a mission
7ivht even by designed for which there are no major renalties for failing

t> meniter anv of the exscuticn errors,
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No attempt was made 1n setting up these numerical experiments to

exhaust all the possible studies. A good analysis tool Ywave s .ugents

many more studies than can be run 1n @ set time period., The rurruse of

L oose excoeriments wos sitpply to dermunsirate tre pors

-

von L ke tutoria)

rrosram and exhinhit the vroblen solvipr flex:ihitity *het one might exvect

from the uitimate procrzm.  In adait-on, it shonid be stressed that by

¢xercising the rrocram as was done in these numerical

exreriments,

fonmitinrrty wi B the overals interpianetary proclem wili cexrtainey

106
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APPENDIX 1

Flow Charts for the

Ultimate Prograi



FX MI

EXM \ INTTIALIZATION

READ EXM1 CARD GROVP

i SET UP FOR RUN SEQUENCE
i
z oF TNYPE CHOSEN 8Y InpuT '

| DO U PSP o g e o mm e e e

INDITVIOUAL RUN CONTRO

(ONTROL ACCESS To INDIVIDUARL RUN
INPUT DeECks IN MULTIPLE  FUN
OPERATION .

INITTATE AND TERMINATE TNOIVIDUAL
RUNS TN ™MONTE CARLO  OPERATION
COMMUNICATION WITH AUXW  FoR
SELECTION oF NUMERICAL VALUES of
RANDOM VARIABLES FoeR JTINPTvIDUALS
RUNS, SToRAGE OF RESULTS , TERMmINAL
PROCESSING OF ALL JTuTERMEDTATE
DATA THYS STogeD

CALL

IAIVARIVN

<CRLL exm&

>

A-2



EXM?

l

EXM? INTITIALTZATION

EXM3 INITIALIZATION

NGO

NES

NO

NEs

\

(IS TNTIF = }

~.

{ETURN
o

VP DATE
JEV, ITeSN
TTEV

INITTALIZATION

NEW MODEL SELECTION AND

NEW OATA T NPUT

NO

Ve ) Nes
\’IS TGUIOF = |

\
VUPODATE ;

INFM FOR
SUPPLEMENTAL

K, TTGev
SET TGUIDF=O

\

IENF =0




REBNTRY__POINT 5

EXmnm2 e

\
=S NQ
TE fIs TEVF —_o)————
AOVANC =
to 8y Ato
]
L ]
NES o) NO
\'IS NAVF = O / \lr
ADVMANCE 1T, BY Aty
AdDvanc e PRTNT INDEX
SET NAYF =0
T‘
NO f B, N\ yES
\Is 70 = 2 v
SET: tp =~ L
NAVE = |
0 i
Y. NO atuT xﬁex Z.\ NES
\DMNY INTERVAL \L
SET: TPRNTF = |
PATAUT INVEX = O
NO /7 1S N\ Ne s
o Z tevewe / ¥
SET. tp: tevewe
Tene =1, TRuwTFr=|
INTE =1
1
Y
\ NO /TS s A\ Nes

QUTDANLE‘ EVENT /

SET: TGUTIDF = |
'LN = teyeut

NAVF =
PRINT INDEX = O

|

CONTINUED

R



o

CALL SUPPORTING
GROUVP-OF. MOOULES

MES / NO

\'IS TGPRF =1 }

»_———_—-_—]/ NES (f \) NO
TS NANE = O ———y
NO
'ﬁ—-\'*gg’—(Ts TGuIoF = | w—‘——‘—‘ -
CALL  HM >

B AN
< CALL PoLM >

N

CALL TNFM

) Nesd 4 NO
kTS rs.w::o} ,\ _l
CALL OYNAMIcg \
GGRoLP OF Mobuu:_-s/
i MIDCOULRSE CORRECTION UPDATE
<rm Im‘m>
\
NO N\ Nes
Ts MCCF :OI ‘[
\ '
N
RETURN To

Exm3 Re-entry

A=5



NT M

l

‘ CoMPUTE At

s
A

I MO DEL TNSERT |

l
!
i
i

1
|l

ADVANCE NOMINAL TRAJECTORY

ONER TNTERVAL AT,
COMPUTE COORDINATE  TRANS -

FORMATIONS NeeDed TN

|
|
|

OTHER MODVLES

S - — — -

RETURN



PSI M

._____,_.__-NS?...,_,__(IG IRESF =0 L YES

REGET

= T

@ = oo

TReSF -0
— — - T T T T T T
| MODEL INSERT ‘
| UPOATE : |
| STATE TRANSITION MATRIX V'
| CUMULATIVE DISTURBANCE MATRIX Q’I

NO NEeS
GS NAVYF = O}
TRESF= |
RETURN

A=7




I _NODEL  TINSERT

COMPUTE NOMINAL OBSERNATTON

COMPUTE H MATRTYX FRONM

PERTURBATION RELATIONS
| I _

DATA .

RETURN




DYNM

NO /(. - )____Yes
GS MCCF =

o

|

| MODEL INSERT A
|\JPDRTE OYNAMMICS OATR
|

]
|
|

!

AFTER N NANIGATION |
|__ Time nDVAEEE_______I

———— o ——

]
IR T

MODEL INSERT B
UPDATE ODOYNRAMICS DATA
AFTER MTDCOURSE CoRREcTION_J

_]
!
I
I

-

\
Q_RLL Q)Bsm>

\

RETURN



FBSM

l

NO

GS NAVF = ]>

——

|
| NMODEL TINSERT
| COMPUTE QBSERVATION

\
< CALL NRAVMm >

RETURN

A-10



NAVM

NO 4 M\ YES

\IS NAVF =0 /

NES
r——NQ—-(IS MCCF = | }

R N

i
MODEL INSERT A |
COMPUTE NAVIGATIoN DATAH |
RECURSINE OR BATCH PROCESSING !
I

! EQUATIONS
e

_—_ Y

]
| MODEL INSERT B '

| MODIFY NAVIGATION DATAH
AFTER A MIDCOURS E l
! CORRECT |ON |

<AL outom >

RETURN




GUIDM

ES
NO C’IS MCCF =1 F h¢
= NO [
YES ‘—(;s IGUIDFZD' >
\
N 5
0 GS K= KL XES
N
—L- | Teurpr-o |
T T
| MODEL INSERT |
[ COMPUTE MTITDCOURSE |
| CORRECTION OATA J
\

<CRL\_ C¢NTM>

RETURN

A-12



CHNTM

MCCF = OJ

MO (73 e 1
A
XES GS IGUID"—':]} NO

| MODEL TINSERT

|
| EXecuTioN ERROR DATA

COMPUTE MIDCOURSE

— ——— -

S S —

)

RETURN

A-13



0
D
<

NO \/

‘ ( YES
NE. - LIS K= KL )—

i of

MODE L INSERT

|
| EQUATIONS FOR COMPUTATION
| oF G MATRIX

— —— — . — . oy — — ——— —— o —

| —

RETURN




0 N\ e S
RETURN )< n @ IN\NTF:|J Je
NO /[ 1s THrs A N\ NES
l Mtocwkse CORRECTION wbw
WRTTE ! MIDCOVRSE CORRECTT BN
UPDATE
ND e e N\ NES
QS NFE oz J
WRITE | EYENT SEQUENCE NO.
o MODEL INSERT-A [
| \NRTITE : NOoMINAL TRAJEcT@QRY DATA |
MO f]’s TCPAF ) e
¢ =
3 ) ———— %
| MOPDEL TNSERT-B [
|WRITE MTDCOURSE C(SRRECTION {
, MATRTICES AND ReLATED DATA (
NES (15 trn1r = a ) NoO
\T\S INIF = c/
L A I

| MODEL TINSERT - D |

1
!__TNTeK ENENT PRINT-0UT l

el

| MODEL. TNSERT - C

] PpsT ENENT PRINTOUT,

DBCUMENT ING VARTABLE
INITIALTZATT UGN AT ALL
I ENENTS TweluDtwe THE

)

CPNnTINvVED - A

A=15



ND

S

!

Is THIS A N\ NES

MTD CpuRse CPRRECTIQGH UPDA’TE_J

R

MPOEL TNSERT-E

UPDATE SELECTED VARTIABLES
’ .
FpLLdwTiwGe A MIDCPURSE CPRKECTIUN

Y

\/RETURN

A-16



AFPENDIX 2

Flow Charts and Listings for the

Tutorial Prcocgram
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EXMI INITIALIZATI@N

IRUN = O

READ: IRUNYX

\ )
Go
T¢ EXMI
T MODEL |
~.




EX M|

EXM1I INITIALTZATION

Y (0O
o
s xaon = 200

NES

TRUN = TRUN 4

ReAD: T GPRF

Y o2

CONTINUE

Go To
EXM 2

Yi01

SToP
ENO



FEXMZ2

INITIALIZATION

l

ReAD IPT, TESNY, KL, JEVL
Tesn (L) T= | To TeVL
TEV(T) T= | To TEVL
T6EV(TY T=1 To Ko

\

[ ITesn = TesN ()
ITcev = TIcev ()
INTF = |

JEV =
K = |
TevFr =

Go T¢

EXM 3™

NITIQLIZATIG{;&>

/

A=20




EXMZ2

!

EXM2 INITTITALIZATION

EXM3 INITIALTZATION

8
NO Ve — N\ YES
T E = N
k S ITESN TES Y/
Go
~_To 100
e
Y
N0 Ts INIF = 1 ) YES
) 2
JEV = JEV + | NTM INITIAL
TTESN = TESNCIEV) PSTM INTTTIALU
TTEN = TEV (JEV) TM INITIAL
DNMNM INTTIAL
FBSM INITTAL
NAVM INITTIAL
GUIDMWM INTTIAL
CONTMWM INITTAL
NO YES

(s TGUIDF = |

\
CONTINVED- R

A=21




r
i

IIIGEV = TGEV (K)
ir(

7

i B

NAVF =
|IPRNTF: P

| INTF: O

< <AL Exm3, w >

A-22
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EXM3 INITIALIZATIZN

[READ: OLTT, DELTN, TO, TN

NAVFEz |

IGUIDF = O

TIPRNTF = |
IIPT = O

A-23



EXM3

E NTE R < —_ e e it e = e e o

' G

~
Y65 (15 1evE= 0 )

NO <<:CAH.EXN\2j;T”]

. ) NO
~{ES IS NAVE = O ) TN= TN + DELTN

NAVF = O
IIPT=ZLIIPT+]|

12

-
Aw)
K}

-
Z

< NO{ES)II?T? IPT) YES
vy 13
TPRNTF = |
IIPT =0
10 v
- No (15 To =z TTEV ) 'ES
l .
! 14
§ TO= TTEV
i TEVF = )
! IPRNTF = |
|
| l/

CONTINUEO- A

CONTINVED- B

A-2k4



YES

NO
(IS ITESN z TTGEV }—C

b

IGUIDF =
TN= TTEV
NAV F = |
IIPT=0

\
1

|5

S
>C CALL NTM D

\

—( IS TGPRF

1l

\

< CR\_L_j‘RA

=

y 3

LCALL DYNM GROUP D=

e =\
(TS NANF = O )

N NES GO
S - TO 18
YES
30

YES
NO  (Ts TEVF = 0 »——

y
CALL INFMD

CONTINVED -C

A-25
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TO G




©

—\(ES_(IS MQ(F:Q)_N.Q___

[MmccF =0]

GO
Jo b

N <>

18
NO ‘ YES
(IS TGUIDF = | Y

| y 20
E> <t

ALl INFM >

&>

A=26



ENTER

l

DELT = TD - TDSV
TDSV = TD

Y.
MU /R xx3 |

DELT %2 / 2.0
RooT * DELT
My / R*%x 2
H*xx2 /R %% 3
3.0¥G /2.0% R
A-8

F- G

[

i

3]

1

tl

- 0o @®EO MmN p
]

I

D3 = Lo~ (C*¥5)

DELR = (Lo/D3) * ( E~ TxC)

DELRDT = (1.0/D3) % (( S+ RD$T # DELTZ ) - (DELT*T))
THETR = THETA + ((H+DeLtT/R2) » (10~ DeLR/R))
R = R+ DELR

RDBT = RooeT + OCLLROT

THEDT - H/R?
THETRAE = THETAE + THEDTE * DELT

Y

< CALL PST ™M >

RETURN




g
—

ENTER
RS
NO (15 TResF=0 ) YES
\Z _J

LO

PSIP(I, 3= T Goewtmry)
QPCLIY= 0.0

GAMMAPR (T,D) = 0-0

L=3= 142 -G

\

F’IRESF :;9_] !

Al = RISTAR ,

NISTART ((2.0¥MU)/R¥%3) + THEDT *%2
R 0-5% (Al + R1STRAR)

n2 A2 STAR

N2STAR = 2.0% R*x THEDT

A2= 0.5 ¥ ( A2 + A2 sSTAR)

A3 = A3STAR '

i}

A3 sTAR= .0/ R*x2
A3 = 0.5 ¥ (A3 + A3 STAR)
B = BI STAR

31STAR = ~((2.0 ¥ RDST¥THEDT ) /RX %2 )
Bi= o5x (Bl + BISTAR)

Bo= R2S5TAR

82STRR = (2.04% THEDT /R

e = O.5% (B2 + BESTAR)

B3= B3 sTAR

B3STAR= (20% RDeT)/ R

R33= 0.5 ¥ ( B3+ B3sTAR)

l

CONTINUED -~ A

A-28



A

ba

A\ = I/O, E‘arﬁt + (O"Zbl *avb3) Atl/z .]

A,z 1/, [(ab,-0,) At%s  + (Ayb,- 4, by ) At3/4 ]

A,z - 4, bt/ p,

Ag= /o, Laznt + azbs At/ )
B,z /D, [ 0t + a, b, A&/2 ]
Box YD, [ bt + b, AtY/2]

By= VD, [bsbt + Gyb, AtYz + (0, b, —4,by) 0 /4 ]

11

Bq I/D, [- 03 bz O'LZ/Z. - aa b; A£3/4]

C- CSTAR
CSTAR= MU/Rxx 3

il

C=z 0.5 ¥ (¢ + CsTAR)
D, = I + Cait®/4
C,= -~Cut*/zD,
Cz': At |/ D,

C3 = -C0t/Dy

D, =-U+ Fat « (ba,-a)) atty . (bt -d, b)) At /8] |

-

PST ARRAY (LxL)
PsT(1,V) = 1O + (CAPRI % DELT D /2.0

PsTC1,4Yz (CAPR2 /2.0 + 1.0 ) # DELT
PST (1,5 (CAPA3 *x DELTY/2.0 % .00}
PST (Z,1) = ((CAPR| ¥DELT>/2.0)% 1600.
PsST(2,) = .0

PST (2,4)= ((CAPBZ 4 DELT)/2.0) + 10060 -
PST (2,5)= (CAPB3 /2.0 +1.0) * DELT
PST 33z |.0 + CAPC|

PsT (3,L)= CAPCE

PsTt (4,0= CAPRAI

PST(4.4) carPAz + .o

PsT (4,5) CAPA3 x 06-001

)l

il

l

CONTINUED-R

A 20




8

l

PSIC5,1) = CAPBI ¥ 1000-
PST(5,4) = CRPBZ % 1000,
PST(5,5) = |0+ (RPB3
PST (L,3) =  CAPC3
PST(6,)= 1o + CAPCH
ALL. OTHER PST (T, 3)=0.0

|

GAMMA ARRAY (bx1)
GAMMA (1)) = (CAPAY ¥ DELT) /2.0
GAMMA (2,10 = ((CAPB4 * DELT) /2.0) +1000.
GAMMA (3, = 0.0
GAMMA (4,1) = CAPAY
GAMMA (5,)) = (CAPR4 ¥ 1000.
GAMMA (6,1)= 0.0

So
STPPCT,S) =STDPCT,3) + PST (I, Mm) ¥ PSTP(Mm. 3)
PSTP(I,3) = STIoP (T,3)
I=3= MMz ),23-.._..(

LD

STEAMP(T, 1) = STEAMP (T,1) + PSI (I, MM) * GAMMAP (hm, 1)
GAMMAP (I,1) = STEAMP (T, + GAMMA (T,

T=02,--— 6
40
QUI) = STEMQID ¥ (CSQRT (ALOG C 1 /RNuM (XX ) #x2 3)) ¥ ( ST (7woPL
# RNUM (XX 1)) J=1.--3 T: 343

l

ConNTINVED - C

A-30




c
| a2

PSTQ(TY= PSTQCT)Y + PSTCT,S) ¥ QPCT)
I'—' 3= ',?,3-—--(2

44

QDELT(3Id= QLI ¥ DELT; 3:4,5¢
QP(I)= PSIQCI) + Qe (T)
Iz 1,2, -- G
@DELT (D= QVELT(2Y) = GDELT(3) = 0.0

NO YES

65 NA\IF:Q)

TResk =

20
r CONTIN\)E—i

( RETURMN >
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ENTER

A= THETAE -

THRETA

B8
c
0

it

Cps (A)
SIN (R)
THEDTE - THEODT

1

Rne = [R¥+ REZ - 2oxR»RE¥g 172

P

RNGOT =

.o/ RNG
P» C(R-RE*B)XRDOT + R*RE*(*»D 1

4

[QLPHA = (R*- RE® - RNGZ) /(204RE » RNG)

SALPHA = R*C / RNG

El = P% ( R-RexB)

E2 = (-P)» (R¥REx C)

F1 = P*((~RNGDT *E|) + RD@T + RE*C¥* D)

Fe = P* ((-RNGDT*E2) —(RDIT*RE*C) - R¥RE+B*D)
Gl = (C/(RNG 4 cALPHAN ¥ (1.0~ (EI* R)/RNG)
G2z (-R/CRNG* CALPHAYY ¥ (B4 (£2xC) /RNG)

)

HM (1,1) = HM(2,4) = EV 5 HAm(2,1) = FI
HM (1L2) = W (2,8) = E2¥g01;HM(2,2) = F2 #.001
Hiy (3,1) = GelposHM (3.2) = G2 5 HM(4,3) = R
ALL OTHER HNM (T,3) = 0.0

T= ,2.3,4 T=1,2,--- G

RETURN
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YNM

ENTER
NO @,MCCF?-\} YES
Y 10 Y \¢e
PSIXV (I, )= 0.0 X(4,1) = X(4,0) + DeLTVP(),1)
I=4--- X (5 1) = X(5,0) + DELTNP(Z,)/R
X (G,) = X(L,1) + DELTNP (3,1)
16

PSIXV (T 1) = PSTAV(T, 1) + PSIP(T, N x X(7,1)
I:’,----lﬂ -S‘_ ‘_,---(.p

Yy 13

GAMR(I, D = GAMMAP(T,1) % RS
X(T,1) = PSIXV (T 1) + GAMR(T,1) + QP(I)
T=1,---- b

20

b
<CALL ¢8SWm >

RETURN
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ﬁBSM EN]'ER

i
s N\ NO
YE G‘S NANVF = J

16

2
&S ) Mo CALL NAUM

‘ Is Mcck =) j

CALL NAVM o
Y 1
RETURN

HX(T\)z 0.0
ALR (I, =00
I=12,3.4

| 17

HY (T, )= HX (T, V) ¢ HM(Z,3) % X(3, 1)
I:l)---4- IJ= IJ.--L

|
15
ALBRCT,1) =ALB(T,1) + ALCT 3) ¥ B(3, 1)
I=),---4 J=1,-—NM
it

VIT)= STeMA D) *((SQRT{ALOG (1. /JRNUM (X X)

*¥%2)) ¥ (SIN(TWOPT ¥ RNUM (xx))))

Z(I,i)= HX (T, )VTALB(T, 1)+ V(T)
T=1,---4%

jO

| CALL NAVM

r

/__\RKTURN >

a=-34



N A \/ [\4 ENTER

NO (:s NANE -_o\, YES
Y
CONTINVE
1O
s
NO GSN\CCF: \} his
< CALL GUIDM >
G
TY 13 ‘

RETURN
12

PSIT(TI,3)= PSTIP(3I.I)
ALDEN = T CxOENTITY)
T-3=123,--- L

18
PSTRCT,S) = PSIBCT,3) + PSTP(T,KK)¥ P (KK,T)

PsPPTCT,3)= PSPPT(T,S) + PSTB(TI,xk) ¥ PSIT(kA,3)
PPCT.3) = PSPPT (I.3)+ QRQT,I)
T=-3= KKz 1,2,3,----Ll

y 2l
HT(T,3) = HM (5,T)
PPHT(I,5) = PPHT(T,3) + PP(T Xx)* HT (K.K,T)
T= KKk= L,23---6 5 3J=4,2---4

24
HPPHT(T,3)= HPPHT(T.3) 4+ HM(T,KK) ¥ PPHT (kx.3)
HPHP(T,3) = HPPHT (T, 3) + PV(T,3)
T-3= '.2,---4 > Kx:= 1,2,3, -~ b

<JCALL MATIN >

CONTINVE -}

s rc



AK(T,3)= AK(T,3) + PPHT ( I,KKk) % HPHP T(KK,

A

[

)
T-1,2,3-- Ll ; 3=Kk:'.2, - 4

AKH(T,3) = AKH(T,S) + AK(T,KK) ¥ HMIKK 3
TEMPLE 3Y = ATDEN (T,3) - AKH (LL3)
P(T.3) 2 P(T,3) 4+ TEMP (T,3) % PPCT, T)

I: 3= ’J?,g_""é
ES
NO (;rs -3 ‘:> A
Yy 8¢
PCT,30= (P(CT,S) + P(3,I) /20
P(I, Ty = PCI.S)

\ 80
| conTTNUE

34

Tz4,-- b
YHP(T. 1) = YHP(T,1) + PSTPCI,T)* XH(T,1)

[ 3¢

HXH(T,)) = HYH(T, D) + HMI,3) ¥ XHP(T,1)
TEMPZ (T,1) = Z(TI 10— HXH(T,)1)

| ze

AKZHXH (T,0)= AKZHXH(T, 1) + AK(L,T) ¥ TEMPZ(T)1)
T=),---6 - 3:),-~-4

l

CONTINUVE - B
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B8
J a4
AHCT, D) = YHPCT,1) + ARZHYH (T, 1)

XAPX(T,Nz X (T, 1)~ YN (T,)
T=1,2 --L

<

13

XH(4,1) = XH(4,1) + DELTV( L) + EMOL D
XH(B, 102 XH(5,0) + ((DELTN(Z,1) +EM (L1 /R) 4 1000.
XH(6,DT XH(6,)) + DELTV(3,1) + EM (3,1)

XAPX(4,1) = XYAPX(4,)) + EUC(L,))

XAPX (5,10 = XAPX (5,1) + (EVUCTL1)/R) * 1000.

XAPX (6,N= XAPX (6,)) 4 EUC(3,1)

T:1.2.3 50

PEV(2,T) = Pev(2,T) ¥ (10060. /R)
Pev(T,2) = PrucCT,2)» C1000./R)

45
PC(TAT, SA3) = PCTAT,3a3) + PEUCT,I)
TAT = T 43 IT=-3:1,2,3
JAS= 3+3
H
| CONTINVE]

< CALL GUIDM >
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GUI DM ENTER

v
NO ES
CIS MCCF:\} At >
v 8 N
\ N O
YES GS Ic-,uIDF':II
Y
No Gs K = kg) MES
[TeuiDF:=o]
vy (o
DELTV(T,1) = 0-0 >

EN(T,))T 00
I=-12,3%

\ )

ENCI, 1) = ENCI, 1) + G(IK,T,3) % XAPX(T, 1)
DELTV (T,1) = DELTV(T,1) + G( K, I, J) % XH(J, D)
I- l)‘-3 J= IJE‘---- )

ENG,) = EN(Z, 1) ¥ R
DELTV (2,)) = DELTV(Z,D¥ R

OVMAG = SQRT (DELTV L 1)¢#2 4+ PELTV(Z,1)

+¥2  + ODELTV (3,2 ¥¥2 )

7
< CALL CoNTM >

1

< RETURN >



CENT M

ENTER
NO 4 ) YeS
LIS MCCF = ‘J

)

NO _ YE
‘r—‘{IS IGUIDF = D S MccF =0

Yy 3

2

DEVTVOD (L, 1) = DELTV(T,)/DVMAG

ESDEL(T,1) = E(SK DEVTVD(T,))

E4DEL (T,) = E@)% DELTV(T,))
I-=1,2,3

CPULIY = E(@) % DELTV(3,1) — E(2) % DELTV (2,1)
CPIZND=EM* DELTV (1, 1) — EQ) % DELTV (3,1
CP(3,1) = EM % DELTV(2,1) = E(2) ¥ DeLTV (11)

EU @D = CP (IT,N + E4DEL(T, D + ESDEL(T,N
EM (T,)) = EL) ¥ DENTND(T,1)
DELTNP (T,1) = DELTN(T,) + EVU(T,1) + EMC(T,
I1-1,2,3

50
DELTVTC(!,I) = DELTV(T, 1)

|

CONTINUED- A

A-3%Q



I=3=21,2,3
DELDELTCIL, Y = DELTV(T, ") * DeLTVNT (C,3)
PEVI(T,T) = DELOELT(T,I) ¥ ((STGMA4 4%2 ) —STEmAP
#%2)+ ((STEMAS 4¥2) /(DVMAG ¥x2 ))

NO GS T =3 YES
52 y 53
PEVZ2(T,3)= 0.0 PEVZ(I,3) = (SIGMAPKA2) ¥
T=1,23 =3 (DVMAG A% 2)
I=3=z1,2,3
y 55

PEUCT,S) = PEUICT,S) + PEUZ (T,3)
PEMIT,T) = DELDELT (T, S) ¥ (STGAMP*x2[DUmAG % 2 )
Tr=3=12¢,3

MCCF = |

Yy 3
RETURN
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ENTER
NO fIS K = | N\ YES
N\ _J
— ¥ 5
PHL(I,J) = PSIP(I,T)
I=02,---6; J=h2t;" b
NO ( Ts K=kL ) _YES
-
¥ 30
PHIST(T,3) = T (FOENTITY); T= 4L2,--b 5 I=1,2,-- b
y 47
[M= KL-1 |
KLL = KL -L
5 L= | TO mm
PHISS (KLL,I,3Y= PHIST(TI,N) ¥ PHT (kiL, N.J)
IT= L2Z,---L, JFI=12 ---L; N:-L2,---0
52
PHTST (I,3) = PHISS (KLL,T,3)
T=0,2,--6 J=-Le, . b
53
PHSS! (T,3) = PHIST (I,33) I=5:-.L2,3
-1
335=3+3 4 TINVERT PHsSs | 5 [PHSs1 ] = PHSSIT
B5
PHss2 (T,3) = PHIsT (1,3)
I=- 23 ; J: L2,3
21
PHSS3(T,3) = PHSSITC(I,N) * PH5S2(N.J)
N 70 T- ,2,3 5 Jz1,6,3 ; N=1,2,3
RETURN 80 _
G(KLL, T,I) = — PHSS3(T,T)

r- 1,2,3 Iz L2, ---- e

A=it)




INFM

ENTER

NO \/1 $ TPRNTF = D Y&S
GO
T¢ 5
10
~E
no (1o zeve=i ) >
| 40
WRITE ENENT NUMBER, TIESN
; 13

[(GNTINUE

200

WRTTE : TD, R, THETA, RoeT

THEDT, THETAE

[ contrnue |

NO ( N\ YES
T PRF =
(35 zerer=1 )=
Y 20
CONTINUE
NEXT PRGE
CONTINVED - R
NO /- . )__MES
QS NAVF =1 I
) 202

[WRITE: STATE VecToR, X |

A-b2



— D

ES
NO eres~ = I‘@ h(
Y 60
QI‘F
\
NO F \ YES
Is K =1\
N\ J
\ 103
\NRITE ¢ PHI-MRTRIX]
NO J \ N S

Co
T¢ 14

T6 TTESN = TESNY
\\ N i

CONTINVE |

KE = KL—!
IT -1 To KE

108

\WRITE: GUIDANCE BNENT-TITI,
PHTISS, &

LTGPRFE=O

<>

CONTINUVED - NEXT PAGE
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| 23

NO ‘\:ts TINTF :o) HEs
Yy 24
WRITE : PSIP, GAMMAP
QP_) HM; 2J\/)/q.<
B4
WRTITE ¢ XH, P
\
=S
NO Gs TeUIDF = \} e
5
[TPRNTFE = ofc—
Y 4 Y 30
INVE NES
[contTuoe] S s )
‘ 2
<__CALL EXTRA > \NRITE ¢ DELTVY,
EV, EM,
\
\ 214 Pey, EN
RETUVURN
\NRITE ! MIDCOURSE
CORRECTION
VPDATE
G9

A=l

s




DATIN

ENTER

l

READ; THEOTE, THETAE, THETA, THEDT
MU, R, RD9T

READ: RE

READ: X, sTemQ

READ: Nm, B, STGMA

READ I XH, P QQ, PV

READ: E, SICMAL SIeMAS, STeMAL,
SIGMAP

\

WRITE : TPT, OLTT, DELTN, RE, THEDTE
MU, H, RS, sT6MQ, B, STeMmA
QQ, PV, E

QETURN



MAHN ENTER

|

KR=N
)
YES
0 (0= o )
Y 150
Y j001 I=2,N
WATITE . N EXCEEDS MATIN IXx(TY=T
ALLOW ABLE, PROGRAM
STDPDED
~
NO Gs AY # O )
00
‘ & 220
\NRTTE ! MATRIX s
STNGULAR DETR (1 = ACI)
RCIY=z 1./ A(CT)
STOP
A
ES
NO CIS N = | } N
A Yy 2999
Ix(IYy=1|
Ix(1y= T RETURN
CONTINUVED
NEYT- PAGE
A



_l 250

L =2,N _,'<:L~
Ly= L -1
S= 0.0

L\\AIXL: KR *

(IY(Ly =1 )
LL = TX(LY + MTXL

I= 1, L]

MTIXT = KR * (IXCT) =)
LT = TX(W + MIXT
B(I)= 0.0 G(T)=0.0

Iz, L)
MIXJ =

KR % C(IXC(3) —1)
TIZ IXI)+ MIXJ

IL= IXCI)+ MIXL

BCT)= B(T) — RCII)* A(TL)
JT =

IXCI)Y 4+ MIXI
LY

TYXL) + MIXTY

GIY= G(T) -~ ALLI)+ R(JIT)

4480
CONTINUVE

A

ST S5+ALTY+ 8BCT)
AL = A(LLY + 5

NO

\

(- - )
(Zs ALy =0 =

NES

CONTINVED-3

CHMTINVED-C
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8
g

ALBAR = ABS ( AL/ACLL))

L
J 480

ALRAR= ABS (AL)

Y 490
ES
Kz K+ |
YeS
NO Q’s K > N \f
N
IXL= TX(L)
TXL) = TX(K)
IXLK); TXL
540
N (e = e ES

1002

\NRTTE S MATRIX TS
SINGCULAR

\ 550
Rty = 1. /AL
DETR(t\: AL

l

CONTINVED - D
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D

T= 1, L]
TL = IX(TI) + MIYL

LT = ITX(L) + KRx (Tx(T) =)

R(TLY = BCIY ¥ RCLL)
RLT) = G(T) ¥ RCLL)

J= 01
TI= IxCT) + KR ¥ (TX(3)-1)
R(T3)= R(IJ) + G(3) % R(TL)

X OFE = 0.0

IT= I,N J:'%N

X =0.0
K3A= KR (J3-1)
Kz=1,N
IK= I+ XR*(x-1)
K3 = K+ KA

X=X + RCTK)Y » A(Kk3)

NO

703

I_C—ONTINUE

Y

YES

CONTINVED
(=

(52 753)

A-U9

CONTINUVED



GCTIY = X

J05
No (7 ) MES
\IS ABS(X) < nescwrﬁ)j

YOFF= X
TYFrE- I
Jgrr= §

710

C BNTINUE

WRITE! DEeTR, G, XOFF,
T QFF, JOFF _

v 999

( RETURN
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RNUM

ENTER
¥
NX= O
NO YES
Gs NYX :o}
[ 2
YY= 5160 73¢.
Zz2= 1492 480.
WW= 3130 8.2,
SS = 538271.
NX = 2
3
WIW T WW + WW
MY s Y Y + Y
2z 22 + 22
NI-NYY- 99999917.
21z 2Z-9999911.
L W= WW=-9099¢91.
NO - N\ AL
\ISYI =—ocroO J
Yy 10
YN = vl
y 20 v
0 ES
B 65 2=~ oMD
Y 3¢
222\

v

CONTTINUE - A



NO

WW

~

SSTWW +2Z 4+ YY +55S

N = SS *x -000000 |

Q= N¥ | 0000000

RNUM = (SS-Q) % . 000000
$S=5S-Q

RETURN

A=52




C THIS IS THE MAIN PROGRAM THAT INCLUDES EXM1/EXM2sAND EXM3

o
ODIMENSION IESN(10)r TEV(10)}, IGEV(10)
COMMON/POLR/KsKL/PSIP(6+6) 1PHI(60606) »KLL

COMMUN7PSIR/ZAISTARTAZSTAR, ASSTAR/BISTAR/B2STARFBISTARFCSTAR '
COMMCN/ INI/ZMU s THEDTE + THETAEDELT»R/RDOT+ THETA» THEDT»H -
COMMON/MAIN/TD» TDSV

COMMON/FIRS7/P(6+G)r0a(6r0) 1PV (G &)
COMMON/SYNRR/ZX(6¢1) ¢@(6) vaP(6)
COMMON/DYNR/RS»SI6MA(3)

COMMONZHMR/7HM (4 96) rRE
COMMON/ITI/AL(4+6) 1B(6+1) yNMsSIGMA (L)
COMMON/FLAGS/MCCF + NAVF » IGUIDF » IGPRF ¢ IRESF

COMMON/INTA/E(6) »SIGMAG»SIGMAS 1 SIGMAG»SIGMAP
COMMCON/NAVR/XH(601) » XAPX(601)
COMMON/FLAGG/ IPRNTF » IIESN, IIGEVvIESNX'IEVFvPHISS(69606)

COMMON/INPT/IPTDLTT/DELTN
COMMON/FINIF/INIF
C

T EXMI INITIACTZATION - MODEL 1
C.
REAL MU

IRUN =0
READ(5,200) IRUNx
200 FORMAT(IS)

EXM1 MODEL 1

(oNeRe

100 IF (IRUN .GE. IRUNXJ] GO T0.101
IRUN = IRUN + 1
READ(5,201) IGPRF

e01 FURMKT(IS)
102 CONTINUE'

EXM2 INITIALIZATION - MODEL 1

aC oy (g}

READ(50202) IPTrIESNXKL»JEVL
202 FORMAT(415)
READ(5,203) (IESN(I), I=1,JEVL)

203 FORMAT(101S)
READ(5+204) (TEV(I)e I=1,yEVL)
204 FORMAT(SE13.6)

- READ(5+,205) (IGEV(I)s I=1,KL)
205 FORMAT(1015)

28 IIESN = IESN(L)
I1IGEV = IGEV(1)
INIF = 1

JEV = 1
K=1 _
IEVF = 1

c .
C EXM3 INITIALIZATION MODEL 1
c .

READ (5+206) OLTT+DELTNs/TOs TN
206 FORMAT(4EL3,.6)
C
NAVF = 1 A-53



IGUIDF

' 0
IPRNTF 3

o it u

[IPT =
EXM2 MODEL=-1

(@]

8 IF(IIESN.EQ.IESNX) GO T0 100
IF(INIF«EQs1) GO TO 2
JEV = JEV + 1
TIESN = IESN(JEV)

TTEV = TEV(JEV) |
IF(IGUIDF.EQs1) GO TO 3
G0 TO 4

2 CONTINUE
CALL DATIN
THE FOLLOWING BLOCK OF DATA ARE INITILIZATION VALUES THAT ARE PERMENENT

C
C DATA
c
C NTM INITIAL

TSV = 1D
H = R#R*THEDT
C PSIM INITIAL

IRESF = 1
A1STAR ((240%MU) /R*#3) + THEDT#%2

A2STAR 2. 0*R*THEDT

A3STAR 1.0/R**%2
B1STAR= ~((2.0*RDOT*THEDT)/R**2)
B2STAR (2,0*THEDT) /R '

-
-
-~
-

B3STAR (2.0%RDOT) /R
CSTAR = MU/ (R*R*R)
C "TM INITIAL

DO 351 = 1 4
DO 35 J =7140
35 HM(I,J) -‘0 0

T "0BSN INITTAL , : : T
DO 60 I=1,4 : : .
Do 60 J=1,4

60 AL(I.J) = 0.0
AL(1,1)=1, :
AL(2:2)=1,

ALT3r 3051,
AL t)=1g
C ~ euIpM_INgTIAL

MCCF = 0
CALL INFM
INIF = 0

G0 70 6
3K= K+
- IIGEV. = IGEV(K)

IGUIDF £ 0
4 1EVF = 0
C EXM3 MODEL-1
—6 IF(IEVF LEG@s 1) 60 10 8
TD = TD + DLTT
9 IF(NAVF.EG.0) GO TO 11

TN = TN+ DELTN
NAVF = 0.
CIIPT = JIPT + 1

T171F(TD.GE,TN] 60 TO 12
GO To 10

12 7D = TH v A-54
NAVF = 1



IF(IIPT +GE. IPT) GO TO 13
60 TO 10

13

10

IPRNTF =1

11IPT =0
IF (TD.GE,TTEV) GO TO 14

iy

G0 T0 15
TD =TTEV
IEVF = 1

TPRNTF = 1

IF(IIESN.GESIIGEV) GO TO 16
GO TO 15

16

IGUIDF = 1
TN = TTEV
NAVF = 1

15

IIPY = 0
CALL NTM
IF(IGPRF.EQ.1) GO TO 18

31

IFTNAVF +EG+0). GO T0 30
CALL TM -
CALL DYNM

33

CALL INFM
IF (MCCF+EQ.0) GO TO 6
60 T0 31

30

18

IF(IEVF.EQ.0) 60 TO 6
GO T0 33 L
IF(IGUIDF.EQ.1) GO TQ 20

21
20

GO T0 6
CALL POLM.
CALL INFM.

101

GO TO 6
STOP
END

do
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SUBROUTINE NTM®

C THIS SUBROUTINE GENERATES A NOMINAL TRAJECTORY USING MODEL=~1, AN

C APPROXIMATE METHOD IS USED TO SOLVE THE TwWO=-BODY PLANAR EQS. OF MOTION

C

COMMON/INI/MUrTHEDTErTHETAE'DELTvR'RDOT'THETAvTHEDT'H

COMMON/MAIN/TD.TDSV

REAL MU

CELT = TD=-TDSV

ToSv = TD

A = MU/R*%J

C = DELT*x*2 /2.0
- B = RDOT*CELT

F = MU/R*x2

6 = H*x*2 /Rx*3

B=3.%G/ (2,*R)

S=A-B

T = F - 6

20
21

DELR = (1,0/D3) x* (E ‘(T*C))

22 DELRDT = (1.0/D3) * ((S*RpOT* DELT**2) = (DELT * T))
23 THETA = THETA + ((H*DELT /R**2) *(l.0 -(DELR)/(R)))
24 R = R + DELR

25 RDOT = RDOT + DELRDT

26 THEDT = H/R**2

27

THETAE = THETAE + (THEDTE * DELT)

C THE NEXT STAREMENT CALLS THE PSI MODULE TO CALCULATE THE ELEMENTS

C OF 1

THE TRANSITION MATRIX AND GAMMA MATRIX
CALL PSIM!
RETURN

END
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c

SUBROUTINE PSIM -
THIS SUBROUTINE DETERMINES. THE. LLEMENTS OF THE PSI AND GAMMA MATRIX

C

THIS IS A SIMPLIFIED MODEL CALLED MODEL=-1.,
- DIMENSION P51(6v6)vGAMMA(Grl)'SISIP(6'6)v SIDP(6'6)oSIGAMP(6 1)rGA
«MMPP (6+1) +PSIQ(6) +QUELT(6)

COMMON/PSIR/AISTAR'AZSTAR AISTAR'BISTARYB2STARYB3STAR»CSTAR
COMMON/FLAGS/MCCF ¢+NAVF » IGUIOF » IGPRF ¢ IRESF
COMMON/ INI/MU» THEDTE » THETAE»DELT/R+RDOT» THETA» THEDT ¢ H

COMMCN/POLR/KeKL/PSIP(6¢6) 1 PHI(60 606)0KLL
COMMON/PSIMR/GAMMAP (601)
COMMON/SYNRR/X(601)1Q(6)rQP(6)

COMMONZ/DYNR/RS1SIGNG(3) D
DATA TWOP1/6.28318/ .
REAL MU

IF (IRESF «EQ. 0) GO 10 1
DO 80 I = 1,6
DO 80 J = 1+6

1IF (I=J) 70.60,70
60 PSIP(IvJ) = 1.0
GO0 TO 80

70 PSIP(I,J)= 0.0
80 CONTINUE
81 D0 82 I = 146

T C T NOW THAT STARTING VALUES ARE OBTAINED WE CONTINUE THE PROGRAM

C
C

GPTIIN 20,0
82 GAMMAP (I¢1) = 0.0
IRESF = 0

AND DETERMINE THE MATRIX ELEMENTS FOR PSI AND GAMMA

AL £ AISTAR
ALSTARS ((2.U*MU) /R*%3)+ THEDT**2
Al = 0.5%(Al + ALSTAR)

A2 = AZSTAR
A2STAR = 2+0*R*THEDT
A2 = 0.5 *x (A2 + A2STAR)

A3 = A3STAR M : - N
A3STAR = 1.0 /R*x%2 , ‘
A3 = 0,5 * (A3 + A3STAR)

OVE O OE OGN =

-
C

Bl = BISTAR
B1STAR --((2.0#RDOT*THEDT)/R**2)

Bl = 0.5 *{Bl + B1STAR)
B2 = B2STAR ;
B2STAR = (2.0 * THEDT)/R
B2 = 0.5*¥B2. + B2STAR)

B3 = B3STAR
B3STAR = (2.0 *RDOT)/R
B3 = 0.5, (B3 + B3STAR)

[ T W
N OO E WD

18 CAPD1 = <(1.0 +(B3*0ELT)/2.0 +((BZ*AZ—AI)*DELT**ZJ/“.O + ((B1xA2
1=A1*B3)*DELT*#%3)/8.0)

19 CAPAL = (1,0/CAPOL)*((=AL«DELT)+((A2*B1-A1*B3)*DELT*%*2)/2,0)
20 CAPA2 = (1.0/CAPD1)*(((A2xB2~A1)*DELT*%2)/2,0 + ({A2*B1l=A1*B3)*
1DELT*%3)/4,0)

21 CAP; (=A2 x DELT) /CAPp1
22 CAPAL (LeG /CAPDL)* U (A3XDELT) 4+ (A3#D3*0ELT*42)/2.0)

>
T
>,
(&
L1

(1.0/CAPDL)*((B1*DELT) + (A1xB2*DELT*%2)/2,0)

24 CAPBe (1.0/7CAPDLI % ((B2*DELT) + (Bl *DELT**2)/2,0)

25 CAPO3 = (160/7CAPDL)*((B3*DELTI+ (A2xB2*DELT**2)/2,0 +((A2%xBl-Alx
133 *xDELT*#*3)/74.0)

23 CAPB

nmu

A-RD



26 CAPBY = (1.0/CAPDL)*((=A3+DELT**24B2)/240 = (AS*DELT*#3%B1)/4.0)

C o
27 C = CSTAR
28 CSTAR = MU/R**3 .
29 C = 0.5 % (C + CSTAR) _ ‘
T30 CAPD2 = 1,0 + (CI»(DELT**275,0) .
31 CAPCL = =((C)*(DELT**2/(2,0%CAPD2))) )
32 CAPC2 = CELT/CAPD2 . . -
33 CAPC3 = =({({C)*(DELT/CAPD2))
C FROM CONSTANTS ABOVE WE WOW FORM THE PSI AND GAMMA MATRIX ELEMENTS
C PSI ARRAY
PSI(1+1) =1.U+(CAPAL#*CELTY /2.0
FSI(1+2) = 0.0 :
PSI(1¢3) = U0
PST(1 &) = (CAPAZ2/2.0 + 1,0)#DELT
PSI(1¢5) =(CAPA3 * DELT /2.0) % ,001
PSI(1¢6) = 0.0
T
PSI(2¢1) =((CAPB1 * DELT)/2.0) * 1000,
PSI(2¢2) = 1.0
PSI(2¢3) = 0.0
PSI(2r4) =((CAPB2*DELT)/2,0) * 1000,
PSI(2+5) = (CAPB3/2.0 + 1,0) * DELT
FSI(276Y = 0.0
C
, FSI(3+1) = 0.0
P§17—0-2) = 0.0
PSI(3+3) = 1.0 + CAPC1
PSI(3+4) = 0.0
P-s~1—(—3'5).= Ue0
PSI(316) = CAPC2
C
- PSI(4y1) = CAPAL
PSI(4e2) = 0,0
PSI(493) = 0.0
PSI(4s4) = 1.0 + CAPA2
PSI(4¢5) = CAPA3 % ,001
PSI(4:6) =) 0.0
C ;
PSI(Sr1) % CAPBL *» 1000,
'PSI{5,2) &£ 0.0
PS1(5+¢3) = 0.0
PSI(5,4) = CAPB2 * 1000,
PSI(5¢5) = 340 + CAPB3
PSI(5¢6) = 0.0
c , -
PSI(6¢1) = 0.0
FSI(6+2) = 0.0
ESI(6+3) '= CAPC3
PS1(6:4) = 040
PSI(6¢5) = 0.0
PSI(6+6) = 1.0 + CAPC1
C _ GAMMA ARRAY
GAMMA(1+1) = (CAPAY = DELT) /2.0
GAMMA(2+1) S((CAPBY * DELT) /2.0) * 1000,
GAMMA(3r1) = 0,0
GAMMA(4+1) = CAPA4
GAMMA(Sr1) = CAPB4 * 1000,
GAMMA(ErLl) = 0,U
c A-58



CALCULATIONS FOR THE NEW PSI‘PRIME AND GAMMA PRIME MATRICES FOLLOW.

[eXeXe!l

CALCUCATIONS FOR THE PST PRIME MATRIX
00 50 I
DO 50 J

- -

[
°
[

20 SI0P (1
DO 55 1
DO 55 J

J

S PO

- -

DO 55 MN =
SIOP(I+d) =
55 CONTINUE

n-=1060 HIONO

— N

DP(I!J) + PSI(I/MM) * PSIP(MMsJ)

b0 67 1T = 176
DO 67 U = 16
67 PSIP(Ird) = SIDP(Ird)

CALCULATIONS FOR THE GAMMA PRIME MATRIO
0O 69 I = 1.6

69 SIGAMP(I71) = 0.0
L0 65 I = 116
0O 65 MM = 1+6

65 SIGAMP(1r1) = SIGAMP(I.1) + PSI(I+MM) * GAMMAP(MM:l)
DO 66 I = 1.6
66 GAMMAP(I+1) = SIGAMP(I»1) + GAMMA(I.1)

THE RANDOM NOISE G 1S OBTAINED
0O 40 1 = 1,3
40 a(I) = 0,0

D0 41 J =713

1 =0+ 5
41 Q(I)=SIGMA(J)*((SQRT(ALOG(1, /RNUM(XX)**Z)))*(SIN(TWOPI*RNUN(XX))))
DO 4z I = 146
42 PSIQ(I) = 0.0
D0 43 I = 146
00 43 J = 1+6
43 PSIG(I) = PSIQ(I) + PSI(I,J) * QP(J)
PO 44 I = 1.3
G4 GDELT(I) ? V.0
U0 45 1 -? 1,3
J = I + By
45 GDELT(J) = Q(J) * DELT

DO 46 I = 1.6

46 GP(I) = PSIQLI) + QDELT(I)

IF (NAVF .EQ. 0) GO 10 90
IRESF = 1
90 CONTINUE |

KETURN
ENO

i
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SUBROUTINE TM
THIS SUBROUTINE 1S A SIMPLE EARTH BASED TRACKING MODULE. RESULTS OF

THIS ROUTINE GIVE THE OBSERVATION MATRIX.
COMMCN/HMR/HM (4 ¢6) +RE
COMMON/INI/MUrTHEDTthHETAE:DELTnR RDOT» THETA» THEDT e H

= THRETAE = THETA
B = Cos(A)
C = SINtA)

0 = THEDTE = THEDT
THE NEXT STATEMENTS CALCULATE RANGE AND RANGE=RATE
RNG = (R¥*2 + RE*%2 = 2, O*R*RE*B)**O.J

P = (1.0/RNG)
RNGDT = P * ((R =REx*B)*RDOT + (R*RE*CxD))
THE NEXT STATEMENTS CALCULATE THE COSINE AND SIN OF RNG ANGLE'ALPHA

SALPHA = (R#CJ}/RNG
CALPHA = (R**2 = RE**2 = RNG**2) /(2,0*%RE*RNG)
DETERMINE ELENENTS OF THE OBSERVATION MATRIX, OBTAINED BY

PERTURBING RANGE AND KANGE ANGLE EQUATIONS.

El = P * (R = RE*B)

E2 = (=P)*(R*KE*C)

F1 = P*{(=KNGDT#*E1)+RDOT+(RE*C*D))

F2 = P*{(=RNGD1*E2)~ (RDOT*RE*C) ~ (R*RE*B*D))
Gl = (C/(RNG*CALPHA))*(1l.0 =~(E1%*R)/RNG)

G2 = (=R/(RNG*CALFHA))* (B + (E2%*C)/RNG)

SET UP THE ABOVE ELEMENTS IN AN ARRAY FOR OBSERVATION MATRIX

HM (1:1) = g1

HM (1:2) = E2 * 001

HM (1¢3) = 0,0

HM (le4) = 0,0

HM (19v5) = 0.0

HM (1¢6) = 0.0

HM (201) = F1

HM (2v2) &5 F2 % ,001

HM (203) = U0

M (204),: El

HM (2:8) = E2 *.,001

HM (2:6) = UL0

HM (3.1) = G1 * 1000, )
AM (3¢28) = G2 A
HM (Z+13) = 0.0 d
HM (3:4) = 0.0

HM (3/ST & U,0

HM (316) 3'-' 0.0

HM (491) -= Q.0

AN (G92) 7S G0

HM (403) = P x 1000,

HM (4¢4) = 0.0

HM (1“5) = 0.0

HM (426) = 0,0

RETURN

END
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c

~—C COMPUTE THE COVARIANCE MATRICES OF STATEs» MIDCOURSE VELOCITY

SUBRQUTINE DYNM

THIS DYNAMICS SUBROQUTINE USES A SERIES-l MODEL. ITS PURPOSE IS TO

C  CORRECTIONS, ERRORS IN THOSE CORRECTIONSs TARGET MISS ASSOCIATED
C  WITH THE CORRECTIONSs AND NAVIGATION ERRORS AT PRESCRIBED POINTS )
~—C ALOND THE NOMINAL TRAJECTORY: AND THE PROPAGATION OF THESE ERRORS '

DIMENSION PSIXV(60r1)s GAMR(E1)
COMMON/PSIMR/GAMMAFP (601)

- CCMMON/SYNRR/Z/XT{6r 17,0 (6 QP (6)

COMMON/DYNR/RS»SIGMG(3)
COMMON/POLR/KeKL PSIP(6+6) rPHI(60606) oKLL

COMMON7 TNI/MG Y THEDTE » THETAE " OELT»RyRDOT» THETA» THED T+ H

COMMCON/CCONTR/ZEU(Z01) »EM(391) »DELTVP(301) »PEU(3+3) »PEM(3+3)
COMMON/FLAGS/MCCF »NAVF ¢+ IGUIDF +» IGPRF ¢ IRESF

C
C CHECK THE NMIDCOURSE CORRECTION FLAGe IF IT IS EQUAL TO ONE UPDATE THE
c DYNAMICS DATA AFTER MIDCOURSE CORRECTION -~ \AvGATION
C TF MCCF IS NOT EQUAL TO ONE UPDATE THE DYNAMICS DATA AFTER A
C TIME ADVANCE
C
1F (MCCF=1) 10,1210
C .
C CALCULATE X ON THE FIRST PASS WHERE X = PSIx*X + GAMMAXR + @
C , _ ..
1000 11 I =1+ 6
11 PSIXV(1s1) = 0.0
C -
C MULTIPLE THE PSI MATRIX BY THE OLD X VALUE AND PLACE THE RESULTS IN
C PSIXV i o
C : ' . o
00 16 1 %146
00 16 J §1416
16 PSIXVIv1d= PSIXV(Irl) + PSIP(IrJ)*X (Jrl)
C MULTIPLE THE GAMMA MATRIX BY RS» A VECTOR OF PARAMETER ERRORSe AND &t
o THEVRESULTS,IN GAMR :
C
DO 13 1'=1+6
. GAMR(Ir1) SGAMMAP(I1+1)*RS
C : '
c THE NEW X IS CALCULATED BY ADDING PSIXV + GAMR + @
13'X(Irl) = PSIXV{(1Ie«1l) + GAMR(I»1) + QP(I)
GO T0 20 ‘
¢ : 3 ' USING
Q CALCULATE X FOLLOWING THE MIDCOURSE CORRECTIONs ON A SECOND PASS &
¢ THE FORMAULA X = X + THE VECTOR WHERE THE ELEMENTS (101)s (291) (341
c EQUAL TO ZERC AND THE ELEMENTS (4s1)s (5¢1)¢ (6+1) EQUAL TO THE DELTA
C PRIME VECTOR
c .

12

20

X{491)=X(40sl) + DELTVP(101)

X{5¢1) = X(5y17 + (DELTVP(2+/1)/R) * 1000.0
X(6s1) = X(6¢1) + DELTVP(3r1)
CONTINUE '

i € CALL THE OBSERVATION MODULE

|

CALL CBSHM
RETURN

END
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C

—C TRE STA1E DATA, THE MODEL USED IN THIS SUBROUTINE 1S MODEL~1 AND

SUBROUTINE 0BSM
THIS OBSERVATION SUBROUTINE COMPUTES THE OBSERVATIONAL DATA FROM

C. IS A DO NOTHING MODEL) MODEL=2 IS A MORE SOPHISTICATED MODEL,
c | _
DIMENSTGN HX{GyITvALB (G 1)
COMMGN/OB/Z(4r1) eV IH)
- COMMON/FLAGS/MCCF ¢+ NAVF » IGUIDF » IGPRF ¢ IRESF
COMMON/SYNRRZX(6+s1)+rQ(6) s QP (6)
COMMCN/HMR/HM(4»6) ¢RE
COMMON/1TI/AL(496)9B(601) ) NMrSIGMA (4)
DATA TWOP1/6.28318/
C N .
C CHECK NAVIGATION FLAG» IF NOT ONE GO ON TQO THE NAVIGATION MODULE
C IF ONE CHECK THE M1DCOURSE CORRECTION FLAG.
c | N
IF(NAVF=1)10,12,10
C
C CHECK MIDCOURSE CORRECTION FLAGr IF IT IS ONE CONTINUE ON TO THE
C NAVIGATION MGDULE. IF IS ISNsT ONE COMPUTE THE OBSERVATION DATA
C ' :
12 1IF(MCCF-1)11.10,11
C
C CALCULAGE Z WHERE Z = H*X + L*g + V
C
11 00 14 I = 1+4
HX(I+1)= 0.0
14 ALB(Is1)= 0.0
C I
C THE H MATRIX IS MULTIPLIED BY THE X MATRIX AND THE RESULT IS PLACED ¢
C H* ’ 4
DO 17 1 = 1+4
: LO 17 4 = 106 _
17 HX(Ie1) ZHX(I01) +HM(Ied)%x X(Jo1)
C IN
C ~THE L MATRIX IS MULTIPLIED BY THE B MATRIX AND THE RESULT IS PLACED &
C "ALS
LO 15 1 = 1+4
UC 15 U = 1/NM
15 ALB(I11) = ALB(Is1) + AL(I»J)*B(Jsl)
C _ :
[ V- WHICH 1S A RANDOM NUMBER IS OBTAINED
c
LO 16 I = 1:4 -
VT = STGMA(I)*((§@RT(ALoe(l./RNUM(XX)**Z)))*(SIN(TWOPI*RN M{XX))))
C ‘
C Z 1S CALCULATED -
C HX + ALB + V IS EGUAL TO 2
¢ ;
16 Z(1s1) = HX(Io1)+ALB(I1) +V(I)
- 10 CONTINUE
C CALL THE NAVIGATION MODULE
CALL NAVM
KETURN
END
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: SUBROUTINE NAVM
THIS NAVIGATION SUBROUTINE IS A COMPANION TO THE DYNAMICS MODULE

AND IT TOC IS A SERIES-1 MODEL, 1ITS PURPOSE IS 7O COMPUTE THE
STATE ESTIMATE AND RELATED DATA.

anoao

DIMENSICN PSIB(6767r PSPPT(616)1PSIT(616]1 1AIDENTE6) v HPHP (UG »yHPP
AHT (4 e ) s PPHT(E04) vPP(616) yHT (60 4) ¢t HPHPI (L4, 4) 2 AKH(6¢6) 1+ XHP(6¢ 1) » TEM
2P(696) rHXH{U2 L) » TEMPZ (40 1) r AKZHXH(601) »DVEM(3s1) '

COMMON/Cp/7Z2(4.,1) e vi4)
COMMON/FLAGS/MCCF o NAVF» 1IGUIDF » IGPRF» IRESF
. COMMON/NA/ZAK(6¢4) »PRIST(6+6)

COMMON/CCNTR/ZELT3, 1) EN(S-I)vDELTVP(301)'PEU(3v3)oPEM(3-3)
COMMON/POLR/K KL PSIP(606) rPRI(626906) oKLL
CUMMON/SYNRR/X(001) 0G(6)1GP(6)

COMMON/NAVR/XH (60 1) 1 XAPX (60 1)
COMMON/GUIDR/EN{(3,1)»DELTV(3+1) +DVMAG
COMMON/F1IRS/P(6:6)9QQ(606) PV(404)

COMMUN/INI/ZMU» THEDTE» THETAEDELT»R»RDOT THETA'THEDT H
COMMON/HNMR/HNM (U4 86) ' RE
COMMON/TTRC/TRP» TRV

CHECK NAVIGATION FLAG. IF ZERO»COMPUTE NAVIGATION DATA»IF NOT ZEROQ
CHECK MCCF FLAGe 1IF ONE» COMPUTE NAVIGATION DATAs IF NOT ONEr MODIFY
NAVIGATICN DATA AFTER A MIDCOURSE CORRECTION :

(e faNelNe

IF (NAVF.EGsU) GO T0 11
10 IF(MCCFJ.EQel) 60 TO 13

I27 0014 T = 1s6
DO 14 J = Lr6

C FIND PSIP TRANSPOSE

PSIT(IvJ) = PSIP(Jr 1)
PSIB(I+d) = 040
PSPPT(IrJ) = 0.0

IF(I=Jd)is, 16715
16 AIDEN(I«d) = 1,
GO TO 14

15 AIDEN(I.J) = 0.0
14 CONTINUE
CREATE AIDEN AS A 6 BY 6 IDENITY MATRIX

CALCULATES P PRIME
P PRIME = PSIPxP*PSIP TRANSPOSE + @
MULTIPLY MATRIX PSIP BY MATRIX P _AND PUT RESULT IN PSIB

O OO0

00 16 T = 116
00 18 J =116
U0 18 KKS 146

18 PSIB(I» JIZPSIB(Ird) +PSIP(I/KK)*P(KKsJ)
C MULTIPLY THE ABOVE PSIB BY THE TRANSPOSE OF PSIP
D0 19 1 =116

CO 19 J =116
D0 19 KK=1+6
. 19 PSPPT(I+J) = PSPPT(INJ) + PSIB(I KK)*PSIT(KKeJ)

DO 20 1 =106
DO 20 J =116
CALCULATES P PRIME

T 20 PP(InJ) EPSFPT(L,J) +0G(T.Jd)

C
C
C CALCULALES K
C K=P PRIME * | TRANPOSE % THE INVERSE OF (H = P PRIME * H TRANSPOSE
C

0o 21 1A=106
LUC 21 U Ele4 A-63




C FINDS THE TRANSPOSE OF H MATRIX
HT(I¢J) SHM(Je])
21 PPHT(1:J)=0,0
C MULTIPLY P PRIME BY H TRANSPOSE AND PUT RESULTS IN PPHT

DO 23 1 =1+6

23

DO 23 J =14
DO 23 KK=1+6
PPHT(1+J)= PPHT(I+J) + PP (1+KK)*HT (KK s J)

24

DC 24 1 =14
DO 24 J =14
HPPHT(1¢J) =0,0

C MOLTIPLIES R BY THE ABOVE PPHT AND PUTS RESULTS INTO HPPHT

DO 25 I =14
DO 25 J =114

25

DO 25 KK=1+6
HPPHT (I ¢ J)SHPPHT(IJ) + HM(I 2 KK) *PPHT (KK J)
ALDDS HPPH1 TO PV

26

DO 261 = 1.4
D0 26 J = 1 4
HPHP(1+J) = HPPHT(12J)4PV(IrJ)

C SUBROUTINE MATIN TAKES INVERSE OF HPHP» AND PLACES THE RESULT IN HPHF

C

28

4 1S THE DIMENSION OF HPHP
CALL MATIN (HPHP/HPHPI &)
VC 28 1 =16

LUC 28 J =14

AK(1:J) = 0.0

LO 29 1 =16

DO 29 J =14

DO 29 KK=1+4

29 AKTI ) = AK(T 1 JY+PPHT (1 sKK) *¥HPHPI (KK v d)

C
C
o

CALCULATE$ P
P = (I=-K*h)*P PRIME

CALCULATES K*H
DO 60 1 = 1.6
DO 60 J = 116

T 60 AKH(I»J) = 0.0

DO 30 I =1¢6
DO 30 J =116

30

0O 30 KK=1rk
AKH(IrJd) 2 AKH(Irg) +AK(I)KK)* HM(KKeJ)
SUBTRACT #*H FROM THE IDENITY MATRIX

o2 |

33

e 221 ;71 ' 6 :
CC 32 J = 146

TEMP(IsJ)5 AIDEN(IrJ)=AKH(I¢J)
F(1vd) =040 . L
DO 33 1 % 146 ' ~

DO 33 J 2 146

0o 33 KK. 16

P(I,J) = P(IsJ) + TEMP(IrKK)*PP(KK J)

DO 80 1 = 1+6

Lo 8y J = 16

82

80

IF (I =.J) 82+80:82

PCInd) = (P(IoJ) + P(Je1))/2.0
PUJ/1)Y = F(I D)
CONTINUE

TRP = P(1s1) + P(202)%R*¥R%1,0E~06 + P(3,3)
TRV = P(d4»4) + P(Sr5)*R*Rx1,0E=06 + P(6r6)
CALCULATES X HAT

X HAT = X HAT PRINME + K(2Z=H*X HAT)

uC 34 1 =116 2okl




34

XHP(I,1) =0,0
DO 35 I =116

DO 35 J =16

C CALCULATES £ HAT PRIME
C X HAT PRIME = PSIP * X HAT
T 35 XAP(L 1) = XHP(IV 1) + PSIP(I, J)*XH(dvl)
D0 36 I = L4
36 HXH(I»1) =0.0
DO 371 =1+4
DO 37 J =146
37 HXH(I1)= HXH(Ir1) + HM(I,J)*XHP(Jr1)
Ue 36 1T =14
C CALCULATES Z - THE ABOVE H * X HAT PRIME
TEMPZ(Is1) = 2(Isl) = HXH(IN1)
AKZAXKH(I+ 102 0,0
38 AKZHXH(I+2¢1)=Ce0
DO 40 1 =1+6
DO 46 J =14
C MULTLIPLIES K TIMES -THE ABQVE Z = H*X HAT PRIME
40 AKZHXH(I0»1) = AKZHXH(I»1) + AK(I+J)*TEMPZ(Jr1)
DO 4Y T =16
C ADD X HAT PRIME TO K*(Z=HxX HAT PRIME)
XHOIv1)=XHP (1010 + AKZHXH(I1)
C CALCULATES X APPROXIMATE
41 XAPX(Iel) = X(Iel)= XH{lr1)
c X APPROXIMATE = X = X HAT
60 TO 11
C
C SECOND PASS
o UPDATE X HAY? X APPROXIMATEr AND THE P MATRIX FOLLOWING A MIDCOURSE
¢ CORRECTION
C
I3 XHO4» XY = XAGG I + DELTV(IV1) + EM(T, 1)
XH(Sr1) = XH(5,1) + ((DELTV(2s1) + EM(2+1))}/R) * 1000,0
XH(6+1) = XH(6s1) + DELTV(3s1) + EM(301)
XAPX(4r1) = XAPX(Bs1) + EU(1,1)
XAPX(501)i2 XAPX(Se1) + (EU(201)/R) * 1000,
XAPX(6r1)8Z XAFX(6r1) + EU(3r1)
2007 CONT.NUE !
DO 50 1 =1+3
PEU(2¢1) = PEU(2+1) * (1000,0/R)
PEU(1»2) = PEU(I+2) * (1000.0/R)
S50 CONTINUE
DO 45 1 =1+3
DO 45 J =1v3
1A =1 + 3
JAD = J + 3
45 P(IAlYJAJY S P(IAT»JAJ) + PEU(T,J)
11 CONTINUE
c - CALL GUIDANCE MODULE
CALL GUIDM
RETURN
END
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SUBROUTINE GUIDM
C THIS GUIDANCE MODULE USES A SERIES=1 MODEL AND IS A COMPANION TO THE
C DYMAMICS MODULE. 1ITS MAIN FUNCTION IS TO COMPUTE THE REQUIRED
C  MIDCOURSE GUIDANCE CORRECTIONS AND OTHER RELATED DATA SUCH AS THE
C COVARIANCE MATRIX OF THE ERROR IN THE CORRECTION DUE TO THE
TTCTT  NAVIGATION UNCERTAINTITY,
C

COMMON/ INI/ZMU» THEDTE » THETAE +DELT»R1RDOT» THETA ¢ THEDT v H
T COMMONZGUIUR/EN (39 1) sDELTV(371) 1DVMAG
: COMMON/FOL/G(60616)
COMMON/POLR/K KL PSIP(616) »PHI(61696) 1KLL
COMMGN/NAVR/XH (6 1) v XAPX(611)
COMMCON/ELAGS/MCCF » NAVF » IGUIDF ¢ IGPRF ¢ IRESF

C

T CHECK THE MISCCURSE CORRECTION FLAG» IF EQUAL TO ONE 60O ON TO THE
C CONTROL MODULE,» IF NOT EQUAL TO ONE
C CHECK THE GUIDANCE FLAGy IF IT IS EQUAL To ONE COMPUTE MIDCOURSE

—C CORRECTION DATAY IF IT IS NOT ONE CONTINUE ON TO THE CONTROL MODULE
C

IF(MCCF+EQel) GO TO 7
B 1F(1cUIDF = 1) 7'15'7
15 CONTINUE
IF(K = KL) 61206
T 20 CONTINUE
IGUIDF = 0
60 10 7

CALCULATE THE EN MATRIX» THE DELTA V MATRIX» AND THE MAGNITUDE OF THE
DELTA V MATRIX OR VECTOR

SO O O

6 DO 10 1 = 1,3
DELTV (1,1)=0,0
— JOUO ENUT»YIT = 0.0

C ;
C MULTIPLE § MATRIX BY THE APPROXIMATE X_MATRIX AND PUT THE RESULTS IN
TTC T THE MATRIX CALLED EN
C MULTIPLE fTHE 6 MATRIX BY THE X HAT MATRIX AND PUT THE RESULTS
g IN THE MATRIX CALLED DELTV :
DO 11 I = 1.3
DO 11 J = 16

ENCI/1) = ENCL 1) + G(Ko I J)*XAPX(Jr1)
11 DELTV (I+1)= DELTV (Is1) + G(KeIrJ)*XH(Jr1)
EN(2¢1) = EN(2+1) * R* 0,001

DELTV(2:10 = DELTV(2:,1) * Rx0.001

OO0

FIND THE}MAGNITUOE OF THE DELTA V VECTOR

DVMAG = SQRTI(DELTV (191)#*%2+DELTV (221)**%2+DELTV (3r1)%%2)
- 7 CCNTINUE
C CALL THE CONTROL MODULE
CALL CONTM
RETURN
END
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SUBROUTINE CONTM '
THIS CONTROL MCDULE IS A SERIES 1 MODEL AND IS A COMPANION TO THE

DYNAMICS MODEL., THE PURPOSE OF THIS ROUTINE IS TO COMPUTE
COVARIANCE MATRICES CF MONITORED AND UNMONITORED ERRORS MADE IN
EXECUTING THE MIDCOURSE GUIDANCE COMMAND DELTA=V

, ,
(Jﬁﬁﬁﬁ

DIMENSION DEVTVD(3¢1) rESDEL(32 1) vE4DEL(391)CP(301)
DIMENSICN CELTVT(1+3) »DELDELT(39s3)PEULI(3,3)PEU2(3,3)

COMMONZCONTR/EU(3, 1) vEM(3 1)y DELTVP (3 1) v PEU(3+3) yPEM(3+3)
COMMON/GUIDR/EN(3+1) ¢+ DELTV(3+1) »DVMAG
COMMON/ INTA/E(6) 1SIGMA4rSIGMASs»S1GMAE» SIGMAP

COMMGN/FUAGS7MCCF y NAVF » IGUIDF » IGPRF ¢ IRESF

-C CORRECTIO!,
C CHECK THE MIDCOURSE CORRECTION FLAGr IF ONE RESET THE MIDCOURSE &=
C FUAG AND THE GUIDANCE FLAG TO ZERO» THEN CONTINUE ON TO THE BTN
C MODULE TUFORMATION
C
IFIMCCF=115+4+5
4 MCCF = 0
GO TO0 2
C THE
C IF NOT ONEr CHECK THE GUIDANCE FLAG, IF IT ISN»T ONE CONTINUE ON TO .
C NEXT MODULE
—C 1IF IT IS ONE QOMRUTE THE MIDCOURSE CORRECTION EXECUTION ERROR CATA
C
S IF(IGUIDF =1) 31293 o
[ "HATRIX
C CALCULATE THE EUs THE EM» THE PEUs» THE PEMs AND THE DELTA V PRIME &%
C

& EADEC(TVIY

2 D06 T = 113
DEVTVD(1+1)
ESDEL(1 1L

DELTV{(I+1)/DVMAG
E(S)*DEVTVD(I,1)
ETG)*DELTV(I 1)

CP(111) = E(2)#DELTV(3+1)= E(3)*DELTV(2+1)
CP(2¢1) = E(3)*DELTV(1+1)= E(1)#DELTV(3,1)

CPU5/ 1) = ECIT*DELTV(2/ 1) = E(2)*DELTV(L, 1)
DO 7 1 = 13

E3 ~THE DELTA v
EU = E2 X DELTA V + E4 * DELTA V + E5 * -=mececmecceccoccmcccccaaa- --
E1 | THE MAQNLIUQE OF DELTA V

EUCI»1)= (CP(1s1) + EYDEL(I»1) + ESDEL(I»1)

e eoNeNeNel OO0

! DELTA V

Ep’ - E6 *‘ --------------- - Oh an D S G e W om ey

'THE MAGNITUDE OF DELTA V

|

|

aao

. CALCULATE DELTA V PRIME

EM(1¢1)= E(6)*DEVIVC(Ir1)

7 DELTVP(I»1) = DELTV(Iel) + EU(Tr1) + EM(Iy1):

CALCULATE PEU
CALCULATE PEM

OO 00

00 501 = 1,3
50 DELTVT(1+1) = PELTVI(Ie1)

D0 51 1 = 143 A-67




DO 51 J = 1.3 :

DELDELT(IsJ) = DELTV(I+1)xDELTVT(1rd) ]
PEUT(I+Jd) = DELDELT(I 7 JT*((STGMAU**2)Y=(SIGMAP**2)+ ({SIGMAS**2) /(DY
eMAGX%2))) '
IF(I-J) S52+/53+52

‘ 53 PEUZTTvJ) = (SIGMAP** 2T * (DVMAG**2)
GO TO 55
Y2 PEU2(I.,J) = 0.0 ‘

B 55 PEU(1vJYT = PEULITT»J) + PEU2(TJ)
51 PEM(I»J) = DELDELT(1rJ) *(SIGMAG**%2/DVMAGK*2)
MCCF=1

T3 CONTINUE
RETURN
END

4.-,..4__.,‘.‘.“ -
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SUBROUTINE POLM

T C THIS SUBROUTINE 1S THE POLICY MODULEe ITS PURPOSE 1S TO GENERATE =

C MIDCOURSE CORRECTICN MATRICES IN ACCORDANCE WITH THE GUIDANCE POLICY
CIMENSION SIDP(Ge6) rPHSSL(3+3) 1PHSS1I(3+3) 1 PHSS2(393)1PHSS3(306)
“COMMON/POLR/K KL PSIP (6 6)0PHI(6:696)'KLL

COMMON/PUL/G(60616)

COMMON/NA/AK(b “)'PHIST(o.ﬁ)

C MAKE FLAG CHECK FOR K FROM INILIZATION PASS
IF (K=1) $¢20¢5

‘ 5 CONTINUE
k C TO COMPUTE TRANSITION MATRIX ELEMENTS ARE OBTAINED FROM PSIM MODULE
DO 10 I = 1.6

DO 10 J = 16
10 PHI(K=1+1,J) = PSIP(IJ)
- 20 CONTINUE

T NOW MAKE A CHECK FOR KSKL+» IF K=KL THEN WE COMPUTE G MATRIX
IF(K=KL) 70,3070
C COMPUTE IDENTITY MATRIX FOR PHI STAR

30 D047 I = 1.6
DO 47 J = 1+6
IF (I-J) 45¢40,45

G0PHIST (17J) = 1.0
' GO TO 47
45 PHIST (IsJ). = 0.0

U7 CONTINUE -

| C THE FOLLUWlNd QUANTITY OF STATEMENTS WILL INVOLVE DO LOOPS IN ORDER TO

C OBTAIN THE G ‘MATRIX

KL =1
UO 62 L = 1M
KLL = KL = L

CT A DG LOOP TO OBTAIN PHI STAR=STAR
\ DO SU I = 146
‘ DO Su J = 1+6

1 - 50 FHISS{KLL +v1¢d) = 0.0
' GO 5L I = 146
£O0 51 J 106

1) 4

U0 S1L N = 146
51 PHISS(KLL +I»J) = PHISS(KLL ¢Isd) + PHIST(IeN)*PHI(KLL rNodJ)
C SET PHI-STAR EQUAL Tg PHI STAR- STAR

DO 82 1 =1+6
DO 82 J =1+6
52 PHIST (IrJd) = PHISS(KLL +sI¢d)

~ C NOw CALCULATE PARTS OF THE 6 MATRIX
‘ C THE FIRST PART WILL BE CALLED PHSS1s A 3X3 MATRIX
| DO 53 I = 143

| D0 ST JE Ls3
Ju = J + 3
53 PHSS1(1¢d) = PHIST(IsdJ)

C NOW TAKE THE INVERSE OF PHSS1
CALL MATIN (PHSS1s PHSS1I,3)
c UPON RETURN FROM MATIN PHSS11 IS THE INVERSE AND IS 3X3

. THE NEXT CALCUCATION WILL DO THE 2ND 3X3 MATRIX AND IS PHSS2
DO 55 1 & 1,3

Do 55 U= 1,3

55 PHSS2(Ird) = PHIST(L.J)

’ C NOW MULTIPLY TME 2 MATRICES, PHSS1I * PHSS2

DO S6 1 =13

DO Sb J =103 A-69




56 PHSS3 (I.J
DO 57 1 = 1+3
BO 57 J = 103

DO 57 N = 1.3 : '
57 PHSS3 (IrJd) =PHSS3(Is+Jd) + PHSSLI (IsN) % PHSS2(N*J)

PHSS3TI+4)T = 1.0
PHSS3(1,5) = 0,0
PHSS3(1r6) = 0,0
PASS3TZ2+4) = G.0
PHSS3(2:5) = 1,0
PHSS3(2¢6) = 0.0
PRSS3(3,4) = 0,0
PHSS3(395) = 0.0
PHSS3(3r6) = 1,0

C ALLU THE CALCULATIONS ARc COMPLETED FOR THE G MATRIX»WE NOW PUT ALL
C THE ELEMENTS TOGETHER
CO 80 I = 1+3

D080 J = 146
86 G(KLLsIrd) = -PHSS3(I»J)
62 CONTINUE

T 70 CONTINUE
RETURN
END

B P W
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SUBROUTINE INFM
C THIS SUBROUTINE IS THE INFORMATION MODULEs» ALL PRINT=QUT IS
“C T CONTROLLED BY THIS ROUTINE
C

COMMON/MAIN/TD» TDSV
COMMCN7POL/G(69616)

COMMON/INI/MU» THEDTE» THETAEDELTR»RDOT» THETA» THEDT H
COMMON/FLAGS/MCCF +NAVF» IGUIDF» IGPRF ¢ IRESF
COMMON/SYNRR/7X(6+,1)9Q(611QP(6)

COMMON/PSIMR/GAMMAP (691)
COMMON/POLR/K KL PSIP(626)+PHI(606+6) 1KLL
COMMON/HMRZHM (G »6) »RE

COMMON/OB/Z(421) 0V (4)

COMMON/NAVR/XH(691) + XAPX (62 1)
COMMON/F1IRS/P(6+6)1Q0(6¢6) 1 PVI{lL)

COMMON/NAZAK(614) s PHIST(696)
COMMON/GUIBR/EN(3,1)»DELTV(3+1) »DVMAG
COMMONZCCNIR/ZEU(3 Y1) 7EM(3,1) 7 DELTVP(3s1)7PEU(3,3) yPEM(37s3)
COMMON/FLAGG/ IPRNTF » IIESN» IIGEV» IESNX ¢ IEVF¢PHISS(6¢616)
COMMON/FINIF/INIF

COMMONZTTYRC/TRP TRV

aoo

CHECK FOR PRINT FLAG, 1F 1 CHECK EVENT FLAGr IF 0 GO TO S AND EXIT

1F (IPRNTF = 1) 5010+5
‘ C
C STKTEMENTWIUTKWECKS EVENT FLAG, IF 1 WRITE OUT EVENT NUMBER
C IF 0O WRITE OUT TRAJECTORY DATA FROM NTM
C
o 10 CONTINUE
WRITE(6¢300)
300 FORMAT (1H1)
B TIFCIEVF =1V 13,4013

40 WRITE(6,215) 11ESN
215 FORMATTLO0K ISHEVENT NUMBER = ¢15)

13 CONTINUE "
‘ WRITE(6,200)

T 200 FORMATC //7/717Xe2HTD e 18Xe1HR 16X 9o SHTHETA» 14X+ 4HRDOT ¢ 15X 2 SHTHEDT» 13X

« ' OHTHETAE/)
~_WRITE(6+201) TD'RyTHETA/RDOT»THEDTTHETAE
201 FORMAT(9X+6(E18.9,1X))

C
€ CHECK GUIDANCE PRESET FLAGr IF 1 WRITE OUT PHI=MATRIX CALCULATED 1IN
C POLM/ "IF 0 WRITE OUT STATE-=X -
C
IF(IGPRF = 1) 6120 6
6 CONTINUE
IF(NAVF = 1) 5,83,5
83 CONTINUE
WRITE(6+202)
202 FORMAT(/////50Xs» L4HSTATE VECTOR X/)
WRITE(61203) (Xx{1s1)y1 =1,6)
203 FORMAT (45X EL8,.9/)
GO TO 23
20 CONTINVE
IF(TIESN = TIGEV) 14,60,1y
60 CONTINUE
IF(K = 1) 61s14+61 : A-71
6l VRITE (6+103)




103 FORMAT (/////740X0110HPHI MATRiX//)
WRITE (6+104) ((PHI(K=1¢IoJ)rJZ106)r1=106)
104 FORMAY (6E18.9/)

C :
C CHECK= IS 11ESN = IESNX: IF EQUAL WRITE OUT CUMULATIVE PHI=STAR
C AND G MATRIX» 1F NOT GO TO 14 AND CONTINUE
IF(IIESN = IESNX) 14,62¢14
62 CONTINUE
KE = kL =1
DO 15 11 = 1KE
WRITE (6,105) 11
I05 FORMAT (/7710X 1 7THGUIDANCE EVENT = ¢1I5)
WRITE (6,106)
106 FORMAT(/////40X+20HPHI STAR STAR MATRIX//)
WRITE (6+107) ((PHISS(IIvIed)rd=116)rI=116)
107 FORMAT(€ELR.9/)
WRITE (6¢108)
108 FORMAT(/////QOX’l7HbUIDANCE MATRIX=G//)
WRITE (6+109) ((G(ILevInd)ed21e6)eI=103)
109 FORMAT(6E18.9/)
IS5 CONTINUE
1GPRF = 0

c
T TG0 TOIY

C

C_CHECK INIF FLAGs IF 0 WRITE QUT PSIP MATRIXs GAMMAP VECTOR» AND
T CTTOP VECTOR ALSU CBSERVATION MATRIX=HM¢ OBSERVATION VECTOR=Z AND

C RANDOM NOISE VECTOR V¢ OPTIMAL GAIN MATRIX=K, ESTIMATE OF THE

C_ STATE=XHs AND COVARIANCE MATRIX=Ps IF 1 WRITE OUT XH AND P.

C

23 IF(INIF LEG. 0) GO TG 81
4U0 CONTINUE
GO TO B0
81 WRITE (6:H4)
94 FORMAT(//¢//40X+23HPSI PRIME MATRIX (PSIP)//)
VRITE TEwEST ((PSYP{1vd) ru=176)912176)
95 FORMAT (6E18.9/) R
WRITE (6,98) .
98 FORMAT(/777790Xr2THGAMMA PRIME MATRIX (GANMAP)/7)
WRITE(6+,99) (GAMMAP(I+1)s I=1+6)

99 FORMAT(4SX¢E18.9/)
WRITETG)QS
90 FORMAT(//{//40X123ZHCUMULATIVE NQISE VECTOR/)

© WRITE (6 91) (QP(I)e I =146)

91 FORMAT(GSK/E18,9/7)

25 WRITE (64100)
100 FORMAT (4////40X»21HOBSERVATION MATRIX-HN//)

WRITE (67101) ((AM(I s Y1 J=106)r12104)
101 FORMAT (6E18.9/)
WRITE(60206)
206 FO?MAT(/////lOXoZOHOBSERVATION VECTOR Z,20X+21HRANDOM NOISE VECTOR
’ . V/)
WRITE(6,207) (Z(1e3)eVI(I)el = 1+4)

207 FORMAT(12x+E18,9/20X+E18,9)
WRITE(6,212)
2l2 FORMAT(/////QOXrZIHOPTINAL GAIN MATRIX K/)

WRITE(6r213) ((AK(Yod)Ved =1v8)s12106)
213 FORMAT(20X»4EL1849/)

84 WRITE(6+208) :
208 FORMAT(/////10X+27THESTIMATE OF STATE VECTQR XH/)



209

WRITE(69209) (XH{(Iel)»I = 1¢6)
FOKMAT(10X*eE18,9/)

210

WRITE(E€»21T)
FORMAT(/////742X+»19HCOVARIANCE MATRIX P/)
WRITE(6¢211) ((P(Ird)ed = 1¢6)0] = 146)

T 21T FORMAT(6ELIE.T/)

500

WRITE(6+500) TRP
FORMAT(/////5X123HPOSITION TRACE (TRP) = »E18,9)

501

WRITE(6+501) TRV
FORMAT(///75X¢e23HVELOCITY TRACE (TRV) = »E18.9)

CHECK GUIDANCE FLAG, IF 1 CHECK MIDCOURSE CORRECTION FLAG: IF O

GO

TO 5 AND CONTINUE

IF TIGUIDF = 1) 5,30,5

CHECK MICCOURSE CCRRECTION FLAG

aooac o eXeNeNp!

IF THE MIDCOURSE CORRECTION FLAG IS 1 WRITE OUT DELTV FROM GUIDM»
AND EV+EM/PEU FROM CONTM MODULE: IF 0 WRUTE MIDCOURES CORRECTION
TIME OF UPDATE
30 IF(MCCF = 1) 12:35012
12 WRITE(60214)
T T 2G4 TFORMAT(//77750X 27HMIDCOURSE CORRECTION UPDATE///77)
G0 TO S : ‘
C ‘
T 35 WRITE(6y216)
216 FORMAT(/////10X9»35HMIDCOURSE CORRECTION VECTOR DELTA V/)
A WRITE(6,209) (DELTV(Is1)» 1=1,3)
| WRITE(6v2§7)
J 217 FORMAT(//4//2UX19HEU VECToR.ZOX:QHEM VECTOR»20X»9HEN VECTOR/)
WRITE(6s288) (EU(Ir2) s EMUTr2) v EN(IPL) s IZ1¢3)
T 218 FORMAT(I5K(E18,9/15X/E1849+15X»E18,57)
\ WRITE(6¢219)
| 219 FORMAT(/////50X110HPEU MATRIX/)
| WRITE (612201 (TPEU(T I/ Jd=1e 30 = 1)
| 220 FORMAT(27X+2E18,9/)
c GO TO 14
C STATEMENT S $ETS PRINT FLAG TO O
C 3
\ S IPRNTF = 0
‘ 14 CONTINUE
! CALL EXTRA
RETURN
END
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SUBROUTINE DATIN
C THIS ROUTINE READS IN ALL INPUT AND INITIALIZATION DATA

CﬁMMON/PCLR/K(KLOPSIP(&.&)tPHI(6'676)vKLL
COMMON/PSIR/AISTAR A2STAR,A3STAR'BISTAR'B2STAR'B3STARYCSTAR
CCMMON/INI/MU» THEDTE» THETAE»DELT/ReRDOT» THETA» THEDT o H-

COMMCN/MAIN/TD»TDSV
COMMON/FIRS/P(6¢6)1QQ(606) 2PV(GIYG)
COMMON/SYNKR/ZX(601) 2 Q(6) 1GP(6)

COMMCN/UYNR/RS/SIGMaA (3)
COMMON/HMR/HM (40 6) P RE
COMMON/ITI/ZALtU4rE)rB(611) NMrSIGMA(Y) .

COMMOUN/FLAGS/NCCFyNAVF r TGUIDF » IGPRF ¢+ IRESF -
COMMON/INTA/E(6) »SIGMA4 1 SIGMAS ) SIGMA6» SIGMAP '
COMMON/NAVR/XH (60 1) 1 XAPX(611) .

COMMON/FLAGG/IPRNTF v ITESN, IIGEVr IESNXs IEVF 1 PHISS(60616)
COMMON/INPT/IPT)DLTT/DELTN
REAL MU

T NTW INITIAU GATA ' ~
READ(5+100) THEDTEsTHETAE, THETAsTHECT
100 FORMAT(4E13.6)

REAU(S»101) MURYRDO1
101 FORMAT(3E13.6)
C

CTTMINITIAL DATA
READ(59102) RE

102 FORMAT( £§3.6)

C ;
C DYNM INITIAY OATA
READ(Sr133) (X(Iel)r I =1,6)
I03 FORMAT(6E1376)
READ (5»104) RS (SIGMQ(I)s I =1+3)
104 FORMAT (4E1346) |
¢

C OBSM INITIAL DATA
READ(S»105) NM» (BUIsl)e I =1,4)

105 FORMAT(15,8X+4ELT,6)
READ (5:106) (SIGMA(I), =1.4)
106 FORMAT(4E13.6)

C NAVM INITIAL DATA
READ(Sr107) (XH{I,1)s» I =1+6)

107 FORMAT(6EL13.6)
READ(S2108) ((P(1,J)s J=1,6)yr 121,6)
108 FORMAT(6E13.6)

READ(50109) ((QQ(I+J)y J=176)y I=146)
109 FORMAT(6E13.6) .
READ(S¢110) ((PV(Iv+d)s J=1r4)r I=104)

110 FCRMAT(4EL3,6)

C CONTM INITIAL DATA

READ(S,111) (E(I)y 1 =1+6)
111 FORMAT(6E13.6)
READ(S0125) SIGMAL»SIGMAS,SIGMA6SIGMAP

125 FORMAT(4E13.6)

C NOW WRITE OUT INITIAL INPUT DATA

TWRITE(67112) 1IPT/DLTT/DELTN/RE» THEDTE »MUPH I RS
112 FORMAT{/////75X015/+7(E1849/))

WRITE(60113) (SIGMQ(I)»I=1+3)
113 FORMATI(EL1E.9/)

s



WRITE(6s114) (B(Is1)0e]1 =1,4)

114 FORMATI(El18.9/)

WRITE(67 1150 (STGMATIT v 1 =174
115 FORMATI(E18.9/)

WRITE(E2116) ((QO(IrJd)r J Z196)r I =1¢6)
IT6 " FORMATGELIB.9/)

117

WRITE(62117) ((PV(Ivd)ed z1el4)rI=104)

FORMAT(4E1E49/)

118

WRITE (62 118) (ET{ITIZ1,6)
FORMAT(E18.,9/)
RETURN

END

A-75




SUBROUTINE MATIN(AsR/N) . '
DIMENSION A(1)e R(1)s IX(150)s B(150)» G(150)» DETR(150)

C
C
C

C
C

MATR1IX INVERSION (A**=1 = R) == BORDERING METHOD.
THE DETERMINANT RATIO DET(I+1) / DET(I) IS PRINTED. DET(I) IS THE
T C DETERMINANT CF THE FIRST I BY I SUB=MATRIX OF A.
THE INVERSION CHECK R*A IS CALCULATED AND PRINTED,
MATRICES A AND R MAY SHARE SAME CQORE LOCATIONS.(R*A CHECK IS INVALID)

T U THE MAXIMUM SIZES ARE

N = 150

SUBROUTINE ARGUMENTS
INPUT MATRIX TO BE INVERTED. SIZE(N!N),
= OUTPUT RESULT MATRIX. SIZE(N/N),

1001

INPUT SIZE OF MATRIX A AND Rs (MAX = 150)
FORMAT (26HIN EXCEEDS INV1 ALLOWABLE./ 17HOPROGRAM STOPPED.)

1602

FORMAT (1H1,10Xs18HMATRIX IS SINGULAR/11X,17HPROGRAM HAS ENDED)

KR = N

IF (N +LE. 150) GO T0 150

WRITE (6+,1001)

STOP

150

DO 160 1=2+N
IXery =1

160

CONTINUE
INVERT FIRST NON~ZERO ELEMENT IN FIRST COLUMN.
DC 190 1=1:/N

190

IF (A(I) .NE. 0.) GO TO 220
CONTINUE
WRITE (6,1002)

STOP
START INVERSION WITH ROW I,

220

BETR(1) = A(D)
R(1) = 1. 7 A(I)
1IF (N +EQ. 1) GO TO 999

IXtry =1
Ix(l) = 1

“BORDERING: LOGP.

DO 630 L=2/N
K = L

250

L1 = L -1
S::(Jo~ ) .
MIXLL = KR * (IX{(L) = 1)

: ; LL = IX(L) + MIXL
DO 450 I=1rL1
: MIX1 = KR * (IX(I) = 1)

' LI = IX(L) + MIXI
B(I) = O,
G(I) = 0.

nn

DO 440 J=1oL1
MIXJ = KR x (IX(J) = 1)
IJ = IX(I) + MIXJ

| JU = IX(J) + MIXL

B(I) = BlI) = R(IIx A(JL)
JI = IX(J) + MIXI
LJ = IX(L) + MIXJ

[T



G(I) = G6(I) = A(LJ)* R(JI)
440 CONTINUE '

S =5+ ATLDY* B(])
450 CONTINUE
AL = A(LL)T S

IF TATLL)Y WEG. 0e«) GO TO 480
ALBAR = ABS (AL 7/ A(LL))
GO TO 490

) 480 ALpar = ABS (AL)
490 IF (ALBAR +GE. 1E=6) GO TO 5350
C ‘

C INTERCHANGE ROWS AND COLUMNS.,
K = K41
IF (K «6T. N) GO TO 5S40

I CZ1x(M
IX(L) = 1X(K)
IX(K) = IX L

GO0 TC 250
5S40 IF (ALBAR +GE. <1E-8) GO TO 550
545 WRITE (6,1002)

STOP
C
550 R(LL)= 1., / AL

DETR(L) = AL -
DO 570 I=irL1
IL = IX(I) 4+ MIXL

LI = IX(L) + KR * (IX(I) « 1)
R(IL)= B(1) * R(LL)
R(LIJ= G¢1) * R(LL)

DO 570 J=1,L1
IV = IX(I) + KR * (IX(J) « 1)
R(IJ)= R(IJ)+ G(J) * R(IL)

T B70 CONTINUE
630 CONTINUE
C

C COMPUTE INVERSION CHECK R¥A,
XOFF = 04U
CO 720 131N

Vo 710 J=1+N
X = 0.0
KJA = KR *x (J=1)

U0 703 K=1N
IK = I + KRx(K=1)
KJ = K + KJA

. X = X + R(UIK) * A(KD)
703 CONTINUE,
" IF (1 oNEs J) GO TO 705 -

G(I) = X
GO TO 7%0
705 1F (ABS(X) «LT. ABS(XOFF)) GO TO 710
XOFF = X
I0OFF = 1
JOFF = J

T 710 CONTINUE
720 CONTINUE
C

C
999 RETURN
END A-77



FUNCTION RNUM(DUMY)
DATA NX/0/

IF (NX)302+3
YY=5160736.
22=1492480.

WW=3130862.
S5=6538271.
HX = 2

WH= WwW+Ww
YYS YY+YY
22= 22+22

Y1 =YY~9969997,
Z1 =27=-9999971,
Wl =WW-9699691.

10
20

IF(Y1)20.20¢10
YY = Y1
IF (Z1) 40.400,30

30
4o
20

ZZ=21
IF(wl) €0,60¢50
wil =wl

60

SSTWW+ZZ+YY+SS
N=6S*. 0000001
Q=N*10000000

RNUM=(55-@)*,0000001
5SS =8S=@Q
RETURN

END
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SUBROUTINE EXTRA

C : : o
T THIS IS A UUMMY SUBROUTINE VHAT IS USED FOR DEBUGGING PURPOSES: IT
C MAY ALSO BE USED FOR ANY ADDITIONAL WRITE STATEMENTS
C
KAY = 3
FRED = 4
RETURN
END : Y

ENT
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