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USER'S MARUAL POl TIE FMMSSEO PROGRAM

Introduction

‘This program is concerned with supply support for space
bases. A plan of operations, reflecting scientific as well as
reyular living activities at the space base, is assumed to exist.
From this plan and thc hardwarce technology to be used at the
base a schedule of requirements is generated. Thucse reguire-
ments are in the form of standardized deliverable modules.
Associated with each module is an earliest and latest time
determined by the schedule of requirements 2nd the allowable
holding time for the contents of the module. Holding time is,
of covrse, a design parameter controlled by the storige capacity
built into the space base. In addition to the time inteival for

such as

1]

gach mwodule it is assumed its leoading charanterisiic
waight, diameter and length are known. The problem is to ful-
£il1l the schedule of reguirements via a series of trips by
specifying the cargoes for each load in such a manner that a
time interval exists for scheduling the trip to deliver the
load. 7The objective, of course, is to construct the loads in
such a menner as Lo winimize the nunrbar of trips required to
sotisfy the schedule of reguirements. In general, the deriva-

tion of demands for a space basa is a highly comploy process.

Tne techniguo of activity anzlysis could be extremsly useful
ol o Y .

Ty - i N . I N RN - [P S, S o, . S . :
I siady ang Lhne somulcaneocns intevraction of denands apd coti-

vity deuois twoveflected dn o visdove nlove of operat ong In
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types of technology chosen to implement in the space base,

In attcmpting to formuléte the spacc base supply pro-
blem as a mathematical probleia, it would be natural to think
first in terms of the classical assignment problem. The classi-
cal assignment problem provides a model for assigning a set of
objects to a set of locations with a fixed cost for each possi-
ble assignment.

Model I Classical Assignment Problem

Let,

.. =

{l if module i is assigned to load jJ
13

0 otherwise

qij = cost of assigning module i to load J

it

; bound on nunber of modules assignable to load j
then subject to

= Iij = 1 for each i (cach module must be assigned)

hX Iij < bj for each j (not more than capacity of load)
i

nin 2 q 5 Iij
s .

A slicoht extension would be tc the Capacitated Assignment Pro-—

blem. This would entail adjoining capacity constraints of Lthe

form ‘

AY

1w pairs (i,3) that are not allowable. 'The

mruntest advantage of this model is that the discreie O nx 1

nature of thoe varinbhliac I‘.] nood not e dmpesed divectly.  Tho
oL
S wEriabion Coa oo Lroni ol as pooities continaius oo



and the nature of the constraints will insure that the vari-
ables are naturally discrete O 6r 1 variables at the optimal
solution. There are very efficient algorithms for solviung this
model (see reference 1 for instance). The obvious problem
with this model is that the cost associated with assignment of
a module to a load is completely independent of which other
modules are also assigned to the load. This model coculd not
prevent modules with non-overlapping time intervals or other
packing incompatibilities from being scheduled together. It
would, in fact, be useful only if we had substantially different
vehicles and the carrying costs of the modules by different
vehicles was, of principal interest. This model does not re-
flect relations between modulcs at all only the relation be-
tween module and vehicle.

Abandoning the classical assignment problem, a more
general linear integer programming problem could be set up a-
long the lines of the well-known "Set Covering" or "Warehouse
Location" models. This approach would reguire the generation
of feasible configuraticns. A feasible configuration for a
load would be a specification of a pre-selectcd time interval
and a specification of number and type of modules which would
make a compatible loaa. Having generated the feasible configur—
ations. A list of feasible configurations containing selected
duplications is ecccombled.  Given this list of configurations,

the general linear integer nrogranming model c2n Do setup.



rode] II  General Tnbteger Frogramming Problon .
Let, .
_ (1 if module 1 is assigned to configuration j
I _ g o J
i .
] C otherwisc
o 1 1if configuration j is open
J 0 otherwise

a - {l if module i can be aséigned to configuration j

0 otherwise

P
It

capital cost of configuration j
qij = cost of assigning module i to configuration j !
then subject to

1 for each i (each module must be assigned)

Ing]
o
I

> 1., < o. for each j {must be assigned to open config-

uraticn)

min S k.o, +3%qg.. I..
5 J 4 i, + L
Using Bender's decomposition which would yield aapaci-
tated assignment problems for thé "sub-problems", it might be
possible to solive this model despite the large number of con-
figurations that would be required. The large integer program-

ming problem that would constitute the "master"” program would
still present = very formidable cormpuviational task. The assem-
bling of the possible lists of feasible configurations would

also be somewhat arbitrary and might drastically efiecct the

solutiocons. Aoressing the costs [for a configuration and the
' 3

i

as=ignment of a moduie to a configuration in fterms of how efice

tively they utilire the capooi oy of tho vensole might aleo be

R ol o G e . . o P TN . D ] ¢ \
LI CWw S O [ R SRR : IS R A T P O A 1
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The "0O" prioriby clasz is poserved for locking modules
on wehiicles when they must be assigned Lo a unique vehicle as
illustrated by the.fifth "X-1" module. This designation is also
used to achieve unequal loading by locking fictious modules with
“wéights” equal to the desired differentials on the lower weight
capacity vehicles while leaving the time intervals wider than
the planning horizon. See page 16 of the User's Manual for an
illustration and more complete discussion. Conversely, vehicles
can be locked to time intervals by specifying time intervals and
leaving the physical descriptors as zero.

The input is immediately output for verification. The

namelist card is output by the namelist and the parametcrs are

appropriatcly labeled. The module descriptors are output under

-

)
'-J

+

~

g given by Lofimal slatewment 12 in the routine "MAINT

)

4 - .
(WS QL L3y

I\
I
h

The labels are:

No. - number of module
Module - alpha-numcric descriptor
Weight - weight of module in thousands of pounds

Diameter - diameter of module in feet

Length - length of module in feet

TE - earliest time for vehicle

TF ~ final time for vehicle

LE -~ firet vehicle possible for the module
LR ~ finzl wvehicle poasibie for the molule
N - nuwbor of priorilty clasg

TV N - s )
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The normal outpui frowm the prouram is dgehelated i the
subroutine "PRINT® and is Illusurated by Example 2. This outpiit
gives fivrst the four paramoters:

IX1: The value IX1=0 indicates the modules are free to move
over all vehicles, while the value IX]l=l indicates the
modules are restricted to higher order intcrchanges be-
tween vehicles. This flag indicates the current mode of
search procedure.

GAP: The length of the time interval specified for the vehicles
in the current run.

F: The current emphasis between the time intervals and the
weighted combination of physical descriptors. As an illus-
tration if FAC=3 this value will move through the values
F=1,F=2/3,F=1/3,F=0 which give the parametric weight as-
signed to the time intervel as opposed to le pliysieal
characteristics.

G: This gives the current value of the interference function
being minimized. It is negative when FAC > 0 and there &

are time incompatibilitics in the initial assignnments.

|
These parameters are followed by a summary of the present
assignments giving the vehicle number, the cecarliest time; the
latest time, the total weight, the total diamcter, and the total
lengtl followed by the list of modules currently assigned to the
p

vehicle. These quantities are output under the labeling given

by format statement 3 in the subroutive "PRINT". The labels are:

LOAD - the nunber of the locad or vehicle
TR w e e tiooi inn She wehiol o con ine ddooediehad
J s B RIRERE chovr of Lhio Wime dntoovals
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NGTIVA - the latest time the vchical can be dispatched as
determined by the intcrsection of the time intervals
of the individual modules currently assigned to the

vehicle

WEIGHT

the sum of the weights of the individual mocdules

assigned to the vehicla

DIAMETRER ~ the sum of the diameters of the individual mcdules
assigned to the vehicle

LENGTH - the sum of the lengths of the individual wodules

assigned to the wvehicle

M@DULES

a list of the modules currently assigned to the
vehicle

In terms of the example the cutput would appear as
foliows:

LOAD TMIN TMAX WEIGHT DIAMETER LENGTH M@DULES

1 0.0 12.0 35.036 1¢.0 10.0 5
2 0.0 12.0 32.06 il.0 34.0 L 3
3 13.0 24.0 32.06 11.0 34.0 2

There are two outpa® statements in the program call-
ing "PRINT". These "CALL" stateﬁonts are in the subroutine
"SETUP". They cause a summary output whenever a priority
class has becn completely scanned for reducing intcrchanges and
such reducing interchanges have been found decrcasing the valuc
of the interference function. Compare Example 2 and Example 3
for an illustration of this. Sce the flow diagrams on rages
30 and 21 of the User's Menual for precise infouvmation os Lo

ren this outoul o oonorasod,
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AP EDTR

’

Ooutpul from "PRINTE"

The information generated from this subroutine is not
required for normal operaticn of the program. It can only be
understood after study of the ‘Uscr's Manual. It is only cm~
ployed for detailed monitoring of the internal behavior of the
program. The output from this subroutine is illustrated in
Example 4. The input parameter IPRT=1 is uscd to turn on this

interimediate print out. The first line of output gives with

labels:
G: current value oi interference functional
GH: amount of gain or loss in currcnt trial sesqguence of

interchanges
The sccond line of output is the label "assignments". ‘Uhis is
immediately followad by the current maps printed with FERMAT

(117 3313) ¢

MAPR{1IP): module numbzr to be acsigned

MAPC {IP) : velicle number to which the corresponding modula in
MA?R(IP) can be assigned

MAPP (IP): 1list of modules in priority class currently being

scann~d

This is followed by the labeled variables:

MZ s number of moveable modules in priority class boing
scannad

T¥he 2 vntue IMN1=0 movereni of the modules cver the
entire roanon of vakiales ae teans conciderad whirlo
vho ! TR S AVE S CE L A S eocta lebod wo inid > o
et P SRANRRERY i
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{(1,....v} of vchicles.

M= {1,...,m} of modules into tﬁe set V
Such a map would take the formn

p :<1 2 .. m:>

3 4 ... 17

where the top line lists the mcdule and the element below on
the second line gives the number of the vehicle to which the
module 1is assigned. [See references 2 and 3 for a completely
general scheme for enumerating such finite maps.} The space
supply support problem can be'expressed simply in terms of such
mappings

Model V_Space Supply Support by Mappings

Let, S he the set of all mappings of the set M = {1,
...,m} into the set V = {1,...,v}. Thus a particular p ¢ S
can be represented in the form

R CIVE SR

where sj indicates the vehicle to which module j is assigned.

Also let,

9y = interference of modules i and k where TR
and g.. = 0 L3
“ii
s, = {i] p(i) = t}

t

Now consider the functionals

« _T!
B - N R A%
?it :
defined as
., (p) by ..
i . 1x
e s
t
and tho compoesibe fTurstional



defined as
co(p) = 1/2 2 2 w.
teV 1ie€S
t
The problem reduces to:

min  o(p)
peEsS

(Note all the constraints are absorbed into the generation of
the maps.) This space of possible mapping of modules into
vehicles although finite and enumerable in theory is extremely.
. . m . .
large for it contains v maps. In practice even with moderate
numbers of modules and vehicles and given the most advanced
computing equipment, it is not possible to completely explicit-
ly enumerate all possible maps. The alternatives are Lo im-

1

plicitly completely'enumerace and to abkandcn the complete enu-
meration in favor of a restricted enuvmeration of a limited sub-
sct of maps. The first alternative, a complete implicit enu-
meration would rely on implicitly enumerating large svhscts of
maps by demonstrating from logically derived bounds that such
a set could not contain a better map. Such bounds for the space
supply support program will be derived in the next section.
The enumcration scheme employed in the present computer pro-
gram is further designed to keep open the option of whether to

|

go to the complets implicit enumeration or whether to teominate

after scarching a westricted subset off maws. The generation o

i

the maps in fhiz computer progeom dsflers redically from the

P L AR e = e
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bounds cmployed and concists of renorating erxcursions from a
given map by exchanging modules betwecen vehicles. The present
program might well be strengphened by employing the global
techniques developed in detail in references 2 and 3 to ob-
tain the initial map from which to undertake the excursions.
These techniques might climinate a large number of local es-

changes and greatly speed up the computation.

Mathematical Development

As elaborated in the previous section in Model V, the
mathematical objective is to minimize the total interference
function over the space of all possible assignments of modules

to vchicles or

peEo
MavrAry ANy mMmarmiInaoe
Civen any mapping
= (s s )
p l,...,am)

any other mapping p' can be recached from p by a sequence of
single switches. This simply means that the total number of
reassignments can be achieved by choosing a single assignment

i~y and switching it to 1i.w

then choosing a gsecond assignment

jos and switching it to J-t

and so on until all the required reassignments of modules to
vehicles has been accomplished. Our first cbhjecltive is to de-
rive the effect of such a siugle switeh on the total inter-

ferenrme funoticn oo



Transition Forrwla

Suppose the assignment ol meduls J is switched from

vehicle s tc vehicle t, e.g., from jas to i, Consider

.

first the effect on the

wnere 5, = [r| p(r) =u} .

The sffects can be summarized as rfollows:

1) s; =85, foru#s,t; 5. =is_-j}; s = [5,Uj)
2) miu = @y, foru#sort (noeffect)

3 g T 9y T 95

for ij
4)  eip T ey b9y

L 17
5) rp!b = o, N
J J® Since qjj= 0
6) @5 T 95t

Now consider the effect on the total interference functicnal

X Piu
ueV  1¢8
1

i

The first step is to break this functional after the transition

dovn into its relevent components

1o o 3
0] 1/2 2’4 ' 2 ' (‘Qi‘l
ueV  1eS5; ’
= 1/2 { 2 2 w: 1 2 (pf + 2 (p:; t }
STV I ‘;\ll +u 1¢5" T 1e¢S! o
s i g t
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. ~ 1 t a -~ . . 2 qn A L,
since ¢ = an L=, for u # g,t the first compongut is
Since 5] S, d iy iy Pl ponhe:
invariant,

2 > : = > 2 .
= Py . ®in
ueV 1€Su ucvV 1cSu
u#gs, t u#s, t

The second component can be reduced to the original terms as
follows:

2 ('P? = z [ON -o9s - 2 q.
iCSS' 1s 1s RE:]

ieS' ) iecS I+ IS
s s
hence,
z g = 2 P — 2 .
icgl "% dcsg e s

The third component can be reduced to the original terms as

follows:

TR L i%s 4
t 2 P

z L. = 3 ji = . since . .=qg.. and q..=0
Cgr i3 Tt W g 9337954 933

hence,

i
By

P t 2w
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This is the crucial formula cm?loyed in the Space Supply” Sup-~
port Program. The ©; y 2FC comﬁutcd initielly and then the
critical differences (wit - mis) are found and updated from
the trancsition formulas 2) -~ 6) as a sequence of trial swilches
are tried. These differcnces (Qit - mis) immediately implicitly
enumerate all single switches when they are non-negative and
guarantee a gain when negative. However, note if we were to
swtich,

from jas to  Jot

and from k-t to k=-s

a double exchange between vehicles,

o' = ot (3¢ = w55) * lawg T owee) T2 dyx
and even when the first order switches canuot reduce the inter-
ference functicnal a gain can be achieved with double and higher
order switches. It should be stressed that whenever a switch
or a séquence of trial switches achieves a reduction in the
total interference functional ¢(p), the current map p is up=-
dated to p'. The process then starts over considering first
order then second order and on up switches to a pre-set level.
another significant aspect of the particular form of
the interference functional employed

q; -

3 = plwiwj + 1y didj + Py £y 0s

A 1, ]

i revealed when we drop back to the variable formatation of

the prohlom given in Model IV aecd cunsidor the smoothod coniin-

n

. - - L T el T : TN
oun vorcion of ihe prebles whens thoe versobles Toooanotnat
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formulation are tak¥en as conlinuons variebles. In this contin-
-
I

wous version of the problem we wish to minimize

o= 5 q.. (21, T
isg i3 Tip Tdp

subject to the side constraints

2 I.l =1 .
p P

Solving for the variables

=
1]
—
i
M
[}

il

and substituting into the extremal function, we wish to minimize

0= 3 qi.[l-3 T.)-(1L~-5 I.0) + 5 T, °I.]
iyt p>1 P p>1 P p>1 P JP

The minimum is obtaining by equating the partial derivatives

to zero.
L T TE A CS AT SR S
g k#t p>1 P e
= E gy (o F ) =0
k#t b

for t=1,...,n and s=2,...,V.

Hence, at the stationary point

a = A
KAt tk k#Ft 7

Iun the case where D T owe ot owy, and g, . = 0

2w

) - W, I., = 2 wowy - 1.
AL ) k1 £k

t - kAL

and factoring out the w, vields the egual loading phoenomena on
L. . .

corh vehiole,

) ) e .
W T = Mg T
TR K e
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This continuous vesunlt docs not answer directly ‘what
haprens in our discrete casc. Remarkly however, this effect
does persist in the discrete case and extensive computational
experience verifics that apart from the time interval anomalies
we achieve very closely this egual loading phenomena. It
would seem possible to demonsirate this result directly in the
discrete casc and in fact to bound the deviations in terms of
first order switches, second order switches and so on up.

This would be a highly desirable result in terms of determining
the level of switches te be explored in the program, however

no precise statements in this direction can be made at this
time. Note that the vehicle loading can casily be unbalanced

-

as Jdes.y “locking" fictitious modules on specific vchicles.

o

a by
Specifically, a module with weight equal to the difference be-
tween the capacity of the vehicle and the maximum capacity of
any vehical in the programu is added to cach vehicle and pre-
vented from wmoving by the particning mechanism to be described
next. Of course, the time intervals for the fictitious modiles
muet encompass the planning horizon so as not to create any
time interval interference. This unbalancing perhaps can best

be understood in terms of the fellowing simple illustration.

Illustration of Unbalauncing

N . .o o -
\_ Venhsicle 1 Vehiclie 2 Vehicle 3 .
Peal Capacity 20 30 40 ﬁ
Fictiticas Moduls | 20 10 o)
Ralouonad Woight § A0 405 4T~ |
Ledghit S ST Y (30-7) (#0-50 I
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The guantity § = Eiﬂ would be very closs, axcept for digcrete-
ness factors, to the differpncc between total capacity o and
total weight toc be assigned w devided equally between the v
vehicles.

In order to extend the capacity of the program to very
large numbers of modules and vehicles without incuring the con-
sequent exponential increase in computational burden, two dis-
tinct optional partitioning mechanisms arve incorporated. The
first procedure partitions the modules into priority classes.
Let n be the total number of modules tc be assigned and Ny, ,
..., _ bz the number in each of ¢ priority classes. In consi-
dering single switches there would be n-v such possible single
switches where v is the nuaber of vehicles. In considering

each priority class singly anrd sequentially we would consider

2

Hence, there is no appreciable gain except for storage in the

eV 4+t N,V e nc-v = n-v since of course nl + e 4 nc = n.

computer and some reduction in updating costs on the differences

(ch - ®j+)' Also there is no loss in program effectiveness

because cach module is ultimately allowed to move. However,

when we consider pairwise and higher switches the situation is
. e i . Co Ny nj

quite different. Roughly we would be comparing (2, to (2 )

n . . :
(,€). As an example with n = 8, we would b2 ccmnparing

2
5] 8-7 4 4
= e Iz o s | 4 = - = ]12.
(2) 5 28 to say \2) + (2) 6 + 6 J

(Roughly because theve is a slight correction because we would

not eonzider switches on Lhoe some vehicle.) With large nwabors

r Y . . 5 . P - .
1 - - | v - N . ~ - B PRI PN [ R R SN o~ 4z R .
Oromaadultoea the LR A S LS R S AL T RN COToC O, ARG, OO Al S
M
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some reduction in eyfectiveness. However, if modules of
approximately the same weight are grouped together, the loss
of effectiveness should nct be very significant. 1In general
abdﬁt 30 modules to a priority class would seem most appropri-
ate. Of course, modules with large time interval overlaps are
also good candidates for grouping in the same category.

The second optimal partitioning scheme permils the res-—

triction of trial interchanges to interchanges between pairs

. — A}
Y i§¥li~ such possible distinct pairs

of vehicles. FEach pair is considered jun turn sequentially and

of vehicles. There are

the pair is balanced. The transitivity effect allows a module

to migrate seguentially to any permissible vehiclae. No vehicle
can remain grossly unbalanced for it would ultimately be forced
to exchange with another vehicle to achieve the minimization

of the interference functional.

This second partitioning scheme and interchanges be-
tween pairwise vehicles is accomplished within priority classes.
When all the mecdules are lumped into the same priority class
and the pairwise vehicle restriction is not imposed and the
level of permissgsible interchanges raiced sufficiently high a
complete enumeration is attained. In practice, this is gencr-
ally not possible with problems of rcal interest. However,
empirically evidence shows that there is very little degrada-

~

tion of the final solutiocn with the use of the partitioning

schemes and restricting the trial level of cxchanges to palir-

wisoe Loireon moduias., A rmore techniosl elstoretld
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tne partitioning scohomes is contelived fn il next section in

~

conjunction with the dotailed analysis of the computer program

itself.

p————
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THE COMPUIER PROGRMM

The computer program consists of eleven subroutincs.
Each. of these subroutines will be described separately in terms
of their relation to each cother and in relation to the underly-
ing mathematics. A general glossary is supplied defining all
the vectors and variables in the common statement. Varisbles
specific to each subroutine wili be defined in the discussion
of the relevant subroutine. The interactions botween the eleven

subroutines are consisely summarized in the following:
GENERAL FLOW DIAGRAM

——c YT (LT A8 RAY
/~ PRING \ //HNTIAL FARAKE TERS

A EEREE

]

RORM AL I 1 READIN MODULEZ )-~~———-¢ CALCULATE
K\\_fﬂfp”‘ 4 \ DATA o P
X \_.__.._-M..-,,, L 4 “1—-‘—
ATRRGET
CALCULATE x-——~—
@ <K '/
g
W
BT ~SETUP e T
TAKELLxgh:;;\ﬁ—u—— CONTROL PARTITION L Gng?i%f )
BY PRIORITY CYCLING, :

SUB PROBLEMS
-

S——— . L/

y

e

FTRAK i —
CUTBAK N TRRTE N\

CYCLE THROUGH

_THROUG b oe——zd  ERROR
SWITCHS ;/ \\ oUTEUT /)

. o T S a1 %

e = s 1 ke 4 et .v._.r.‘—//
1
!
!
5 l
‘.L !
el o ’ 3 ~ I
p R .
rd CEESRNTRAN N . —— ,
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ff AR i -; - \
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RO A

of this rouvtine is to inid Pati

YN PUrposce
ro o and to readin the data reguired for oo
of the program parameters is given in the Yoo

aons for MMSSS0 Computer Code" and the gonorag

ROUTINE MAIN FLOW DIAGRAM

SET DEFAULT
— VALUES

v
OVERREAD PRINT ]
WITH NAMEOLIS T w3 MAMELIST

/ PARM / ! /PARMN/

- _

READ | PRINT
MODULE DATA o el EODU L . DATA
] L

7N

CALL CALL
FCNGEHN s RINT




The

namelist statement is:

NAMELIST/PARM/NPL,NST,LV1,LV2,GAP,FAC,P1,P2,P3,IPRT,ICN N

The

format statements employed are:

11 F@RMAT(A4,5F6.0,412)

12 F@RMAT( NO. M@DULE WEIGHT DIAMETER LENGTH TE TF ILE LF NC IY"')

13 FYRMAT(1H I3,2X,A4,3F10.2,2F8.1,414)

The

The

The

1P

N

11 F@RMAT is used to readin the module data.
12 FGRMAT is used to label the module data output.

13 FPRMAT is used to print the module data.

variables not in common are:

- The value ICN=0 causes the program to stop after completing
a run., The value ICN=1 causcs the program to start over
with a new get of data.

- A&n index variable to readin the successive modules.

- A dumny variable to readin and print out the alphanumeric
descriptor of a module.

— The value N=0 allows the'program to run stacked cascs
using payload module data carried over from the previous

case. The value N=1 allows payload data defiuitions to

be input.



cubroutine FCNGEN j N

J—— |
The purposce of this subroutine is to make an initial

computation of ¢(p) = 1/2 3 = @it(p) where

b4 3 - C
teV J-(ut

and S, = (e | plr) = t}

and g, . = interference of module i and r where

ipr = 9pjr 933 =0 -

After the initial computation ¢(p) is simply updated as switches

are made. ‘
SUF@B(‘)UTTNE FCNGIEN #1,0W DIAGRAM
c=90
«
e LM=t
L]
LV=IY{LM)
CALL
PARCEN
, (LM,LV.P} ¢ -
I“/
g G:=G*+P i
me*“[.ﬂ"m
R S :")\ e s ces s -
i w0y - N v i T
H [id =114 ¢t ?xﬁ...._'..".?»,.,.,,, 4.." YRS i}.r._- L.F.S.--.,». GG /f,: EA"“—‘M-i \ LT 0T
e e AN e e , /
T, ’ A -
. el Gl LI o o
bl S A
fa [T S A [FH T IR | oo 1) { »,‘r,."(‘hi']_\/ ! vl
i P “ '
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Subroutine PRINT

The purpose of this subroutine is to print a summary of
the present assignments giving the vehicle number, the earliest
time,'ﬁhe latest time, the total weight, the total diameter, and
the total length followed by the list of modules currently assign-
ed to the vehicle. The meaning of the parameters also printed out
is given in the "Operating Instructions for MMSSSO Computer Code"

and the general Glossary.

The format statements employed are:
1 F@RMAT (5H1Ix1=I2,5H GAP=F2.0,3H F=F6.4/3H G=E16.8)
3 F@RMAT('T,O0AD TMIN TMAX WEIGHT DIAMETER LENGTH M@DULES')

4 TERMAT{IW T3,F7.6,F6.1,3F8.3,2H 15115/ (1H 26X,2015))

The

-

PORMAT jg used to print the paramaters.
The 3 FPRMAT is used to print the labels.

The 4 FPRMAT is used to print the vehicle summary.

The variables not in common are:

I0 - Indexes the vehicles.

MC - Counts the modules on a particular vehicle.

IP -~ Indexes the modules. |

IR - Indexes the modules on a particular vehicle for printout.

The array not in common is: |

M@ (IR) - this array is used to collect the individual modules

.

on a vehiclie for printing out.



SUBROUIT Y PLIIE L0V

PRING
PARANETERS
AND L DELS

LD WS-

JeEn

S W

sr
6
é

WT(IQ)=C
DT(IQ)=0
ET(IQ)=0
THMIN(IQ)=—ec»
TMAX(IQ)=t oo

¥

DIAGRAM

1P=i

NO

+YES
MC=mC « i
MOE(MCI=IF

y
WTOQ) = wT(Q) v IP) |
DT(W) = TR D(IP)
{fTUQFETHQFEﬂﬁﬂ

o s s .1

HO TE(P) >
’*““““///TanugL//’

THINUQ) =
TE(IP)

W TROPY SN HD
~\11ithgb,f"
!?ES
‘T’.“lf‘,‘ﬁ(\(,“)= ]
: Tr{e)
| T A
2
b
v
/*\\
1S e - 4
- AR : - e
: R SRRV R
' AR U L
R |

iP=IP¢ |

k

NO
<

N

YES

{1




Subroutine

The purpose

wLM,LV(

where SLV

and qLM,LZ

The variables not

i

{L2

interference of modules

CALL
QGEN
(L,L2,a)

PARGEN (11

YL P)

> of this subrou
pJ :T2§§ M, 1.2
CETYLV
p(IJ2) = IjV}’

SUBROUTINE PARGEN

FLOW

toine

i

s to evaluate

IM and L2.

DIAGRAM

Usecd to transfer

Module
Returns
Indeyoes
vehiclie

Unod to

numbor
the
the

ISERAICRN

G

1
EERS

e e
[SRRN A DY

NO

iy

IY(rLe)ys Ly

transferr

modul

tiras

valua

of

YFS

in common are:

2= uk

cd down

f - a
PIM, 1V
vchiclm

'~_-) (')r‘\

wsfovrod

LA

<

NO

to

7

[
[

B 2
L—-—-——-———n

to subroutine (GE

“J

i I

L2+l

N.

PARGEN.

26.



27.

Subroutine QGEN(LL,.12. QJ

The purpose of this subroutine is to supply 11 1.2 the
interference of modules L1 and LZ. The time intervals for the
modules are:

Tl = [TE(L1l),TF(L2)] and T2 + [TE(L2),TF(L2)] .

The interval of intersection is calculated as:

A = max [TE(L1),TE(I2)] ; B = min (TF(LL),TF(L2)] §+ C =B ~ A .

The parameter GAP defines the specified overlap required aund F
defines the parametric weight assigned to the time interval as
opposed to the physical loading characteristics. The parameters
P1,P, and Py assign relative weights to the physical loading
characteristics of weight, diameter and length. So,

Q = (le)~[pl-w(ll)-w(L2) + pz-D(Ll)-D(L2)

. o {cC > 6ar
p4E (L1) -E(12)] = F-C tOL{Ll ey

@]
il

-~ e C < GAP
+ » (taken as 1000) for [Ll # 12

\ 0 =0 for .1 = L2




SUBROUTINE OQGEN FLOW DIAGRAM

A AL et e gk T

As TE(LI,

g —

Lﬂ ///}

YE

A=TE(L2)

8= TF(L2)

v

C=8B-4

g A ¢ 4]

e

Q={(1-F)-(wW(Ll)wira) Pi ¢ D(LE)-D{L2) P2
v E{Liye{te)rai-r-<C

NO

C<GAP

HYES
Q:=1000

NO

variobles vot in common arc:

- o ; , s
EEPEREETER AN 0 RS ST N ANGPRS Lo O
R e ! P . r
(SRR RGN (. (FR AT IGEE S QIO

- P Gacr Ty Yy

- ( ' ros Ll }_]

e N ; I -~ b

ROV RSN GNP I

s K I8 \

oo vl (e '

o RONREN TR ‘ Ty

I z



subreviine SRTUP

The principal purpose of this subreaiue is to control
the cycling through the partitioﬂcd subproblicms. The extrac-
tion of the modules in a particular priority class is accomplish-
ed in subroutine GENMP which sets MAPP(IP) a list of the modules
in the current priority class. The possible assignments are
then recorded in a pair of vectors MAPR(i) and MAPC (i) and the
potential switches are kept track of in the vectors J{(i) and
V{i). All these vectors are setup in subroutine LPGEN. The
actual trial switches up through the levels LVl for total vehi-
cle movement and LY2 for pairwise vehicle movement is accomplish-
ed in subroutine CUTBAK. FEach priority class is considered se-
quentially in turn until a complete aycle through all priorit
classcs is accomplished without gain. In the pairwise vehicle
movement all pairs of vehicles are cycled throuch until no gain
is accompliched before wmoving on through the cvcle cf rriority
classes. The parsnctric adjusticent from complete emphasis on
time overlap to complete emphasis on physical loading character-
istice in the number of steps specified by FAC is controllied in

this subroutine.

SUPROUTINE SETUP FLOW DIAGRAM

HP =1
NP5 =t ’
F:0
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SUBROUTSIY: 390P FLOW DIAGRAM (C07TUTIHUED) .

{(Total Vehiiciao Movement)

LCY = L vi
IXt=0

¥

o e

CALL
GENMP

CALL

LPGEN

E NPS= NP

]

| S,

oot IXe=0 et 3

<
---—-e»§ NE =P ¢

Rcrwmicms - o i et e

e s w——

[ T

KO

< 7L >

- - B e
< ‘. o~
\-\ .
e
‘:{.‘ A,
e -
Y
. AY
/ CALL Y “
- - — i e Y
o - o i [ G PRSI
Y {
5, 7/
N

~

.



SUBROUTI B SETUER FLOW DIAGRAM {CONTIRULD)

(Pairwise Vchicl®z Movement)

o S,

éTUF.N

WP=NP¢tI

X1z '
: NO
, NP> NPT >0

LLCT=LVEZ

CALL ~
PRINT [<€ NPS:NP‘
YES

NP= |
KLit) =1 . 1
KL(2)=2 wt . .
X2 = 0 [_

e JES (AP WPE e
. caLt N ’?Er/

-
ETU \
/1\ (ILRN/

CAatLlL | \\/

I.LFGEH

YES i

|
!
, ;
s . o . )
) S YES L The variabhle not in comaorn io:
! MRy - yrocords the Jast oricrity
13
N : in which & geln was pade
LI
;
i
. !
i !
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Subroutine GENMP

The purpose of this subroutine is t¢ compile the list
of modules in priority class NP and record them in the vector
'MAPP (i) . The number of modules in the priority class NP is re-

corded in the variable NPC.

SUBROUTINE CENMP FILOW DIAGRAM

NPC=0
IP={ ‘

"Ne(IP) YES

. e s |

- s NP //

TNPCENPC t I
MABP(NPC): IP

The variahle not in common is:

IP - Indoxes the modules.
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subroutine LPGEN

The purpcse of this subrcutine is tc setup the current
subproblem for the investigation cf potential interfercnce re-
duciné switches in assignment=. The essential information of the
investigation of these switches in agsignment is contained in the
four vectors MAPR(i), MAPC(i), J(i) and V(i). The two vectors
MAPR{1i) and MAPC(i) together record a linear list of all possible
assignments within the current subproblem. The vector MAPR(i)
records each module number in the current priority class that can
be moved in the current subproblem repeated once for each vehicle
to which it can be assigned. The vector MPAC {i) simply records

the corresponding vehicle number. 7The vector J(k) is an index

}

f

list of all possible assignments. It is uscd to keep trach of

the current trial assignments. Suppose there are M2 moveable mo-
dules in the current subproblem and NV possible assignments in the
current subproblem. The index vector J{k) is always permnmtaied

so that the first M2 numbers index the current trial assignments.
(The actual assignments are obtained from MAPR{J(k)) and MAPRC (J(k))
for any J(k).) The potential switches are always indexed in the
remaining (NV - M2) numbers in J(k). More precisely, each move-
able module appears once and only cnce in the list MAPR(I (X)),
k=1,...,m2. Consider any module MAPR{J (Jx))=LM, with kl{m2, which
is currently assigned to the vehicle MAPC(J (k1) )=LVi. Then any

k22m2 such that MAPR(I(¥2))=LM gives an alternate feasil

et
o
=
[®]
o
'j\
10}
tad

2
3

i

% .

hiclio MAPC ({2} )=7v2. A zwitch in assion-
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The change in the value of the isterference functional for any

such switch in assignment is cawrried in,

VK2) =gy 12 T Pmcrvy 0 KOM2
For facility in updating the V (k) vector after such switches,

V(kl)x°°"LM,LV1 ’ kl_g_mz .

The transformation of the V(k) vector is accomplishad in
subroutine TRANS and will be discussed in connecticon with that
subroutine. The actual search for gains in the interference func-
tional is done in subroutine CUTBAK and will be discussed in that
subroutine.

This subroutine LPGEN consists of three principal logi-
cal parts. The first part cenerates the subproblcm when the mo-
dules are free to move to any feasihle vehicie. The second part
generates the problem when tne medules are restricted to move
in exchanges between paivs of vehicles. The third part sets up

the initial solution in accordance witlh the current assignments.



PAIRWISE VEHICLE
MOVEMENT

su

TRCT
FoRRAWAY

TING LPGEN FLOW DIACLIY

M2: 0
NV =0

SETUP tHITIAL
SOLUTICHN

TOTAL VEHICLE
MOVEMENT



SUBROUTING LPGEN SLOW DIAGRAM

(CONTINUED)

(Total Vehicle Movement)

1T=1

{

IP=KAPP{IT)

M2=M2 ¢ |
1Q=LE(IP}

Fm NV NV |

Q=1Q¢ |

Y
MAPR{NVzLD
MAPC(NV)=IQ
MO
oG \JE:LFUP).

IT=1T ¢ 1

S



FIOW DIAGRRM - (CON

SUBROUTIN® T,PGEN

(Pairwisec

chicle Movenent)

o,
%

()

KL(2) ~
v
HO /Lr(z:)s,\

e LS AND

LF(ip) >
KL (1) AND

e e et e —carnen —

M2 = M2t
Q=1

1T=0
'
e s A A L
iP =MAPR(IT)
1Y{ip)=
- NO Ki(l) OR

liL(ZV

KL(2)

LYES

o’

}

P NV =NV

3

tQ=1a¢l

S,

MAFR (NV)=iP |
MAPC{NVI=KLUQ)

o

{

B et

NTINUED)

37.
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SUBROUT IR

-~ ~YT
LPCEI

FLOW DY AGRAM (COMNTINURD)

(Setup Initial Solution)

LT=zO
LS=M2
Q=1

i

LM=APR(IQ)

LV=tMAPC(IQ)

CALL
PARGEN

@.m LV S

f

™~
{0

L8=LS |

bezis

e s e e e
LT=LT 1

o et R

£S5

P= LT

4

P =G

s v{Ip)=p

AN
< 1a= NV)
7

.-u_._—._ o s v st

e S Lo RN E RN i
1 }

IP=1

w

 V(IP)= - Y(IP)
IQ=M2¢1 -

NO MAPRI(1Q))

———<\:{APR(J(IP)) &

YES

vuo):v(lo)tvup)z

NO

Y o

/

tp=ipt !

YES

e T s i

v sl I vt ¢

G-
ﬁ—-—....

Qi J
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wariables not in common aro:

[

Tndexes modules in priority class

module numbers MAPP (IT)
Indexes assignments
LE{1IDP)

LF(IP)

Used to return the value
M2+1

J(10)

J(1P)

oFf ory v

{0
\Q

TL Y

TRV PO

TISRT™




Subroutine CUTBAK J «
I

The purpose of this subroutine is to carry out the search
for switches in assignments that will reduce the interference func-
tional. The variable LEVEL records the current level of the search.
The varjiable LEVEL starts with the value LEVEL=1l. After all single
switches of assignment haw been implicitly enumerated, the value
of LEVEL is incremented to LEVEL=2. When all double switches of
assignment have been checked it is incremented again until the
maximun LEVEL=LCT has been checked. The variable ID indexes the
current number of switches made on the way up to IEVEL.

The variabkles TL(ID), LR(ID), LC(ID) record the history
of the switches already made. All switches are tried in order of
their change value V (IC). The variable TL(ID) records the value
of the =switch V{(ID: made at step ID, Suppese VI(LES) for LSSM2 ig
the nexf best value to be tried. The index LS of the trial assign-
ment being switched in is recorded in I.C (ID)=LS. Therc is then &
unigue current assignient occurring for some LTKM2 such that
MAPR(J (LS} )=MAPR(J(LT)). This mérely reflects the fact that each
module wmust ke currently assigned. The index LT of the assignment
being switched out is recorded in LR(ID)=LT. The vectcr J(IC) is
permutated J'(LS)=J(LT) and J'(LT)=J(LS) to record the switch in
assignments in subroutine TRANS. The vector of change values
V(IC) is also updated to reflect the change of assignment in sub-
routine TRANS and the actusl formmlas for the transition will be
given in the discuesion of subrouiine TRANS. The hictory of the

swrtches miesth be rocordsd an ord o o dncure all unioue conbhinn-

~

Clops ore beled i choeb duplaiosionn. e detoilad pechonias of

onunerabion sohiome are ontedned dn U follewing Ul Diaorom,
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SUBROUTINE CUTSAX FLOW DIAGHAL

(Initialize Parameters)

¥

LEVEL =1
10 =1
NF-M2 ¢
GH=0
IR=1

LC(iR)=D

TL(IR)=-o0 e

|

A

IR = 1O e

COMPUTE INDEX OF NEW
ASSIGNMENT LS

&

IR=iR¢ i
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SUBROUITN: CUTBAK FL,OW DIAGRAM  (CONTINUED)

(Compute Index of Hew Assigument)

)

TH =
IC=HM2 ¢

YES IC=1C+ |
‘b  §
SESNTUEEPOU. T
vic) HO [TM v(ic i
TLU%///’ LS=1C l
}Es ,
™~ TH < —-GH -
NUYES <; g L YES -
LEVEL

v LCUD)ji;E//

NO
TH=V(IC) hictoy=o
LS=IC ITL{D)= -2
'y
COHMPUTE PRESERT to > 1 YES sl iD=10~1
ASSIGHIZENT LT=LR{ID)
LS=LC(1D}
NO
LEVEL =
LEVEL ¢ |

laviurw

‘ TN er T
-, \ /
\\ =~ \ /
i \'"O

'
.
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SUBROUY 170 CUTBAK ILOW DIAGIRANY  {CONTINUED) .
(Compute Present Assignment Index
Execute Transfoimalion - Update Solution)
)
TLUD)=Ti#
LC{ID)=LS
IR=1
LT=IR
NO 1D >
IR=IR ¢!
A
~ i
2 IRT > 0 B2 RINT
e Ty -
N o PRINTE
\_ e
T | NO -
iD=ID* 1 le—
=1t el GH <O NO
T b4
i YES
4
ed LR(ID)ZLT X
( ),__M___ G=G¢ CH UPDATL
‘ IX2 =1 SOLUTION i
' 1Q = |
CALL ] Yy ,
TRANS IR=MAPH{I(C)) < t
YR Ak cldliont
EXECUTE TRAKNSFORMATION /vl/ [
N
(I/._”?),..-».»-« 1O = (04 ;{
}‘\ [
/“.\l"\
Y
oo
.\ (’/



The variables noi in commen are:

IR - Indexes assignments J(IR). {Also sce below)

NF - VFirst potential assignment not being used NF=M2+1
T™ - Best change value (@jtf¢js) not yet tried

IC - Indexes gains V(IC)

JLS - J(LS)

JIR - J(IR)

IN2 - 1IDb-1

IT - Indexes current assignments switched out LR(IT)

IQ - Indexes assignments J(1Q)
JIQ - J(I1Q)

IR* - Also used for module numbers IR=MAPR(JIQ)

The arrays nct in conmmon are:

LR(ID) - Records index of a current assignment switched out to
check for higher order gain.

LC(ID) - Records index of a new trial assignment switched in to

check for higher order gain.



subreutine PRINTE .

The purposc of this subroutine is to print "state of the
solqtion” information. It is only used in diagnostic ruuns to
locate problems within the computer code. The paramcter value
IPRT=1 causes this subroutine to be celled in LPGEN after the
initialization of the problem, and in CUTBAK after each trans-
formation of assignments. The first line of output gives G the
current value of the interference functional and GH the incre-
mental value of the current sequence of trial switches. The se-
cond line of output is the label "ASSTIGNMENTS". This line 1is
followed by the basic controling vectors:

MAPR(IP)

1~
=
i
bad
-
.
.
.
A\l

MARC (IP) ; IP=l,...,NV

)

rTITD {1
MAEPFE \ L

=3

The next line gives in labeled form the parameters:

M2 - the current number of moveable modules

IX1l - indicates at the value IX1=1 that currently the movement
is restricted to pairwise vehicles

IX2 - indicates at value IX2=0 that no gain has vel becen mude
in the current priority class; indicates at valuc IX2=1
that a gain has been achieved in the current priority
class

iD= indicates curyvent level of trial switches boing investi-

gated
TN . - - ' - . . - - '
o= andes of assigunmeal heiny swartcohod ovd
Broooo=dndex of coodonmend Lodng oo in
L B B T T N IR B D S Cobeads 3 g :
Vs RO RSP S S LR U A S b ob oot aosrs of awitehoe Todye

anvesbiantoo.,



The next line ig the lubel "J, V Vectors". ‘this is immediately
follnwed by the vectors:
J(Ic) ; ic=l,...,NV

v(1IC) ic=1l,...,NV .

~e

This is followed by the labeled vector,
TL(IT) ; IT=1l,...,ID

th

which gives the change values V(IC) used at the IT trial switch

of assignment.




variables

SURBIOUTING DRINTS FLOW LIAGRAM

WRITE
G, GH

Y
WRITE LABEL }

“ASSIGNMENTS"

Y

WRITE
MAPRpPp
MAPC LIPY,

MAPP(IF),
IP=l, NV

WRITE
PARAMETERS

M2,1X1,1X2,1D,
LT,LS,LEVEL

Y
WRITE LABEL
"4,V VECTORS"

o
VWRITE 1
J{IC), V()

ICs b+ - NV

v

W&
WRITE TL(IT)
IT=t, - ,ID

KEETURN

N~

.

not in comnon are:

Index for printing mops

for printicg J(IC) and V(IT)

fov printing TL{1T)

47 .
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The format statements used in subroutine PRINTE are:

20 F@RMAT(1H,16,9112)

21 F@RMAT(1lH,10F12.6)

34 F@PRMAT (3HOG=E16.8,4H GH=E16. e)

36 F¢RMAT(12H ASSIGNMENTS) |

42 F@RMAT(1H 3913)

4 F@RMAT(4H M2=I3,5H IX1=13,5H IX2=I3,4H ID=I3,4H LT=I3,4H
LS=I3,7H LEVEL=I3)

12 F@RMAT(' J,V VECT@RS')

19 F@RMAT('TL=',10F12.6)

The variables G and GH are printed with 34 FZRMAT.

The maps MAPR(IP), MAPC(IP) and MAPP(IP) are printed with 42 F@RMAT.
The parameters M2, IX1, 1X2, ID, LT, LS, LEVEL are printed with

4 F@RMAT.

The vector J(IC) is printed with 20 F@RMAT.

The vector V(IC) is printed with 21 F@RMAT.

The vector TL(IT) is printed with 19 F@RMAT.



subroutine TRANG
The purpose of this subroutine is to carry out the trans-—-

formation of the vectors J(IC) and V(IC) when a switch in assign-

ment is made. The vectors are constructed so that for any IC

in the range 1{ICKNV, the module is

L=MAPR (J (IC))

and the vehicle is

C=MAPC (J (1IC))

The transition value vector V(IC) is constructed in such a manner

any IC{M2

L = MAPR(J(IC)) , Cl=MAEPC(J(IC))

2
i<
IH
Ia
4
=
N

such that
MAPR(J (IC))=L , MAPC(J(W))=C2

then

VIS =, oy = @, 1 f
Now consider any LTM2 with

L1=MAPR (J(LT) )

LTC=MAPC (5 {LT) ) ‘

Vv I:.‘\ e (SN i
(1.1 “Li,7TC :

—~
j )

QN LS M2



Let,
MAPC (J (LS} ) =LSC
then

VILS) =@y 1sc T %L1, nIC

Now suppose the assignment L1 - LTC is switched to Ll - LSC.

Recall the transition formulas

¢'1,c = L, C C#ALTC or LSC

¢,1,n1c | L1, LTC
since d;q L2=O

¢r1,Lsc ~ PLl,LsC

1 = —
9o nrc T P2,Lre T 901,12
for L1;L2

' = + q
92 1sc T %L2,Lsc 1,1, L2
The efifect on the transition value vector is now casily calcu-
lated as follows.

Basic Transformation

This transformaticn gives the effect for aany IC such
that MAPR(J(IC))=L1l.

i K. —— ‘= My \
VLT =gl pge™T0ns, pec™ (LT 7V (BS)

0 — ] — ] - —
VALS) = 1 poe”® L1, Lsc” L, e YL, Lse

=-V (LS)

el

and for any other IC such that MAPR(J(IC))=L1l and MAPC(J(IC))=C
with C/LTC or LSC,

VIIC) =g - A=l g o1 e FNVATO) V(LS
(xc) CLi e, ee fLl, e Y, nen Y J -V ALE)



Cecondary Transformation

This transformation gives the efic
that MAPR(J(IC))=L2 and L2713,
Cansider the following exhaustive cases.

Case 1 ICLM2 (Current a531gnments)

a) MAPC(J(IC))=LTC

V' (IC) = )

CLz,LIC %@,L 9L, L2

=V(IC)*ay) 1,

b}y MAPC(J(IC))=LSC

V' (IC) =~ “Lz Lsc (@Lz LSC’ qu LL‘

=V(IC)-a;q 1o
3

Case 2 IC>M2 (Not current assignments)

Agsume current assignment is L2 L C

a) MAPC{J(IC))=LTC and C#LTC cr LSC

vi(Ic)= %ﬂ LTC %ﬂ C

(orp nre™91,12) "92,0
=V(IC)~dp; 15

b} MAPC(J(IC))=15C and C#LTC or LSC

VIO =ers peeT00 ¢

= R o S ~1 T,
(qhz,Lsc ‘bL:LA) 12, C

=VATC) b

51.



c)

'

MAPC (J (IC) ) =LSC znd C=LIC

7 ¢ (1 o t — ! f
V' IC) =0y LscT 92, L1C

=(ory, 1sctp1,12) " (o, v ™01, 12)

=V(IC)+2q,y 1,
,L2

MAPC (J(IC))=LTC and C=LSC

VIO =ery roe™ %2, Lsc
=y, 1ee™91, 2 " Cono, nsctIny, 12!

=V(IC)-2ap 15
12

All other V' (IC) remain invariant:

The J(IC) vector is transformed as follows

J'(LT)=J(LS) and J'(LS)=J(LT)

all other J'(I1IC)=J(IC).



SUBROUTINI TRANS FLOW DIAGRAM

(Basic Transformation)

98]

Li=MAPR(J(LT))
X=V(LS)
V(LS)=0
1C=1

—eci




SUBROUTINE TRANS FLCW DIAGRAM  (CONTINUED)

(Secondary Trans{ormation)

LTC-MAPC(J(LS)
LSC=MAPC(J(LT))
(P=1

-

< R

L2=t5AaPR(J(IP))

g

wYES , e RETURN

[
!RT=MA!’R‘(J(EC))J"¢'N tc=1C |

5 Py
i S
St R
] '7‘
i :
} L
¥
g | |
e e | s
o : Puficy sty - o |
' Sme [ ; ; - - . i
4
T e . .:
¢ i

T m————



The variables not in compmon are:
JLT - J(LT)

Ll - MAPR(J(LT))

X - v (LS)

IC -~ Index of vectors
Jic - J(IC)

LTEMP- J(LS)

JLS -~ J(LS)

LTC - MAPC(J(LT))

LSC -~ MAPC(J(LS))

IpP - Index of wvectors
JIp - J(IP)

Lz - MAPR(JI{IP))

O - - D 41
Y AN

£

e X
P8y

yo Vv ~F
v LA detan. WA

jue

Ll,L12
IRT - MAPR{J({IC))

ICT - MAPC(J{IC))



F

FAC

GAP

GH

Ib

H
K
o
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IX2

LEVEL

Variables

n

pay
h
L]

GLOSSARY

(Variables and Vectors in Common Stcioment) .

The'parametric weight assigned to the time interval

overlap

The number of parametric steps to shift from complcte
emphasis on time interval feasibility to complete em=

phasis on weight-diameter-length balancing
The value of the interference functional

The scheduling time interval required for the flights.
The final permissible time interval for each shuttle

craft flight must be greater than or egual to GAP

The change value of the current seguence of trial

switches

The wvariable ID indexes the current number of switches
made on the way up to Level

-

Intermediate printout indicator paramcier

Indicates at the value IX1:==0 that the noveneni of the
modules is over all the vehicles; at the value IXIiI=1,
indicates the movement of the modules isg restricted

to pairwise vehicles

Indicates at the value IX2=0 that no gain has yet
been achieved in the current subproblem; at the value
IX2=1, that a gain has been achieved in the current

subproblem

The level count for the current subprcblewm. This
variable assumes the values LV1 and LVZ depanding
on the current operating node

This variable is the curreut level o
It is the number of modules involved in thoe coveent

S S S
switociies bLo2ong Invesiragacndt

Tudod On vy aoaiininhio 1.)1_:,‘.1',‘.) R SRR S I DU Y A S

NEENES



P

LVl

LV2

M2

NP

NPL

HPT

NV

P2

Py
A

-

57.

Index of the escignmont being switched cut given

by J(LT)

Level of interchanges scezrched when the modules are
free to move to any other shuttle craft flight
Level of interchanges searched when the modules are
restricted to intevchange between pairs of shuttle

craft flichts

The number of moveable modules in the current sub-

problem

The current priority class under secrutiny

The number of modules in the current priorxity class
The total number of-modules in the current run

The total number of pricrity «¢lasses

The “otal number of shuttle craft flichts in the
current run

The total number of possible assignments in the

current subproblemn

The relative emphasis to be placed on weight balan-
cing as opposed o diameter and tencoth halancing.

In general,

p14+p2+P3=1 and P10, P20, P30

e

The relative emphasis to be placed on diameter balan-
cing as opposed to weight and length balancing
mhe relative emphasis to be placed on length npalan-

cing as opposed to weight and diameter belancing.



vVectors

v (IC)

J(IC)

MAPR (IC)

MAPC (IC)

W(IP)
D(IP)
E(IP)
WT (IR)
DT R

St f o ogy
1 VL)

!

193]
(93]

j

This vector carries the change values of switches
in assignment. Let

1.=MAPR(J(IC)), C=MAPC (J (IC))

then for

any IC ¢M2

v(1C)=~%y, C

for any IC>M2

such that

MAPR (J(1IC))=L, MAPC(J(1C))=Cl

This vector is an index list of all possible assign-
ments within a partitioned subproblem. 1t is always
permutated so that the first m2 nunbers index the

current trial assignments.

This vector in conjuvcticn with the vector MAPC({IC) re-
e

cords a linear list of all poussible assignments Wi
a subproblem. The vector MAPR(IC) records each nove ~
able module number once for cach vehicle to which it

can be ascsigned in the current subproblem.

This vector in conjunction with the vector MAPC {IC)
records a linear list of all possible assigiments
within a subproblem. The vector MAPC{IC) records a
vehicle number to which the module given in MAPR(IC)
can ke assioned.

The vector of weights of the modules

The veotor of diameters of the modules

The vector of lengths of the modules

The vector of total weignt on 2 vehicle

The wvoctor of toral Aiomater on a vehicle

(391 . RN T T - p =T ~ = -3y 1 k
The voctor oo total lTeoayth o a vohiaole

T RN B AT gem ey e .
ohedn e i fonnoa mocale




TMIN (IR)

TMAX (IR)

LE (IP)

LF (IP)

TL(ID)

IY(IP)

NC (IP)

" 59,

The latest possible schedule time for a module

The vector of tirst possible schedule times for

the vehicles
The vector of last pcssible schedule times for
the vehicles

The first vehicle to which a module can be assigned

-

The last vehicle to which a module can be assigned

The vector TL(ID) records the value of the switch
v (ID) made at trial switch ID in the current se-

quence of trial switches

The vector of current assignments. IY(IP) gives
the vehicle to which the module IP is assigned
The vector of priority class assignments of the

modules



APPENDIX I

Review of Mathematical Terminology and Concepts .
In addition to the mathematics specificzlly required for
Yinear programming, the following summary of the underlying
concepts and terminology of modern mathematics should provide

i useful orientation to the reader.

The notions of element, set and relation can be taken as
logical primitives about which everyone has some intuitive
feel. A set is composed of elements capable of possessing
¢ortain properties and of having, between themselves or with
¢lements of other sets, certain relations. A set is simply a
vell-defined collection of objects called "elements®. We shall
Jdenote sets by capital letters. The elements will be enclosed

Wy braces {}. Sets are commerly described cither explicitly

4
Q]

A

-

or implicitly. With finite sets the elements may be enumcra

l.e., A= (2, 4, 6), the numbers two, four, and six. Infinite
sots are described by giving a defining property of a generic
“lement of the set. The defining property may be explicit or

implicit; explicit properties indicate how any desired in-

viuwded element of the set may be gencrated, and implicit proper-

Vies are those in which the defining property merely serves
1o test profesred candidates for inclusion or exclusion.

“he normal way of expressing the defining property takes the
Yorm {x{P(x)}, the set of elements x which have the property
V{x). TFor example, A = {x|x > 0}, the sct of non-negative
wumbers; B = ((x,y) |x + y £ 5}, the set of ordered pairs (x,y)'
w1 number whose sum does nobt excecd five. Sometimes the
“ofining property is taken as obvious when a few of the clemer

(5]

Svo lisgted, such as {1, 2. ..., n), all natural nambers one

thwough n o dnclusive; (L/2. 1/4, 1/2, ...}, all fractions

‘\A,
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— ’

n - :
of the form 2 7, n=1, 2, .... Sometines sels such as

' . . N
{;l, Qs wnns an] arc written as [ai} i1 there is no am-
biguity in the discussion as to which eclements aj; we are

referring.

A letter may designate cither a "fixed" element or an arbi-
trary element (also called "variabie", argument or generic
element) of a set. An arbitrary element in a rclation 1is
"given" or “takes" the valucs of a fixed element when it is
replaced in the relation by the fixed element. A general
notation for a relation is R{x, y, z} where x, y, z would

be the elements which are involved in the relation. A relation

[N

involving variables dis an identity if it becomes a truce pro-
position for whatever values are given the variables. If

R and S designate two relaticns (or propcrties) then we say

ol

R implics S {often written R-S ) if S becomes true vhenever

we replace tho variables in R ia such a way as to cauvse it

do

to ba true. We also say R o»snd & vaie

Y e

a

MR EEInk

relation implies the other.

Given a relation Ri{x, y, z} between the variables x, v, z,

the phrase <for all =, R{x, vy, z}> (or < ¥ x, R(x, vy, z) >)

ie a relation betwcen v and z which is true for a system of
values given to these latter variablesz and all values given

to x. The phrasc < there cxists x such that R{x, y, z] >

(or < & x, 9 R(x, y, 2] >) is a relation between y and 2z which
is true for a system of values given to y and z and at Jeast

onc value of x. These idecas, of course, extend to an ar-

bitrary numbcer of variables. Exanples of this usage might !
be statements such as: < for all circles, area = nr2>, a :
relationship belween circles, arca and radiuvs; ow f
< T a positive integexr 1, 2 > N 2 i 1. - xn‘< <) >.

Taking.ﬂ as the negation of B, the negation of <% x, R{x, y, =z
ie LW 3 R >oand e pogoiion of ST s B o ds W xR

-

N



A.l.4

1f R,S designate two relations, we cons’drr (R and S) as a
single relation which is true cnly when both parts R,S5 are
true. Likewise (R ox S) is a single relation which 1is
considered true when either of R,S5 arc true (and in particular

when both are true). The logical or therefore does not have

the disjunctive sense sometimes encountered in ordinary

usage. With R, S as the negative of R, S, the negation of
(kR and S) is (R or 8) and the negation of (& or §) is

(R and s).

.

In logic when we write (a = b) (read equals), it means logical
identity. The symbols a,b represent the same element. The

negation of this relatiocn (;¥) means the elements arc different.

Given a set E, and a property of a generic element of B, those
elements of E which possess this property constitute a new
set A, called a subset of E. ‘The preoperty of helonging to

a set A is written x € A and is read as x is an element oi A.
The negation of this property is written x ¢ A and is read

x is not an element of A. The subset of all such elements

is called the complement of A and is written as (A {or A).

It is possible thai. a property (for instance x =~ x) is true
for all elements of E. Thus the set E is a subset of itsclf
and is called the universal (or whole, or cntire) subset.
Likewise, certain properties (for instance x ¥ x) do not
hold for any elements of E. Such a subpset is called the

null (or cmpty) set and is freguently written as ¢. (Note

that E and & are complements). It should he stressced that
subset.
It aiso cocurs with any fixed clement a ¢ E that covtain

cloweni, In this woay one obtidns o oulsols (@

propertics {for inctance 3 = 2) hold sclely fov this
) 1

o ciunoed

~ e~ e N VR T U T T B
e single oloments



. v, tihe set of all subscts of a given set E o itself a set called
the power set, and writien P(E). Observe that & ¢ P(E),

L ¢ P(B) and ¥ x ¢ E, (x) ¢ P(B}). If x dcsignates a generic
clement of E, and X a gencric clement of the set P(E), the
relation ¢ x € X > between x and % is called the relation

of bclonging.

£.1.6 Given two elements x and y of E, and a generic clement X of
p(E), the relation of equality < x =y > is equivalent to
the relation < ¥ X 3 x € X, one has y ¢ X >. In other
words, two elements are the samec element logically if there
docs not exist at least one subset which contains one of the
clements and not the otherx.

1.7 Let X, Y be two subsets of a set E. If the preoperty x ¢ Pl
impijies x ¢ ¥, or in other words, if all. the elemecnts oif X
also helong to Y, we say that X is contained din ¥, or that

Y contains X, or that X is_a subsct cf Y. This relation be--

tween ¥ and Y is called the rclation of inciusion (of X in Y},
and is denoted as < X ¢ Y > or < Y D X >. Its negation is
denoted < X £ Y >or < ¥ X >. The following elementary

inclusion propertics hold for arbitrary generic subsets
X, ¥, and Z of E:

1) % X and X C E

2) X c¥Yand Y ¢ 2 implies X ¢ 2

3) X c¥Y and Y ¢ X is logically equivalent to X =¥
4) the reclation of "belenging® x ¢ X is eguivalent to

h

the relation of "inclusion" {x] < X.

Yor any two subscls of E, the set of clements possessing
e . L . . . N “

the property thal ¢ x ¢ X or » ¢ ¥ > is written X U XY and
called the wiion »Ff X and ¥; the set of cloments poseessing

£y e . . . . . - .
e nroporty < owo¢ Zoasd xo oY > odoowritton X NY and s

B 3 R . - - Ca , T . .
SV hed the dntorooction of ¥oand Yoo Uhero definitions oon



64.
be immediately extended to any number of sets. The scts
(x) Uy} U ... U (2} are also written ac (X, YV, oees 21«
Wwhen X N Y # &, we say the sets meet, and when X N Y = %,

we say the sets are disjoint.

The following propositions summarize some of the more impor-
" tant properties and relations in sct theory. They hold for
any subsets X, Y, 2 of a set E. » '

1) & = (B and E = (%.

2) C(x) =X.

3) XuUx=X,xXnXxX-=X.

4) X U (X) =E, Xx N (X) = &.
5) XU & =X, XNE = X.
6) X UE =E, XN &= 3.
7) X UY=YUX, XNY=YNX. (commutative)
8) XcXUY, XNY cX. '
9) [(x uUvY) = (DN (¢y), ciXxny) = (@)U (rY).
10y Xy (yyusz) =(XXUuY) uz=2xxUuvyus,
xnynz) = Xnyynz=xnyYnsz (associative).
11) XU (yuz) = XuY)n &Eusz),
XnN((vyuz =ny) UuEN2) (distributive).

The relations X ¢ ¥, (XD (¥, X UY =Y, X O Y= X

are logically equivalent.

The relaticns X NY = &, X ¢ ¥, Y C X are

logically cguivalent.

The relations X UY =E, (X cCc¥Y, (¥ C¢X are

logically equivalent.

The relation ¥ ¢ Y implics the yelations X U2 ¢ VY U4

and X N Z <Y 2.

The relation ¢ % o X and 2 © Y > is cguivatent Lo
(4
7, ¢ n dnysy the rol cdion X SV and Yoo in

oonivolont Lo 2L Y O A
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The identities given in {9) fuarnish a powsarful mecans of
deducing truc propositions in the algebira of sects. when a
set: A of E is dcfined in terms of ather scets X, Y, 2 of E
solely by the application of the operations §, U, N (in
arbitrary order) then the complement (A can be obtained by

applying the identities in (9). This complement (A is ob-

" tained by replacing the subsets X, Y, Z by their complements

and intcrchanging the operations U,N with N, U respectively
while respecting the order of the operations. This is the

1le of duality. In practice given an equality A = B between

subscts of the above form, the first step is to consider

the equivalent equality (A = (B. These expressions are then
written out explicitly using the rulc of duality. Finally,
since we are dealing with generic sets X, Y, Z, the role of
set and complement set are interchanged. The result of this

procedure is the_dual of A = B. Expressions involving

inciucion, A © B, can also be trcated in the same manner but
it 3s then necessary to change the sign T > to 2 >,

The identities given inA.L8 under the same number are dual
to each other. Fror instance in ALG (3) we have the relation
X U X = ¥%. Applying the above procedure we have A = X U X
and B = ¥X. Since in addition to A = B wec also have [A = (B,
we apply the identities in (9) and arrive at (gxln (x) = 4.
Now interchanging the role of set and complement set we re-
write this relaticn ¥ N X = X and reach the dual expression

given in (3).

In some equations, it is desirable to focus aticentien on a
fixed subset A of E. Given another arbitrary subsct X of B
the subscel X A is called the trace of X on A and is olten
written as Xn and is always conciderced oo o gsubsol of Al
For all subsets X, Y of &, the following éxupressions hold:

X uv)y, =X UY,
7

AN FaN
- Y -
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where CEX is the complement of X with respect to E and
QAXA is the conplement of the sct Xp with respect to A. In
a similar manncr, with £ a family of subsets of E, the trace
of £ on A is written En and consists of the traces on A of

i >

all the subsets of E. ‘
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67.

APFrENDIX I

Functions

Given two sets E and F which may be distinct, a relation
between a variable x of E and a variable y of F is called
funciional in y when for all x ¢ E there exists one and only
one element y of ¥ which satisfies the given relation with
x. The rule or process which associates with each x ¢ E

an element y € F is called a function. The element y is

the value of the function for the elewment x and the func-

tion is determined by the functonal relation under consider-

ation. Two equivalent functicnal relations determine the

same function. As an exampie,

5
_ x-1) :~:-~]L)3 {(x-3)°
Y = 20001y T 33 Telans o)
and
, = [x4t
Y= 4%

are two equivalent Functional relaticns which deteimine the
same logarithmic (1o x) feonction. The function is said to
be defined on E and to take its values in F or to be a

function of an argument (or variable) running over E or,

more simply, as a mapping of E into F.

The mappings of a set E into a set F themselves consltitute

a new sct, the sct of mappings of B _into F. In this view,

i

- » - . .].
an arbitrary element £ of the set of mappings takes the value

f(x) for an elcment » of E. BSometimes the notation £y is
enployed. This is colled index notetion and the scet B is

thon called tihe index set. Yhe reletion < v = £{x) > ic a

p
fupctionel relation in v which detoreiacs £ This is to be
understcood doegdor it s o nning the cicnent vy ool o oLolo that

- i

o . . .o
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The function determined by a rclation of the form y = {x>
(or < x>) where <x> is a combination of signs ultimately
involving x is designated by the notation x - <x> (which
in an abuse of language is somctimes abbreviated to <x D).
For example, if X and Y are two generic subsets of a set L,
the relation Y = (X is functional in ¥; thce mapping of P(E)
into P (&) determined is designated by X - (¥, or simply by
(x. Often instead of saying < let £ be a mapping of E into
F >, this is stated simply as < f£:E - F >. Diagrams are
often employed to describe situations involving several
mappings. For instance,
C

at SFY‘QD

designates that f maps A into B which in turn is mapped into

C by g and into D by v while C is also mapped into D by h.

The relation of eguality < f = g > between mappings of B

into F is cquivalent to the relation < ¥ x € E, f(x) = g(x) >.
A function defined on a set E and taking the same value a
for all elements x of E is called censtant on E; it is
determined by the functional relation y = a. The mapping of
E into E which associates each clement x of E with itself is
called the identity map. 1t is determined by the functional
rclation y = x. The mapping of an arbitrary subset A of I
into E which asscciates with cach clement x € A the clement

x itself considered as an element of E is called the cannoni-

cal) mapping of A into E. Given a mapping £ of E into itsolf,

the clements x ¢ I such that ¢ £(x) = x > are called invari-
ant under f£. This is extended by saying that x is invariant
under a scot of mapping when it is invariant undcer cach of

Lhiom.



N.7.3

‘e

Let £ be a mapping of E into I, and X an arbitrary subset
of E. The image of X under € is the stbset Y of F con-

sisting of those elements y that possess the property:
(E{erB(chandy:f(x)>

In this way, we determine a relation between the subsets
X and Y which is functional in v. and therefore determines
a mapping of P(E) into p(F). This mapping is called the

extension of f toc the set of subsets vhich, in an abuse of

language, is again denoted by f and written as ¥ = £{X).
For all f and x, one has f(g) = # and FUx)) = [(£00)]).
Again in an abuse of language the value &{x) of f for x is

also called the image of x under f£. Sometimes when an ar-

bitrary element y of F can be written as {y € £(R) >, we

sav v _is of the form f({x). Also speaking loosely, the

image £(B) of E under f is called simply the image ci f.
When £(8) = PP, or for arhitrary ¥ € I ©here alwoys oxists
% ¢ & such that y = £(x), then we say that £ maps E onto F.

73

onty
Sometimes the onto map is also referred to as a suricction.

Sometimes, particularly in gecmetric situations, instead of
mapping we use the term transform, e.g.s < transforms x into
£(x) and % into #(X). In this terminology f£(x) and £{(X) arc

the transforms. '

When £ meps £ ointo itself, the subsets X < E such that (X}
c ¥ are callad stable under £. The terminology is extended
to a class cf maps when the subset is stable under each map

of the class.

The followiny propositicns hold for a map £ of I inte ¥
with arbitrary subsets X and Y ofl 3.

1) ¥ Y fmplies X)) O£V

-~ r e, T e R L
~ ) pie - ,(f) LI Tion D ’\'
- N N vy ,
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The question of "inverse" clements is of yreat importance.

The subsct X of ¥ consisting of the elements x such that i (x)

¢ Y is called the reciprocel image of ¥ undex 'f.  This defines

a relation between X and Y which is functicnal in X and there-
fore defincs a mapping of P ()} irte P(E) which is called

the reciprocal extension of f to the set of subsets, written

f"l. Ncote this means that X = f'l(Y). A case of particular
interest is the set {y} consisting of a single element where
£71({y)) consists of all those elements x € X such that £(x)
= y. The relations < f(x) =y > and { x € f'l([y]) > are
equivalent. Sometimes £-1 (y) appears instead of the more
formal £-1({y)). The trace X of a subsct X of E o? a fixed
subset A is just the reciprocal image of X under the can-
nonical mapping of A into E. The following propositions
of ¥,

1) XcyYy = f_l (x) c -1 (y)

2) £l uy) = ix) Uy

3) flxny =) on £y

4) £l = ¢t
It should be noted that the relation on intersections
< lxny =1 n £l (v} > does not hold for any map
of ¥ into E. »ns stated in A.2.3 (4), in gencral only the
weaker statement < £{(X N Y) € £(X) N £(Y) > is true.
Likewise, the relation < f"l(QX) = (£~1(X)} > has no analogue
for an arbitrary extension of a map to the set of subscets.
It is also possible for £-1(7) = @ fuxr a non-cnpty X of F.
It is necessery and suificient that £ be a mapping of B

onto F for X # £ to imply that £~100) # 4.

-

vhen a map £ of B into ¥ has the property that for all y ¢ ¥

there exicts ot wost one cloment x ¢ B osuch that = T (w)
2y wosc Yy

SO . - - .
(c.ag. the sot £74{lyv])) i1s ewpty or conuists ol a singla

element) then £ VIVIL U MO e N voeobo IToor A
Angect v nap o T TR LU R aT T o this case, fom
PN R - R N N - 4 N T o~ T 4o N - - <y
b trany sutyee a2 oand Vool ¥, the s dotreany o t Ny

S0y Ay e dec s hodd,
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In ordinary usage the particular instance where the stionger

condition that £ 1({y)) consists of one_and only one element

holds is of paramount importance. A map with this property
is called a bi-unigue mapping of E cnto F cr a bijective
pap or simply a bijection. TFormally, given a map f of E
into F such that for all y € F there exists one and only

one x € B such that y = £(x) then f is a bijection. We also

say that £ is one-to-one and onto and in this case there is

an inverse function without recourse to the extension to the
set of subsets. When £ is a bi-unique map of E onto F,
the relation < y = f(x) > is not only functional in y, but
it is also functional in x. As a conscqguence of bcing
functional in x, the function f determines a bi-unigue map
of T onto‘E which is called the inverse (or reciprocal)

map of £. In this case, note that the reciprocal extension
-1

of £ to the sei of subscis £ is identical to the inverse
funchion. A bijection can also be characterized as being at
the same time a map of FE onto F and a bi-unigue map or

injectidn of E into F.

Let g be the inversc function of f; the relations ( y = E(x)>
and < x = gly} > are eqguivalent. The inverse functicn of g
is f. With f a bi-unique map of E onto F, the relation

f(X) = (£®) holds for all X of E. Turther, the extension
of f is a bi-unique mapping of P(E) onto P(F). A bi-unique

mapping of E onto F and its inverse map rcalize a bi-unigue

correspondonce between E and F. We say ¥ and P are put

into bi-unigue correspondence by these maps. A bi-uniguc naye-
ping of a set E onto itsclf is called a permutation of I;

fhe identity map is included and is also a permutalion.

~r

Yhen a permutation is identical to its inverse map, it is
called involntive., 2n cdemplo of this is 30 o (X of ¥

onto ilsaelf.



In the following propositions ¥ is an arbitrary subset of
E and Y an arbitfary subset of F, while £ is a mapping of
E into F. . .

1y £ly) = £ n £@))

2) X < £ (EE)

3) f(£lyhe ¥

The properties < for all Y, £(£~1(Y)) = ¥ > and ¢ £ is map-
ping of E onto F > are equivalent. The properties < for
all x, £71(f(x)) =X > and < £ is a bi-unique map of E
into F > are equivalent. The properties < for all X, Y,
f-l(f{x}) = X and £F(r~1(y)) = ¥ > and ¢ £ is a bi-unique

mapping of I onto F > are equivalent.

Given three sets E, F, G which may not be distinat, and a
mapping f of E into F and a mapping g of F into G, then the
mapping of E into G defined for x ¢ E by g(f(x)) 1s callecd
the composition map of ¢ and f£. This map is written as g Cf
or simply as g f when there is no ambiguity. The equality
h =g O f is called a facterization of h. The order of
composition is important. The reverse composition £ © g
makes no sense when G is distinct from E. When the throce
sets E, F, G are all identical then both compositions g © [
and £ © g are well defined, but in gencral they are nct the
same. Compositions maps are also cxtended to the sct of
subscts and with ¢ the composition of g and f, X an arbitrary
subsct of B and 2 an arbitrary subsclt of I:

1) (X)) = g(£(X))

2) ¢ l(z) = £lgt@))

Composd tion maps inherit the property of being bi Jectiongs
(1-1 and ontol. Moro precicely, 37 £ dc a (2-1, ontol mop
of ¥ onto P aunl g as o (-1, wnio) whp ol 1¥oosto G, then

g © £ 15 a {(1~1, onto) wmop ol B onoo G Comnoeiiions e IR

e mm e a



extended to more than two functions and are associative.
For instance given an additicnal map h of G into H, then
ho (gof) = (hog) © f is a map of E into II. If f is a
map of E into itself, the iteration of f, written £

(n integer > 1), is defined recursively as f1 = § ana

N = M-l o £, The map £f" is thc nth iteration of £ and

the law of exponents heclds, e.g. fiotn = f o £,

A note of caution: the composition maps (f+ © f) or (£ © £°1)

respectively of the reciprocal extension and the extension
maps are not in general the identity maps of P(E) or F(F)
respectively onto themselves. When f is a bijection,
however, the above compositions do indeed give the identity
maps. Conversely, if £ maps E into ¥, and g maps F into E
and, in addition, g © f is a permutation of E and £ © g is
of ¥ onto

a permutation of I then £ is a bi-anigue napping

7

b

F and g is a bi-unigue mapping of ¥ onto E. Tf, further,
X

g O f is an identity map of E onto E, then g is the inverse

map of f.

Let f De a map of E into F, and A an arbitrary subset of E;
the map f of A into F which, for arbitrary x ¢ A, takes

the values f(x) is called the restrictltion of £ to the subsct

The map can also be viewed as simply the composition of £
and the cannonical map of A into E. I1f two mappings £, g

of £ into F have the same restriction to A, then we soy that
they coincide in A. Converscly, we sometimes say that f is
an extension of f, to E.

3

A mapping of a set B onte o set I oic also caliced o pava-

melric yeprosenktation of ® Ly omeans of B, Yhe set

0l

srisply paroaneloro.
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« .1y _of clements  of a sct F ois, by defi

):11.11;.':,

oL of P equipped.with a paramctric reprecontati.

[

«asd another way, the correspondents under some 1.

qeove subset of E. The image of B under this waypas

LI |

i

the sct of elements of the fomily. Note that two adi.r.,

familics of elzments of F can have the same

as the set of their elements. The distincti

paramelrization.

nmy subset A of F can constitute a family of elcments

sulieotl, of

on is 1. {1

much as it would be sufficient to consider the fimily d s

by the cannonical map of A into F.
Y gannonica.;

A foenily of elements of F defined by a mapping 1 - ., of

4

index set is clear). If J is a subset of I,

jol}

is calle
J. It

a sub-family of the family (x;); .4

e
19}

defined by the restriction to J of

et I into F is writiten as (xi)iGI (or simply (x

P

e
2) when
.

the family f

corresor o

he mappate: -
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OPERATTES INSTRUCTIONS FOR MMSSSO COMPUIER CODE

The description of the parameters and data for the

Mathematical Model of Supply Svpport for Space Operations will
1-

be illustrated by.the following Examples 1-4 of actual computer
output and by the followiny simple example. Assume we have five
modules, and three shuttle craft of which the first craft is of a

different type than the remaining two craft. The modules have

the following physical characteristics: -

TYPE WE IGHT DIAMETER LENGTH

s-1 16.130 5. 28. .
s-1 16.130 5. 28. |
) 5.93 6. 6.

T-1 15.93 6. 6.

x-1 35.036 10. 10.

Tn order to fulfili the objectives of the progroem, the

five modules must be delivered in spceaificd time pecricds as
follows:
- FARLIEST LATEST
MODIII,H Tl[-’m TIm::
s-1 0. 12.
s-1 13. 24.
T-1 0. 12.
T-1 13. 24.
X-1 0. 12. i

Due to the large length, the first two S-1 modules

can not go on the first craft and duc to its high weight the %
fifth ¥-1 modules mast go on the first craft. The basic input .
data is illustrated by Dxample 1. ‘
JHPUT
Hiret fard

"he I : Tard Foine o oeot of oo i o poranctons.,

e . o0 U e e . - ot e S N . Sy s . N - ~~
road inm owiih oa roriran Nome oo o tho it o poutins. Th



namelist statemnent is:

NAMELIST/PARM/HPL, NST, NPT, LV1,LV2 ,GAP, FAC, 1, P2, P3, IPRT, ICN

The meaning of the parameters is as follows:

NPL:

NST:

NPT:

LVl

LVZ2:

Nunber of modules or payloads. There must be exactly NPL

module description cards included in the run.

Example NPL=5

Number of shuttle craft.or flights to be scheduled.

Example NST=3

Number of priority classes. Selected by the user to cut
down on computation by limiting the higher order inter-
changes considered in the search procedure to one priority
class at a time. 1In general not more than 30 modules should
be assigned to the same priority class. Similar but not
identical modules should be assigned to the same class.

The quality of the final answer is not too sensitive to the

number of priority classes.

Example NPT=1

Level of interchanges searched when the modules are free
to move to any other shuttle craft. 1In general, this para-
meter should be left at LV1=1 or the computation time will

be too high. This parametler has a default value of LvVl=l.

Example LVI1i=]

Level of interchanges searched when the medules are con-—
strained to interchange betwecn pairs of shuttle craft.
This limitation permits deeper searches without excessive
computation time. In general, LVZ=2 is very staisfactory.

This paramcoter has a default value of LV2=2.

Yotanic (V2-7

She ropmisainto Uine dnteowal Too o cach shmblle ornai b oarunt
Tes gronteos Uhion ov oguasld Lo OAP0 0 Troe loogth of th i
snborval Toooa ohotd crast ls dotonmind Ly the antor-



FAC:

P2

b3

IPRT:

acction of tne individual +ime intervals of the modules
assigned to the shuttle craftl. This paramcter has o de-

fault value of GAP=0.

Example CGAP:=0

The number of parametric steps to shift from complete
emphasis on time interval feasibility to complete empha-~
sis on weight-diameter;length balancing. With a good
starting assigment FAC=0, in general FAC shculd be between
3-6. Some smoothing between time incompatibilities and
physical loading characteristics as provided by FAC is
essential for satisfactory performance. This parameter

has a default value of FAC=3.

Example FAC=3

The relative emphasis to be placed on weight balancing

as opposed to diameter and length balancing. 1In general
P14E2+4P3=1 and P1>0,P2>0,P23>0. Thic parameter hag a de-

fault value of Pl=l.

Example Pl=.2

The relative emphasis to be placed on diameter balancing
as opposed to weight and length balancing. This para-
meter bas a default value of P2=0.

Example P2=.6

The reclative emphasis to be placed on length bhalancing
as opposed to weight and diameter balancing. This para-
meter has a default value of P3=0.

Example P3=.2

Intermediate printout of state of the program information

Y e TR T e AT T IR R e ST ORI B T I SN B
ig genoratcd from L mRINTORiT s PRI by thie paronclton.
;?‘ 21 ‘:‘ﬁ N [0 Tialt At '_7" L IR Pt i [ ECENEERANA] L }711
. J
br P . PR SE P B i s
vhen 00T the intormodilale oointouo s Genodioiat. Tiri



ICN:

N:

Col.

Cl

4,
pxample TPRT=0

)

Indication Lo centinuve to next proiem in stacked runs.

-
i b

J

The valuc ICN=0 causes termination while the value ICN=1
causes the program to read in a succeeding problem. This
parameter has a default value of ICN=0,.

Exanmnple ICN=0

Flag to permit stacked cases without updating payload data.
The value N=0 allows the program to run stacked cases using
payload data carried over from the previous case. The value

N=1 allcows payload data definitions to be input.

In summary, the parameter card for the examnple would read:

1 Col. 2

& PARM NFL=5,NS%=3,NPT=1,P1=.2,P2=.4, P3=6&IND

H

Succeeding Cards

A card must be prepared for cach medule to be included

in the run. The number of module cards nust agrce with the

number specified by the parameter NPL. The input card for each

module contains a four letter alpha-numeric descriptor, the

weight, length and diameter of the module; the earliest and

latest

times the mecdule can be scheduled and the first and last

vehical possible for the module; a priority class desiqnation

and

an initial assignment tc @ vehicle. These quantities arc

read with a Fortran FORMAT (A4,2X%,576.0,410) external statement il

in the

"MAIN" routine. In terms of the cxample these cards

would be punched as follows:

Colunng

A-4
S~1
G-1
T 1
e

N1

5-10  J3-16  17--22 73200 2034 m26 0 37280 394400 A4y
16,850 5.0 29,0 0.0 S 7 3 1 2
T 5.0 00 LU oA, 0 y, 3 i 3
15,03 6.C S0 4.0 P20 j 2 1 9
RSS! 6.0 G.oa L3060 20 1 { 1 3
35,000 10,0 00 0.0 L0 i G !




’ 5.

..o imrable Lo attack the prob}cm;of the reiationship betwezn
Sy modules assigned to the same load divectly. This would
yoguire abandoning linecar medels in favor of non—-linear models.
The most widely studied non-linear integer programming

rroblem is the "Quadratic Assignment" problem. [See reference

2 }. In this model, there is an interaction factor between
the objects to be assigned and a weighting or screening multi-
plier associated with the sites to which the objects are assign-
ed. In its classical form, the objects are assigned uniquely
to the sites.

Model ITI  Quadratic Assignment Problem

ILet,
- _ {1 if module i is zssigned to site p
T, =
4]} .
P {0 otherwise
ip = cost of assigning module i to site p
qjj = interference (or compatibility) of modules i and j
cpq = weighting multiplier between sites

then subject to

Iip = 1 for each i (each module must be assigned)

2
p
Z £ 1 for cach p (at most one to a site)
i

I.
ip

min ¥ 3 k., T, % I R I, -1,
: P i75 p,q 3 Paip TIa

e
=
Lo}

fMis model introduces directly a relationship between the mo-

Juies being assigned. The chief diffficulty is the requircment

Y
) .

Lt oonly o single module ig cusigned to a site. This is easily

N IR = . ) a4ty . - e - T - s . ~ . -
T Ay O Uhie Snrlortoro s ey Droo e roglonaton Lo oo



. 6.

= . .~ This
L3 otherwise

assigned to the same site by taking cpq =
leads to the current model emplcyed in the space supply support

program.

Model IV Space Supply Support Problem

Let,
1 - {l if module i is assigned to load p
P 0 otherwise
qij = interference or incompatibility of modules 1 and j

then subject to

Z
p

1 for each i (each module must be assigned)

=
i

ip
min i iijqij Iip'IjP
In this simplified version of the guadratic assignment problem
any number of modules can be assigned to the same load and the
special form of the weighting factors Cpq allow then toc be
absorbed into a simplification of the extremal fuuction. The
costs kip of assigning a module to a load seem irrelevent and
have bhcen dropped in the current formulation. However, they
might be utilized to control the number of loads utilized in
prefercnce to the current strategy of opening an additional
load only when the solutions to a problem prove undesirable.
The interference factors qij are currently pairwise factors
thereby keeping the problem quadraltic. These qij factors can

be used to reflect beth scheduling time and general iecading

4

compatibility., To reflect scheduling time, the timo intervals

T. = [earliest tims latest tine]



P gy nT, =g

in general, if a compatible time for scheduling exists, the
interference factor is taken as,

= W cWe cedLHpL gt
q 5 Py°V; wj+p2<il dj P3li 2

J j

where w, is the weight of module i
di is the diameter of module i
25 is the length of module i

and the Pys Py and p, are parametric weighting factoers plzp,

p,20, and py; > 0 and py + p, + py = 1. These parametric factors

are used to reflect the degree of difficulty these physical
characteristics might occasion where modules are associated

in the same load. The physical dimensiocons are gencral loading
characteristics and it might be much more effective to simply
construct a table of qij reflecting loading incompatibility by
module types. If this more flexible procedure is followed, the
model could be extended to include triple and perhaps quadruple
interference factors bestween module types. The present scheme
of employing general physical loading characteristics to deter-
mine loading incompatibility is most appropriate when large
numbers of modules are to be assigned to the same lcad. Un-
doubtedly much stronger results would accruec to the more flexi-~
ple tabular scheme when at most three or four mcdules would be
ansignoed to the same load.

aving examincd models and problem formulation, the

* [ N . T 0 . L K I . " e +
< Son 1n Lo aaveztigate soluton tochnicue. Propioms In
ol dntercot Lore can Lo appyonscohied da ot leash oo



3.

16 to formuic v the model in Termy

basic ways. The Fir

o 4
4.

of somcwhat artificially introduced variables such as thoe Iij
above and then to impose large nunbers of constraints such as
b Iié = 1 in order to make the variables behave appropriately.
D

&n this approach, the soluticn is defineg implicitly as those

variables which satisfy the constraints. This approach has
been extensively cultivated and in arecas where the probiem is
naturally formulated in terms of continuous variables, has led
to excellent results. This is the traditional domain of mathe-

matical programming. The attempt, however, to extend these

results and tocls into areas where the introduction of the vari-

ables is artifical and the number of conctraints large has been
much less successful. This is particularly truec when, as here,
the variables cannot be treated as continuous variables but
must be forced to assume integer values. The kes® known solu-
tion technigue in thig line of development is the "Gomory Cut”
for solving linear integer programming problems. lHowever as
pointed out above, the linear models are incapable of dcaling
with the critical problem of the interaction of modules assign-
cd to the same vehical. This technique has also proved guite
ineffective with large problems.

The second fundamental approach is to generate and
enumerate the desired assignments dirccoly and explicitly.
This approach seems .wost appoopriete when “he prohlen is natur-
ally dizcrete and 1o spoce casily generated by combinalerial
techricues as Lo the once hove.  Toohnion) Iy, owr wroblem s

S A . . i - D SR T P . S ] N G SN - .
HEE R L S O E T4 B RS WA NI et b abs B U I Al S [ N I A ul,‘. DI I TR
R ;




; 2.

TV at value I1x2=0 no gair has yet “»w~n achieved in” the

current priority class while at value IX2=l a gain

has been racorded

iD: number of modules moved in current trial of inter-—
changes
LT: module~vehical correspondents to be read from MAPR

(J(LT)),MAPC (J(LT)) which are presently assigned
LS: module~vehicle correspondents to be read from MAPR
(J(LS)),MAPC (J(LS)) which is to 'replace the pair
specified by LT
LEVEL: the maximum number of interchanges to be considered
in’' the current sequence of trial interchanges

The next line of output is the labeli "J,V VECTORS".
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specified by MAPR and MAPC

v {(1c) the change in the interference function to be achi-
eved by switching the assignment pair given by corres-
ponding J(IC) with the curzent one

These vectors are followed by the vector printed with F@RMAT
("TL=",10F12.6)

TL{LT) ¢ value of V which has been reached at the ITth move —

ment when searching up to LEVEL.

[ S R ‘ . ' - _ .. . - o
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EXAMPLE 1
(INPVT=DATH)

wpl= 67,NST= 32,MpT= 2,LVl= 1,Lv2= 2,GAP=0.0 ,FAC=3.0000000 ,Pl=
0.0 S P2=0.50000000  ,P3=0.50000000 ,IBRT= 0,ICN= 0

TN, SONDULE WEIGHT  DTAMEVER LENSTH T TE LE LF . NC
1 1 1o nl >.80 0.5 n.o  Y2.0 1.3

Ty R DN 2,30 "0.50  13.0 24,0 156 1R 1
2 1.57 ?.00 N.60 0.0 12.0 5 15
T ;”""”"”“”‘i[ﬁb B s VAP N S A P & 74.0 20 32
5 3 2,50 3,60 1.707 0.0 12,0 5 15 1
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