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ABS'I'I(A('/I'

Statistical methods for classification of data from multiple data sources

(e.g., Landsat MSS data, radar data and topographic data) are investigated

and compared to neural network models. A problem with using conventional

multivariate statistical approaches for classification of (t:_ta of multiple types is

in general that a multivariate distribution casT, or be ;_ssum_'d for t,lm classes iJ_

the data sources. Another common problem with statistical classification

methods is that the data sources are not equally reliat)le. This means that the

data sources need to be wcighte(l ;recording 1.o {.h(,ir rclial)ility but Hlo>l

statistical classification methods do not hay(, :_ m('(:hanism for this. This

research focuses on statistical methods which can ov(_rcomc these problems: :_

method ot" statistical multisource analysis and consensus theory. [(eliability

measures for weighting t,he data sources in these Jlletho(ts arc suggested and

investigated. Secondly, this research focuses on neurnl network models. The

neural networks are distribution-fr(_e since no prior knowledge oF t ht,

statistical distribution or t,he data is need(_,d. This i_ an obvious :_dvantag('

over most statistical classification methods. The neural networks also

automatically take care of the problem involving how much weight e:tch data

source should have. On the other hand, their traininfa process is iterative and

can take a very [ong time. Methods to speed up th(_ training procedure are

introduced and investigated. F,xperimental results of classification using |)olh
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neural network modelsand statistical methodsare given, and the approaches

arecomparedbasedoil theseresults.



CHAPTER 1

INTRODUCTION

1.1 The Research Problem

Computerizedinformation extraction from remotely sensed

been applied successfullyover the last two decades. The data

processinghaw, mostly been inultispectral dal,a atnd

pa_tern recognition (multNariate classificalion) met,hods

known. Within the last decade advances in space

imagery has

usedin l,hv

tim st,:diMical

are now widely

alia COIllt)llt('r

technologies have made it possible to amass large amounts of data about the

Earth and its environment. The (iat, a are now more and more typically riot,

only spectral data but include, for example, forest maps, ground cover maps,

radar data and topographic information such as elevation and slope data. For

this reason there may be available many kinds of da(,a from differe, rlt. sources

retarding the same scene. These are collectively (':died mull.isource data.

It is desirable to use, all these data. to exl, ract Iilorc i,formati()n and g¢_l_

higher accuracy in classiticai, ion. llowever, t,h(', conv(qltional lrlu[tivariale

classification methods cannot be used satisfactorily in processing t.ultisourc(,

data. This is due to several reasons. One is that the multisource data cannot

be modeled by a convenient multivariate stat, isCical model since _he (]aLa, art'

nmltit, ype. They can for exalnple be spectral data, eleval.ion ra.ng(,s and cwm
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non-numericaldata suchas ground cover classesor soil types. The data are

alsonot necessarilyin commonunits and thereforescalingproblemsmay arise.

Another problemwith st,:d,isticalclassillcationmethodsis I,hat the dal,:_,_<mr<:cs

may not be equally reliable. This means that the data sourcesneed to be

weighted according to their reliability, but most statistical classitication

methodsdo not havesuch a mechanism. This all implies that methodsother

than the conventionalmultivariate classificationhave to be used to classify

multisourcedata.

1.2 Two Different Classification Approaches

Various heuristic and problem-specificmethods have beenproposed to

classify multisource data. However, this report concentrates on developing

more general me{,hods which can t>c' applied to classify any type of data. In

this respect two approaches will be considered: a statistical approach and a

neural network approach.

In the statistical case, general methods will be investigated: consensus

theory and statistical multisource analysis. In particular, attention is focused

on statistical multisource analysis by means of a method based on Bayesian

classification theory which was proposed by Swain, Richards and Lee [1,21.

This method will be extended to take into account the relative reliabilities of

the sources of data involved in the classification. This requires a way to

characterize and <ttlantit'y the reliability of a data source, which becomes

itnportant when the combination of information is being looked at. Methods

to determine the reliabilities and to translate them into weights to be used in

the classification process will be investigated.



Another important problem that needs to be worked on ill st;tlistical

multisonrce analysis is how to model effectively non-Gaussian data. In general,

the classes in the data sources cannot be assumed to be Gaussianly

distributed. In this research, methods to model ilon-(',aussian data will be

considered.

Neural

investigated.

network methods to classify multisource data will also be

Neural network models have as an :tdvanl;lg, e over {,he sl.atistic:_l

methods that they are distribution-free alld [.h/Is 11o prior knowledge is needed

about the statistical distributions of the classes in the data sources in order to

apply these methods for classification. The neural net, work methods also take

care of determining how much weight each dat,a source ._houht have in the

classification. A set of weights describe the neural network, and these weights

are computed in an iterative training procedure. On the other hand, neural

network models can be w_ry complex computationnlly, need a lot of tr'fining

samples to be applied successfully, and their iterative training procedures

usually are slow to converge. The time consumption of the training process

can be a major problem in application of neural networks in classification of

multisource remote sensing data. In this report methods to speed up the

training in conventional neural networks will be discussed.

Neural network models haw.' more difficulty than do statistical methods

in classifying patterns which :,re not identical to one or more of the t.raining

patterns. The performance of the neural network models in classification is

therefore more dependent on having representative training samples whereas

the statistical approaches n<,ed (,o ]laW' an :tl>l+rot>rialx' model of each class, in

this report experimental results of classification using both neural network
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models and statistical methods will be given, and the approacheswill be

comparedbasedon theseresults.

1.3 Report Organization

Statistical methodsfor multisourceclassificationareaddressedin Chapter

2. The two statistical methods focusedon in this report can be cast in two

different groups of pooling methods: the linear opinion pool and the

logarithmic opinion pool. Both pooling methods are discussedin detail and

several methodsare suggestedto weight the different data sourcesfor these

methods. Sincenon-Gaussianmodeling is a very important part of designing

a statistical multisource classifier,non-Gaussianmodeling methods are also

addressedin Chapter 2.

The neural network approachfor multisourceclassificationis discussedin

Chapter 3. Both two-layer (input and output layers) and multi-layer (input,

hidden and output layers)areconsidered. Methodsto speedup the training of

the neural networks arealsodiscussedin Chapter 3.

Experimental resultsare given in Chapter 4. Threedata setswere used

in experiments. Two of them consisted of multisource remote sensing and

geographic data; the third data set was very-high-dimensional multispectral

data. Both the linear opinion pool and the statistical multisource classifier

were used in experiments in conjunction with several non-Gaussian modeling

methods. The minimum Euclidean distance and the maximum likelihood

method for Gaussian data were also used when appropriate. Both two-layer

and three-layer neural network models were used in experiments to classify

the different data sets. The results of the different approaches in Chapter 4
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are comparedin terms of different samplesizesand dimensionalil,ics ot"input

data. The statistical and neural network approachesshowedsomest.riking

differences. Conclusions based on tile experimental results are drawn in

Chapter 5 wheredirectionsfor future researcharealsosuggest,,d.





CHAPTER 2

STATISTICAL METHODS

In this chapter statistical methodsfor classificationof multisourcedat,a

wilt be discussed.The chapter beginswith a surveyof previo_lsapproachesto

the classificationof multisource remotesensingand geographicdata. Most,of

these approaches are problem-specific. General multisource classification

m(,thodsare discussedin detail. Thesegeneralnl(,thodsare,consensusthe()ry

and statistical multiso_lrce nn:dysis. Most (:(msensNsI,h(,ory:ln(t st,:Ltisti(.nl

multisonrce analysis methods need source-specific weights (reliability f:_ctors)

to control the influence of the of the data sources. Methods Co sel(_ct the

weights arc introduced and discussed. Finally, approaches to mode.1 non-

Gaussian data sources are addressed.

2.1 A Survey of Previous Work

Several statistical iT_(',thods have been used in the past, to classify

multisource data. For instance, topographic data have been combined with

remotely sensed data in land cover analysis. One such approach is to

subdivide the data into subsets of the data sources and then analyze each

subdivision as reported in Strahler et al. [3]. In this method the data are

subdivided in such a way that variation witt)in earh s,_t)divi,sion is minil_ize(t



or eliminated basedon some of the subdividing variables. Other examples of

similar methods can be found in Franklin et al. [4] and Jones et al. [5]

A second method is "ambiguity reduction," where the data are classified

based on one or more of the data sources, the results from the classification

are assessed, and other sources are then used in order to resolve the remaining

ambiguities. The ambiguity reduction can be achieved by logical sorting

methods. Hutchinson has used this method successfully [6I. A method related

to ambiguity reduction is the layered classifier (tree classifier) applied by

Hoffer et al. I7] This particular approach has the advantage that it treats the

data sourc(_s separately but has the shortcoming that it is very dependent on

the analyst's knowledge of the data. Also, as in ambiguity reduction, different

groupings or orderings of the sources produce different results [8].

Still another method is supervised relaxation labeling derived by Richards

et al. [9] in order to merge data from multiple sources. This method, like

other relaxation methods, tries to develop consistency among a collection of

observations by means of an iterative numerical "diffusion" process. So far

this method has not been fully investigated on multiple sources, but its

iterative nature makes it computationally very expensive.

None of the methods described above is a general approach to

multisource classification and all of them depend heavily on the user. They all

deal with the variolls sources of data independently. In contrast a fourth

method is a general approach which does not deal with the data sources

independently. This method is the stacked-vector approach, i.e., formation of

an extended vector with components from all of the data sources and handling

the compound vector in the same manner as data from a single source. This



method is the most straightforward and conceptually the simplest of tile

methods. It works very well if the data sourcesare similar and the relations

between the variables are easily modeled [10]. ttowever, the method is not,

applicablewhenthe varioussourcescannot be describedby a common model,

e.g., the multivariate Gaussian model. Another drawback is that when tile

multivariate Gaussian model is used, the computational cost grows as the'

square of the total number of variables, which becomes prohibitive if the total

number of variables is large.

All of the methods discussed up to this point have significant limitations

as general approaches for multisource classification. Our goal is to develop a

general method which can be used to classify complex data sets cont_aining

multispectra], topographic and other forms of geographic data. In this clmf)ter

consensus theoretic approaches are discussed, where ti_e goal of consensus

theory is to get a consensus among experts. In multisource classification the

group of "experts" is the collection of data sources used in the cla._sification.

Related to consensus theory is a method of statistical multisource analysis, a

probabilistic method based on Bayesian decision theory which was developed

by Swain, Richards and Lee [1,2]. The method of statistical multisource

analysis will be augmented to include mechanisms to weight ttle influence of

the data sources in the classification. ;Fwo other important additions to th(,

method will also bc addresse<t: l) how to select the weights for t h(' data

sources and 2) classification of non-Gaussian data.



2.2 Consensus Theoretic Approaches

Here we consider the formulation of the problem of combining expert

opinions in which each expert (data source) estimates the probability of

certain events in a particular cT-fiel(t [11]. The goal is to produce a single

probability distribution which summarizes the various estimates with the

assumption that the experts are Bayesian. The study of such combination

procedures is called consensus theory.

French [12] has stated the following three reasons why a summarized

opinion is needed:

i) The expert problem: The group of experts has been asked for advice by a

decision maker. The decision maker is outside the group.

ii) The group decision problem: The group itself may be jointly responsible

for a decision.

iii) The text-book problem: The members of the group may simply be

required to give their opinions for others to use at some time in the future

in as yet undefined circumstances. There is no predefined decision

problem.

In the following discussion we will concentrate on the expert problem since we

are interested in getting the information from the experts (data sources) and

acting as tile decision maker outside the group.
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2.2.1 Linear Opinion Pools

Here the combination of probability density functions is discuss(,d

without any assumptionsconcerningtheir form. Th(, combination formula is

called a consensus rule. In }:is work McConway [13] shows that it" th(,

consensus rules are re(tuired to have too ninny l)r('-st)(_cified prop(wti('s th(,n

flexibility in the combination is lost, as discussed below.

Consider the case where there is a possibly infinite set _] with a number

of elements at least greater than or equal to 3 and .t collection of consensus

rules for n data sources that depend only on the _-algebra [11] of events

considered, i.e., for each o'-algebra S of i] there is a function C s (a consensus

rule)"

.

where P(_,S) is the space (ff all t)robability mcasur('s with or-algebra _q. This

implies that if the data sources have probal)ility I,(:asures PJ,...,i)n thrn

Cs(Pl,...,pn) is a new probability, measure on the same or-algebra of events.

Now if T is any sub-or-algebra of S then the Pl,.-.,P, can be restricted to T,

namely

(pi I T)(X) = pi(X) X E T (2.2)

One property MeConway lists as desirabh' ['or a consensus rule is ttw property

of marginalization (MP), which is stated as follows:

CS((P,,-",Pn) I T) = (:T((P, I "l'),..-,(P, IT)) (2.3)

This says that for events in T, the rules C s and C T coincide.
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Another reasonable property for a consensus rule is the null set property

(NSP), i.e., if an event is considered impossible by all the sources then its

assigned probability is zero:

pl(X) = "'" =Pn(X) ----0 ---+ Cs(Pl,...,pn)(X ) =0 (2.4)

Two other properties (constraints) that could be considered are tile following.

One property is that the consensus depends just on the event and the values

of the assessment of the sources (weak setwise function property (WSFP)):

Cs(Pl,...,Pn)(X) = F(X, P1 (X),...,pn(X)) (2.5)

where F: Q --_ [0,1] (Q = {(2 a - {¢,_}) x [0,11 u} U {(¢,0,...,0),(_,1,...,1)}),

F(¢,...):0, and F(g_,...)=l. A stronger restriction is that the consensus

depends only on the values of the assessment of the sources (strong setwise

function property (SSFP)):

CS(Pl,...,Pa)(X) = G(pl(X),...,pn(X)) (2.6)

where G: [0,1] n --*[0,11, G(0,0,...,0)=-0 and G(1,1,...,1)_I. (SSFP is also

called "strong label neutrality" by Wagner [14] and "context-free assumption"

by Bordley and Wolff [15].)

McConway [13,16] investigated the relationship between the properties

above and proved the results in Theorem 2.1 [17]:

Theor(_m 2.1: Suppose there is a family of consensus rules {Cs} in _. Then

(:t) MP is equivalent to WSFP

(b) (MP and NSP)is equivalent to SSFP

(c) SSFP is achieved if and only if there exist nonnegative numbers (weights)
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c_1,..- ,C_n, _(_i = 1 such that for all rr-algebras S, with X C S, and all
i

PiC P(_,S) then

11

Cs(Pi,...,pn)(X) ---- }_]c_iPi(X ) (2.7)
i=1

The sum on the right side of (quation (2.7) is called a h'near opinion pool.

The linear opinion pool is probably the most commonly used consensus rule.

Its origins date back at least to Laplace [12]. Stone [lS] seems to be have been

the first to discuss this rule in some detail and he named it tile opinion pool.

Part (c) of Theorem 2.1 shows the consequence of imposing too many

conditions on the consensus rules. That is, if the SSFP property is imposed

then the linear opinion pool becomes the combination function. A very

important point here is that the MP and the NSP are not only imposed but

also that t.he consensus rules are detined for all a-algebras whi('h i,_t,lies a

probability measure is achieved [17 .

The linear opinion pool has a number of appealing properties: It is

simple, it yields a probability distribution (or a probability densil.y if densities

are used), it has the MP and the NSP, and its weights c_i reflect in some way

the relative expertise of the ith expert. Also, ir the data sources have

absolutely continuous probability ,listributions,. the linear opinion pool gives

an absolutely continuous distri:)ution. However, it also has several

shortcomings. First of all the line; r opinion pool is not externally Bayesian,

i.e., the decision maker will not 1)e Bayesian. Tim reason for this lark of

external Bayesianity is that the linear opinion pool is not derived from the

joint probabilities using Bayes' rule. Second, l)alkey [19] wilh i he
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impossibility theorem, has shown that by imposing not only the SSFP but also

requiring the consensus rule to hold for conditional probabilities ((C(cvj IX) =

C(:._i,X)/C(X ) where wj and X are events), then a "dictatorship" results, which

implies that only one of the experts (sources) counts. A simple example shows

the dictatorship for a two expert problem [20]. If both the SSFP and tile

conditional probability rule hold, then

C(wj,X) (2.8)
Ix) - c(x)

Also, by applying equation (2.7), the equation for the conditional linear

opinion pool becomes:

Ct,_ ,- I x) =: r:_p, (,,,j I x) + (1 -- _,)p_(_'j Ix) (2.9)

By using elementary arguments on equations (2.8) and (2.9) the following

equat, ion is derived:

0 = ¢._(1 -- c_)[p,(cvj IX)-- pz(_ [ X)][p2(X) - pI(X)]

where it is clear that the only acceptable alternatives for c_ are c_ = 0 or c_ =

I if tile domain for C is not limited. To avoid this dictatorship and be able

new'.rtheless to apply some Bayesian updating, it is necessary to limit the

!>c;ssible probability density functions and the consensus rules considered.

2.2.2 Choice of Weights for Linear Opinion Pools

If a linear opinion pool is used as the consensus rule, the problem is how

i_ s_,lect the weights assigned to each data source. There is no clear cut

method of doing Ibis. A fcw approaches considered in consensus theory are

discussed below.
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Winkler [21]suggestedfour waysof assessing weights:

1. Equal weights, c_i ---=-l/n, i ==-- 1,2,...,n. In this case the decision maker

has no knowledge to allow him to believe that one source is more reliable

than another. Therefore, the decision maker is willing to assign equal

weights, which implies taking the average of the probability density

functions.

2. Weights proportional to a ranking. Rank the sources from 1 to n

according to "goodness," where a higher rank in(licat(_s a so, r('e i,'; ,q

n

"better" assessor. The,, assign weight r/',_ r t,, lhe sour(:(, wit, h rank r (r
r- 1

= 1,2,...,n). This rule presumes that the decision make, r reels that the

sources can be rneanir,_,l'ully ranke(t. It is used b(,h)w in statisth'al

multisource analysis.

3. Weights proportional to a self-rating, tlave each source rate itself ()n a

scale from 1 to c, where c is the highest rating and 1 the lowest. Then

assign each source a weight proportional to its self-rating [21,22}. The

rationale behind this rule is that a source may act as an expert in a

certain area, but its expertise may vary from one area to another and one

ground-cover to another.

4. Weights based on some comparison of previously asse,ssed &stributioT_s

with actual outcomes. "Scoring rules" [13,21,23] can be used to make the

comparisons to apply this method successfully. A scoring rule is a

function on the real line. Scoring rules involw', the computations of a

score according to a scoring rule which is designed to lead the assessor to

reveal his true beliefs. The scoring rules can 1,, thougt_t of in _he sense
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i)

that each assessor should attempt to maximize his expected score. The

idea on which the theory of scoring rules is based is that, if an assessor

(data source) indicates that his distribution for X C {X1,X2,..., XN} is

G(), and it is then observed that X _ Xk, the assessor gets a score

S(Xk;G ()). A special case of scoring rules, called strictly proper scoring

rules, promotes "honest" probability assessment in the sense that if the

assessor wants to maximize his expected score, and his true distribution is

G(), he will actually state that his distribution is G( ) [13]. Three proper

scoring rules are the following:

Quadratic score [13,23]:

N
s(xk,c()) = 2a(xk) -

1_1

ii) Spherical score I13]:

iii) Logarithmic score [13]:

S(Xk,G()) --
G(Xk)

N

1=1

S(Xk, G()) = logG(Xk)

It is intuitive that the scoring rules above measure the "goodness" of the

probability assessments. Winkler [24] shows that they measure normative 1

and substantive 2 goodness simultaneously. McConway [13] proves that they

1. An assessor is normatively good if he obeys closely the subjectivist postulates of

coheretxc'c and pro(luccs ,tssessment which corresponds closely to his "best judgements."

2. An assessor is substantively good if he knows a lot about the background and details of

the problem in which he is maki,lg an assessment.
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measure predictive goodness also. The predictive goodness indicates that the

assessors which give high probability to later observed data will get high

scores. An example of weight revision using scoring rules is given later in this

section.

Still another possible method of choosing weights is Bayesian weight

revision which is based on previously assessed distributions and described in

detail in [13]. Whatever the initial weights (_'i are ill a linear opinion t)ool, the

consensus for the ewmt ccj is

I1

c(_,_)= >;(,_p_(%) (_.10)
i=l

The weights can be revised through what McConway calls Bayesian weight

revision if all the sources tlnd out thaC an event X is t.rue, assurl]ing that (;

satisfies

c(_,x)
C(c_ IX)- C(X) (2.11)

If the event X has occurred then:

n

c(x) = };_,Lp_(X) (_.l_)
i 1

Tl

C(%,X) =: 32,_ip_(c_ IX)pi(X) (2.1:_)
i 1

Thus the consensus probability of ,-_'j given that X has occurred is

c(.i,x) ,, ,_,p_(, Ix)p_(x)
c(,,_;Ix) c(x) ....

i , \',,kPk(X)• J

k I
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n

=}2
i=l

(l'i pi (X)

n

E O:k Pk (X)

k=l

pi(wj IX) (2.14)

(provided that there exists i with pi(X) > 0). That is, C(00j IX) is a weighted

average of the pi(coj [X)'s with weights _1,... ,fin (the revised weights) given

by

o_iPi (X)
/?i -- i = 1,...,n (2.15)

n

}2 c_jpj (X)
j=l

and the new weights fli are proportional to o_iPi(X ). If there is a sequence of

updatings, it is possible to proceed in this manner or use a scoring rule as

mentioned above if that reflects the goodness of the fit of the source.

Nevertheless the final weights are dependent on the initial weights. The initial

score could be chosen by giving all the sources the same weight (or by some of

the other weight selection schemes suggested by Winkler [20]) and then having

a "trial run" and updating them by the rules discussed above. McConway [13]

also extends this rule to the c_ses were only some of the sources agree that a

certain event has occurred. He calls that revision method a generalized

Bayesian revision.

The Bayesian revision approach can he used in processing multisource

remote sensing data since equation (2.14) can be applied as a global

membership function with the preasscsscd density functions pi(coj [X) for each

source i. The weights (¢i can then be updated by making a run through the

training data because each training sample is a true event (c_),X) where wj is

the information class and X is the observation vector, using the language
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above.The main problem this approach has is dictatorship. Bayesian weigilt

revision can lead to dictatorship for one source according to t,he impossibility

theorem [19] because this weight revision scheme extends the consensus rule to

obey Bayes' rule. The dictatorship for such an extension was evident, in the

short example in equation (2.9). Different consensus rules might be needed to

compute C(_,X) and C(X) in order to avoid dictatorship in ]_ay('sian weight

revision.

McConway /13] also describes a method of using scoring rules for weight

revision: Let us assume that we have n data sources and before any data are

observed their distributions are combined using a linear opinion I>ool with

initial weights cq,(_2,...,ct n. The data are then observed from X C {Xl,...,XN}.

Each source gives a distribution Gi for X. Now if x : Xk is observe<l, a

revised set of weights is computed using a strictly proper scoring rule S. The

range for S is non-negative and it gives the score S(Xk,(;i()) to each so_,rce.

The revised weight of the i-th data source, _*'i, is then proportional to

n

(,iS(Xk,Gi()) where }_],t'i==l.
i=l

The relationship between scoring rule weight revision and Bayesian

weight revision is the following: Bayesian weight r(,vision can be formalized as

scoring rule weight revision with:

S(Xk,Oi()) = gi(Xk) (2.16)

where gi(X) is the density corresponding to the distribut,ion G_(). Therel'ore,

Bayesian weight revision is a special case of scoring rule weight revision. The

scoring rule weight revision has an advantage over Bayesian weight revision in

the case whe, n n natural order exists on X. Th(m an account ot" closeness of the
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assessors'distribution to the true event can be taken using a scoring rule

which is sensitiveto distance. A scoringrule is said to besensitiveto distance

if S(Xk,G()) > S(Xk,G'()) wheneverX -_ X k is the true event and G'( ) is in

some sense more distant from the true event than G(). However, the scoring

rule weight revision also has a disadvantage, namely Bayes' rule does not

api)ly in general. Anyhow, this approach can readily be applied for

determining weights in multisource classification. Its success depends on the

scoring rule used. Which scoring rule gives the best performance has to be

determined empirically.

The final weight selection method mentioned in this section has been

proposed by Bordley and Wolff [15]. They suggest selecting weights which

minimize the variance of the consensus rule C(coj IX):

]]

C(wj IX)= _c_.i(cdj)pi(w j ]X) (2.17)
i=l

By their method, if the data sources are independent, the weights c_i(cej)

should be inversely proportional to the variance of the event (wj,X). This

approach works for a single event but it has its shortcomings for multiple

events, especially in decision problems where it is undesirable to let the

weights depend on the events. That is undesirable in such problems because

the weights could have too much influence in discrimination whereas

probability modeling of the events should be most important in

discrimination.
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2.2.3 Linear Opinion Pools for Multisource Classification

In the consensustheoretic literature, the linear opinion pool rule is _._:('d

to combine probability distributions. It is assumedthat all the (,×ports

observethe eventX. Therefore,equation (2.7) is simply a weightedaverageof

the probability distributions (or densities)from all the expertsand the result

is a combinedprobability distribution. However, in this researchthe linear

opinion pool is consideredfor decisiontheoretic purposesrather than simply

probability modeling. In this application the event X _ Ixl,xe,...,xnl is n

compoundvectorconsistingof observations from all the data sources. Since xi

is the observation from the i-th data source, wc can write Pi(X) -_ p(xi) when

the notation from equation (2.7) is used. Thus, in the decision theoretic case

equation (2.7) is extended to:

n

Cs(p,,p2,...,pn)(X ) = S]<_ip(xi) (2.18)
i-:-I

and more specifically in a decision problc, rn:

n

Cj('.*_) IX)---- N_)!ip(:_)[xi) (2.19)
i-1

where j ---- 1,...,M are the indice.s for the information classes.

The condition of the weight-sum t)(,ing 1 is Tjot n(:c(,._;_ary in equath)n

(2.19). Equati(,_ (2.19) does not nccd to yieh] a pr(,b:d,ility distributhm but

only give a maximum value to the desired (:lass. By includiltg the

modifications at)ore for the linear opinion pool, the t h(,ory discussed iwl Section

2.2.1 can be used in the multisource classitication problem. Other ('o_)sensus

theoretic rules, discussed later in this chapter, (':_fl bc (,xtendcd towards

decision theory in a similar way t,o equation (2.7), i.e., t,y using pi(X) : p(xi).
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The linear opinion pool, which is a very simple pooling method,hasbeen

discussedup to this point. The linear opinion pool has severalweaknesses;

e.g., it shows dictatorship when Bayes theorem is applied and it is not

externally Bayesian. Another consensusrule, the logarithmic pool, has been

proposedto overcomesomeof the problemswith the linear opinion pool. The

logarithmic opinion pool is discussedbelow.

2.2.4 The Logarithmic Opinion Pool

Some authors have discussed the logarithmic opinion pool:

I1

I]Pi c_

C, (pl ,...,pa ) _ i=l (2.20)
I1

i_l

where _1, • • -, (_n are weights such that the integral in the denominator of

[|

equation (2.20) is finite 125]. Often it is assumed that E c_i : 1. Bacharach
i=l

[26] attributes the logarithmic opinion pool to Peter Hammond. Winkler {21t

has given the logarithmic opinion pool a natural-conjugate interpretation.

Winkler [21] also showed that the logarithmic opinion pool differs frt)m the

linear opinion pool in that it is unimodal and less dispersed.

Genest et al. {27] have extended equation (2.20) by relaxing the SSFP

condition to allow the combination function in equation (2.6) to change with

the event X. They call the result the generalized logarithmic opinion pool:

n

gl Ip, c''

C* (pl,...,pn) = i=l (2.21)
n

i-1
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where g is some essentially bounded function [11] oil tile sample space !2

(25,27]. Genest et al. [25] suggest regarding g as a likelihood (the probability

of observing the data conditionally). The weights are nor>negative except

when the underlying cr-llcld o. 12 is finite.

Tile logarithmic opinion pool treats the data sources h,dependently (daia

independence property). It has the NSP in a very dralnatic way. Zeros in the

logarithmic opinion pool are vetoes; i.e., if any expert assigns Pi (¢_'j) : 0, then

C*(pl,...,pn) - 0. This dramatic version of NSI ) is a drawback if the

density functions are not carefully estimated. The logarithmic opinion pool is

externally Bayesian. The external Bayesianity makes it a desirable choice in

multisource classification along with the data b_depc'ndence property.

The main probleln with the logarithmic opinion pool is also evident for

the linear opinion pool, i.e., how to select the weights. Only heuristic and ad

hoe tnethods exist in the literature on how to dei.ermine tile w_qghts. The.

weights should reflect in some way the relative expertise of the sources. Some

of the weight selection methods described ahow_ for the linear opinion pool

could be used, but the weight selection for the logarithmic opinion pool is less

intuitive because of the product form of the pool. Even though the

logarithmic opinion pool overcomes seine of the problems associated with its

linear counterpart (dictatorshiI_ and no external l/aycsianity), it has the slight

drawback that it is mathematically more complicated.

P;ordley [28] has derived a version of the h)garithmic pool from the

conditional probabilities.

p( ,j Ix) =

The derivation is as folh)w._ for the event .....3 and X

p(X] + f,(x ] :.,','
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where _jc is the compliment set of %. Also, from Bayes' rule:

p(_j Ix_)p(x_)
p(xiI_j) = p(.j )

for each i. If the experts are independent then:

p(_, Ix) =
[![ P(C_'_JI xi)p(xi)i p(oJj) p(cOj)

p(coj) p(coj) + i,= P(coj c)
p(aaj c)

p(coj c)

(2.22)

Bordley gives some interesting properties for equation (2.22):

1. If p(cq Ixi) > p(q) for all i, then p(cvj IX) will always be greater than

max p(wj Ixi) (unless some p(c_i Ixi) == 1), i.e., if all the source-specific
i

posterior probabilities for a class are greater than the prior probability

for that class, then the posterior probability of the combined sources will

be greater than the posterior probability for every source.

2. If p(% [xi)< p(c_)) for all i, then p(c_i IX) will always be less than

min p(c,)Ixi) (unless some p(cvj Ixi) _- 0), i.e., if all the source-specific
i

posterior probabilities for a class are less than the prior probability for

that class, then the posterior probability of the combined sources will be

h,ss than the posterior probability for every source.
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3. If expert i is ignorant, i.e., if p(_q Ix_) = p(%)his assessm(_nt d¢,es not say

anything about whether w) will occur. This implies:

p(,._'+ Ix,,...,x,,)=p(.._ Ix,,...,x, ,,x,,,,...,+>_)

4. Equation (2.22) has t,he NSP.

5. One expert can nullify the impact of another expert.

6. The formula is associative.

7. Bordley's version of the logarithmic opinion pool is externally Bayesian.

Since each expert is externally Bayesian the decision maker will be+

Bayesian.

8. The group probability, p(wj IX), is always "better" in terms of minimize+d

mean squared error loss than for any individual. To show this is the case,

an indic.ator function, l,.,j, can be defined:

1 if _'3 occurs1% = (/ if % does notoecur

It is needed to minimize (r - ]_,i)2 which is minimized by the r that

minimizes

',2(r --l_, 1x)_p(X)
X

The. r which tnit_ir_,izvs the _'q,,ati<m :,.t,ove is r I,(.ij IX) which sl,o_ss

that the grou t) [,r()l)ability is "bett<+r '' iI, l,(,rt,ls ()f rll(':tlt S(ltl:+|l'<+<] ('rr()r h)ss

than the probz, t)ility for atly i,,dividu:d source.
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Another method which has similar characteristics to the Bordley

approach was developedby Swain, Richards and Lee [1,2]. This method is

discussedin the next section.

2.3 Statistical Multlsource Analysis

The method proposedin [1,2) is a general method which extends well-

known conceptsused for classificationof multispectral images involving a

single data source. This method is similar to Bordley's version of the

logarithmic opinion pool: the various data sourcesare handledindependently

and each data source can be characterized by any appropriate model.

However, these methods were developed independently. Also, the Swain,

Richards and Lee method was specificly developed for combination of

multisource remotesensingand geographicdata. The main conceptsin the

methodof Swain,Richardsand Lee are addressed below.

Assume there are n distinct data sources, each providing a

measurement xi (i _ 1,...,n) for each of the pixels of interest. If any of the

sources is multidimensional, the corresponding x i will be a measurement

vector. Let there be M user-specifled information classes in the scene (not

necessarily a property of the data) denoted _j (j --: 1,...,M). The pixels are to

be classified into these classes.

t_;ach data source is at first considered separately. For a given source,

an appropriate training procedure can be used to segment or classify the data

into a set of classes that will characterize that source. For example clustering

could be used for this purpose. The data types are assumed to be very

general, e.g., both topographic and multispectral data. The source-specific
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classesor clustersare therefore referred to as data classes,since they are

defined from relationships in a particular data space. The data clas_es

are for instance spectral classes in tile case of spectr:_l data :/.,l(l

topographic classes in the case of tot)ographic data. In general t}mr(' T,,:_y

not be a simple one-to-one relation between the user-desired inform:,(,ion

classes and the set of data classes available. ]t is one of the

requirements of a multisource analytical procedure to devise a method by

which inferences about information classes can be drawn fro,n ).he collectioll

of data classes.

The k-th data class from the i-th source is denoted by dik (k 1,2,...,

mi) , where m i is the number of data classes for source i. The measllrement

vectors are associated with data classes according to a set of data-st),cilic

membership functions, f(diklxi). This means that t'or a given measurem(_nt

from the i-th source, f(dik ]xi) gives the strength of association of xi wit, h data

class dik defined for that source.

The information classes _.'j are related to the (t:tta classes from a single

source by means of a set of sour(-e-spccific memb('rship functi(,),s f(,_j [,l_k (xl)),

for all i, j, k, where f(c_-3ld_k(x_)) is the strength of association of (tara class

dik with information class '-_3, possibly influenced by the value of xi. This

expression is different from previous at)proach('s for single source

classification, where it is often assumed in the analysis thai. there is a L_ni(tue

correspondence betw('en spectral and information classes, oa(:(_ prior

probabilities have been d(_(,(_rmi[m(t.

A set of global membership functions is detlned, that collect tog(_ther

the inferences (:onc(_rning a single informatiorL class from all of (,h('(tata



27

sources(as representedby their data classes). The membershipfunction Fj

for class_j is of the generalform:

(k--I,2,..., mi i---1,2,...,n) (2.23)

where_i is the quality or reliability factor of the i-th source and is defined to

weight the various sources, reflecting the perceived or measured reliabilities

of the various sources of data. This is very important because it may be

known that all the sources are not equally reliable and therefore the analyst is

allowed to take into account his confidence in the recommendation of each of

the individual sources of data available.

Finally a pixel X --= [Xl,...,xn] w is classified according to the usual

nlaximum selection rule, i.e., it is decided that X is in class _* for which

F* ---max Fj (2.24)
J

Now the membership functions are defined specifically. The reliability

factor ai will be disregarded for now but it will be included in Section 2.3.1.

From experience with Bayesian classification theory a natural choice for the

global membership function is the joint-source posterior probabilities.

Fj(X) -- p(_] IX:) = p(cdj [Xl,Xz,...,Xn) (2.25)

If the assumption is made that class conditional independence exists between

the data sources, the global membership function may be written [1,2]:

n

Fj(X) = [p(_j)]l-n l]p(,_ j [xi) (2.26)
i=l



It may be argued that class-conditional independence between two unrelated

sources is unlikely and the independence assumption may therefore introduce

errors. On the other hand there are mainly two reasons why use of the

independence assumption is desirable ill this case. b'irst, it is clear th:tt

interactions between two data sources can be very complex and consequently

hard to model. However, to make use of dependence between sources tl.,s_

interactions have to be modeled. Also, analysts are in most cases unabh_ to

model the dependence because of the complexity of the interactions.

Secondly, t,here is a t.rade-ott' b<:_,wecrt t,aki.g def_cr.le_r.ce iuL. ;.:courtl_ :_.<1 t,he

computational complexity of the c.lassitication procedure, i.e., t:tking

dependence into account may impose an unrealistic burden on the computer

resources available. Using this reasoning, the independence assumption is

justified in the global membership function.

Now consider the individual source-speciJic men_bership funct,]ons which

appear here explicitly as source-speciflc posterior probabilities. These can

be expressed as:

ml

p(c_,3 Jxi) = _] P(0- 3 Jdik,xi)p(dik Jxi) (2.27)
k=l

where the source-specitie membership functions appear explicilly as

p(cvjJdik,Xi) and tile data-specitlc membership functions as p(dikJX,).

Another way to write equation (2.27) is:

mi

p(:-? Ix_) = 32 p(x_ J.vj d_k)p(d_k Jc_))p(%)/p(x_) (2.28)
k_::l

Implementation of the classification technique involves using either equation

(2.27) or equation (2.28) to determine the posterior probabilities in eq_alion
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(2.26). Then equation (2.24) is used for the decision.Equations (2.27) and

(2.28) just look at one sourceat a time. There the relation betweenthe data

vectors and the data classesand the information classesis seenexplicitly,

demonstrating tile role of data classesasintermediaries. Equation (2.26) then

aggregatesthe information from all the sourcesof data for each specific

information class.

As seenabove,statistical multisourceanalysisis an extensionof single-

sourceBayesianclassification.However,this method as presentedby Swain,

Richardsand Lee [1,2]doesnot provide a mechanismto account for varying

degreesof reliability. It is reasonableto assumethat this problem can be

overcomeif reliability factors areassociatedwith eachsourceinvolved in the

classificationin a similar way to weightsin the linear and logarithmic pools.

For this reasona modified version of this method will be investigated by

meansof which reliability analysisis addedto the classificationprocess.The

following discussionalsoappliesfor Bordley's versionof the logarithmic pool,

which doesnot haveany weightsassociatedwith it.

2.3.1 Controlling the Influence of the Data Sources

We want to associate reliability factors with the sources in the global

mcmbershil) function discussed above, i.e., to express quantitatively our

confidence in each source, and use the reliability factor for classification

purposes. This is very important because it is desirable to increase the

influence of the "more reliable" sources, i.e., the sources we have more

confidence in, on the global membership function and consequently decrease

the influence of the "less reliable" sources in order to improve the classification
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accuracy.The need for reliability factors becomesapparent by looking at

equation (2.26) where the global membership function is a product or

probabilities related to each source. Each probability has value in the

interval from 0 to 1. If any one of them is near zero it will carry tile value of

the membership function close to zero and therefore downgrade.

drastically the contribution of information from other sources, even though

the particular source involved may have little or ,o reliability.

From above it is clear that it is necessary to put weights (reliability

factors) on the sources which will inttuenc.e their contributions to

classification. Since the global membership function is a product or

probabilities this weight has to be involved in such a way that when the

reliability of a source is low it inust discount the influence of that source and

when the reliability of a source is Mgh it must give the source relatiw:ly

high influence. One possible choice for this kind oF armlysis is to p_

reliability factors as exponents on the contribution from each source in the

global membership function, i.e., to weight the sources as in the logarithmic

pool in equation (2.20).

Let us now determine the contribution from a single source in the global

membership function. The global membership function for n sources is shown

in equation (2.24). If one source is added, the global membership function for

ntl sources could be written in the fi)l/owing form:

n-_ 1

Fo(X) = " II P(% Ix,) (P.29)
i-I

If equation (2.29) is divided by equation (2.26) wc get the contribution from

source number n !1 which is t'(_'-; [x,,+l)/p(%). This motivates us to rewrite
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equation(2.26)in the following form:

n

Fj(X) = p(wj)l- _ {p(wj (2.30)
i=l

Now to control the influence of each source, reliability factors oq are assigned

as exponents on the contribution from each source. Therefore equation (2.30)

with reliability factors is written as:

Fj(X) = P(%)I [{P(Wj [xi)/p(%)} '_ (2.31a)
i=l

where the %'s (i = 1,...,n) are selected in the interval [0,1] because of the

following reasons. If source i is totally unreliable (_i-_-_O) it will not have any

influence on equation (2.31a) because

{p(wj [xi)/p(wj)} ° = 1

regardless of the value of p(wj ]xi). And if source i has the highest reliability

(c_i_-I) then it will give a full contribution to equation (2.31a) because

{p(wj [xi)/p(c_j)} 1 = p(c_] [xi)/p(wj)

It is also worthwhile to note that this method of putting exponents on the

probabilities does not change tile decision for a single-source classification

because the exponential function p_ is a monotonic function of p. Also,

equation (2.31a) looks similar to a logarithmic opinion pool, especially

Bordley's version [28[. The difference is that equation (2.31a) has variable

weights where Bordley's method has equal weights. A schematic diagram of

the classification process associated with equation (2.31a) is shown in Figure

2,1.
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Equation (2.31a) can also be written in a logarithmic form as:

n

log Fj(X) = log p(_j) + Ec_ilog {p(wj [xi)/P(Wj) } (2.315)

i=l

where the reliability factors are expressed as the coefficients in the sum. These

coefficients control the influence of each source on the global membership

fimction. If a coefficient is large compared to the other coefficients, the source

it represents will have greater intluence on the global membership function. If

on the other hand a coefficient is low compared to other coefficients, it will

decrease the influence of its source. Another way to see this is to look at

the sensitivity of the global membership function to changes in one of the

probability ratios.

a j(x)
Fj(X)

This can be expressed as:

(2.32)

which implies that the value of c_i will control the influence of source number i

on the global membership function; a percentage change in the posterior

probability leads to the same percentage change in the global membership

function, multiplied by c*i.

The problem is to determine and quantify the reliability of the sources

and to define the reliability factors, {c_i}, based on the reliability of the

sources. We think of a source as being reliable if its contribution to the

combination of information from various sources is "good," i.e., if the

classification aceuracy is increased substantially or more information is

extracted t)y using this particular source.
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The processof determining the reliability factors is a two stageprocess.

First the reliabilities of the sourceshaveto be measuredby someappropriate

"reliability measure"and then the valuesof the reliability measuresmust be

associatedwith the reliability factorsin tile global inembershipfunction.

2.3.2 Reliability Measures

Using the aboveunderstanding of a reliable source,three measuresare

proposed to determine the reliability of a source: weighted average.

separability, overall classitication accuracy and equivocation. All of these

measuresare related to the classificationaccuracyof the sourceand can 1)e

consideredto possessboth normative and substantivegoodnessasdefined for

scoring rules. Also, the reliability measuresarc in some ways silnilztr to

scoring rules since they try to quantify the goodnessof a data source.

tlowever, the reliability measuresestimate how good the source is ['or

classitlcationin contrast to the scoringrule.swhich only estimatethe goodness

of a specificprobability distribution in a particular data source. To ineasure

the goodnessof the sourcesusing the scoringrules,atweightedaverageof the

goodnessof class-specificprobability distributions canbecomputed. Weighted

averageof the scoringrules can thus be _lsed as a reliability measure.

a) Separability of Information Classes

We consider a sourc('_ reliable if the separabilily of the inl'ormat, h)n cl:lsscs

is high for the source. If on theothcr hand t,he separability of theinfornmtion

classes is low, the source is less reliable. Ther('l'ore one t)ossibility for reliability

(evaluation is to use the average separability of the informati()ii classes in each
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source, e.g., averageBhattacharyya distance [29], averageJeffries-Matusita

(JM) distance, average transformed divergenceor any other separability

function [30,31,32].What kind of averageis used dependson what we are

after in the multisourceclassification.For instanceif it is desiredto improve

the overall classificationaccuracy,the arithmetic averageis used. If, however,

we areconcentratingjust on specificclasses,a weightedaverageseparabilityof

those information classesmay be used. Calculation of separability involves

computing volume integralswhenthe measurementspaceis multidimensional

[30]. However, when the classesare assumedto have Gaussianprobability

density functions, the JM distance, tile Bhattacharyya distance and the

transformeddivergencecanbewritten asexpressionsinvolving the meansand

covariance matrices but no integrals. Oil the other hand, no similar

expressionsare available for non-Gaussiandata. In multisourceclassification

not all of the data sourcescanbemodeledby the Gaussianmodel. To avoid

computingvolume integrals, the separabilitymeasurewill only beused in our

experimentswhenall the sourcesareGaussian.

b) Classification Accuracy of a Data Source

Another way to measurereliability of a data source is to use the

classification accuracy of the source. In this case a source is considered

reliable if tht_ clas_i[ication accuracy for the source is high, but if the accuracy

is low the source is considered unreliable. This approach is related to the

method of using separability measures in that increased separability is

consistent with higher accuracy. On the other hand there is no need estimate
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covariancematricesto computethe classificationaccuracy,so this approachis

alwaysapplicable.

c) Equivocation

Still anotherway to characterizereliability of a sourceis to examinehow

strongly the data classesindicate information classes,i.e., by looking at the

conditional probabilities that a specificinformation (:la_sis observedgiven a

data class.All theseconditional probabilities carl be computedby comparing

the reference map to a map of classification results produced from a data

source.

Assuming there are M information classes {%,...,%_} and m data classes

{dl,...,dm}, all the conditional probabilities can be used to t'orm the m x M

correspondence matrix R, where R is:

p(wl [dl) P(C_) Idl)

p(% Id2) p('._:2Id2)

n z

p(cdl'ldm) p(.::',,'[ din)

(2.33)

Reliability can now be defined in the following way: If a source were optimal

in reliability there would be a unique information class corr,,_pon(ting to ea,,h

data class. Therefore ideally one conditional probabilil, y in each row of I{

would be 1 and all the others woul(t be zero. If a sourc(, were very unreliable,

there would be no correspondence between th(: data classes and the

information classes; in the worst case all the probabilities in the matrix would

be equal.
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Now it is necessaryto associate a number with the matrix R to

characterizethe reliability. Using information theoretic measures [33] the

information classescan be thought of as transmitted signals and the data

classesas receivedsignalswhich must be used to estimate the transmitted

signals.Using this approachit can be stated that there is an uncertainty of

log[1/p(_ldj) ] about the information class_ when data classdj is observed

in a datasource.

The averagelossof information can be calculatedwhen the data classdj

is observed,which is givenby [33,34]:

H(c0ldj) = [dj)log i (2.34)
i P(_ IdJ)

Now we want to average the information loss over all observed data classes dj.

This is the equivocation of w with respect to d and is denoted by H(w[d):

H( ld) = _p(dj)H(_]dj)
J

- _ _ d w dj){lOgp(,a]dj)_ )-__j_,P( j)P( i[
i j

= _p(_i dj){log p(ji j [dj) } (2.35)

H(_']d) represents the average uncertainty about an information class over all

the data classes. Evidently, H(w]d) is the average loss of information per data

class and therefore would seem to be a reasonable term to associate with the

reliability of a source. Since H(_]d) measures uncertainty, the lower the value

it has the more reliable a source is. Therefore, the equivocation is called an

_llw(,rtainty measure rather than a reliability measure. "|'o be able to
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transform this uncertainty measureinto a reliability factor, it first has to be

mappedinto a reliability measureand then associatedwith a reliability factor.

2.8.3 Association

The values of the reliability (uncertainty) measuresmust be associatcM

with the reliability factors in order to improvethe classificationaccuracy. It is

worthwhile to note that we only want to include a source in the global

membershipfunction if the presenceof that sourceimprovesthe classification

accuracy,i.e.,we want the classificationaccuracyto be an increasingfunction

of the number of sources.This is similar to featureselectionbut the dilference

here is that the sources (features) are not only selected but also tile

contribution of eachsourceto the global membershipfunction is quantified.

Usingany of the measuresdiscussedin Section2.3.2givesa specificwdue

for eachsource. This value shouldbe mappedinto a reliability factor on the

basis of our belief in the contribution of the source to the classitication

accuracy. The reliability (or uncertainty) measurestake values in some

particular interval and it is necessaryto know the (functional) mapping

betweenthe valuesof the measuresand the valuesof the reliability factors. In

fact it is desirableto assignreliability factors to the sourcesin sucha way as

to improve the classificationaccuracythe most. It is w_ryditticult to find an

explicit association function between the values of the reliability and

uncertainty measures on one hand and the reliability factors on the other. The

measures can easily be used to rank the sources from "best" to "worst," but it is

w.ry ditlicult, t_o deiern,ine the optimal value of the reliability I'actor_.

Ranking measures have pr_vi(msly been used in consensus theory for linear
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opinion pools as discussedin Section 2.2.2, whereas in contrast the global

membership function in equation (2.31a) can be considered a logarithmic

opinion pool problem. A possibility is to use optimization techniques to

determine the reliability factors. That approach is discussed next.

2.3.4 Linear Programming Approach

The weight selection approaches described in Sections 2.3.2 and 2.3.3 are

all relatively simple but somewhat ad hoc. In this section we describe an

automatic method to determine the reliability factors of the sources. To

accomplish this we apply linear programming to optimize the values of the

global membership function using the training samples. From equation

(2.31b) the global membership function in logarithmic form is:

I1

log Fj(X) = log p(cvj) + _ o_i log{ p(wj [ xi)
p( j) } (2.38)

This equation must be optimized with respect to classification accuracy. Since

training data are available, it is known for which classes the global

membership function should be maximum for specific ground-cover elements.

Therefore, optimizing equation (2.38) can be east as a linear programming

problem for each training sample selected. If there are M information classes,

th('re will be M (,quations of tile form (2.25) fi)r each training sample.

The linear programmit_g problem has the following form if a training

sample from the class c_,*is selected and qji = log { p(cJj ]xi)
p( j) }:

maximize:

c_lq*l +a2q*2 + "'" +anq*n +logp(_*)=h
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subject to the constraints:

Ctlq11 + 0_2q12 + + c%qln + log p(¢vl) < 11

OqqM1 + O_2qM2 + " " " q- c_nqMn + log p(CVM) < h

C_1 ___0, O_2 _> 0, _ " • ",(_'n _ 0

Above, one equation out of the M equations of the form (2.38) is inaxiinized,

i.e.,the equation corresponding to the class of the training sample. That

leaves M-1 equations to be lessor equal to the value (h) of that equation. The

M x n matrix Q is known, where Q is

q

qll

qM1

qln

qMil

(2.39)

To solve the linear programming problem it is necessary to get rid of the h

variable on the right side of the inequalities in the constraints. That can be

done simply by subtracting the objective function from each side in the

inequalities. This gives the following linear programming problem:

maximize:

C_lq* 1 + O!2q* 2 + " " • + (xnq* n + log p(Cd*) = h

subject to the constraints:

c,,(q,,--q.,) -}-,_2(q12--,t,2) + "'" q cG('ti.-q'.) _-log {p(_.v,)/t,(_,_*)} 5:0
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oq(qMl--q*l ) q- C_2(qM2--q*2) -k- "'" q- Cxn(qMn---q*n) q- log {p(COM)/p(w*)} _ 0

(x1 __ 0_ cY2 _ 07 _ • • "7_n _ 0

where everything is known except the reliability factors c_1,a2, ... , c_'n. If b

training samples are selected from each information class wj, there will be Mb

linear programming problems to solve like the one above. Solving all these

linear programming probk'ms gives us an interval estimate for each reliability

factor:

li __ ai ___ui

Using this interval estimate lower and upper bounds for each %qji in equation

(2.38) can be computed and then:

(xiqij C [liqji, uiqji] (2.40)

This leads to an interval estimate for log Fj (X):

[log Fj(X)I, logFj(X).]----

11 n

[log p(_j) ÷ _liqji , log p(wj) -b Euiqji] (2.41)
i=l i=l

There will be M interval estimates of this kind for each pixel X. These

interval estimates can be used for classification by applying the same decision

methods as discussed in [2,35] in conjunction with Dempster-Shafer theory.

Using the optimization technique for the weights, the multisource

classification algorithm takes the following form:

1) Train the classifier by using the sources independently.

2) Establish priors and posteriors.
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3) Select training samplesfor computing reliability factors. Apply linear

programmingand determineintervals for eachreliability factor.

4) Classifydata using interval methods.

2.3.5 Non-Linear Programming Approach

The problem with the linear programlning approachaboveis that it can

give significantly different valuesof reliability factors for different information

classes.Another idea to determine the weights in the global membership

function is the following algorithm which usesgradient descentoptimization

asdescribedbelow:

1. Selectthe initial valuesof tile reliabilit,y factors by a reliability measure

(classification accuracy, separability or equivocation). Selec_the gain

factor 7?(a low value,e.g., 0.00001).

2. Usegradient descentin the following manner: l)efine the costfunction

N

Cost (X):)2 lS'd(j) (N)-F next(J)(X) (2.42)

j--:l

where d(j) is the desired class for pixel X, next(j) is the class that has the

highest value of the global membership function apart from d(j), and N is

the number of training samples used. It is (le._ircd to maximize Cost(X)

with respect to the weights (or minimize -Cost(X)). We take the gradient

of equation (2.42) and the gradient descent equation for the (k _ 1)th pass

follows:

(k +1) Co t(x) (2.43)

where
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V_Cost(X)=log(p(cod Ixi)/p(wa))--log(p(_nextI xi)/p(%ext))

is the i-th elementof the gradient vector.

3. Continueto updatethe weightsby equation(2.43)until minimum error is

reached.

By using equation(2.43) the condition that the weightsshould be in the

interval from 0 to 1 is relaxed.The optimum weight valuescan be larger than

1and someweightscanbecomenegative. The cost function in equation(2.42)

is obviously linear and has no minimum value. A squaredcost function is

usedin most applicationsof gradient descentoptimization but sueha function

cannotbe usedhere. A squaredcostfunction would continue to decreaseuntil

the optimum valuesof 0 were given to all the weights. The approach in

equation (2.42) is somewhatsimilar to the linear programming approach

describedin Section2.3.4. However,equation (2.42) gives reliability factors

to sourcesbas(,don all the class('sinst('adof individual ('lasses.

2.3.6 Bordley's Log Odds Approach

Bordley [11,36]hasderiveda similar approachto the logarithmic opinion

pool for logodds. In his log oddsapproachthe i-th expert'soddson the event

X ar(_:

p (X)
oi(X) -

1 -- pi(X)

l,et us now consider o : (o[,o2,... ,On) atld let the odds after combination

be"

p(X)

°D -- 1 -- p(X)
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ThenBordley derivesa logoddsconsensusrule of the form:

(oD) n o,)log = Io ( ('_,.,1..1)
Oo i -- I Oo

where o,i is the weight of tile i-th expert and o o ix a constant whh:h (':In b¢,

determined from fitting an add:l.ive conjoint structure [37] to :t d(:<:i,_ion

maker's subjective judgement [11] By interpreting o o as prior odds it can be

seen that equation (2.44) is a log-odds version of the logarithmic opinion pool.

Using that interpretatiou, equation (2.44) has both the same proper(ies a)M

shortcomings as the logarithmic opinion pool in equation (2.20).

2.3.7 Morris' Axiomatic Approach

Morris [3S] has t)ropos('(t :m a×iomaLic at)t)r()a('h to (:ond)in(, 1}_(,

probability ju(lgements of (:xp(,rts. lie begins by looking at a single exp('r(,

which has a distribution Pl(X) and assumes (Am decision maker has a prior

p(wj). Morris then produces a consensus probability distribution C:

c(x) = (x), p(%)]

is called a processing rule which operates on two functions. Morris detlnes

axioms which characterize desirable properties for the processing rule:

Axiom A:

The outcome should uof <t(:pen(t ol, who observes a given piece (>t' data if

there is agreement on the likelihoo(] fimel, ion.

Axiom B:

A uniform prior of a (':tIibrat(,({ (:xp(,rt ix n(>ninfori,mtiv(_. (A (::_[i{>ratod

expert is :m expert which is good al encoding his beli(,f_ ;_s t)robnbiliti(,_.)
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Axiom C:

If the decision maker has a noninformative prior, he should adopt a

calibrated expert's prior as his own.

Axiom A places a condition on the processing rule but does not determine

it. By applying axiom A in conjunction with axiom B, the form of the

processing rule can be completely determined. Axiom C is equivalent in effect

to both axioms A and B together. The decision maker must also calibrate the

experts' opinions. Sequential application of the axioms results in a

multiplicative rule for multiple experts:

C(X) -- k eel(X) pl(X) • • • pn(X)p(%) (2.46)

where k is a normalization constant and eel(X) is a calibration function which

is defined empirically. If the experts are all calibrated and independent, then

eel(X) = 1.

Lindley [39] has argued that axiom A is unsatisfactory in the extreme case

when the decision maker decides to ignore the opinion of an expert (the

decision maker makes the outcome be equal to his own prior regardless of

what the expert states). Schervish [40] has showed that the axioms are self-

contradictory due to the concept of the processing rule (2.45). The issue of

calibration is also v(,ry imt)ortant in t lis approach. The decision maker must

calibrate the experts' opinions. This demonstrates that the method is not

truly Bayesian in spirit. But it is al:;o worth noting that when the density

functions can easily be estimated aad the data sources are independent,

Morris' axiomatic approach becomes a logarithmic opinion pool with equal

weights. In the case of classification of multisource remote sensing and

geographic data it can be assumed that the data sources are independent but
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not equally reliable. Therefore, the logarithmic opinion pool with variable

weights is a more desirable choice for classification of such data.

2.4 Group Interaction Methods

All the consensus theoretic approaches described so far do not allow the

experts to interact. DeGroot [41] has suggested a different approach for

choosing weights in consensus theory which consists of giving the weights

using the sources' own opinions of each other (group interaction). Although

DeGroot's method can be effective in siml)le expert problems it is hard to

implement t,he inethod for multisouree remote sensing and geographic data,

since it is difficult, to let each (tat, a source evaluate the performance, of the

other sources in classification, tIowever, the. ln(:thod has some parallels witch

the neural network methods discussed in Chapter 3. The neural networks use

feedback to self-stabilize but are distribution-free. The I)eGroot method will

thus not, be discussed further here.

2.5 The Super Bayesian Approach

Many Bayesians question all the consensus approaches discussed above

and describe them as ad hoe. They also point out that expert weights do

allow for some discrimii_at, ion but in vague, sonmwh:ll, ill-(teiin(_d whys. Th('y

prefer a careful probabilistic mod(_ling of the situation, combined with

probabilistic processing. This means obtaining the joint distributions of all

unknown parameters <)f interest. The :tpproach, called the super (supra)

llayesian approach, is natural and is basc<t on the :_ssunlpLioIl *hat all the

expert opinions are data for the decision maker. Therefore, }_ayes' rule should
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be used to update the belief of the decision maker [11,19,20,42,43,44]. The

problem with this approach is that its implementation is very difficult because

dependence between all the experts has to be modeled.

French [11,44] is one of the advocates of the super Bayesian approach.

He has proposed the following log-odds approach for the event of interest coj:

Let Xi be the log-odds for the i-th expert when X is observed:

Pi(x)
= log( )

1 -- Pi(X)

Further let X = (kl,...,hn) T. French assumes that X has a jointly normal

distribution in the view of the super Bayesian. This density is conditional on

wj and the super Bayesian's prior, p(%). The log-odds of the super Bayesian's

posterior, p(wj ]X ), can be shown to be [19,44]:

p( j Ix)
l°g( (1 __ p(_j Ix) ) =

p( j)
(m_j -- m_,jc)TE-'(X -- 0.5(m_,_ + m_,S) ) + log( (1 -- p(w))) )

where m_s --= Ep(X ]wj), E is the covariance matrix for X given the event coj

and wj c is the compliment of %. By writing oio as the antilogarithm of the

i-th component of 0.5(m_,j + m_.i_ ) together with a little manipulation, the

equation above can be written as:

p(_Jj I x) p(¢,3j) n oi

log( (1 --p(c._j IA)VVT)-- log( (1 --p(c_)) ) = i>]/4il°g(--),°io (2.47)

This equation is very similar (but not identical) to Bordley's log-odds

approach. But it should be noted that this approach is completely equipped

with weights as interpretable coefficients where _'i is a function of m_,j, m0q c
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and _. However,there is very little empirical evidenceavailable to determine

the super Bayesian'schoice of the jointly normal distribution of X. The

dependencebetweenthe data sourceshas to be modeledand that problem is

very diftlcult especially ill classitica/,ionof" mult,isource rvlltote sensing :rod

geographicdata. As noted earlier, we areusuallyeither unable or unwilling to

model this dependence.Therefore, the super llayesian approach is in trmst

cases not applicable to the research problem discussed here.

2.{} Overview of the Consensus Theoretic Approaches

The consensus theoretic approaches discussed above have different

characteristics. The linear opinion pool is very simple and has several

shortcomings, e.g., it is not externally Bayesian and the impossibility theorem

limits its application because of source-specific dictatorship when Bayes' rule is

used. The logarithmic opinion pool ow.'rcomes these shortcomings and will

give unimodal consensus densities whereas the linear opinion pool gives

multimodal consensus densities. In the experiments in Chapter 4, the linear

opinion pool and the version of statistical multisource classifier introduced in

Section 2.3.1 will be used. The reliability measures introduced in Section 2.3.2

will be used for selection of reliability factors in the experiments.

The statistical nmltisourc_ ,'lassilb,c is a version of the logaritIimic

opinion pool. Both of the approaches proposed by Bordley are related to the

statistical multisouree classitier as discussed above. Neither the super Bayesian

nor the group interaction methods will be used in experiments because of the

implementation difficulty for these methods.
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In order to apply the consensustheoretic approachesall the data sources

have to be modeled by probability densities. Some data sourcescan be

assumedto have Gaussian data classes. All of the other sources will be non-

Gaussian and these sources need to be modeled by density estimation

methods. Such methods are discussed in the next section.

2.7 Classification of Non-Gaussian Data

A very important part of designing a statistical multisource classifier is to

handle the problem of modeling and classifying non-Gaussian data efficiently.

Modeling of non-Gaussian data is a well established research field. In the

following three sections the main approaches of modeling will be addressed.

First a histogram approach is discussed. The histogram approach is the

simplest way to model non-Gaussian data. Two more advanced methods are

addressed: Parzen density estimation and the maximum penalized likelihood

estimator. Several other approaches have been reviewed in the literature [45],

e.g., nearest neighbor density estimation, density estimation using weight

functions and orthogonal series estimators. For the research problem

addressed here, the three methods discussed below should be sufficient.

2.7.1 Histogram Approach

The simplest way to model non-Gaussian data is to use the histograms of

the traioing data. Here a fixed cells histogram approach [29,45] is described.

In this method the data space is partitioned into mutually disjoint cells

['l,['2,...,l'N, whose volumes are equal. The density function is estimated

by th(, proportion of samples which fMls into each cell. When the data have
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beenmodeledby the histogram approach, they call be classi[iedby, e.g., the

maximum likelihood algorithm [45].

Th,' histogram approach is distribution-free and, if regular meshesare

usedfor the I"s, tile selectionof cellsis straightrorw:lx_l, l low(,w'r, one mnjor

disadvantageof this method is that it requirestoo much storage;for example,

Nk cells for k variables with N sc,ctionsfor each variabh's. Therefore, most

modificationswhich have beenprogosedare designedto reducethe number of

cells.The variable cellsmethod [29] is one such variant.

Although the histogram approach usually does a good job of modeling

univariate data, it can be significantly improved upon in terms of accuracy by

more advanced methods. It is also desirable to use more general methods

which do a good job of modeling multivariate data. t'arzen density estimation

is one commonly used such method. Another method which irnproves upon

the histogram approach for univariate da, ta is lho m_t, hod of maximum

penalized likelihood estimators.

2.7.2 Parzen Density Estimation

Th,' t'arzen density estimator with kernel K is de,fined by [29,45,46]:

1 N X -- Xi
K( ) ( 48)

where d is the dimensionality of the data and cr is the' window width, also

(ialled the smoothing parameter. N is _h(' nLnrt,b,'r (,f t,rainiri_ samples, X i.

The kernel K can be of any shape (rectangular, triangular, Gaussian, etc.)

with the condition:
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f K(X) dX = 1 (2.49)
R,I

If the kernel K is both everywhere non-negative and satisfies (2.49), then K is

a density function. It follows from this that t3(X) will be a probability density

function and t3(X) will also inherit all the continuity and differentiability

properties of the kernel K.

The Parzen density estimator has been widely studied and applied.

However, it suffers from a slight drawback when applied to data from long-

tailed distributions [45]. The window width is fixed across the entire sample

and this often leads to noise appearing in the tails of the estimates. Also, if

the estimate is smoothed to avoid this problem, essential detail in the main

lobe of the distribution can be lost. Apart from this drawback, the Parzen

density estimator is a very desirable choice for modeling non-Gaussian data.

2.7.3 Maximum Penalized Likelihood Estimators

The maximum penalized likelihood estimator [45,47] computes a

piecewise linear estimate of a one-dimensional density function for a given

random sample of observations. Thi_' particular method tries to maximize the

likelihood for a particular curve f. As pointed out in [45] it is not possible to

use maximum likelihood estimation directly for density estimation without

placing restrictions on the class of densities over which the likelihood is to be

maximized. However, methods relating to the maximum likelihood can be

used, e.g., by applying with the likelihood a term which quantifies the

roughness of the curve f. The roughness term can be described by a

functional R(f).
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The penalizedlog-likelihood is now definedby:

N

b(f) = E log r(x,) -vR(0
b=l

where Y is a positive smoothing parameter and N is the numb(,r of s;,mph_._.

The probability density function 15 is found by t,mximizing l-(f) !,i5]. This

approach is attraetiw_ since it relates curve estinmtion to density estimation.

Also, the approach controls the balance between smoothness and goodness-of-

fit. The roughness penalty predefines undesirable effects.

2.7.4 Discussion of Density Estimation Methods

Of the density estimation mebhods discussed

approach is the most st_raight-forward. Ilowever,

here, the histogram

this met, hod can b_"

improv,xt upon in terms of classification accuracy of test data. 'l'h_' histogr:m_

approach has in common with the maximm,l penaliz_d likelihood method thai,

these methods are most effective for univariate data. The maximum penalized

likelihood estimation is attractive since it combines density estimation with

curve fitting. Because of its smoothing properties this method should be more

accurate in classification of test data than the histogram approach. The

Parzen density met.hod is a w_ry well estM_lished d_msity estimation nmthod

which can })e used for multivariate density estimation. Also, Parzen density

estimation shouht gen¢_ralize better than the histogr;ml method. Itowever, the

Parzen method has the drawback that it is very slow and this is a probh'n_ if

the size of data to be classified is large. To explore the differences of these

methods all three will be used in the experiments in (:haptcr 4.
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CHAPTER 3

NEURAL NETWORK APPROACHES

Neural networks for classificationof multisource data are addressedin

this chapter. The chapterbeginswith a generaldiscussionof neural networks

used for pattern recognition, followed by a discussionof well-known neural

network models and previous work on classificationof remote sensingdata

using neural neLworks. Next "fast" neural network modelsare addressedin

conjunction with classificationof multisource remote sensingand geographic

data. Finally, methods to implement statistics in neural networks are

discussed.

3.1 Neural Network Methods for Pattern Recognition

A neural network is an interconnectionof neurons,wherea neuroncan be

describedin the following way. A neuronhasmany (continuous-valued)input

signals xj, j- 1,2,...,N, which repr(_s(,_nt the act,ivity at tim input or the

momentary frequency of neural imimlses delivered by another neuron to this

input {48]. In the simplest formal model of a neuron, the output value or the

frequency of the neuron, o, is often approximated by a function

N

o = K - 0)
J 1
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where K is a constant and ¢ is a nonlinear function which takes the value 1

for positive arguments and 0 (or -1) for negative arguments. The wj are called

synaptic e1_cacies [48] or weights, and 0 is a threshold.

In the neural network approach to pattern recognition the neural

network operates as a black box which receives a set of input vectors x

(observed signals) and produces responses o i from its output neurons i (i

_---1,...,L where L depends on the number of information classes). A general

idea followed in neural network theory is that the outputs are either o i -----1, if

neuron i is active for the current input vector x, or o i ---- 0 (or -1) if it is

inactlve. This means the signal values are coded as binary vectors, and for a

specific input vector x the outputs give a binary representation of its class

number. The process is then to learn the weights through an adaptive

(iterative) training procedure in which a set of training samples is presented to

the input with some particular representation (see Figure 3.1). The network

will give an output response to each sample. The actual output response is

compared to the desired response for the input. The error between the desired

output and the actual output is used to modify the weights in the neural

network. The training procedure is ended when the network has stabilized,

i.e., when the weights do not change from one iteration to the next iteration

or change less than a threshold amount. Then the data are fed into the

network to perform tile classification, and the network provides at the output

the class representation of a number for each pixel. A schematic diagram of a

three-layer neural network classifier is shown in Figure 3.2.

Data representation is very important in application of neural network

models. A straightforward coding approach used by most researchers is to
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code the input and output by a binary coding scheme (0 -- 00, 1 z 01, 2 :

10, etc.). However, in some respects for our application, it is more appropriate

to use the Gray-code representation [49] of the input data. The Gray-code

representation can be derived from the binary code representation in the

following manner: If b 1 b 2 ... b n is a code word in an n - digit binary code,

tile corresponding Gray-code word gl g2 ... gn is obtained by the rule:

gl = bl

gk = bk@bk-1 k:>2

where @ is modulo-two addition [49]. Tile reason that the Gray-code

representation is more appropriate than the binary code in our application is

that adjacent integers in tile Gray-code differ only by one digit. It can he

assumed that adjacent data values in tile code space are likely to belong to tim'

same information class. When they belong to the same class, the use of tim

Gray-code leads to a smaller number of weight changes since for values from

a given class, most of tim input digits are identical.

Representation at the output of the neural network is also important. If

binary coding is used at the output, the number of output neurons can be

reducedto llog2Ml whereM is thenumber ofinfor,nation c.lasses, ltowever,

it is better to use more output neurons than the minimum /tog2M/ in order Ix)

make the neurM network more accurate in classi|ication. F.ven though adding

more output neurons makes the network larger and therefore computationally

more complex, it can also lead to fewer learning cyclrs, since the llamming

distance of the output represent.,q.t.ions of different classrs can be larger. One

such (:oding me(:hards,r_ is "Lcml)(,_rat, ure coding," i,l which I.hr r(,,l)r(!_('nl, at, i(m
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for n has 1 in its first n digits and 0 in the rest (e.g., 4 -----1111000).

However, the most commonly used output representation is the following.

The number of output neurons is selected the same as the number of classes

and only one output neuron is active (has the value 1) for each class. As an

example let us look at a four class problem where this approach is used. Then

class =_1 would be represented by 1000 and class _3 by 0010. This particular

representation has the advantage in classification that only one neuron should

be active (1) and all of the others should be inactive (0). Therefore, the

"winner take all" principle can be used. In testing the neural network

classifier the representation is better for the reason that an input sample can

be classified to the class which has the largest output response. If other coding

schemes were used for output representation, some samples might need to be

rejected in testing since their output would not be close to any of the desired

output representations. No such problem is evident with this representation.

Therefore, this "winner take all" representation will be used in the

experiments in Chapter 4. The Gray-code will used there for input

representation.

3.2 Previous Work

Several neural network models have been proposed. Rosenblatt [50]

introduced the perceptron in 1952. The perceptron is a two-layer (input aad

output layers) neural network which has ability to learn and recognize siml)le

patterns. Rosenbtatt proved that if the input data were linearly separable, the

training procedure of the pcrceptron would converge and the perceptron cot_Id

separate the data. However, when distributions overlap and the input data
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arenot separable,the decisionboundariesmay oscillatecontinuouslywhen the

perceptron algorithm is applied [51]. A modification of the perceptron

algorithm is the two-layer delta rule which is discussedin Section 3.2.1. The

two-layer neural networks can form decision regionswhich are convex. The

delta rule hasbeenextendedto include threeor more layers. The extensionis

called backpropagation. By applying neural networks with three or more

layers,arbitrarily shapeddecisionregionscan be l'ormed. Backpropagation is

discussedin Section3.2.2.

The perceptron, the delta rule and the backpropagationare probably the

best known neural network models. However,severalmore are widely used:

the Hopfield net [52] introduced by John Hopfield has beenused both as an

associative memory and to solve optimization problems. The Hopfieht

network is a relatively simpleneural network which can beusedas a classifier

but is more appropriate for other applications. When it is usedas a classifier

it has to have exemplar patterns, if an output pattern matches an exemplar

pattern then the output is assigned the c[ns._ of the (.xvl,_plar pattern.

Otherwise a "no match" result occurs.

Grossberg et al. [53,54I have proposed adaptive, resonance theory (ART)

which includes learned top-down feedback and a matching mechanism.

Their network implements a clustering algorithm which is very similar to the

leader clustering algorithm [51,55]. This clustering algorithm does not use a

fixed number of classes. It selects the first input as the exemplar for the first

cluster. The next input is compared to the firsl cluster exemplar. It "follows

the leader" and is clustered with the first ir the distance to the. first is less than

a threshold. Otherwise it is the.• exemplar rot a ,,,,w cluster. The process is
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repeatedfor all the training data. The number of clustersgrows with time

and depends on the threshold. Since this algorithm, like the Hopfield

network, uses exemplars it cannot be very successful in classification of data as

complex as remote sensing data.

Kohonen has proposed a neural network called self-organizing feature

maps [56] (similar to those that occur in the brain). The self-organizing

feature maps is an unsupervised training method which resembles k-means

clustering [55] and the algorithm works in the following fashion. After enough

input vectors have been presented, weights will specify cluster or vector

centers, that sample the input space such that the point density function tends

to approximate the probability density function of the input vectors [51,56].

Kohonen has also proposed another neural network, learning vector

quantization (LVQ), which is a special case of the self-organizing feature maps.

The LVQ network is a a variant of statistical pattern recognition methods but

is also in principle related to the perceptron [50,57]. It is different from the

self-organizing feature maps in t,hat the IJVQ algorithm is supervised and is

for that reason more attractive for our application than the self-organizing

feature maps. The LVQ uses the nearest neighbor principle and could be

successful in classification of complex data sets. Kohonen has recommended

the number of training data to be 500 to 5000 times the number of processing

elements. Although these numbers are high, the convergence can be achieved

in a reasonable time since the LVQ algorithm is computationally extremely

simple. It is, though, almost impossible to collect such a large number of

training samples in the remote sensing application discussed here. One
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possibility is to usea smaller training set, recycling through it preferablywith

a random reorderingfor eachcycle.

Recently, some researchershave applied neural network classifiers to

remote sensing data. McClelland et al. [58] used a three-layer

backpropagation algorithm to classify Landsat TM (Thematic Mapper) data.

Decatur [59,60] used three-layer backpropagation to classify SAR (Synthetic

Aperture Radar) data and compared his results to the results of Bayesian

classification. Ersoy et al. [61] have developed a hierarchical neural network

(HNN) which they have applied to classification of aircraft multispectral

scanner data. Heermann et al. [62} used three-layer backpropagation to

classify multitemporal data. Maslanik et al. [63] used three-layer neural

networks to classify SMMR (Scanning Multichannel Microwave Radiometer)

passive microwave data. All these researchers report promising performance

by neural networks. However, both the classification problem and motivation

are different here. The main reason that neural network methods are applied

in this research to the classification of multisource remote sensing data is that

these methods are distribution-free. Since multisource data are ill general of

multiple types, the data in each source can have different statistical

distributions. By using neural network approaches we do no_, have the

requirement of explicitly modeling the data in each source. Also, the neural

network approaches avoid the problem in statistical multisource analysis of

specifying how much influence each data source should have on the

classification.

Two neural network approaches on which the results are based are

discussed below: the delta rule and the backprot)agation algorithm.
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11.2.1The Delta Rule

The delta rule, developed by Widrow and Hoff [64] in the early 1960's, is

a supervised training approach where error correction is done with a least

mean squares algorithm (LMS) 165]. The delta rule is so named because it

changes weights in proportion to the difference between actual and desired

output responses. The neural network has two layers: input and output

layers. The delta rule for updating weights on the kth presentation (learn ng

cycle = k) of an input pattern can be written as:

W(k) = W(k-1) + flit(k) - W(k-1)x(k)]xT(k) ('.2)

where x(k) is the input pattern vector, t(k)is the desired output vector, W(k)

is the state of the weight matrix describing the network after k presentations,

and r_ is a learning rate. Since the magnitudes of the weights change in

proportion to r/, the optimum learning rate is the one which has the largest

value that does not lead to oscillation. A possible choice is r/= C/k, wher( C

is a constant. That particular choice of 7] forces the weight matrix W(k) to

stabilize after several iterations. The delta rule, which is identical to _he

mathematical method of stochastic approximation for regression probleJns,

cannot be used to discriminate data that are not linearly separable and fals,

for instance, in the learning of a XOR function.

Since this rule cannot discriminate data that are not linearly separable it

is not expected to perform well in very difficult classification problells.

However, the delta rule has been generalized to include one or more layers of

hidden neurons. Tile generalization, which is described below, can be used to

discriminate data which are not linearly separable.
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3.2.2 The Backpropagation Algorithm

The generalized delta rule or the principle of backpropagation of errors

was initially proposed by Werbos in 1974 [66] and later independently

developed by Parker in 1986 [67], Le Cun in 1986 [68] and Rumelhart, tlinton

and Williams in 1986 [69,70]. The application of the backpropagation

algorithm involves two phases. During the first phase tile input data are

presented and propagated forward through the network to compute the

output value Opj in presentation of input pattern number p for each neuron j,

i.e._

ovj = fj(netpj) (3.3)

where netpj---_]wjiopi , wji is tile weight of the connection from neuron i to
i

neuron j and f) is the semilinear activation function at neuron j which is

differentiable and nondecreasing. A widely used choice for a semilinear

activation function is the sigmoid function, which is used in the experiments

in Chapter 4:

fj(netvj ) = 1/(1 + e -(net''_ + °i)) (3..4)

where 0j is the bias of neuron j (similar to a threshold). It is worth noting

that the sigmoid function reaches one when netpj goes to ii_finity and zero

when netpj goes to minus iniinity. To avoid extremely large values of nett,_,

the target values of the sigmoid function are usually selected as 0.1 and 0.9 (or

-0.9 and 0.9).

The second phase involves a backward pass thro_gh the _l¢_twork

(analogous to the the initial forward pass) during whh:h the e_ror signal _pj is
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passed to each neuron in the network and the appropriate weight changes are

made according to:

= (3.5)

This second, backward pass allows the recursive computation of 5pj [69]. The

first step is to compute 5pj for each output neuron. This is simply the

difference between the actual and desired output values times the derivative of

the semilinear activation function, given by

_pj = (tpj - opj)fj'(netpj) (3.6)

where tpj is the desired output at output neuron j. Equation (3.6) becomes

_pj = (tpj -- Opj)Opj(1 -- Opj) (3.7)

if the sigmoid function is used as the semilinear activation function. The

weight changes can then be computed according to equation (3.5) for all

connections that feed into the final layer. After this is done, the 8pj'S are

computed for all neurons in the penultimate layer using [69,70]:

_pj _ fjf(netpj)___pkWkj (3.8)

k

which takes the form

= - opj))E,  kwkj (3.9)
k

when the sigmoid function is used as fj (semilinear activation function). This

procedure propagates the errors back one layer, and the same process can be

repeated for every layer. The backward pass has the same computational

complexity as the the forward pass. ApWij also gives the negative value of

the gradient of the error at the outputs of the neurons multiplied by r/. The
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norm of equation (3.5) is used as the convergencecriterion for the training

processin Chapter 4. When the norm of this scaledgradient is small there

havebeenlittle or no weight changesby the neural network and the network

hasstabilized.

The backpropagationalgorithm describedabove is a gradient descent

method for finding weights in any feed-forward network with semilinear

neurons. It is interesting that not all weightsneedbe variable. Any number

of weights in the network can be fixed. In this case,error is still propagated

asbefore;the fixedweightsaresimply not modified.

In contrast to the delta rule, the backpropagationalgorithm can be used

to discriminatedata that are not linearly separable.But a problem with the

backpropagationis that its training processis computationally very complex.

Neural network methods in general need a lot of training samples to be

successfulin classification. A lot of training samples together with a

computationally complexalgorithm producea very long learning time. Also,

sincethe backpropagationis a gradient descentalgorithm, it may get stuck in

localminima that arenot globally optimal. This is mainly due to two reasons:

First, gradientdescentalgorithms use the negativeof the gradient vector to

reachthe minimum of the error surfacebut the negativegradient vector may

not point directly to the minimum of the error surface. Second, the

magnitudeof a partial derivative of the error with respectto a weight may be

such that modifying the weight by a constant proportion to that derivative

canyield a minor reduction in the error measure[71].

Rumelhart et al. [69]add a momentumterm to equation(3.5) in order to

speedup the training. With momentumtheweightsareupdated accordingto
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Awij(k+l ) = r/((_pjOpi ) + _'Awij(k ) (3.10)

where k indexes the presentation number (iteration), r/is the gain factor, and

is a constant which determines the effect of past weight changes on the

current direction of movement in weight space. Adding a momentum term

has the advantage that it filters out high frequency variations in the weight

space. On the other hand momentum has the limitations that there is an

upper bound on how large an adjustment it can make to a weight and also

that the sign of the momentum term can cause a weight to be adjusted up the

slope of the error surface, instead of down the slope as desired. Jacobs [71]

introduced his delta-bar-delta learning rule as an attempt to overcome these

limitations. The training of the backpropagation method can also be speeded

up by using optimization methods other than the gradient descent. Such

methods are discussed in the next section.

3.3 "Fast" Neural Networks

Neural network classifiers have been demonstrated to be attractive

alternatives to conventional classifiers [72,73]. The two major reasons why

these classifiers have not gained wider acceptance are [74]:

1. They have a reputation for being highly wasteful

.

of computational

resources during training.

Their training has conventionally been associated with the heuristic

choice of a number of parameters; if these parameters are chosen

incorrectly, poor performance results, yet no theoretical basis exists for

choosing them appropriately for a given problem.
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Most neural network methods are basedon the minimization of a cost

function. The most commonly used optimization approach applied in the

minimization is the gradient descent method. Both the delta rule and the

backpropagation algorithm are commonly used neural network models derived

by minimizing the criterion function:

1 m
(tpj - o j)2

Ep _ 2-j=l

(3.11)

where tpj is the desired output of the jth output neuron, Opj is the actual

output of the neuron and m is the number of output neurons. Both the delta

rule and the backpropagation algorithm are derived from equation (3.11) using

gradient descent. However, both of these models have the two problems listed

above. The models can be modified to overcome the problems by using

different optimization methods.

Watrous [75] has studied the effectivness of learning in neural networks

and has shown that quasi-Newton methods are far superior to the gradient

descent approach in training of neural networks. Conjugate gradient

optimization [74,76] is another method which is only slightly more complicated

than gradient descent but does not need any parameter selections like gradient

descent (gain factor). Also, it converges faster. Fast convergence is especially

important in classification of very complex data such as multisource data and

very-high-dimensional data.

In this report conjugate

backpropagation are applied.

gradient versions of the delta rule and the

The conjugate gradient neural networks are

derived from equation (3.11) using conjugate gradient optimization. These

methods are called: the conjugate gradient linear classifier (CGLC) (2 layers:
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input and output layers) and the conjugate gradient backpropagation (CGBP)

(3 layers: input, hidden and output layers)[74].

3.4 Including Statistics in Neural Networks

It is desirable but very difficult to implement first and second order

statistics in neural networks by using an adaptive algorithm. White [77] has

argued that standard neural network learning procedures (like the delta rule

and backpropagation) are inherently statistical techniques. He also sho_ed

that certain aspects of the conditional probability law play an important role

in what is learned by artificial neural networks using standard techniques.

However, White's analysis does not help in including first and second order

statistical information in the neural networks. Although he argues that the

learning procedures for the neural networks are in essence statistical, it is

desirable in many cases to have a mechanism by which first and second or(ier

statistics of the data can be explicitly incorporated in the neural network.

Kan and Aleksander [78] have proposed a probabilistic neural network for

associative learning. Their network uses a new type of a probabilistic logic

neuron (PLN) which has a random access memory (RAM). Training for the

PLN network does not involve error propagation but uses instead a faster

method of local adjustment based on Hamming distance amplification [78].

The probability portion of the network is not related to the probability

distribution of the input data, but instead to the probabilities of "undefined"

states in the network. Thus, the PLN network is not the kind of probabilistic

neural network of interest here.
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Specht has proposed two probabilistic neural network methods which are

discussed in the next sections.

3.4.1 The '_robabilistic Neural Network"

The "probabilistic neural network" (PNN) was proposed by Specht

[79,80]. The algorithm is as follows: Let us begin with a Parzen density

estimate of a density function PA (X) by using a Gaussian kernel function:

1 1 N ]
PA(X) = (27r)p/2ad N Eexp[

(3.12)
i=l 2(72

where

i

X

xAi

(7

d

N

pattern number

-_ input feature vector

vector of ith training pattern from category A

smoothing parameter

dimensionality of pattern vector

-_ number of training vectors from class A

The purpose of the PNN algorithm is to use equation (3.12) to estimate

the density of the data. The input layer of the network consists of one neuron

for each data channel. The middle layer consists of as many neurons as there

are training samples, i.e., there is one neuron for each training sample. The

weights of the connectors from the input layer to the middle layer are the

values of the training samples in each data channel. (For instance if there are

five input channels, each neuron in the middle layer will have five input

connectors). The activation function at the middle-layer neurons is written:
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exp[(XWi - 1)/o2] (3.13)

where W i = XAi (the weight vector). The output layer has one neuron for

each information class. The middle layer nodes are connected only to the

output node corresponding to the class of the training point represented by a

neuron in the middle layer. The output nodes are summation nodes according

to equation (3.12) and give the probability of X belonging to class A.

The PNN has several flaws. First of all equation (3.13) is derived from

If the exponent in equation (3.12) is rewrittenthe exponent in equation (3.12).

the following result is obtained:

xtx + XAi tXAi -- 2XtXAi

e_p[ 20: ]

Ix l_+lx_ I__ _x_x._
= exp[ 2c_ ]

x'x.i - 0.5Ixl 2 - o.s Ix_ 12
=exp[ o2 ] (3.14)

In PNN the lengths of both X and Xhi are assumed to be 1 ( ]X ] 2 :: 1

and ]Xhi ]2 : 1) which is how equation (3.13)is derived from equation

(3.14). Assuming the lengths of the vectors to be 1 is clearly wrong. By

normalizing all the data, the length information is lost and feature vectors far

from the training patterns in the original data space become much closer in

the normalized data space. The effect on equation (3.12) is that the

probabilities for all the classes are almost equal at every pixel and the decision

from the net will be wrong in most cases. On the other hand, if the data were

not normalized, equation (3.13) would not be applicable because the XW i term
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is much larger than 1 for most input vectors and the exponent would

approach infinity.

Apart from the serious flaw pointed out above it is questionable whether

PNN should be called a neural network. It can be considered an attempt to

find a parallel implementation of Parzen density estimation. If the approach

were correctly derived this method might work well on a parallel computer.

However, everything is predetermined by the user rather than by iterative

training of the network.

Parzen density estimation has the shortcoming that it requires a large

number of training samples for estimating the density when the

dimensionality is large. Silverman [45] has investigated Parzen density

estimation and reports the results (from [45]) shown in Table 3.1. As seen ]n

Table 3.1 the required sample size grows fast with increasing dimensionality.

Clearly this approach is impractical for app]icat}ons involving very-high-

dimensional data.

_.4.2 The Polynomial Adaline

Specht [80] has also proposed the polynomial adaline (Padaline) which is

closely related to PNN. The polynomial adaline uses all higher orders and

cross products of the input data and has the form:

P(X)=D0 0+D10 0Xl+D010 0X2

+... + D0. 01Xp + D20..0X12

+ Dzlz2.. zpXlZlX2 z2. . . Xp zp + . . . (3.15)

Specht derived a relatively simple method to determine the coetticients D for
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Table 3.1

SampleSizeRequired in ParzenDensityEstimation whenEstimating a
StandardMultivariate Normal Density Using a Normal Kernel [45]

Dimensionalitv
1
2
3
4
5
6
7
8
9
10

Reauiredsamolesize
4

19
67

223
768

2790
10700
43700

187000
842000
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equation (3.15) based on training patterns. These coefficients are updated for

each observed training .sample. The algorithm makes it possible to use

hundreds or thousands of terms in the polynomial discriminant function

without overfitting the data even if the number of training samples is smaller

than the number of coefficients (good behavior because of smoothing).

The Padaline classifier is a one-pass network like the PNN and again it is

questionable whether the Pada]ine should be called a neural network. It is

necessary for the user to decide the number of terms being used. The major

disadvantage of this method is that it is computationally complex especially if

many terms are used. However, the computational and storage requirements

increase only linearly with the number of terms used.

3.4.3 Higher Order Neural Networks

The most straight-forward way to include statistical information in

neural networks is to use higher order correlations. The higher order

correlation method is desirable when the input data are of relatively low

dimensionality. When d-dimensional data are mapped with a second order

mapping, the resulting dimensionality will be d + d(d+l)/2. It is clear that

the dimensionality of the higher order mapping increases rapidly with d. Iti_h

dilnensionality makes the neural network training procedures slower.

Therefore, higher order mapping is not desirable if d is large.

If second order correlations are used, a "two-layer neural network" can be

implemented with deterministic weights to compute the likelihood function of

a Gaussian maximum likelihood c]assifier. The reason for the ease of tb(,
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implementation is that the log of the likelihood function is quadratic and can

therefore be written as:

xtAx d- XtB+C (3.16)

where A is a matrix, B a vector and C a constant. A, B and C can be

estimated from the mean vectors and the covariance matrices of the training

data [81].

When a classification problem has M (M _ 1) classes, the "neural

network" classifier must have 3 layers. The first 2 layers compute the

likelihood function, but an additional neural network is concatenated to the

outputs to find the class which has the highest likelihood. This additional

neural network is MAXNET [51], a neural network which is easily

implemented to find the maximum value from a particular set.

A problem with the Gaussian "neural network" is that it is more a

parallel implementation of a Gaussian maximum likelihood classifier than an

adaptive neural network. Everything is fixed beforehand. An adaptive

approach which could use the pre-fixed values as initial values would be of

more interest.

3.4.4 Overview of Statistics in Neural Network Models

From the above discussion it can be concluded that implementing

statistics in an adaptive heural network is a very difficult problem. Several

authors have suggested "neural networks" which are actually parallel

realizations of well-known statistical methods. These methods are only

attractive alternatives to common statistical methods if they are implemented
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on parallel machines. However, the PNN has to be consideredquestionable

for almost any problem and the Gaussiannetwork is not practical for very-

high-dimensionalproblems.

Although it would bedesirableto include first and secondorder statistics

in the neural networks it will not be done here. One or the advantagesof

using neural networks rot classification of multitype data is that the neural

networks model the dependencebetweenall the data whereasmost of the

statistical methods discussedin Chapter 2 cannot do that when a convenient

multivariate statistical model does not exist or is unknown. If the neural

networks could be provided with someparametric statistical information, it

would have t,obe on a source-by-sourcebasis,ir se,:o,,dorder statistics were

used. Evidently this statistical implementationproblenl needsa lot ot"work.

In the experiments}n th}s report, conjugategradient versionsof the delta

rule and the backpropagation algorithm will be the only neural networks

applied.
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CHAPTER 4

EXPERIMENTAL RESULTS

The methodsdiscussedin Chapters2 and 3 were applied to classification

of multisourceand very-high-dimensionaldata sets.Threedata setswere used

in experiments. Two of the data setswere multisource remote sensingand

geographic data. The third data set consisted of very-high-dimensional

simulated High Resolution Imaging Spectrometer(H[RIS) data. Tile linear

opinion pool, statistical multisource classifier, the minimum Euclidean

distance algorithm and the maximum likelihood method for Gaussiandata

were the statistical methods usedin classification(when thesemethodswere

appropriate).For the multisourceremotesensingand geographicdata sets,the

linear opinion pool and the statistical multisource classifier were used in

conjunction with three non-Gaussian modeling methods: the histogram

method, the maximum penalized likelihood method and Parzen density

estimation. The objectiveof usingall thesenon-Gaussianmethodswas to see

how well they performedin statistical multisourceclassification.

The conjugate gradient linear classifier and the conjugate gradient

backpropagationwere the neural network models used in the experiments.

The statistical methodsand the neural network modelswere comparedbased

on classification accuracies for different sample sizes or training data,
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dimensionalities of input data and on classification time.

4.1 Source-Speclfic Probabilities

In order to apply the statistical multisource classifier and the linear

opinion pool, the source-specific probabilities can be written in the following

form:

mi

p(03jlxi)= [P(Xi)]-I _ p(xildk,Caj)p(dk,%) (4.1)
k=l

Here m iisthe number of data classesforsource iand p(xi)iscomputed by:

M mi

P(Xi) = _ EP(xi[dk,_j)p(dk,Wj) (4.2)
j=lk=l

where M is the number of information classes. For each source, the joint

probabilities P(dk,_j) can be tabulated in a joint occurrence matrix by

comparing single-source data-class classifications to information classes in a

reference map. To reduce considerably the computation and memory

requirements, the class-conditional probabilities can be computed

independently of information classes, i.e., by setting:

P(xi[dk,_j) = P(Xi [dk) for all wj (4.3)

This approximation is useful if the distribution of a data class is the sane

regardless of information class and if the number of data classes is differc_nt

from the number of information classes. However, if the number of data

classes and information classes are the same and the information and data

classes have a one-to-one correspondence, the source-specific probabilities can

be modeled by:
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data class is

approximation

classification.

p(a;j [xi)---p(dj Ixi) (4.4)

In the following experiments, the approximation in equation (4.3) wzts

used when the information classesdid not directly correspondto the data

classes.As said previously,the approximation is usefulif the distribution of a

the same regardless of information class. However, the

is unlikely to hold exactly in the case of unsupervised

All of the experimentsin this chapter were run on a Gould NP1 mini

super computer. Although the NP1 machine is fast, the approximation in

equation (4.3) was essential to reduce the memory requirements in the

classifications of the statistical multisource classifier and the linear opinion

pool.

4.2 The Colorado Data Set

The statistical and neural network classification methods were used

classify a data set consisting of the following 4 data sources:

to

1) Landsat MSS data (4 data channels)

2) Elevation data (in 10 m contour intervals, 1 data channel)

3) Slope data (0-90 degrees in 1 degree increments, 1 data channel)

4) Aspect data (1-180 degrees in 1 degree increments, 1 data channel)

Each channel comprises an image of 135 rows and 131 columns; all channels

are co-registered.

The area used for classification is a mountainous area in Colorado. This

area is a part of a larger region which has previously been analyzed by Itoffer
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et al. [7,10]. The area has 10 ground cover classes which are listed in Table

4.1. One class is water; the others are forest type classes. It was very difficult

to distinguish between the forest types using the Landsat MSS data alone

since the forest classes showed very similar spectral responses. With the help

of elevation, slope and aspect data, they could be better distinguished.

Ground reference data were compiled for the area by comparing a

cartographic map to a color composite of the Landsat data and also to a line

printer output of each Landsat channel. By this method 2019 ground

reference points (11.4_ of the area) were selected. Ground reference consisted

of two or more homogeneous fields in the imagery for each class. In the first

experiments on this data set, the largest field for each class was selected as a

training field and the other fields were used for testing the classifiers. Overall

1188 pixels were used for training and 831 pixels for testing the classifiers.

This was the same data used in [82] and some of the results in Section 4.2.1

were reported there.

4.2.1 Results: Statistical Approaches

Two statistical methods were used in the experiments reported here: 1)

minimum Euclidean distance (MD) [30], and 2) statistical multisource

classification (SMC) with the modifications discussed in Section 2.3.1. The MD

method is a "simple" stacked-vector approach which has been used with some

success in classification of remotely sensed data from single-sources. (Other

stacked vector approaches like the m:tximum likelihood method for Gaussian

data and the minimum Mahalanobis distance were not applicable, because the
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Table 4.1

Training and Test Samplesfor Information Classes
in the First Experiment on the ColoradoData Set

Class _ Information Class Training Size . Testing Size

1

2

3

4

5

6

7

8

9

10

water

Colorado blue spruce

mountane/subalpine meadow

aspen

Ponderosa pine

Ponderosa pine/Douglas fir

Engelmann spruce

Douglas fir/white fir

Douglas fir/Ponderosa pine/aspen

Douglas fir/white fir/aspen

Total

408

88

45

75

105

126

224

32

25

60

1188

195

24

42

65

130

188

70

44

25

39

831
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data were not truly Gaussianand a few of the stacked vector covariance

matriceswere singular.)

The resultsof the classificationusingthe MD method areshownin Tables

4.2 (training) and 4.3 (test) where OA representsoverall accuracyand AVE

meansaverage(over the classes)accuracy. The results in Tables 4.2 and 4.3

are clearly unacceptable. The MD method gaveonly 43.27a/0overall accuracy

for training data and 22.26_0overall accuracyfor test data.

We next turn to the classificationunsing the SMC method. To satisfy

the underlying assumptionsof the SMC algorithm and the global membership

function in equations(2.31a)and (2.31b), it was necessaryto show that the

data sourcescould be treated independently in the classification. This was

accomplishedby looking at the class-specificcorrelations between all seven

data channelsusing the referencedata. The correlations between the data

sourceswere in most caseslow. For a few of the information classesthere was

no variation in the topographicdata sourcesand consequentlythe correlation

was undefined. Sincethe correlationsbetweenthe sourceswere low in most

definedcases,the data sourcescould be treated asindependentand the global

membership function in equations (2.31a) and (2.315) was used as the

classifier.

Eachsourcewasusedindependentlyfor training. The data classesin the

Landsat MSS sourcewere modeled by the Gaussiandistribution, where the

meansand covariancematriceswere estimatedfrom the training fields. The

other data sources had non-Gaussiandata classes.For these sources the

normalizedhistogramsof the training fields were usedto estimate the density

functions.
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Table 4.2

Classification Results for Training Samples when
Minimum Euclidean Distance Classifier is Applied.

___of__p_i ] Percent Agreement with Reference for Class .............. I

] 1 2 3 4 5 15 7 8 9 10 ]10A _ AVt_; !

,eJs j _- -_;- _V --7-s----_oF-5-2_--;25 ----3_- ---_i-- -_o ± i_-s--_]/__S-_-

CPU time for training and classification: 2 see.

Table 4.3

Classification Results for Test Samples when
Minimum Euclidean Distance Classifier is Applied.

t 1 2 338.9 100.0 0.0

of _x__e!s__19s 24 42

Percent )tgreement with Reference for Class 1

4 5 6 7 8 9 l0 _OA _AVE _
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Statistical multisource classification was performed on the data with

varying weights (reliability factors) for the data sources. The results of

classification for the training fields are shown in Table 4.4 and for the the test

fields in Table 4.5. The reliability and uncertainty measures introduced in

Section 2.3.2 were used to rank the data sources. These results indicate that

the Landsat MSS data was the most reliable source, elevation second, aspect

third and the slope source the least reliable. This was the same ranking

produced by the equivocation measure as indicated in Table 4.6. (The

separability measures using the Gaussian assumption could not be applied

here since some of the data classes in the topographic sources were not truly

Gaussian and had singular covariance matrices as mentioned above.) In all the

experiments the Landsat MSS data were given the largest weight while the

weights of the other sources were varied.

The classification of the training samples (Table 4.4) showed that by

combining all the sources with equal weights the overall classification accuracy

(OA) improved to 74.2_, i.e., by more than 6_ compared to the best

accuracy in the single-source classification (Landsat MSS: 67.9_). By lowering

the weights on the topographic sources, the overall accuracy could be

increased to 78.0_. Therefore, by changing the weights of the sources t,he

overall classification accuracy of the training samples improved by 3.8%. This

"best" result was achieved when the Landsat source was given full weight and

the other sources were given 40_o weight. It was also very nearly achieved

when the Landsat MSS data had full weight, the elevation source had 50%

weight, the aspect source had 40_o weight and the slope source had 30%

weight (77.9_ overall accuracy). That weighting controlled the influence from
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Table 4.4

Statistical Multisource Classification of

Colorado Data: Training Samples.

MSS

elevation

slope

aspect

m e s a

1. 1.1. 1.

1..5.5 .5

1..4.4.4

1..3.3 .3

1..2.2 .2

1..1.1 .1

1 .8.4.6

1 .8.1 .2

1 .6.4.5

1 .5 .3.4

1 .4.2.3

1 .3 .1 .2

Percent Agreement with Reference for Class _ AVE1 2 3 4 5 6 7 8 9 10 ____()A 1

Single Sources

48 0 80 9 69 92 0

0 0 23 17 13 98 0

99

100

100 0 0 0 5 64 0 0

100 0 0 44 42 15 59 0

0 0 67.9 39.7

16 20 58.4 28.7

0 0 II 4,.5 / 16.9 I
....9___oA__ 53._6_ 26:o....{

Multiple Sources

100 98 0 35 35 80 100 0 0 0 74.2

100 99 0 65 34 76 94 0 0 62 77.6

100 100 ]1 71 33 73 95 0 0 58 78.0

100 100 11 75 27 71 96 0 0 42 76.9

100 98 11 75 23 71 96 0 0 26 75.5

100 96 18 75 15 66 97 38 0 0 ___7fl:2 _

100 99 0 64 37 79 93 0 0 60

100 100 11 74 17 76 95 0 0 35

100 99 4 67 34 76 94 0 0 60

100 100 11 73 33 75 95 0 0 49

100 100 11 75 27 73 96 0 4 38

100 99 11 75 18 74 96 0 4 22

408 88 45 75 105 126 )-24- a2 --25 60]

77.8

76.0

77.8

77.9

77.0

75.4

44.8

53.0

54.1

52.2

50.0

5o.__,___
53.2

50.8

5:L4

53.6

52.4 [
49.9

The columns labeled m e s a indicate the weights applied to the Landsat MSS

(m), elevation (e), slope (s) and aspect (a) sources.

CPU time for training and classification: 14 see.
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Table 4.5

Statistical Multisource Classification of

Colorado Data: Test Samples.

MSS

elevation

slope

aspect

m e s a

1.1.1.1.

1..5 .5.5

1..4 .4.4

1..3 .3.3

1..2 .2.2

1..1 .1 .1

1..8.4.6

1..8.1.2

1..6.4.5

1..5.3.4

1..4.2.3

1..3.1 .2

Percent Agreement with Reference for Class

1 2 3 4 5 6 7 8 9 10 I[ OA [ AV'__

Single Sources

97 0 0 0 25 79 97 0 0 0 53.1 29.8

100 0 0 20 2 21 100 0 8 21 40.4 27.2

86 0 0 0 0 5 33 0 0 0 24.3 12.4

95 0 0 15 1 6 19 0 0 0 26.7 13.6

Multiple Sources

86 0 0 25 35 92 86 0 0 0

86 0 0 48 45 80 97 0 0 0

86 0 0 52 49 76 97 0 0 0

86 0 0 54 51 63 97 0 0 44

97 0 0 0 54 80 97 0 0 31

93 0 0 0 54 76 97 0 0 26

100 0 0 51 38 84 97 0 0 0

91 0 0 60 48 72 97 0 0 0

86 0 0 51 44 81 97 0 0 0

86 0 0 54 48 74 97 0 0 0

97 0 0 57 51 55 97 0 0 41

95 0 0 0 55 80 97 0 0 33

_# of pixels 195 24 42 65 139 188 70 44 25 39

The columns labeled m e s a indicate the weights applied
(m), elevation (e), slope (s) and aspect (a) sources.

56.0

57.9

57.9

57.4

59.5

57.3

60.8

58.6

58.0

57.5

58.2

59.3

831

32.4

35.6

36.0

39.5

35.9

34.6

37.0

36.sl

35.9 J

35.9

39.8

36.0

831

to the Landsat MSS
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Table 4.6

Equivocationof the Data Sources

Source Equivocation Rank

MSS 0.216955 1

Elevation 0.252676 2

Aspect 0.277244 3

Slope 0.289636 4
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the sourcesaccordingto the ranking of both the reliability measures.Using

someother weight combinationsthat ranked the sourcesin the sameorder as

the reliability measuresalsogavevery goodresults. In summary, the resultsin

Table 4.4 show that the overall classificationaccuracycould be improved by

reducing the weights of someof the data sources. In Table 4.4 it is alsoseen

that if the weights of the data sourceswere decreasedtoo much, the overall

classificationaccuracywent down, aswould beexpected.

The results in Table 4.5 arevery similar to the onesin Table 4.4. Table

4.5 shows the results of the classification of test fields and therefore the

classificationaccuracyis generally lower than in Table 4.4. If the sourcesall

had equal weights, then the overall accuracy was 56.0% which was 2.9°/0

greater than the overall classification accuracy of the best single-source

(Landsat MSS: 53.1%). This was not as much increaseas in the caseof

training data. By lowering the weights on the topographic data sourcesthe

overall classificationaccuracywas improved to 60.8_, which was4.8_ more

than with the equalweights. This best result was achievedwhen the Landsat

sourcehad full weight, the elevation source 80_oweight, the aspect source

60_ weight and the slope source 40% weight. This particular weighting

ranked the sourcesin the sameorder asthe reliability measures.

4.2.2 Results: Neural Network Models

The two neural network approaches, the conjugate gradient linear

classifier (CGLC) and the conjugate gradient back propagation (CGBP), were

implemented in experiments to classify the data. (The neural network

programs were written by Etienne Barnard [74].) The neural networks were
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trained with Gray-codedinput vectors rather than binary input vectors, as

discussedin Chapter 3. The author haspreviouslyshownempirically that the

Gray-codegivesgoodresultsin classificationof this data set [82]. Sincefive of

the sevendata channelstake values in the range from 0 to 255, each daia

channel was representedby 8 bits and therefore 8 input neurons. The tot,el

number of input neuronswas 7*8 -- 56. Sincethe number of information

classeswas 10, the number of output neuronswasselectedas10. The training

proceduresof the neural networks were consideredto have convergedif the

norm of the gradient of the error at the outputs waslessthan 0.0001.

a) Experiments with the Conjugate Gradient Linear Classifier

The resultsusing the two-layer CGLC areshownill Tables 4.7 (training)

and 4.8 (test). Tile training procedure for this neural network did not

convergebut wasstoppedafter 319iterations becausethe error funct.ioncould

not be decreasedafter that. The highest overall accuracy(94.87%)and the

highest averageaccuracy (92.49_) for training data were achieved by 200

iterations. These accuracies were much higher than those achieved with the

SMC algorithm in Section 4.2.1. However, the best overall accuracy for test

data was reached after only 100 iterations (55.11_). This was significantly

lower than the highest overall accuracy achieved with the: SMC algorithrH.

But the neural network was better than the SMC in Lerms of average

classification accuracy. This result shows that the CGLC is better than the,

SMC in capturing class-specific information but the SMC seeks to achieve the

minimum probability of error. A major problem with the CCLC and oth_,r

neural neLworks is deciding wh(,n _o stop the training proc,:,lur('.. If a imura!
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Table 4.7

ConjugateGradient Linear ClassifierApplied to
ColoradoData: Training Samples.

Number of CPU

iterations time

50 100

100 186

150 270

200 348

250 435

300 524

319 557

# of pixels

Percent Agreement with Reference for Class

1 2 3 4 5 6 7 8 9 10

100.0 97.7 75.6 94.7 68.6 79.4 99.1 81.3 76.0 96.7

100.0 98,9 82.2 98.7 69.5 84.9 99.6 90.6 84.0 98.3

100,0 98.9 84.4 98.7 69.5 85X 100.0 96.9 84.0 98.3

100.0 98.9 82.2 98.7 71.5 85.7 100.0 96.9 92.0 100.0

100.0 98.9 82.2 98.7 70.5 85.7 100.0 96.9 92.0 100.0

100.0 98.9 82.2 98.7 70.5 85.7 100.0 96.9 92.0 100.0

100.0 98.9 82.2 98.7 70.5 85.7 100.0 96.9 92.0 100.0

408 88 45 75 105 126 224 32 25 60

94.11 { 90.67I
94.53}91. 4{
94,87{92.59{
94.78 02.49{
04.78 02.49{

94.78 i 02.49

1188 { 1188

Table 4.8

Conjugate Gradient Linear Classifier Applied to
Colorado Data: Test Samples.

Number of Percent Agreement with Reference for Class
iterations 1 2 3 4 5 6 7 8 9 10

50

100

150

2O0

250

300

319

95.4 83.3 33.3 41.5 10.8 39,9 I00.0 2.3 12.0 87.2

96.4 83.3 40.5 41.5 II.5 43.6 I00,0 2,3 12,0 87.2

959 83.3 38.1 41.5 10.8 41.5 I00,0 4,5 12,0 84.6

94.9 83.3 33.3 35.4 Ii.5 43.6 I00,0 2.3 12.0 79.5

94.9 83.3 33.3 36.9 11.5 44.7 100.0 2.3 16.0 79.5

94.9 83.3 33.3 38.5 II,5 44.1 I00.0 2,3 16.0 79,5

949 83.3 33.3 38.5 11,5 44.1 100.0 2.3 16.0 79.5

_kofp_jxe[s 195 24 42 65 139 188 70 44 25 39

PA_ .__A_vE__
53.55 50.57

55.11 51.83

54.27 51.22

53.55 49.58

54.03 50.24

54.03 50.34

_fi4=03_ 50.34!
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network is overtrained it will not give the best accuracies for test data. The

reason is that the network gets too specific to the training data and doe_ not

generalize as well.

The CGLC took longer to train than the SMC. Three hundred iterations

took 524 CPU sec compared to 104 for the statistical method. Also, tile

classification of the data took 10 sec for the CGLC but 7 sec for the SMC.

b) Experiments with Conjugate Gradient Back Propagation

The CGBP was implemented in experiments with three or more layers

(input, output and hidden layers). Having more than one hidden layer did not

improve the classification performance of this neural network, so only the

results with three layers are discussed here. Three-layer networks with 16, 32,

48 and 64 hidden neurons were tried but the performance of the CGBP in

terms of classification accuracy was not improved by using more than 32

Therefore, 32 hidden neurons were used in the experimentshidden neurons.

reported here.

The CGBP (Tables 4.9 (training) and 4.10 (test)) showed the best

performance of all the methods in terms of overall and average classification

accuracies of training data. As with the CGLC, the training procedure of the

CGBP did not converge. At 676 iterations the error function could not be

decreased and the training procedure stopped. At 350 iterations tlm highest

overall accuracy of training data was reached (98.40%) and at 600 iterations

the highest average accuracy of training data (98.04_o) was observed. These

accuracies did not improve with more than 600 iterations. For test data, the

CGBP gave w_ry similar accuracies to the CGLC. At 200 iterations the
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Number of I CPU-

iterations _i_m_e
50 13_
100 /737

150 11073

200 I 1427
250 11788

300 t 2102

350 I 2517

400 t2820

000 I 4198
678
# of p_ixels

Table 4.9

Conjugate Gradient Backpropagation Applied to
Colorado Data: Training Samples.

Percent Agreement with Reference for Clams

I 2 3 4 5 6 7 8 0 I0 '2 _X ] A_
100.0 100.0 55.6 90.7 66.7 77.8 99.8 37.5 40.0 91.7 II 88,97 I 75.96

I00.0 I00.0 77,8 97,3 75.2 85.7 I00.0 81.3 80.0 96.7 II94.19 I 89.40

100.0 100.0 86.7 98.7 81.0 89.7 100.0 100.0 96.0 100.0 II 95.55 } 95.21

100.0 100.0 93.3 100.0 85.7 92.1 100.0 100.0 100.0 100.0 II 97.64 I 97.11

100.0 100.0 93.3 100.0 86.7 95.2 100.0 100.0 100.0 100.0 II 98.08 I 97.58

100.0 100,0 95.6 100.0 88.6 95.2 100.0 100,0 100.0 100.0 II 98.32 I 97.94

100.0 100.0 95,8 100.0 89.5 95.2 100.0 100,0 100.0 100.0 II 98.40 I 08.03

100.0 100.0 95.6 100.0 89.5 95.2 100.0 100.0 100.0 100.0 98 40 98 03

100.0 100.0 95.6 100.0 90.5 94.4 100.0 100.0 100.0 100.0 98.40 I 98.04!

100.0 100,0 95.6 100.0 88.6 96.0 100.0 100.0 100.0 1_

408 88 45 75 105 125 224 32 25 __1188j

Table 4.10

Conjugate Gradient Backpropagation Applied to

Colorado Data: Test Samples.

Number of Percent Agreement with Reference for Class

iterations I 2 3 4 5 6 7 8 9 I0 I OA LA_VLE___,
5O

100

150

2OO

25O

300

350

4OO

6OO

676

97.9 83.3 19.0 47.7 10.8 46.8 i00.0 6.8 0.0 94.9 I 55.72 I 50.72

98.5 83.3 40.5 33.8 10.1 43.1 100.0 2.3 0.0 94.9 ! 54.63 I 50.65

I00.0 83.3 42.9 38.5 12,2 44.7 I00.0 0.0 12.0 92.3 56.32 J 52.59

99.0 83.3 45.2 38.5 17.3 40.4 I00.0 2.3 12.0 94.9 56.32 [ 53.29 I

97.9 83.3 47.6 36.9 13.7 40.4 I00.0 2.3 12.0 84.6 54.99 ] 51.87]
97.9 83.3 42.9 36.9 II.5 42_6 I00.0 2.3 16.0 84.6 54.99 I 51.80

97.9 79.2 42.9 36.9 12.2 41.5 lO0.O 2.3 12.0 79.5 54.39 1 50.44

97.9 79.2 40.5 36.9 12.2 41.0 100.0 2.3 12.0 84.6 54.39 [ 50.66

97.9 79.2 38.1 41.5 15.8 42.0 I00.0 2.3 12.0 82.1 55.35 [ 51.09

97.9 79.2 38.1 41.5 15.1 42.0 I00.0 2.3 16.0 82.1 55.35 I 51.__.42

?_ of pixels 195 24 42 65 139 188 70 44 25 39 831 ] 83_1 3
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highest overall and average accuracies of test data were reached, 56.32°_, and

52.59_ respectively. Therefore, the CGBP did not do as well as the SMC in

terms of overall classification accuracy of t,est data but it did better in terms

of average accuracy. Ill these experinmnts the CGI:_P had an overtraining

problem similar to the CGLC; it gave somewhat less than optimal results for

test data classified by the network giving the most accurate results for training

data.

The CGBP was much slower in training than the CGLC because of the

32 hidden neurons. Training the CGBP for 400 iterations took 2663 sec.

However, the classification of the data took only 211 sec which is about twice

the time consumed by the CGLC and three times tile classification time of the

SMC (7 see).

The best results of the first experiment on Colorado data are shown in

Figure 4.1. As seen in the figure, the SMC method outperformed the neural

networks in classification of test data although the neural networks performed

much better in classification of training data. Tile results in this experiment

illustrate how important it is to select representative training samples when

training a neural network. The CGBP network gave more than 90/_ overall

accuracy of training data bul only just more than 50°/oo for test data. The

training data used hcr_: r_fighi not_ be representative since only one training

field was selected for <_ch b_t'ormation class. This limited each information

class to a single subclass. The classification results for the training fiehls

indieate that if representative training samples are available, the neural

networks can do welt in classification of multisource data. Significantly,

arriving at a truly repres_mtat.ive set of training samples ca> be very difficult
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in practical remote sensing applications. But to demonstrate how well the

classification methods would do with a more representative sample, a second

experiment on the Colorado data was conducted.

4.2.3 Second Experiment on Colorado Data

To achieve a more representative training sample, uniformly spaced

samples were selected from all fields available for each class. By this

approach, 1008 samples were obtained for training and 1011 samples for

testing (Table 4.11). By considering the JM distances between the different

training fields in the MSS data, it was determined that the Landsat MSS

source should be trained on 13 data classes. The selection of the data classes

was done in the following way. If a field from a specific class was more distant

than 1.2 in the sense of .IM distance from a field within the same class, the

tields were considered to be from two different data classes (JM distance has a

maximum of 1.41421). Using this criterion, class 3 (mouutane/subalpine

meadow) was split into two data classes, and class 7 (Engelmann spruce) was

divided into 3 data classes. All the other information classes had only one

data class. In the methods applied below, the classifiers were trained on the

13 data classes.

4.2.4 Results of Second Experiment: Statistical Methods

In these experiments three statistical approaches were used: 1) The M_D

approach, 2) the SMC algorithm and 3) the linear opinion pool (LOP). The

results using the MD algorithm are shown in Tables 4.12 (training) and 4.13

(test). Since the training data are more representative than in Section 4.2.1,
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Table 4.11

Training and Test Samplesfor Information Classes
in the SecondExperimenton the ColoradoData Set

Class @

1

2

3

4

5

6

7

8

9

10

Information Class

water

Colorado blue spruce

mountane/subalpine meadow

aspen

Ponderosa pine

Ponderosa t)ine/I)ouglas fir

Engelmann spruce

Douglas fir/white fir

Douglas fir/Ponderosa pine/aspen

Douglas tir/wbite fir/aspen

Training Size

301

56

43

70

157

122

147

38

25

49

3O2

56

44

70

157

122

1,17

38

25

50

] es [ng Size.

To_,at 1008 1011
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Table 4.12

ClassificationResultsfor Training Sampleswhen
Minimum EuclideanDistanceClassifieris Applied.

Percent Agreement with Reference for Class

1 2 3 4 5 6 7 8 9 I0

41.5 98.2 25.5 37.1 37.fi 0.0 73.5 0,0 40.0 24.5

of pixels 301 56 43 70 157 122 147 38 25 49

CPU time for training and classification: 2 sec.

]l40.2.$ I 37,80}

I loos I

Table 4.13

Classification Results for Test Samples when
Minimum Euclidean Distance Classifier is Applied.

Percent Agreement with Reference for Class |

1 2 3 4 5 6 7 8 9 10 ____0_A _A

40.1 100,0 34,1 30.0 32,5 0.8 69.4 0.0 28,0 20.0 _ 37.98__9_

302 55 44 70 157 122 147 38 25 50 If_1011__J_lOll_j



97

the test results are significantly better (Table 4.3). Itowever, the results in

Tables 4.2, 4.3 and 4.12 and 4.13 show that the MI) is not an acceptable

choice for classification of this data set.

By looking more closely at the four data sources it is easy to see why the

data were dimcult to classify. In Table 4.14 the JM distances between tile 10

information classes of the Landsat MSS data are shown. Although the average

separability of the MSS data (1.308) was relatively high, it is seen from Table

4.14 that only classes 1 (water) and 7 (Engelmann spruce) were very separable

from the other 8 classes. Also, water and Engehnann spruce were the largest

classes and therefore had the biggest impact oil the avc, rage separability.

With the exception of Engelmann spruce, other forest class(.s (classes 2 to 6

and 8 to 10) were not very separable from each other. Using the topographic

information would be expected to hel t) distinguish the fore_'_t classes. Figures

4.2, 4.3 and 4.4 show the class-specific histograms (information classes) of the

topographic training data. The magnitude of class 1 is actually 301 in each

figure. It was reduced in the figures to make the magnitudes of the other

classes more visible.

Looking at Figure 4.2 (elevation histograms), it is seen that class 1

dominates in the lower elevations, but several other cla._ses, especially class 7,

can be distinguished from i_, for the higher elevations. In Figure ,1.3 (sh)pe

histograms), the data are not as distinguishable as in Figure 4.2. Class 1

dominates the zero slope, but class 7 has several peaks with higher slope

values. Classes 4 and 6 are also separable from the other classes but the slope

source is clearly not as informative overall as the elevation data. hi Figure 4.4

the class-specific histograms of the aspect, data are shown. The aspect data
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Table 4.14

Pairwise JM Distances Between the 10 Information Classes

in the Landsat MSS Data Source (Maximum Separability is 1.41421)

Average: , 1.30809

4 5 6 7 8 g 10

1.40880 1.40250 1.41421 1.41336 1.41331 1,40238 1.4141g

1.05169 0.g9912 1.36284 1.40287 1.24416 1.07844 1.08332

1.29855 1.28122 1.38693 1,3836g 1.36175 1.30351 1.33886

0.95808 1,27051 1.40729 1,15989 0,49988 1,00649

1.02387 1.3gg67 0.73897 1.02265 0,g4368

1.40999 0.73667 1.26707 1.15118

_________ 1.40714 1.40779 1.40772
1.16382 0.92488

1,04157
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are evidently more informative than the slope data. Several of the classes

have small peaks and class 1 has the biggest peak around 180 degrees. Since it

did not help in terms of source-specific overall accuracy to use the 13 data

classes for the topographic data, tile topographic sources were trained only on

the 10 information classes when used in conjunction with the SMC and LOP

classifiers.

The experiments with the SMC and LOP methods were done using three

different density estimation methods for the topographic data sources in order

to see how well different methods modeled the data. Tile density estimation

methods were discussed in Chapter 2: 1) the histogram approach, 2) the

maximum penalized likelihood method and 3) Parzen density estimation.

Experiments with each modeling method are treated separately below. As

mentioned in Section 4.2.1, the data sources can be treated independently and

thus the SMC method can be applied in classification of this data set.

a) Topographic Data Modeled by Histograms

The results of the SMC classifications are shown in Tables 4.15 (training)

and 4.16 (test). The multisource classifications are shown with several values

of weights (reliability factors) in each table. The tables are organized as

follows: In the top portion of tlle tables the single-source classifications are

shown. In the boxes below, the multisource classifications are shown with

different values of weights. The first box with the multisource classifications

shows the result with equal weights and then the results with a uniform but

equal decrease in the weights of the topographic sources. The second box

shows the results when all the sources except the slope source have equal and
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Table 4.15

Statistical Multisource Classification of Colorado Data when Topographic

Sources were Modeled by Histogram Approach: Training Samples.

MSS

Elevation

Slope

_A_sj)ect

m e s a

1.1.1.1.

I..9 .9 .9

1..8 .8 .8

1, .7 .7 .7

1..6.6 .6

1..5.5 .5

1..4 .4 .4

1..3 .3 .3

1..2 .2 .2

1..1 .1 .1

1..0 .0 .0

I. I..9 I.

1.1..81.

1.1..71.

1.1..61.

1.1..51.

1.1..41.

1.1..31.

1.1..21.

1.1..11.

1.1..01.

i. i..8 .9

i..9 .8 .9

i..9 .7 .8

I..9 .6 .8

I..9 .6 .7

1..9 .5 .7

1..9 .5 .6

1..8 .5 .6

1..8 .4 .6

i..8 .4 .5

Percent Agreement with Reference for Class

__A ...... _2____¢ .... 4_..... j_ __6_ ..... _7_ _s .q 1o i[ 0A [ AV],:
Single Sources

99.3 64.3 20.9 68.6 16.6 85.2 89.8 5.3 280 67.3 69 05 5.1.33

98.7 0.0 0.0 80.0 24.2 17.2 99.3 31.6 28.0 98.0 [ 62.15 ,1770 l
95.0 0.0 0.0 4.3 10.8 27.0 61.9 0.0 4.0 0.0 Jl 42.81 ; 20.31

96.1 0.0 4.7 51.4 36.9 22.1 48.3 2.6 8.0 34.7 IL50.15 L30.49

Multiple Sources

99.7 96.4 20.9 98.6 59.9 48.4 100.0 34.2 60.0 100.0

99.7 94.6 20.9 98.6 56.1 60.7 100.0 23.7 60.0 100.0

99.7 91.1 23.3 98.6 50.3 73.4 100.0 23,7 60.0 100.0

99.7 91.1 23.3 98.6 51.0 77.9 100.0 15.8 560 1000

99.7 91.1 23.2 97.1 48.4 82,8 100.0 5.3 52.0 100.0

99.7 87.5 23.3 95.7 45.9 85,2 I00,0 0,0 36,0 i00.0

100.0 83.9 23.3 94.3 43.9 86.9 100.0 0.0 32 0 1000

I00.0 73.2 25.6 92.9 40.8 91,0 100.0 0.0 28.0 100.0

100.0 73.2 25.6 88.6 38.9 91.0 100.0 0.0 8.0 I00.0

100.0 66.1 25.6 82.9 35.0 91.8 100.0 0.0 8.0 1000

I00.0 57.1 16.3 05.7 19.8 90.2 89.8 0.0 0.0 6_7.3

99.7 96.4 20.9 98.6 58.6 52.5 100.0 26.3 60.0 100.0

99.7 94.5 20.9 98.6 57.3 54.1 100.0 28.9 60.0 190.0

99.7 92.9 20.9 98.6 57.3 57.4 100.0 28.9 60.0 100.0

99.7 91.1 20.9 98.6 57.3 58.2 100.0 31.6 60.0 100.0

99.7 91.1 20.9 98.6 55.4 64.8 100.0 31.6 600 100.0

99.7 91.1 20.9 98.5 56.1 68.9 100.0 31.6 60.0 100.0

99.7 91.1 20.9 98.6 52.9 72.1 100,0 31.6 60.0 100.0

99.7 91.1 20.9 98.6 54,1 73.0 100.0 31.6 60.0 100,0

99.7 89.2 20.9 97.1 54.1 74.6 100.0 31.6 60.0 100.0

99.7 87.5 20.9 97.1 53.5 75.4 100.0 31.6 60.0 100.0

99.7 94.6 23.3 98.6 57.3 60.7 100.0 28.9 600 100.0

99.7 92.9 20.9 98.6 56.7 60.7 100.0 23.7 600 100.0

99.7 91.1 23.3 98.6 51.6 74.6 100.0 26.3 60.0 1000

99.7 91.1 23.3 98.6 51.6 75.4 100.0 26.3 60.0 100.0

99.7 91.1 23.3 97,1 50.3 77.9 100.0 28.9 60.0 lO0 0

99.7 91.1 23.3 97.1 49.7 78.7 100.0 28.9 60.0 1000

99.7 91,1 23.3 97.1 49.0 81.1 100.0 18.4 56.0 100.0

99.7 91,1 23.3 97.1 48.4 82.0 100,0 13.2 52.0 100.0

99.7 89.3 23,3 97.1 47,1 82.0 100.0 7.9 52.0 100.0

99.7 87.5 23.3 95_7 ,17.1 84.4 100.0 5..3 52 0 100.0

i .7.4.5 9g.y__ 8_7A__23.3__ _%7 ._ 4_6_.s _.SK2__jho:o ..2.6 5zc lOO.O
:2__of pixel_s __30]_ .__56 ..... _43.... 70 __ 1,57. _!72 .... 1:7 .38 25 49

80.26 71.80

80.65 71.42

81.25 72.03

81.45 71 3?

81.05 5(,}.9_

8006 67.32

79.66 66.43

78.97 65.1 ,t

77.88 '" _"

75.59 6093

_6s..65 , 5o._6K
80.2(') 71,30

80.26 7142

80.56 71.57

80.65 71.73

81,15 72.20

81.75 72.67

81 .(',5 72.68

81.94 72.89

81.94 72.73

_83=85 . 72=__Z_
81.15 72.31

80.65 71.31

81 65 72.51

81.75 72.59

81.85 7283

81.85 72.85

81.55 71.58

81_25 70.67

80.75 69.83

8075 69.50

8o.6_ i 6925
loo8 1 1oos

The columns labeled m e s a indicate the weights applied to the sources (in tile

same order as the single source classifications above).

CPU time for training and classification: 13 see.
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Table 4.16

Statistical Multisource Classification of Colorado Data when Topographic
Sources were Modeled by Histogram Approach: Test Samples.

MSS

Elevation

Slope

__As.spect _

In e S _t

1.1.1.1.

1..9 .9 .9

I..8 .8 .8

I..7 .7 .7

1..6 .6 .6

1..5 .5 .5

I..4 .4 .4

1..3 .3 .3

1..2 .2 .2

1..1 .1 .1

1..0 .0.0

1.1. ,91.

1. 1..8 1.

1.1..7 I.

1. 1..61

1.1..5 1.

1.1..41.

1.1..31.

1.1,.21.

1.1..1 1.

1. 1..0 1.

I. I..8 .9

1..9 .8 .9

I .9 .7 .8

1 .9 .6 .8

1 .9 .6 .7

I .9 .5 .7

1 .9 .5 .6

1 .8 .5 .6

1 .8 ,4 .6

I .8.4 .5

I .7 .4 .5

Percent Agreement with Reference for Class

1 2 3 4 5 6 7 8 9 10

Single Sources

100.0 53.6 20.5 54.3 13.4 79.5 89,1 5.3 4,0 54,0

100.0 0.0 0.0 77.1 22.9 14.8 98.0 26.3 24.0 90.0

95.4 0.0 0.0 5.7 7.6 24.6 55.8 0.0 4.0 0.0

98.0 0.0 2.3 35.7 34.4 15.6 45.6 0.0 0.0 18.0

Multiple Sources

99.3 100.0 18.2 85.7 52.9 49.2 99.3 26.3 44.0 94.0

99.3 98.2 18.2 85.7 48.4 64.8 99,3 10,5 40.0 94,0

99.3 98.2 18.2 90.0 42.0 72.1 99.3 I0.5 36.0 94.0

100,0 98.2 18.2 90.0 42.0 77.9 99.3 10.5 32.0 94.0

100.0 94.5 18.2 90.0 42.7 83.6 99.3 10.5 28.0 96.0

100.0 94.6 18.2 90.0 40.1 87.7 99.3 5.3 24.0 95.0

I00.0 89.3 20.5 87.1 38.9 87.7 99.3 2.6 12.0 94.0

I00.0 80.4 22.7 85.7 35.7 90.2 99.3 0.0 4.0 94.0

I00.0 75.0 29.5 80.0 35.0 91.8 99.3 0.0 0.0 92.0

I00.0 69.6 27.3 72.9 34.4 89.3 99.3 0.0 0.0 90.0

I00.0 62.5 18.2 55.7 26.1 85.2 91.2 0.0 0.0 52.0

99,3 98.2 18.2 85.7 50.3 54.1 99.3 23.7 44.0 94.0

99.3 98.2 18.2 84,3 49,7 59.0 99.3 23.7 44.0 94.0

99.3 98.2 18.2 85.7 49.7 63.1 99.3 21.1 44.0 94.0

99.7 98.2 18.2 85.7 48.4 63.9 99.3 18.4 44.0 94.0

99,7 98.2 18.2 85.7 47.8 65.6 99.3 15.8 44.0 94.0

I00.0 98.2 18.2 85.7 45.2 68.9 99.3 13.2 44.0 96.0

100.0 96.4 18.2 85.7 46.5 68.9 99.3 13.2 44.0 96,0

I00.0 94.6 18.2 85.7 44.6 73.0 99.3 15.8 44.0 96.0

lO0.O 94.5 20.5 87.1 45.2 74.6 99.3 15.8 40.0 96.0

i00.0 94.6 20.5 85.7 45.9 74.6 99.3 15.8 40.0 96.0

99.7 98.2 18.2 85.7 47.8 64.8 99.3 21.1 40.0 94.0

99.3 98.2 18.2 87.1 47.1 64.8 99.3 132 40.0 94.0

100.0 98.2 18.2 88.6 43.9 72.1 99.3 10.5 40.0 94.0

100.0 98.2 18.2 88.6 43.3 74.6 99.3 10.5 35.0 96.0

100.0 96.4 18.2 87.1 42.7 76.2 99.3 10.5 36.0 96.0

I00.0 96.4 18.2 87.1 42.7 77.0 99.3 I0.5 36.0 96.0

I00.0 94.5 18.2 88.6 41.4 80.3 99.3 13.2 35.0 96.0

100.0 94.6 18.2 90.0 41.4 80.3 99.3 10.5 32.0 96.0

100.0 94.6 20.5 90.0 42,0 82.0 99.3 10.5 32,0 96.0

100.0 94.6 20.5 90.0 41.4 84.4 99.3 10,5 32.0 96.0

100.0 92.9 20,5 90.0 40.8 85.2 99.3 10.5 32.0 96.0

__pi_el_, 302 56 44 70 157 122 147 38 25 50

65.08 47.36

60.83 45.31

[] 41"25 / 19"31

1[_4_6_ 59__ 24.95

77.25 56.89

77.55 65,84

77.74 65.97

78.54 56.21

79.13 65.30

78.93 65.52

77.84 63.14

76.85 61.20

76.36 60.27

74.98 58.28

6_8.155_ 49.09
77.25
77.65 66.97
78.14 67.26

78.04 66.99

78.04 66.82

78.14 65.82

78.24 56.82

78.44 67.12

78.83 67.32

78_=83__ 6__7.2__4_4

78.04 65.87

77.65 66.12 1

78.24 66.49]
78.44 65.47

78.34 66.25

78.44 66.33 i

78.73 66.75

78.64 I 65.24

79.03 I 66.69

79.23 [ 66.88

79.13 I 65.72
fo- 

The columns labeled m e s a indicate the weights applied to the sources (in the
same order as the single source classifications above).
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full weights. The weight of the slopesourceis varied from 1 to 0 to seethe

effect of including this data source in the classification. The last box in the

tables shows the classification accuracies when reliability measures are used to

select the weights.

Looking at the single-source classifications in Table ,1.15 and using the

overall classification accuracy as the reliability measure, it is seen that the

MSS source is the most reliable source, elevation ranks second, aspect third

and slope fourth. That is the same ranking given by the equivocation measure

shown in Tables 4.17 (Landsat MSS data) and 4.18 (topographic data).

When all the data sources were cl:tssified with equal weights the ow,_rall

accuracy for the training data improved to 80.26% which was over 11_o better

than the best single-source classification (Landsat MSS: 69.05_c_). The average

classification accuracy also iruproved greatly (71.80_o/o), more than 17_ better

than the best average single-source classification (I_andsat MSS: 54.335/v).

Reducing the weights of the less reliable sources improved the classification

accuracy as long as the selected weights were not too low. The "best" overall

and average accuracies were achieved when the MSS, elevation and aspect

were given full weights (1.) and the slope weight was reduced to 0.2. The

overall accuracy with these wcighl, s w'ts gI.94c/_ which is 1.65q_ higher than

the overall accuracy when all t_he sources had equal weight,';. These weights

gave average accuracy of 72.89_'_ which was an improvement of just over 1%

compared to the classification with equal weights. Several other weights gave

good results as shown in Table 4.15. For the most part the results show that

when a source with a low class-specific accuracy is decreased in weight the

classification accuracy of the class goes up.
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Table 4.17

Equivocation of MSS Data Source.

lData Source Equivocation[Landsat MSS 0.800

Table 4.18

Equivocation of Topographic Data Sources with
Respect to Different Modeling Methods.

Data
Source

Elevation

Slope
A_oect

Histogram
Estimatio_

1.058
1.6_7
1.550

Maximum Penalized Parzen
Likelihood Method Estimation

1.054 1.056
1.687 1.687
1.560 1.556



107

As shown in Table 4.16 the classificationaccuracyof the test data was

improved from the single-sourceclassificationwhen the data were combbt¢_d.

As for the training data, the Landsat MSS source had the highest overall and

average classification accuracy (65.08_ and 47.36_, respectively). When all

the data sources were classified with equal weights, these accuracies increased

to 77.250_ and 66.89°7oo or by more than 12_o for the overall accuracy and

nearly 20°70 for the average accuracy (as compared to Lhe lJandsat NISS

classifications). By changing the weights, both the overall and average

accuracies were improved. The highest overall accuracy for test data was

reached when the MSS source had full weight, the elevation source had a

weight of 0.8, slope the weight 0.4 and aspect the weight 0.5. This weighting

was suggested by the reliability measures and gave overall accuracy of 79.23_/o

and average accuracy of 66.88°_o With these weights the overall accuracy

increased by nearly 2o/00 compared to the result with equal weights, but the

average accuracy stayed almost the same. The highest average accuracy for

the test data was achieved when the slope was given a weight of 0.1 and all

the other sources were given full weights. The average accuracy achieved by

this weighting was 67.32%, which is an increase of 0.43_ from the equal

weights result.

The results using the LOP are shown in Tables 4.19 and 4.20. These

results are clearly inferior to those obtained for the SMC. The LOP is

especially poor in accurate classification of classes with low prior probabilities.

It is also seen that equal weights are questionable for this classification

method. When the training data were combined with equal weights (Table

4.19), the results were an overall accuracy of 68.15_)c, and an :lvcrage accuracy
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Table 4.19

I,inear Opinion PoolApplied to ColoradoData Set.Topographic
Sourceswere Modeledby HistogramApproach: Training Samples.

Percent Agreement with Reference for

MSS

Elevation

Slope

_m_pect____
m e S a

1.1.1.1.

1..9 .9 .9

1..8 .8 .8

1..7 .7 .7

1. ,6 .6 .6

1..5 .5 .5

1..4 .4 .4

1..3 .3 .3

1..2 .2 .2

1..1 .1 .1

J_. ._o=o=9___
1.1,.91.

1.1..81.

1.1..71.

1.1..61.

1. 1..5 1.

1.1..41.

1.1.31.

1.1..21.

1. I..1 1.

J =_L..Q_.I....
I. I, .8 .9

1..9 .8 .9

1..9 .7 .8

1. ,9 .6 .8

1..9 .6 .7

1..9 .5 .7

I..9 .5 .6

1..8 .5 .6

1..8 .4 .6

I..8 .4 .5

1..7 .4 .5

#__qf.pj3$1_s.

Class

1 2 3 4 5 6 7 8 9

Single Sources

99.3 64.3 20.9 68.6 16.6 85.2 89.8 5.3 28.0

98,7 0.0 0,0 80.0 24,2 17.2 99.3 31.6 28.0

95.0 0.0 0,0 4.3 10.8 27.0 61.9 0.0 4.0

96.1 0.0 4.7 51.4 36,9 22,1 48.3 2.6 8.0

Multiple Sources

100.0 0.0 0,0 91.4 39.5 50.0 100.0 0.0 12.0

100.0 0.0 0.0 91.4 39.5 50.0 100,0 0.0 12.0

100.0 0.0 0.0 92.9 39.5 50.0 100.0 0.0 12.0

i00.0 0.0 0.0 92.9 39.5 51.6 100.0 0.0 12.0

100.0 0.0 0.0 94.3 38.9 53.3 I00.0 0,0 8,0

I00.0 0.0 16,3 94.3 36.3 53.3 I00.0 0,0 0,0

100.0 0.0 16,3 91,4 37.6 85.2 100.0 0.0 0.0

100.0 26.8 16.3 91.4 40,8 90.2 99.3 0.0 0.0

100.0 51.8 16.3 84,3 43.9 91.0 99.3 0,0 0.0

100,0 55.4 16,3 82.9 33,1 90.2 93.2 0.0 0.0

IO0,O 57.1 16.3 65,7 19.8 90.2 89.8 0.0 0.0

100.0 0,0 0.0 92.9 39.5 50.0 100.0 0.0 12.0

100.0 0,0 0.0 94.3 38.9 50.8 100.0 0.0 16.0

100.0 0.0 0.0 94.3 38.2 50.8 100.0 0,0 16,0

I00.0 0.0 0.0 94.3 38.2 50,8 I00.0 0,0 16.0

100,0 0.0 0.0 94.3 37.6 50.8 100.0 0.0 16.0

I00,0 0.0 0,0 94.3 37.6 50.8 100.0 0.0 16.0

I00.0 0,0 0.0 94,3 37.6 50.8 100.0 0.0 20.0

I00.0 0,0 0.0 94.3 37.6 50.8 I00,0 0.0 20.0

I00,0 0.0 0,0 94.3 37.6 50.8 I00.0 0.0 20.0

lO00 0.0 0.0 94.3 38,2 50.8 100.0 0.0 24.0

100,0 0.0 0.0 94.3 38.2 50.0 100.0 0.0 16.0

100.0 0.O 0.0 92.9 39,5 50.0 100,0 0.0 12.0

100.0 0.0 0.0 94.3 38.2 50.0 100,0 0.0 12.0

I00,0 0.0 0,0 94.3 38.2 50.8 I00.0 0.0 16.0

100.0 0.0 O0 94.3 38.2 51.6 100.0 0.0 16.0

I00.0 0.0 0,0 94,3 37,6 51.6 I00.0 0.0 20,0

100.0 0.0 0.0 94.3 37.6 51.6 100.0 0.0 20.0

100.0 0.0 0.0 94.3 38.2 51.7 100.0 0.0 16.0

100.0 0.0 0.0 94.3 37.6 51.6 100,0 0.0 16.0

I00.0 0,0 0,0 92.9 36.3 52.5 I00.0 0,0 8.0

100.0 0,0 9.3 92.9 37.6 52.5 100,0 0.0 12,0

. 30]. ...... 56___ 43 70 157 122 147 38 25

67.3 69,05 54.33

98.0 62.15 47.70
0.0 42.81 I 20"311

34.7 L@_45__L3_o.4_

I00.0 68.15 49.29

I00.0 68.15 49.29

I00.0 68.25 49.43

100.0 68.45 49.60 1
lO0.O 68.55 49.44 {

100.0 68,65 50.01 1
1

I00.0 72.52 53.05

100.0 75.00 56.47

91.8 76.09 57.84 ]
t

73.5 72.62 54.44 [
i

67.3 _6&fiE____so=_62_
100.0 68.25 49.431

100.0 68.45 50.00
I00.0 68,35 49.93

I00,0 68.35 49.93

i00.6 68.25 49.87

I00.0 68,25 49.87

I00.0 68.35 50.27

100.0 68.35 50.27

100.O 68,35 50.27

100.0 __6_8.5_5 __5_0._73

1O0.O 68.25 49.85

100.0 68.25 4943 ]

100,0 68.15 49,45 l
1

100.0 68.35 49.93
100.0 68.45 50.01

I00.0 68.45 50.35 ]

100.0 68.45 50.35

I00.0 68.45 50.01

100.0 68,35 49.95

100,0 67,96 48.96

1oo.o __68_65__55o_=42
49 __.too_8__k_ko_o_8

The columns labeled m e s a indicate the weights applied to the sources (in the
same order as the single source classifications above).

CPU time for training and classification: 11 sec.
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Table 4.20

Linear OpinionApplied to ColoradoData Set. Topographic
SourceswereModeledby HistogramApproach:Test Samples.

MSS

Elevation

Slope

h__sp_£__
IIl e S

1.1. 1.1.

1..9 .9 .9

1..8.8.8

1..7 .7.7

1..6 .6 .6

I..5 .5 .5

1..4 .4 .4

1..3 .3 .3

1..2 .2 .2

1..1 .1 .1

1..0 .0 .0

l- 1..9 1.

1.1..81.

1.1..71.

1.1..61.

1. 1..5 1.

1.1..41.

1. 1..3 1.

I. 1..21.

1.1..11.

1.1..01.

1. 1..8 .9

1..9 .8 .9

1..9 .7 .8

1..9 .6 .8

1..9 .6 .7

1..9 .5 .7

1..9 .5 .6

I..8 .5 .6

1..8 .4 .6

1..8 .4 .5

1..7 .4 .5
i

L_ oLpLx_ebL

1 2 3

I00.0

100.0

95.4

_ 98=0

Percent Agreement with Reference for Class
4 5 6 _L_ __A .... 9. .... lp [l OA [AVIS

Single Sources

53.6 20.5 54.3 13.4 79.5 89.1 5.3 4.0 54.0 65.08 { 47.36

0.0 0.0 77.1 22.9 14.8 98.0 26.3 24.0 90.0 60.83 4531

0.0 0.0 5.7 7.6 24.6 55.8 0.0 4.0 0.0 41.25 19.31

0.0 .... 2.3 .... 35.7 34.4 15.6 _45:fi__ 00_ - 0.0 180 4659 ')4 ()5

Multiple Sources

100.0 0.0 0.0 886 369 51.6 100.0 0,0 O0 88.0

100.0 0.0 0.0 85.6 36.3 54.1 100.0 0.0 0.0 90.0

100.0 0.0 0.0 88.6 34.4 54.9 100.0 00 0.0 90.0

100.0 0.0 0.0 87.2 33.8 55.7 100.0 0.0 00 90.0

100.0 0.0 0.0 87.1 34.4 56.6 100.0 0.0 0.0 92.0

100.0 0.0 13.6 85.7 32.5 57.4 100.0 0.0 0.0 92.0

100.0 0.0 15.9 85.7 33.1 84.4 100.0 0.0 0.0 92.0

100.0 30.4 18.2 82.9 37.6 86.9 100.0 0.0 0.0 90.0

100.0 50.0 18.2 74.3 43.9 86.9 98.0 0.0 0.0 74.0

100.0 58.9 18.2 67.1 33.1 86.1 92.5 0.0 0.0 68.0

100.0 62.5 18.2 557 26.1 85.2 91.2 0.0 0.0 52.0

0.0 0.0 88.6 37.6 52.5 1000 02 0.0 90.0

0.0 0.0 88.6 37.6 525 100.0 0.0 0.0 90.0

0.0 0.0 88.6 36.9 52.5 100.0 0.0 0,0 90.0

0.0 0.0 90.0 36.3 52 5 100.0 0.0 0.0 90.0

0.0 0.0 90.0 36.3 52.5 I00.0 0.0 0.0 90.0

0.0 0.0 90.0 35.3 51 6 100.0 00 0.0 90.0

0.0 0.0 88.6 35.7 516 100.0 00 4.0 920

0.0 0,0 88.6 35 0 516 1000 00 8.0 920

0.0 0.0 88.6 357 51 5 I00.0 0.0 80 920

33.8 51=6 . 100.,0 _ q:0 _12.0 92.0

35.7 53.3 1000 0.0 0.0 90.0

36.3 53.3 100.0 0.0 0.0 90.0

35.7 54.1 100.0 0.0 0.0 900

35.0 54.9 100.0 0,0 0.0 92.0

35.0 55.7 100.0 0.0 40 92.0

100.0

100.0

100.0

100.0

100.0

100.0

100.0

100.0

100.0

_Loo.o _p:o_.... 9=9__ss6
100.0 0.0 0.0 88.6

100.0 0.0 0.0 88.6

100.0 0.0 0.0 90.0

100.0 0.0 0.0 87.1

100.0 0.0 0.0 886

66.86

67.16

66.96

66,86

67.16

67.46

7092

73.39

73.79

46 52

,1690

46.79

46.66

,t7.01

48.12

51.11

5,t.59

5453

70.92 , 52,t0

68.15 __ 49.09 /

67.16 | 46.86
67.06

67.06

67.06

66.96

66.96

66.96

i 67.06

66=8_6
66.96

67 06

! 67.16

67.06

67.36

100.0 0.0 0.0 90.0 34.4 54.9 100,0 0.0 4.0 92.0 67.26

I00.0 0.0 0.0 88.6 33.1 54.9 I00.0 0,0 8.0 92.0 ! 67.06

100.0 0.0 0.0 90.0 33.1 54.1 100.0 0.0 4,0 92.0 55.95

100.0 0.0 0.0 90.0 34.4 54.9 I00.0 0.0 4.0 92.0 [ 67.26
100.0 0.0 0.0 87.1 31 8 56.6 I00.0 0.0 40 92.0 , 66.87

100.0 0.0 " 114 88.6 31.2 55.7 100.0 0.0 00 92.0 [1 67.16

46.78

46.88

46.88

4679

47.19

47.52

47.59

. 4780

46.75

46.82

46.98

45.91

,17 53

47.53

47.66 ]

47.32 [

47.53 I

47.15 I

47.89- iO(l-j

The columns labeled m e s a indicate the weights applied to the sources (in the
same order as the single source classifications above).
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of 49.29%, both lower than the results achieved in the single-source

classification of the Landsat MSS data. However, the accuraciescould be

improved by lowering the weights on the less reliable sources. The highest

overall and averageaccuraciesin Table 4.19wereachievedwhen the Landsat

MSS source had full weight and all the other sourceswere given the weight

0.2. The overall accuracywith theseweights was 76.09%,about 7% better

than the bestsingle-sourceclassification. The averageaccuracywas 57.84%,

about 3.5% better than the one for Landsat MSS. As noted above, these

results were worse than the ones achievedwith the SMC. It is also more

difficult to see any similar behavior for the LOP as compared to the SMC

when a source was given a lower weight and had a low classification accuracy.

In contrast to the SMC, that type of weight selection did not mean that the

accuracy for multiple sources would improve.

The test results using the LOP (Table 4.20) were similar to the training

results in most cases, although the overall accuracy when equal weights were

used was bet_ter than the best single-source classification. The overall accuracy

improved by 1.78% but the average accuracy decreased by 0.84% as compared

to the Landsat MSS result. The highest overall accuracy was achieved when

the Landsat source had full weight and all the topographic sources were given

the weight 0.3. This highest overall accuracy was 73.79%, an improvement of

6.93% as compared to the combination result with equal weights. This

particular weighting gave an average accuracy of 54.53% which was close to

the highest average accuracy in Table 4.20 (54.59_0). The average accuracy

could thus be improved by over 8.0% as compared to the equal weights case.

As noted earlier, the results using the LOP were clearly worse than the ones
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usingthe SMC. However,it is alsoevident from the resultsin Tables4.19and

4.20 that the weighting of the sourcesis more important in the LOP than in

the SMC.

b) Topographic Data Modeled by the Maximum Penalized

Likelihood Method

The topographic data were modeled by the maximum penalized

likelihood method, with all the topographic sources given a smoothing

parameter (_¢) of 10. That value of ff gave the best classification results. The

maximum penalized likelihood estimation was done using the IMSL subroutine

D3SPL. This subroutine uses f(f"(t))2dt as its roughness term R(f). The

results of SMC classifications are shown in Tables 4.21 and 4.22. The results

were similar to the histogram modeling for source specific classifications in

Tables 4.15 and 4.16. However, as seen in the tables the maximum penalized

likelihood method did a better job of modeling the aspect data than the

histogram approach. The rankings of the sources were the same as with the

histogram method: 1. Landsat MSS, 2. elevation, 3. aspect and 4. slope. This

was indicated both by the source-specific classifications in Table 4.21 and the

equivocations in Tables 4.17 and 4.18.

When the sources were combined with equal weights the result (Table

4.21) was the same as with the histogram approach in terms of overall

accuracy of traiiaing data (80.26°/0). The average accuracy was 71.54_, which

was slightly below the average accuracy of the histogram approach (71.80/_).

,qt)mewhat surprisingly the high(,:_t, overall accuracy of training data was
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Table 4.21

Statistical MultisourceClassificationof ColoradoData
whenTopographicSmlrccswereModeledby Maximum Penalized

Likelihood Method:Training Samples.

MSS

Elevation

Slope

Am pe_ct

m e s

I. I. I. I.

1..9 .9 .9

I..8 .8 .8

1..7 .7 .7

I..6 .6 .6

I..5 .5 .5

1..4 .4 .4

I..3 .3 .3

1..2 .2 .2

I. ,I ,I ,I

I, .0 .0 .0

I. I..9 I.

I, I..8 I.

1.1..71.

I.I..61.

I. I..5 I.

1.1..41.

1.1..31.

1.1..21.

1. 1.,11.

1.1..01.

I. I..8 .9

I..9 .8 .9

I..9 .7 .8

I, .9 ,6 ,8

1..9 .6 .7

1..9 .5 .7

1..9 .5 .6

I..8 .5 ,6

I..8 ,4 .6

I..8 .4 .5

I..7 .4 .5

_#__q_fmb__ls_

Percent Agreement with Reference for Class

I 2 3 4 5 6 7 8 9 10 IL__OA__[__AV_,

Single Sources

99.3 64.3 20.9 68.6 16.6 85.2 89.8 5.3 28.0 67.3 69.05 I 54.33

100.0 0.0 0.0 74,3 24.2 17.2 98.6 34.2 36.0 100.0 62.30 48.46

95.3 0.0 0.0 4.3 9.6 27.0 61.2 0.0 8.0 0.0 II 42.66 I 20.55
98.3 0.0 4.7 500 37.6 20.5 51.0 10,5 8.0 22.4 ___5_0=500_[_30.31

Multiple Sources

100.0 96.4 23.3 97.1 61.1 48.4 100.0 21.1 68,0 100.0

100.0 96.4 23.5 97.1 61.8 53.3 100,0 21.1 64.0 100.0

100.0 94.6 23.3 97.1 59.9 62.3 100.0 18.4 60.0 100.0

I00.0 91 .I 23.3 97.2 54.1 74.6 I00.0 10.5 52.0 I00.0

100,0 91,1 23.3 95.7 52.2 81.1 100.0 2.6 52.0 100.0

100.0 89.3 25.6 95.7 49.0 86.1 100.0 0.0 32.0 100.0

I00.0 83.9 25.6 92.9 44,6 86.9 100.0 0.0 32.0 I00.0

I00.0 76.8 2516 92.9 43.3 90.2 I00.0 0.0 16.0 100.0

I00.0 73.2 25.6 88.6 41.4 91,0 I00.0 0.0 8.0 I00.0

I00.0 67.9 25.6 82.9 35.0 91.8 97.3 0.0 80 100.0

100.0 57.1 16.3 65.7 19.8 90,2 89.8 0.0 0.0 67.3

100.0 96.4 23.3 97.1 61.1 48.4 100,0 21.1 68.0 100.0

100.0 96.4 23.3 97.1 61.8 49,2 1O0.0 21.1 68.0 I00.0

I00.0 96.4 23.3 97.1 63.1 51.6 I00.0 21.1 64.0 I00.0

I00,0 94,6 23.3 97.1 61.1 54,1 I00.0 23.7 64.0 1000

I00.0 92.9 23.3 97.1 60.5 56,6 I00.0 23.7 64.0 I00.0

I00.0 91,1 23.3 97.1 59,2 59.8 I00.0 23.7 04.0 1000

I00.0 91.I 23.3 97.1 56.7 64.8 I00.0 25.3 64.0 I00.0

100.0 91.1 23.3 95.7 55.4 70.5 I00.0 26.3 64,0 I00.0

100.0 91.1 23.3 94.3 53.5 73.0 100.0 26.3 64.0 I00.0

I00.0 91 ,I 25,6 943 53.5 75.4 I00.0 23.7 60.0 I00.0

100.0 96.4 23.3 97.1 60.5 54,1 100,0 23,7 64.0 100.0

100.0 96.4 23.3 97.1 60.5 5B.6 100.0 21.1 64.0 100.0

100.0 92.9 23.3 97.1 59.2 62.3 100.0 21.1 64.0 100.0

I00.0 91.1 23.3 97.1 56.7 70,5 I00.0 18.4 64.0 I00.0

100.0 91 .I 23.3 97.1 52.9 74.6 100.0 18,4 60.0 100.0

I00.0 91.1 23.3 97.1 52,2 76.2 I00.0 15.8 56.0 I00.0

100.0 91.1 25.6 97.1 50.3 80.3 100.0 7.9 56.0 100.0

lO0.O 91.1 25.6 95.7 49.7 80.3 I00.0 5.3 52,0 100,0

IO0.O 91.1 25,6 95.7 51.0 80.3 100.0 2.6 52.0 100.0

I00.0 91.1 25.6 95.7 49.0 83.6 I00.0 2.6 52.0 100,0

_10_00 8_9_3 25.6 95.7 48.4 84.4 I00.0 0.0 44.0 100.0

301 56 43 70 157 122 147 38 25 49

80.26 71.54

80.85 71.69

81.35 71.56

81.25 70,27

81.35 69.80

80.85 67.77 I

79.75 66.58 1

79.17 64.47
78.27 62.78

76.29 60.84 I

68.65 62t

80.46 71.681
80.85 71.66 1

80.85 71.80

80.95 71.80 I

81.05 71.82
81.35 72.32

81.75 72.63

81.65 72.54 _

_sj 8!_4. 7238
80.85 71.91

81.05 71.89

81.35 71,98

81.75 72.11

81.55 71.73

81.45 71.17

, 81.45 70.83

81,05 : 69,96
, 81.15 69.83

81.25 ;69.97

2.,89=8_5__t__6_8.74_

__/0o8___A0O8

The columns labeled m e s a indicate the weights applied to the sources (in the
same order as the single source classifications above).

CPU time for training and classification: 102 sec.
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Table 4.22

StatisticalMultisourceClassificationof Colorado Data

when Topographic Sources were Modeled by Maximum Penalized
Likelihood Method: Test Samples.

MSS

Elevation

Slope

As_ck____
m e s a

I. 1. i. I.

1..9 .9 .9

I..8 .8 .8

1..7 .7 .7

I..6 .6 .6

1..5 .5 .5

1..4 .4 .4

1..3.3.3

1..2 .2 .2

1..1 .1 .1

1..0 .0 .0

1.1..91.

1.1..81.

1. 1..7 1.

1.1..61.

1.1.,51.

1.1..41.

1.1..31.

1.1..21.

1. 1..11.

1. 1..01.

1, 1..8 .9

1..9 8 .9

1..9 .7 .8

1..9 .6 .8

1..9 .6 .7

1..9 .5 .7

1..9 .5 .6

1..8 .5 .6

1..8 .4 .6

1..8 .4 .5

1..7 .4 .5

1 2 3

100.0 53,6 20.5

100.0 0.0 0.0

95.4 0.0 0.0

98,0 0.0 2.3

Percent Agreement with Reference for Class I

4 5 6 7 s _9.... 19_ _]i_QA _] AVE.]
Single Sources

54.3 13.4 79.5 89.1 5.3 4.0 54.01165.08147.361
68.6 22.9 14.8 98.0 31.6 32.0 92.0 II 60.73 i 45.98 |

5.7 7.6 24,6 54.4 0.0 8.0 0.0 41.15 19.57 "
35.7 34.4 14.8 49.0 7.9 0.0 16.0 L47.18 i 25.80

Multiple Sources

i00.0 i00.0 18.2 88.6 58.0 48,4 99.3 10,5 44.0

100.0 100.0 18.2 90.0 55.4 56,6 99.3 10.5 40.0

I00.0 100.0 18.2 88,6 51.0 70,5 99.3 10.5 28.0

100.0 98.2 20.5 90.0 45.2 76.2 99.3 10.5 28.0

I00.0 96.4 20.5 90.0 45.6 83.6 99.3 5,3 24.0

100.0 94.6 22.7 90.0 41.4 88,5 99.3 5.3 16.0

100.0 91.1 22.7 85.7 40.1 88.5 99.3 0,0 4.0

100.0 82.1 29.5 84.3 40.1 91.0 99.3 0.0 0.0

100.0 750 29.5 80.0 36,9 91,0 99.3 0.0 0.0

100.0 69.6 27.3 72.9 36.3 89,3 97.3 0.0 0.0

100.0 62.5 18.2 55.7 26.1 85.2 91.2 0,0 0.0

I00.0 i00.0 18.2 88.6 58,6 49.2 99.3 10.5 40.0

100.0 i00.0 18.2 88.5 59.2 51,6 99.3 10,5 40.0

100.0 100.0 18.2 88.6 55.4 55.7 99.3 10.5 40.0

100.0 100.0 18.2 88.6 52.2 62,3 99.3 10.5 44.0

100.0 98.2 18.2 87.1 51.6 68.0 99.3 10.5 44,0

100.0 98.2 20.5 87.1 50.3 68.9 99.3 15,8 44.0

100.0 98.2 20.5 87,1 49.7 69.7 99.3 15,8 40.0

100.0 98.2 20.5 87.1 47.8 72.1 99.3 15.8 40.0

100.0 95.4 20.5 87.1 46.5 74,6 99.3 15.8 40.0

100.0 94,6 22.7 87.1 47.1 73.8 99.3 15.8 40.0

100.0 1000 18.2 88.6 54.8 56.6 99.3 10.5 40.0

100,0 100.0 18.2 88.6 52.2 61.5 99.3 10.5 40.0

100.0 98.2 20.5 88.6 48.4 69.7 99.3 10.5 36.0

100.0 98.2 20.5 88.6 44.5 73.8 99.3 10.5 32.0

100.0 98.2 20.5 90.0 45.9 75,4 99.3 10,5 32.0

100.0 98.2 20.5 90.0 45.2 78,7 99.3 10,5 32.0

100.0 96.4 22.7 88.6 45.2 82.0 99.3 10.5 32.0

100.0 96.4 22.7 88.6 45.2 82.8 99.3 10.5 28.0

100.0 96,4 22,7 88.6 45.9 84.4 99.3 10,5 28.0

100.0 94.6 22.7 90.0 43.9 87.7 99.3 10.5 28.0

100.0 946 22.7 90.0 42.7 87,7 99.3 5.3 280

__#__of_p_ixels 302 56 44 70 157 122 147 38 25

94.0 77.74

96.0 78.44

96.0 79.03

96.0 78.93

96.0 79.53

96.0 79.23

96.0 78.04

96.0 77.94

92.0 76.56

92.0 75.07

52.0 _6__s_l_E
96.0 77.94

96.0 78.34

96.0 77.24

95.0 78.64

96.0 79.03

96.0 79.23

96.0 79.13

96.0 79.13

95.0 79.13

96.0 _79.13_

96.0 78.24

95.0 78.44

96.0 78.73

96.0 78.54

96.0 79.03

96.0 79.33

96.0 79.62

96.0 77.62

96.0 79.92

960 80.02

96.0 79:6_22

5o A oH

66.09

66.60

66.20

66.40

66.09

65.39

62.75

62,24

60.38

58.47

.42:_o9
66.04

66.35

66.38

67.11

67.30

68,01

67.63

67.68

67.62

_6j.6_5
66 39

66.61}

66.71

66.34

66.78

67.04

67.28

66.96

67.19

67.29

66.63 t
j o ;_LJ

The columns labeled m e s a indicate the weights applied to the sources (in tile
same order as the single source classifications above).
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reachedwhen all the sourcesexcept the slopesourcewere given full weights

and the slopesourcewasgiven zerowtight. This highestoverall accuracy_ as

81.85_o,slightly below the highest overall accuracyof training data reached

by the histogram approach (81.94_). The histogram approach also gave a

better result in terms of averageaccuracy.

The test results using SMC are shown in Table 4.22. Looking at the

combination result, it is clear that the SMC with the maximum penalized

likelihood method outperformed the SMC with the histogram approach in

terms of overall classificationaccuracyof test data. When the sourceswere

combinedwith equalweights,the overall classificationaccuracyin Table 4.22

was 77.74_oan increaseof 12.66_ ;ts compared to the best single-source

classification. It was also 0.49°/ohi_:her than the comparable SMC with

histogramresult. However,the histogramapproach(Table 4.16)gavea 0.80_o

better result in terms of averageaccuracy. When the weights were varied,

the maximum penalizedlikelihood method gavea better result ascomparedto

the histogram combination both for overall accuracyand averageaccuracy.

The best overall accuracy result in Table 4.22 was reachedwith the s;_me

"best" weights as in Table 4.16. Those weights were indicated by the

reliability measures(MSS:I.0, elevation:0.8, slope:0.4,aspect:0.5)and gave

overall accuracy of 80.02_ and averageaccuracy of 67.29_. The overall

accuracy was increasedby 2.28_oand the averageaccuracy by 1.2% as

comparedto the equalweightsclassification. Both these results were better

than the onesachievedwith the histogram combination. The best average

accuracyachievedin Table 4.22was68.01%when all the sourcesexcept the

slopehad full weights,and the slopewasgiventhe weight 0.4.
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The results for the LOP with the maximum penalized likelihood method

are shown in Tables 4.23 and 4.24. The training result (Table 4.23) was v_:ry

similar to the result with the histograms (Table 4.19). However, tile LOP with

the maximum penalized likelihood method reached a higher overall accuracy

than its counterpart with the histogram method. When the Landsat MSS

source was given a full weight and all the other sources were given the weight

0.2, the overall accuracy reached 76.19% which was 0.10% over the "best"

result (same weights) with the histogram approach. For most of the weights

the histogram combination did better in terms of higher average accuracy of

training data as compared to the maximum penalized likelihood method.

Looking at the LOP test results in Table 4.24, it is seen that the I_OP

with the maximum penalized likelihood approach did a little better in terms of

overall accuracy as compared to the LOP with the histogram approach in

Table 4.20. When equal weights were used, the overall accuracy with the

maximum penalized likelihood method was 67.06% as compared to 68.86%

with the histogram approach. The average accuracy was the same (46.52%).

When the weights were changed, the overall accuracy improved to 73.79c_o,

the same result achieved with the same weights for the histogram method.

The average accuracy was almost the same, although a little higher in the

histogram result (0.06% difference). For the most part the results in Tables

4.24 and 4.20 were very similar. The maximum penalized likelihood modeling

could not improve the classification accuracy of test data as much as it did

with the SMC.
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Table 4.23

Linear Opinion Pool Applied to Colorado Data Set
when Topographic Sources were Modeled by Maximum Penalized

Likelihood Method: Training Samples.

MSS

Elevation

Slope

m e s a

1.1.1.1.

1..9 .9 .9

1..8 .8 .8

1..7 .7.7

1..6 .6 .6

I..5 .5 .5

1..4 .4 .4

1..3 .3 .3

I..2 ,2 .2

1..1 .1 .1

1..0 .0 .0

-I-_ 1, .91.

I. 1..81.

1.1. ,71.

1. 1.,61.

1.1..51.

1. 1. ,41.

1.1. ,31,

1.1..21.

1. 1.,I 1.

1.1..01.

1. 1..8 .9

1..9 .8 .9

1..9 .7 .8

1..9 .6 .8

1..9 .6 .7

I..9 .5 .7

1..9 .5 .6

1..8 .5 .6

1. ,8 .4 .6

1..8 .4 .5

I, .7 ,4 ,5

#c o_f j_Lxels

Percent Agreement with Reference for Class

I 2 3 4 5 6 7 8 9 I0

Single Sources

99.3 64.3 20.9 68.6 16.6 85.2 89.8 5.3 28.0 67.3

100.0 0.0 0.0 74,3 24.2 17.2 98.6 34,2 36.0 100.0

95.3 0.0 0.0 4.3 93 27.0 61.2 0.0 8.0 0.0

98.3 0.0 4.7 50.0 37.6 20.5 51.0 I0.5 8.0 22.4

Multiple Sources

I00.0 0.0 0.0 88.6 41.4 50.8 I00.0 0.0 0.0 I00.0

100.0 0.0 0.0 90.0 41.4 51.6 100.0 0,0 0.0 100.0

100.0 0.0 0.0 90.0 42.0 50.8 100.0 0.0 0.0 100.0

I00.0 0.0 0.0 90.0 41.4 52.5 I00.0 0.0 0.0 I00.0

100.0 0.0 0.0 90.0 41.4 52.5 100.0 0.0 0.0 100.0

100.0 0.0 14.0 91.4 40.1 53.3 100.0 0.0 0.0 100.0

100,0 0.0 16.3 91.4 37.6 81.1 100.0 0,0 0.0 100.0

100.0 19.6 16.3 90.0 40.1 90.2 99.3 0.0 0.0 98.0

I00,0 51.8 16.3 84.3 46.5 90.2 99.3 0.0 0.0 87.8

100.0 55.4 16.3 82.9 33.1 90.2 92.5 0.0 0.0 73.5

100.0 57.1 16.2 65.7 19.2 90.2 89,8 0,0 0.0 67.3

I00.0 0.0 0.0 90.0 41.4 50.8 I00.0 0.0 0.0 I00.0

I00.0 0.0 0.0 90.0 41.4 50.8 I00.0 0.0 4.0 I00.0

100,0 0.0 0.0 91.4 41.4 50.8 100.0 0.0 4.0 100.0

100,0 0.0 0.0 94.3 42.0 50.8 100.0 0.0 8.0 100.0

100.0 0.0 0.0 94.3 42.0 50.8 100.0 0.0 8.0 100.0

100.0 0.0 0.0 94.3 42.0 50.8 100.0 0.0 8.0 100.0

100.0 0.0 0.0 94.3 42.0 50.8 I00.0 0.0 8.0 I00.0

100.0 0.0 0.0 94.3 42.0 50.8 100.0 0.0 8.0 100.0

100.0 0.0 0.0 94.3 42.0 50.8 100.0 0.0 8.0 100.0

100.0 0.0 0.0 94.3 42.0 50.8 I00.0 0.0 8.0 100.0

100.0 0.0 0.0 91.4 41.4 50.8 100.0 0.0 0.0 100.0

100.0 0.0 0.0 90.0 41.4 51.6 100.0 0.0 0.0 100.0

100,0 0.0 0.0 92.9 41.4 50.8 100.0 0.0 0.0 100.0

I00.0 OO 0.0 92.9 40.8 50.8 I00.0 0.0 0.0 I00.0

100.0 0.0 0.0 91.4 40.8 52.5 100.0 0.0 0.0 100.0

100.0 0.0 0.0 91.4 40.8 52.5 100.0 0.0 4.0 100.0

100.0 0.0 0.0 91.4 40.8 52.5 100.0 0.0 0.0 100.0

100.0 0.0 0.o 91.4 40.8 52.5 100.0 0.0 0.0 100.0

100.0 0.0 0.0 92.9 40.8 52.5 100.0 0.0 0.0 100.0

100.0 0.0 0.0 91.4 40.8 53.3 100.0 0.0 0.0 100.0

I00,0 0,0 7,0 91,4 40.1 53.3 I00.0 0.0 0.0 I00.0

t 301 56 ____43____70 157 122 147 38 25 49

II OA LAVE

69.05 I 54.33
I

62.30148.46I
42.66120.55 1
59.5__o__L3o=3A_

68.06 48.10

68.25 48.30 I

68.25 48.29 ]

68.35 48.39
68.35 48.39

68.95 49.88

72.02 52.64

74.31 55.35

76.19 57.61

72.52 54.38

68.6_____L_5o.82_
68.15 48.22

68.25 48.62

68.35 48.76

68.75 49.51

68.75 49.51

68.75 49.51

68.75 49.51

68.75 49.51

68.75 49.51 I

6_8.75__49.511

68.25 48.36

68.25 48.30

68.35 48.51

68.25 48.44

68.35 48,47

68.45 i 48.87

68.35 ' 48.47

68.35 i 48.47
68.45 48.61

68.45 48.55

6868 4_!_
l oo_L. 1oos__j

The columns labeled m e s a indicate the weights applied to the sources (in the
same order as the single source classifications above).

CPU time for training and classification: 100 sec.
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Table 4.24

Linear Opinion Pool Applied to Colorado Data Set

when Topographic Sources were Modeled by Maximum Penalized

Likelihood Method: Test Samples.

MSS

Elevation

Slope

Aspect

mesa

1.1.1,1.

1..9.9 .9

1..8 .8 .8

1..7 .7 .7

1..6 .6.6

I..5 .5 .5

I..4.4.4
Ii .3.3.3
1..2'.2 .2

1..1 .1 .1

I..0 .0 .0

1. 1..91.

1.1..81.

1. 1..7 1.

1.1..61.

1.1..51.

1. 1..41.

1. 1..3 1.

1.1..21.

1, 1..1 1.

1.1..01.

I. I..8 .9

I..9 .8 .9

I..9 ,7,8

I..9 .6 .8

I..9 .6 .7

1..9.5.7

I..9 .5 .6

I. ,8 .5 .6

I..8 .4 .6

1. ,8 .4 .5

1..7 .4 .5

Percent Agreement with Reference for Class

1 2 3 4 5 6 7 8 9 10 __ OA___ A__VE_._

Single Sources

100.0 53.0 20.5 54.3 13.4 79.5 89.1 5.3 4.0 54,0 65.08 47.36

100.0 0.0 0.0 68.6 22.9 14.8 98.0 31.6 32.0 92.0 60.73 45.98

95.4 0.0 0.0 5.7 7.6 24.6 54.4 0.0 8.0 0.0 I[ 41.15 ] 19.57
98.___0__00__._0_____2_.3____35_.7____34_._4____I_4._8_____4_9_0_____7_.0_ ..... 0:9___ I_6._0__[__47.18_1 2580

Multiple Sources

100.0 0.0 0.0 82.9 38.2 54.1 100.0 0.0 0.0 90.0

100.0 0.0 0.0 82.9 38.2 54.1 100.0 0.0 0.0 90.0

100.0 0.0 0.0 85.7 38.2 54.9 100.0 0.0 0.0 90.0

100.0 0.0 0.0 84.3 37.6 55.7 100.0 0.0 0.0 90.0

100.0 0.0 0.0 84.3 36.3 56.6 100.0 0.0 0.0 92.0

100.0 0.0 13.6 85.7 35.0 57.4 100.0 0.0 0.0 92.0

100.0 0.0 15.9 85.7 34.4 83.6 100.0 0.0 0.0 92.0

100.0 28.6 18.2 81.4 40.1 86.9 100.0 0.0 0.0 90.0

100.0 50.0 18.2 72.9 43.9 87.7 98.0 0.0 0.0 74.0

100.0 58.9 18.2 67.1 35.0 86.1 92.5 0.0 0.0 66.0

100.0 62.5 18.2 55.7 26.1 85.2 91.2 0.0 0.0 52.0

100.0 0.0 0.0 82.9 38.2 54.1 100.0 0.0 0.0 90.0

100.0 0.0 0.0 84.3 38.2 54.1 100.0 0.0 0.0 00.0

100.0 0.0 0.0 84.3 38.2 54.1 100.0 0.0 0.0 bO.0

I00.0 0.0 0.0 84.3 38.2 53.3 100.0 0.0 0.0 90.0

100.0 0.0 0.0 85.7 38.2 53,3 100.0 0.0 0,0 90,0

100.0 0.0 0.0 85.7 38.9 53.3 100.0 0.0 0.0 90.0

100.0 0.0 0.0 85.7 37.6 51.6 100.0 0.0 0.0 92.0

100.0 0.0 0.0 85.7 36.9 51.6 i00.0 0.0 OD 92.0

100,0 0.0 0.0 85.7 36.3 51.6 100.0 0.0 0.0 92.0

100.0 0.0 0.0 85.7 35.9 52.5 I00.0 0.0 4.0 92.0

100.0 0.0 00 85.7 38.9 54.1 lO0.O 0.0 0.0 90.0

100.0 0.0 0.0 84.3 38.9 54.1 100.0 0.0 0.0 90,0

100.0 0.0 0.0 85.7 38.9 54.9 I00.0 0.0 0.0 90.0

100.0 0.0 0.0 85.7 38.9 54.9 I00.0 0.0 0.0 92.0

100.0 0.0 0.0 85.7 38.2 55.7 100.0 0.0 0.0 92.0

100.0 0.0 0.0 85.7 36.9 55.7 I00.0 0.0 0.0 92.0

100.0 0.0 0.0 82.9 34.4 55.7 I00.0 0.0 0.0 92.0

100.0 0.0 0.0 85.7 35.7 56.6 I00.0 0.0 0.0 92.0

I00.0 0.0 0.0 85,7 35.0 55.7 I00.0 0.0 0.0 92.0

I00.0 0.0 0.0 81.4 31.8 55.7 I00.0 0.0 0.0 92.0

I00.0 0.0 9.1 82.9 33.1 55.7 100.0 0.0 0.0 92.0

# of pixels 302 56 44 70 157 122 147 38 25 50

67.06

67.06

67.36

67.26

67.25

67.85

71.02

73.59

73.79

71.12

__6&is_ _
67.06

67.16

67.16

67.06

67.16

67.26

66.96

66.86

66.77

67.06

67,36

67.26

67.46

67.56

67.56

67.36

66.77

67.26

67.06

66.27

66.96

I 46.52
46.52

46.88 ,

46.75

,t6.91

48.38

51.16

54,52

54.47

52.39

.4909
46.52

46.66

46.66

46.58

46,72

46.78

45.69

46.63

46.57

47.11

46.87

46.72

46.95

47.15

47.17

47.04

46.50

46.99

46.85

45.10

[

The columns labeled m e s a indicate the weights applied to the sources (in the

same order as the single source classifications above).
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c) Topographic Data Modeled by Parzen Density Estimation

The topographic data sources were then modeled by Parzen density

estimation using a Gaussian kernel function. Smoothing parameters (or) were

selected to give the highest source-specific overall accuracies. The smoothing

parameters chosen were: elevation data (0.25), slope data (0.50) and aspect

data (0.75). The results using the SMC are shown in Tables 4.25 and 4.26.

Compared to the source-specific histogram classifications (Tables 4.15 and

4.16), the Parzen density estimation did better in modeling the elevation data

both for classification accuracy of training and test data. In fact it also gave

higher classification accuracies for test data for all the topographic data

channels when compared to the histogram approach. Parzen density

estimation also gave higher accuracies for the elevation data when compared

to maximum penalized likelihood approach (Tables 4.21 and 4.22). The

Parzen density estimation and the maximum penalized likelihood method were

similar for the slope data in terms of training but the Parzen density

estimation gave higher accuracies for testing. The maximum penalized

likelihood approach showed better performance in modeling the elevation

data.

Again the rank of the sources was not changed by using different

modeling methods. For the Parzen density estimation and the source-specific

classification accuracies of training data, the sources were ranked as follows: 1.

MSS, 2. elevation, 3. aspect and 4. slope. This was the same ranking produced

by the equivocation measures in Table 4.12. Looking at the training results

using the SMC in Table 4.25, it is seen that the overall accuracy increased to

79.76_o for the combination. However, this result was lower than both the
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Table 4.25

Statistical Multisource Classification of Colorado Data

when Topographic Sources were Modeled by Parzen
Density Estimation: Training Samples.

Percent Agreement with Reference for Class
1 2 3 4 5 6 7 8 9 I0

MSS

Elevation

Slope

_&sp_est
/12 e S a,

1.1.1.1.

1..9 .9 .9

1..8.8 .8

1..7 .7 .7

1..6 .6 .6

i..5 .5 .5

1..4 .4 .4

1..3.3 .3

1..2 .2 .2

1..1 .1 .1

1, ,0.0 .0

1.1..91.

1.1..81.

1. 1..71.

1.1..61.

1.1..51.

1.1..41.

1.1..31.

1.1..21.

Single Sources

99.3 64.3 20.9 68,6 16.6 85.2 89,8 5.3 28.0 67 3

I00.0 0.0 00 78,6 24.2 17.2 98.6 31.6 32.0 i00.0

95.3 0.0 0.0 4,3 9.6 13.1 72.1 0.0 8.0 20

98.3 0.0 4.7 52,9 33.1 16.4 50.0 7.9 8.0 40.8

Multiple Sources
99.7 96.4 209 98.6 57.3 47.5 100.0 31.6 64 0 100.0

99.7 94.6 20.9 98.6 54.1 57.4 100.0 23.7 60.0 100.0

99.7 91.1 23.3 986 49.0 72.1 100.0 21.1 60.0 100.0

99.7 91,1 23.3 98.6 47.8 77.9 100.0 15.8 52.0 100.0

99.7 91.1 233 95.7 45.2 83.6 100.0 5.3 48.0 100,0

99.7 87.5 23.3 95.7 40.1 86.1 100.0 O0 36.0 100.0

100.0 83.9 23.3 94.3 40.8 86.9 100.0 0.0 32.0 100.0

100.0 73.2 256 91.4 38.2 91.0 100.0 0.0 28.0 100.0

100.0 73.2 25.6 88.6 36.9 91.0 100.0 0.0 8.0 100.0

100.0 66.1 25.6 82.9 34.4 91.8 100.0 0.0 8.0 100.0

100,0 57,1 16.3 65,7 19,8 90,2 89,8 0,0 0,0 67,3

99.7 96.4 20.9 98.6 56.1 50.8 100.0 28.9 64.0 100.0

99.7 94.6 20.9 98.6 56.1 53.3 100.0 28.9 64.0 30.0

99.7 92.9 20.9 98.6 56.1 56.6 100.0 31.6 60.0 100.0

99.7 91.1 20.9 98.6 54.8 58.2 I00.0 31.6 60.0 I00.0

99.7 91.1 20,9 98.6 52.9 66.4 100.0 31.6 60.0 100.0

99.7 91.1 20.9 98.6 51.0 70.5 100.0 31.6 60.0 100.0

99.7 91.1 20.9 97.1 49.7 72,1 i00.0 31.6 600 I00.0

99.7 91.1 20.9 97.1 51.0 74.6 100.0 31.6 60.0 100.0

6905 I [;'I 33
t 62 40 48 9'_
II ,t2'66 [ 20 ;5

1. 1..1 1. 99.7

1, I..0 1. 99.7

1. 1..8 .9 99.7

1..9 .8 .9 99.7

1..9 .7 .8 99.7

1..9 .6 .8 99.7

I..9 .6 .7

i..9 .5 .7

I..9 .5 .6

I..8 .5 .6

1 .8 .4 .6

I..8 .4 .5

1..7 .4 ,5

89.3

87.5

94.6

92.9

91.1

91.1

79.76

79.95

8075

8085

80.46

7927

79.17

78.47

77.58

76.49

6865

80.06

80.26

___qf__pj x e I s

99.7 91.1

99.7 91.1

99.7 91.1

99.7 91.1

99.7 89.3

99.7 87.5

99.7 87.5

301 56

80.26

8095

81.15

81.05

81.55

209 97.1 52.9 74.6 100.0 28.9 60.0 100.0 1[ 81.65
I[209 97.1 49.7 76.2 100.0 28.9 6o.0 1000 f_s_25

2o 9 08.6 53.5 58.2 100.0 23.7 600 100.011 7_)86
11

23.3 98.6 49.0 72.1 100.0 23.7 60.0 100.0 I 80.85

23.3 98.6 48.4 73.0 100.0 23.7 60.0 100.0 i 80.85

23.3 97.1 48.4 77.0 100.0 23.7 60.0 100.0 81.25

23.3 97,1 47.1 77.9 100.0 237 60.0 100.0 81.15

23.3 97.1 45.9 82.0 100.0 15.8 64.0 100.0 ,, 81.25
23.3 97.1 45.2 82.8 I00.0 13.2 52.0 I00.0 80.85

l/

95.7 45.2 83.6 i00.0 7.9 52.0 100.0 ]J23.3 80.55
I/

23.3 95.7 40.8 85.2 I00.0 7.9 52.0 100.0 _ 79.95
/

23.3 95.7 41.4 86.1 100.0 2.6 48.0 100,0 _ 79_f;

43 70 157 122 147 38 25 -_[q r( 106;

71.60

7090

71.48

70.60

69 18

()6.83

66.11

64.7,t

62,33

6087

5O,52

]71154
71.61
71 52
71.48

7211

7233

72 22

7259

7234

72(_I

72 39

707.i ,

71 7,1

717£

72.03

71.98

71 _8,

70..13

69 (;5 '

69 20 i

LT:!

The columns labeled m e s a indicate the weights applied to the sources (in the
same order as the single source classifications above).

CPU time for training and classification: 101 see.
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Table 4.26

Statistical Multisouree Classification of Colorado Data

when Topographic Sources were Modeled by Parzen

Density Estimation: Test Samples.

Percent Agreement with Reference for Class

t 2 3 4 5 6 7 8 9 10 II oA_L_A 

MSS 100.0 53.6

Elevation 100.0 0.0

Slope 95.4 0.0

_AsA_ect .......... 98.0 ..... 0.0

m e s a

I. 1. I.I. 99.3

1..9 .9 .9 99.3

1. .8 .8 .8 99.3

1. .7 .7 .7 100.0

I..6 .6 .6 I00.0

1..5 .5 .5 100.0

1, .4 .4 .4 100.0

1..3 .3 .3 100.0

1. ,2 .2 .2 100.0

1..1 .1 .1 lOO.O
_1._._0_._0._0_ 100.0

'1, 1..9 1, 99.3

I. 1 .8 i. 993

I. 1 .7 1. 993

I. I..6 1. 99.7

1. 1..5 1_ 99.7

1. 1..4 1. 100.0

I. 1..3 1. 100.0

1. 1..2 1. 100.0

1, 1..1 1. 100.0

_L__k=.o1...... !90.0
I. 1..8 .9 99.3

1..9 .8 .9 99.3

1. .9 .7 ,8 100.0

1..9 ,6 .8 100.0

1. .9 .6 .7 I00.0

1..9 .5 .7 100.0

I..9 .5 .6 i00.0

1. .8 .5 .6 100.0

I..8 4 .6 1000

I..8 .4 .5 100.0

Single Sources

20.5 54.3 13.4 79.5 89.1 5.3 4.0 54.0 [65.08 I 47.36
0.0 75.7 22.9 14.8 98.0 26.3 280 100.0 61.33 4657

0.0 5.7 7.6 13.9 68.0 0.0 8.0 0,0 ,I 41.84 ,I 19.87

I

2.3 41.4 31.8 13.9 49.0 2.6 0.0 34.0 [ 4_47.7j_fi7.31_

Multiple Sources
100.0 18.2 90.0 51.6 53.3 99.3 28.9 52.0 100.0

98.2 18.2 92.9 47.8 55.6 99.3 15.8 40.0 100.0

98.2 18.2 92.9 40.8 73.0 99.3 I0.5 36.0 I00.0

98.2 18.2 91.4 41.4 80.3 99.3 10.5 24.0 100.0

96.4 18.2 91.4 40.8 87.7 99.3 10.5 24.0 100.0

94.6 18.2 91.4 38.2 90.2 99.3 5.3 16.0 100.0

89.3 20.5 88.6 36.3 90.2 99.3 2.6 8.0 100.0

80.4 22.7 84.3 34.4 92.6 99.3 0.0 0.0 100.0

75.0 29.5 80.0 35.0 92.6 99.3 0.0 0.0 98.0

69.6 27.3 72.9 33.1 91.0 99.3 0.0 0.0 98.0

62.5 18.2 55.7 26.1 85,2 91.2 00 0.0 52.0

98.2 18.2 88.6 49.7 55.7 99.3 23.7 44.0 100,0

982 18.2 88.6 48.4 61.5 99.3 23.7 44.0 100.0

98.2 18.2 88.6 47.1 66.4 99.3 23.7 44.0 100.0

98.2 18.2 90.0 47.1 66.4 99.3 23.7 44.0 100.0

98.2 18.2 900 44.6 70.5 99.3 23.7 44.0 100.0

98.2 18.2 90.0 44.6 69.7 99.3 23.7 40.0 100.0

96.4 18.2 90.0 43.3 71.3 99.3 21.1 40,0 100.0

96.4 18.2 90.0 44.6 71.3 99.3 18.4 40.0 100.0

94.6 20.5 90.0 45.2 73.0 99.3 18.4 36.0 100.0

94.6 20.5 87.1 45,9 74.6 99.3 15.8 32.0 100.0

98.2 18.2 91.4 46.5 66.4 99.3 21.1 44.0 100.0

98.2 18.2 92.9 46.5 66.4 99.3 13.2 36.0 100.0

98.2 18.2 92.9 42,0 71.3 99.3 10.5 40.0 100.0

98.2 18,2 91.4 41.4 74.6 99.3 13.2 40.0 100.0

98.2 18.2 91.4 42.0 77.0 99.3 10.5 36.0 100.0

96.4 18.2 91.4 42.7 77.9 99.3 10.5 36.0 100.0

95.4 18.2 90.0 40.0 82.0 99.3 13,2 40.0 100.0

94.6 18.2 91.4 40,1 83.6 99,3 I0,5 28,0 I00.0

94.6 20.5 90,0 38.9 83.6 99.3 10.5 24.0 I00.0

94.6 20.5 90.0 39.5 86.9 99.3 10.5 28.0 100.0

90.0 39.5 88.5 99.3 10,5 24.0 I00.0_1. 7 A_ =5.... lO0 o_ __92_9_.... 2__0:L
,_i of pixe]s__

78.44

78.64

78.14

78.93

79.62

79.03

78.04

77.05

76.75

75.37

_&8.1_5s_.
77.84

78.34

78.73

78.93

79.03

69.27

67,70

66.82 I

66.34 I

66.84 I
65.32

63.47 ]
61.37 ]

60.95 I

59.12

_4__9=09_
67.67

68,12

68.48 I

68.66

68.81 I
78.93 I 68.37

78.73 i 67.96 I
78.83 67.82

79.03 67.701

i
78.73 I 68.44 |
78.34167.00 /
78.44[67.24 I

78.73 ' 67.63|

_3o2 __. 5¢; .... _4:__

78.93

79.03

79.23

79.03

78.73

79.33

.79=3_3

___7o ...... 1ST__ 12_2___ 1_4_7___3£ .... 25_.... _so _ I_O_LL

67.28

67.24 I
67.92

66.58!
66.14 t

66.93 I

.66._.__t

._LOAA_

The (,olumns labeled m e s a indicate the weights applied to the sources (in the
same order as the single source classifications above).
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histogram combination and the maximum penalized likelihood coml)inati()n.

By weighting the sources differently, the overall :_ccura('y ir_'re:tscd t,o S l.{;,_,";,

and the average accuracy became 72.34% (weighting was MSS 1.0, elevation

1.0, slope 0.1 and aspect 1.0). These results were again lower than achieved

with the histogram method and the maximum penalized likelihood method.

Looking at the SMC testing result with tile Parzen density estimation

(Table 4.26), it is seen that the best combination result was achieved with t"1111

weights. The Parzen density estimation combination gave an overall accuracy

of 78.44% and an average accuracy of 69.27%, an iTlcrease itl over:_ll accur:_cy

of 1.19% corot)areal to Lh(_ histogr:_m cout_terpart anti 0.7_2) ovur th(, maxin_2m

penalized likelihood combination with full weights. The increase in average

accuracy was more dramatic: 2.38% above the histogram colnl)ination with

equal weights and 3.18% above the maximum penalized likelihood

counterpart. When the weights were changed to (1.0,0.8,0.4,0.5) the overall

accuracy increased to 79.33%, only 0.89% higher than the overall accuracy

achieved with equal weights. The average accuracy also decr(,ased to 66.93_q/o,

or 2.34% lower than the average accuracy with equal weights. The maximum

80.02/0penalized likelihood method with the weights (1.0,0.8,0.4,0.5) gave , o_

overall accuracy and a 67.29% average. So the maximum penalized likelihood

estimate combination could be improved more in terms of overall accuracy in

the experiments although the Parzen density estimation combination gave

higher accuracy with equal weights. Apart from this the results using these

two density estimation methods for test data were similar and better in terms

of accuracies of test data than the histogram results.
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The resultsusingthe LOP with the Parzendensity estimation are shown

in Tables4.27and 4.28. The training results in Table 4.27were very similar

to the resultswith the maximum penalizedlikelihood method in Table 4.23.

The highest overall accuracy was 75.89_ (with the weights 1.0,0.2,0.2,0.2)

which was 0.27% lower than the result with the maximum penalized

likelihood approachand the sameweights. However,the averageclassification

resultswere slightly higher in Table 4.27 than in Table 4.23. Looking at the

test result with the Parzen density estimate in Table 4.28, it is seenthat the

overall test accuracywith equalweights was66.67%,which was0.39% lower

than the counterpartwith the maximum penalizedlikelihood method in Table

4.24. The averageaccuracyof 46.58% was slightly higher than the one in

Table 4.24 (46.52%). With the weighting (1.0,0.2,0.2,0.2) the overall accuracy

for the test data with the LOP and Parzen density estimation increased to

74.09_, higher than the one achieved by the maximum penalized likelihood

method with the same weights (73.79_) and also better than the histogram

counterpart (73.79_). The average accuracy with the Parzen density

estimation (54.93_) was also slightly higher than with the other density

estimation methods (Tables 4.20 and 4.24).

d) General Comments on the Statistical Methods

Looking at the results for this second experiment using statistical

methods, it is evident that the SMC did a much better job in terms of overall

and average accuracy than the linear opinion pool. The linear opinion pool

had the weakness that it was very poor in classifying the classes with the

lowest prior probabilities. The SMC performed much better. However, the
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Table 4.27

Linear Opinion Pool Applied to ColoradoData Set
whenTopographic SourceswereModeledby Parzen

Density Estimation: Training Samples.

1 2 3
Percent Agreement with Reference for Class

4 5 6 7 8 9 10 ][_oA [Av_L
Single Sources

99.3 64.3 20.9 68.6 16.6 85.2 89.8 5.3 28,0 67.3 69.05

100.0 0.0 0,0 78.6 24,2 17,2 98,6 31.6 320 100.0 62.40

95.3 0.0 0.0 4,3 9.6 13.1 72.1 0.0 8.0 2.0 42.56

98.3 0,0 4.7 52.9 33.1 16,4 50.0 7.9 8.0 40.8 50.00

54.33

48,22

20.45

31.1L
Multiple Sources

1000 0.0 0.0 91.4 38,9 50,0 100.0 0.0 12.0 100.0

I00.0 0.0 0.0 91.4 38.9 50,0 I00.0 0.0 12.0 I000

I00.0 0.0 0.0 91.4 38.9 50,0 I00.0 0.0 120 100,0

100.0 0.0 0.0 91.4 39.5 50,8 100.0 0.0 12,0 100,0

100.0 0.0 0.0 92,9 38.9 54.1 100.0 0.0 4.0 100.0

68.06 49.23

68.06 49.23

68.06 [ 4923
68.25 49.37

68.45 I 48.98

MSS

Elevation

Slope

Aspe_ct
m e S 3,

1. 1. 1. 1,

I..9 .9 ,9

1..8 .8 .8

1..7 .7 .7

1..6 .6 ,6

I..5 .5 .5 I00,0 0.0 18.3 92.9 34.4 54.1 I00.0 0.0 0.0 I00.0

I..4 .4 ,4 I00,0 0.0 16.3 91.4 35.7 86.1 I00.0 0.0 0.0 I00.0

I..3 .3 ,3 100.0 25.0 16.3 91.4 36.3 90.2 99.3 0.0 O0 100.0

I..2 .2 .2 I00,0 51.8 16.3 84.3 42.7 91.0 9%3 0,0 0,0 91.8

I..1 .I ,I I00,0 55.4 16.3 82.9 32.5 89.3 93.2 0.0 O0 73,5

j:_.o.o ._9___o_Qo_,_o__§5:k__A6_.3___65.__7___lg_7___99.2.... 82_:8 __09_ .... 0.9_ __673._
i. 1, .9 1.

1. i,.8 I.

I. I,.7 I.

1.1,.61.

I. i,.5 I.

1.1..41.

1.1..31.

1.1..21.

1.1..11.

1. 1. ,01.

I. i..8 .9

i..9 .8 .9

I..9 .7 .8

I, ,9 .6 .8

I, .9 .6 .7

1..g .5 .7

I..9 .5 .6

i..8 .5 .6

1..8 .4 .6

1..8 .4 .5

I..7 .4 .5

100,0 0.0 0.0 91.4 38.9 50.0 I00,0 0.0 12.0 I00.0

100.0 0.0 0.0 92.9 38.9 50.0 100.0 0,0 12.0 I00.0

100,0 0,0 0.0 92.9 38.2 50.0 I00.0 O0 16.0 i00.0

I00.0 0.0 0.0 92.9 37.6 50,0 I000 0.0 16.0 I00.0

100.0 0.0 0.0 92.9 37.6 50.0 I00.0 0.0 16.0 100.0

100.0 0.0 0.0 92,9 37,6 50.0 I00.0 0.0 16.0 I000

I00.0 0.0 0.0 92.9 37.6 50.0 I00.0 0.0 16.0 I00.0

I00.0 0.0 0.0 92.9 37.6 50.8 100.0 0,0 200 100.0

100.0 0.0 0.0 92.9 37.6 50.8 100.0 0,0 200 i00.0

100.0 0,0 0,0 92.9 35.9 50.8 100.0 0,0 20.0 I00.0

I00.0 0.0 0.0 92.9 38.2 50.0 100.0 0,0 12.0 10(3.0

I00.0 0.0 0.0 91.4 38.9 50.0 I00.0 0,0 120 I000

100.0 0.0 0.0 92.9 38.9 50.8 I00.0 0.0 120 lO00

100,0 0.0 0.0 92.9 37.6 50.8 100.0 0,0 120 100.0

100.0 0.0 0.0 92,9 37.6 50.8 1000 O0 16.(I 1000

i00.0 0.0 0.0 92.9 37,6 50.8 I00.0 0.0 16(1 100.0

100.0 0.0 0.0 92.9 36,9 51.6 100.0 0.0 12.0 100.0

100.0 0.0 0.0 92.9 36,9 52.5 100,0 0.0 12,0 100.0

100.0 0.0 0.0 92.9 36,9 52.5 100.0 0.0 16.0 100.0

100.0 0.0 0.0 92.9 34,4 52.5 100.0 0.0 8.0 100.0

100.0 0.0 9.3 92.9 33,8 53.3 I00,0 0.0 8.0 I000

__)fpixel¢_s 301 56 43 70 157 122 147 38 25 49

68.35

72.3'2

74.21

7589

72,42

6806

68.15

68.15

68.06

68.05

68.06

68.06

68.25

68.25

6815

68,06

68.25

68.06

6815

68.15

68.06

68.15

68.25

67.66

_!922_

The columns labeled m e s a indicate the weights applied
same order as the single source classifications above).

CPU time for training and classification: 99 sec.

49.76

[ 52.94

55.84

57.72

54.30

__o=_2_
4923 !

49.37

49.71
49.64

49.64 _

49.64 I

49.64i

50.13

50.13

50.06

49.23

49.45

49.33

49.73

49.73

49,34

49.43

49.83

48.77

Ag:TL
3oo8

to the sources (in the
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Table 4.28

Linear Opinion Pool Applied to Colorado Data Set
when Topographic Sources were Modeled by Parzen

Density Estimation: Test Samples.

MSS

Elevation

Slope

Aspect

m e s a

1.1.1.1.

1..9 .9 .9

I..8 .8 .8

I..7 .7 .7

1..6 .6 .6

I..5 .5 .5

1..4 .4 .4

1..3 .3 .3

I..2 .2 .2

I..1 .1 .1

1..0 .0.0

1. 1..9 1.

1.1..81.

1. 1..7 1.

1. 1..6 1.

1. 1..5 1.

1.1..41.

1.1..31.

1.1..21.

1.1..11.

1. 1.,0 I.

I. I..8 ,9

I..9 .8 .9

I..9 .7 .8

I..9 .6 .8

I..9 .6 ,7

I..9 .5 .7

1. ,9 .5 .6

I. ,8 .5 .6

I..8 ,4 ,6

I..8 .4 .5

1..7 .4 .5

Percent Agreement with Reference for Class

1 2 3 4 5 6 7 8 9 10

Single Sources
100.0 53.6 20.5 54.3 13.4 79.5 89.1 5.3 4.0 54.0

100.0 0.0 0.0 75.7 22.9 14.8 98.0 26.3 28.0 100.0

95,4 0.0 0.0 5.7 7.6 13.9 68.0 0.0 8,0 0.0

98.0 0.0 2.3 41.4 31.8 13.9 49.0 2.6 0.0 34.0

Multiple Sources

I00.0 0.0 0.0 87.1 35.0 51.6 I00.0 0.0 0.0 92.0

I00.0 0.0 0.0 85.7 33.8 52.5 i00.0 0.0 0,0 94.0

100.0 0.0 0.0 85.7 33.8 55.7 I00.0 0.0 0,0 94.0

I00,0 0.0 0.0 85.7 33.8 56.6 I00.0 0.0 0.0 96.0

100.0 0.0 0.0 857 33.1 57.4 100.0 0.0 0.0 98.0

100.0 0.0 13.6 84,3 32.5 59.0 100.0 0.0 0.0 100.0

100.0 0.0 15.9 84.3 31.9 86.1 100.0 0.0 0.0 100.0

100.0 30.4 18.2 80.0 35.7 88.5 100.0 0.0 0.0 96.0

100.0 50.0 18.2 72,9 43.9 87.7 98.6 0,0 0.0 78.0

100.0 58.9 18.2 65.7 32.5 86.1 93.2 0.0 0.0 70.0

I00,0 62.5 18,2 55.7 26.1 85.2 91.2 0.0 0.0 52.0

100.0 0.0 0.0 85.7 35.7 51.6 100.0 0.0 0.0 94.0

100.0 0.0 0.0 85.7 35.7 52.5 100.0 0.0 0.0 94.0

100.0 0.0 0.0 85.7 35.7 53.3 100.0 0.0 0.0 94.0

100.0 0.0 0.0 85.7 35.7 53.3 100.0 0.0 0.0 94.0

100.0 0.0 0.0 87.1 35.7 51.6 100.0 0.0 0.0 96.0

I00.0 0.0 0.0 87.1 35.7 50.8 I00.0 0.0 0.0 98.0

100.0 0.0 0.0 87.1 36.3 50.0 100.0 0,0 4.0 100.0

100.0 0.0 0.0 87.1 35.0 49.2 100.0 0.0 8.0 100.0

100.0 0.0 0.0 87,1 34.4 49.2 100.0 0.0 8.0 100.0

100.0 0.0 0.0 87.1 33.8 50.0 100.0 0.0 12.0 100.0

100.0 0.0 0.0 87.1 35.0 53.3 100.0 0.0 0.0 94.0

100.0 0.0 0.0 85.7 34.4 53.3 100.0 0.0 0.0 94.0

I00.0 0.0 0.0 85.7 34.4 55.7 I00.0 0.0 0.0 96.0

I00.0 0.0 0.0 85.7 34.4 55.7 I00.0 0.0 0.0 96.0

100.0 0.0 0.0 84.3 33.8 55.7 100.0 0.0 4.0 96.0

100.0 0.0 0.0 84.3 33.1 55.7 100.0 0.0 4.0 98.0

100.0 0.0 0.0 84.3 32.5 55.7 100.0 0.0 8.0 98.0

I00.0 0,0 0.0 82.9 32.5 56.6 I00.0 0.0 4.0 98.0

100.0 0.0 0.0 84.3 33, i 57.4 I00.0 0.0 4.0 I00.0

I00,0 0.0 0.0 84,3 31.2 58.2 I00,0 0,0 4.0 100.0

I00.0 0.0 I 1.4 84.3 31.8 58.2 I00,0 0,0 0.0 I00,0

___ of pixels 302 56 44 70 157 122 147 38 25 50

65.08 I 47.36

61.33 46.57

41.84 19.87

47.77 27.31_

66.67 46.58

66.57 46.59

66.96 46.92

67.16 47,20

67.26 47.42

67.95 48.94,

71.22 51.81

73.39 54.87

74.09 54.93 1
70.92 52.46

s s_.lS___49 09_
66.77 46.70[
66.86 46.78

66.96 46.87]

66.96 46.87
66.96 47.04

66.96 47.16 I

67.16 4?.74 I

66.96 47.94

66.86 47.87

66.___996_ 4__8=_29_

66.96 46.95

66.7? 46.74

67.16 47.18 1

67.16 47.18

67.06 47.38

67.06 47.51

67.06 47.85

66.96 47.39

67.35 47.88

67.16 47.77

67.6L 48_Qd
i_._oii__j Oj_L_J

The columns labeled m e s a indicate the weights applied to the sources (in the
same order as the single source classifications above).
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LOP was a little faster than the SMC. The maximunl p(malize(]lik('_lihood

method gave the highest overall accuracyof t(,st data, but that method and

the Parzen density estimation showeda very similar performancein terms of

accuracyof test data. The histogramapproachwasbest for training data and

it is clearthat it is very hard to improve on it there.

The CPU times for the different methods are shown in Table 4.30. Th(_

histogram estimation is clearly the fastest (1 see); the Parzen density

estimation (30 sec) and the maximum penalized lik,_lihoodnmthod (31 sty(:)

were very close in speedin this experiment. Tile training and test samples

were very small in this experiment. In Section 4.3 it will be seen how well

thesemethodsperform in terms of speedwith larger samplesizes.

4.2.5 Results of the Second Experiment: Neural Network Methods

The neural network methods were trained as in Section 4.2.2. There

were 56 input neurons and 13 output neurons to account for the 13 data

classes.The input data wasGray-codedand the convcrgen(:ecriterion for the

training procedureswas the sameasin Section4.2.2.

a) Experiments with the Conjugate Gradient Linear Classifier

The classificationresultsfor the CGLC network are shownin Tables4.31

(training) and 4.32 (test). The training procedure did not converge but

stopped after 344 iteration when the error function did not decrease further.

The highest overall accuracy of training data was reached after 344 iterations

(82.24%). However, the highest average accuracy of training data was

achieved after 250 iterations (73.44%). The highest overall accuracy of test
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Table 4.29

Source-SpecificCPU Time (Training Plus
Classification): LandsatMSSData Source.

Sensor MSS
of channels 4

CPU time 4

Table 4.30

Source-Specific CPU Times (Training Plus
Classification) for Topographic Data Sources
with Respect to Different Modeling Methods.

Method

CPU time

Histogram
Estimation

1

Maximum Penalized
Likelihood Method

31

Parzen
Estimation

3O



127

Table 4.31

ConjugateGradient Linear ClassifierApplied to
ColoradoData: Training Samples.

Number of i CPU Percent Agreement with Reference for (;lass

iterations time

50 110

100 209

150 295

200 375

250 483

300 559

343 644

_flof p_ixels

1 2 3 4 5 6 7 8 9 10

100.0 92.9 37.2 87.1 52.2 73.8 98.6 21.1 20.0 87.8

100.0 94.6 39.5 85.7 56.7 70.5 1000 28.9 52.0 898

100.0 85.7 58,1 85.7 59,2 72.1 100.0 28.9 56.0 87.8

100.0 85.7 53.5 84.3 58.6 74.6 100.0 23.7 56.0 91.8

100.0 85.7 55.8 82.9 59.2 74,6 100.0 26.3 56.0 93.9

100.0 85.7 55.8 82.9 61.1 69.7 100.0 26.3 56.0 91.8

100.0 85.7 55.8 82.9 61.1 69.6 100,0 26.3 56.0 93.9

301 56 43 70 157 122 147 38 25 49

OA r AVE

81.45 I 71.77

82,34 [ 7335!

82.24 [ 72.82

82.54 I 73.44

82.14 I 72,93;
82.24 I 73.13 _

Table 4.32

Conjugate Gradient Linear Classifier Applied to
Colorado Data: Test Samples.

Number of Percent Agreement with Reference for Class
iterations 1 2 3 4 5 6 7 8 9 i0 OA ! AVE

so 100.0 87.5 318 800 49.7 67.2 97.3 18.4 200
100 100.0 98.4 38.6 71.4 54.8 74.6 98.8 18.4 48.0 80.0 79.53 / 68.08

/

150 I00.0 85.7 50.0 74.3 55.4 73.8 98.0 21.1 58.0 76.0 79.62 l 89,03

200 100.0 85.7 45.5 75,7 54.8 74.6 98.0 18.4 600 78.0 7982 ! 89.07

250 100.0 85.7 47.7 72,9 54.8 74.6 98.0 18,4 60.0 78.0 79,53 ] 69.01

300 100.0 85.7 47.7 71.4 55.4 73.0 98.0 18.4 60.0 78.0 79.3316878
343 100.0 85.7 47.7 729 55.4 73.0 98.0 18.4 600 78.0 79.43 / 68.91
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data was reached after both 150 and 200 iterations (79.62_). The highest

average accuracy of test data was observed after 200 iterations. After 343

iterations the overall accuracy of test data was 79.43_ and the average

accuracy was 68.91_.

b) Experiments with the Conjugate Gradient Baekpropagation

The three layer CGBP was trained with 8, 16 and 32 hidden neurons.

Using more than three layers did not improve the accuracy of the network.

The classification results with 8 hidden neurons are shown in Tables 4.33

(training) and 4.34 (test). The training procedure stopped after 933 iterations

and the highest overall accuracy was reached after 900 iterations (87.80_)

together with the highest average accuracy (79.62_o). Using the 8 hidden

neurons improved the overall accuracy of training data by over 5_ and the

average accuracy by over 6_ as compared to the CGLC. However, the CCBP

training procedure was more time consuming than the CGLC as seen in

Tables 4.31 and 4.33. Although the training results were better for the

CGBP with 8 hidden neurons as compared to the CGLC, the test results were

worse, both in terms of overall accuracies and average accuracies. The best

accuracy for test results in Table 4.34 were achieved after 150 iterations

(overall: 79.23_, average: 65.62_). The results after 933 iterations were

lower (overall: 77.65_Vo, average: 65.05°/o).

The CGBP results with 16 hidden neurons are shown in Tables 4.35

(training) and 4.36 (test). After 979 iterations the error function did not

decrease and the highest values of overall accuracy (92.46%) and average

accuracy (90.03%) were reached. Although these accuracies were significantly
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Number of

iterations

50

100

150

200

250

300

350

400

600

900

933

#o_2_ixels

Table 4.33

Conjugate Gradient Baekpropagation with 8 Hidden
Neurons Applied to Colorado Data: "i'raining Samples.

] 112

[ 202

[ 292

{378
{ 473

{ 558

[ 641

{ 873

{ 1102

I 1644

Percent Agreement with Reference for Class
1 2 3 4 5 6 7 8 9 10

100.0 98,4 4.7 85.7 39.5 67,2 99.3 5,3 0,0 87,8

100.0 89.3 41.9 88,6 58.6 75.4 100.0 18.4 8.0 91.8

100,0 91.1 46.5 87.1 66.9 77.0 100.0 34,2 8,0 91.8

100.0 82.1 62.8 91.4 64.3 85.2 100.0 42.1 24.0 05.9

100.0 85.7 55.8 92.9 66.2 82.8 100,0 47.4 280 95.9

100.0 87.5 55.8 94.3 65.6 86.9 100.0 50,0 28.0 95.9

100.0 87.6 58.1 04.3 62.4 88.5 100.0 47.4 32.0 08.0

100.0 87.5 60.5 92.0 65.0 869 100.0 50.0 40.0 08.0

100.0 96.4 46,5 94.3 68,8 90,2 100.0 52.6 40,0 98.0

100.0 96,4 48.8 95.7 65.0 91.8 100.0 60,5 40.0 98.0

100.0 96.4 48.8 95.7 64.3 91.8 100.0 605 40,0 98.0

301 56 43 70 157 122 147 38 25 49

"3

74 015859 
H 80'95 [ 67"20L

H83.2317o,26|
H85.22174.78b

85,52 75.47

86.21 76.40

86.11 76.82

86.61 78.08

87.70 78.68

87,80 79.62

87.70 ?_.5_

Table 4.34

Conjugate Gradient Backpropagation with 8 Hidden
Neurons Applied to Colorado Data: Test Samples.

Number of Percent Agreemen_ with Reference for Cfuss
iterations 1 2 3 4 5 6 7 8 9 10

50

100

150

200

250

300

350

400

600

900

933

__ of ixpL_ls

I00.0 75.0 15.9 75.7 28.0 83.6 98.0 2.6 0.0 80,0

I00.0 I00.0 18.2 78.6 57.3 73,0 98.6 18.4 8.0 84.0

I00.0 95.4 27.3 82,9 61,1 65.6 98,6 26.3 20.0 78.0

I00,0 75.0 47.7 77,1 57,3 65.6 97.3 21 .I 4.0 80.0

100.0 76.8 45.5 75,7 56.7 64,8 98.0 21 ,I 4.0 74,0

100.0 83.9 47.7 75 7 54.1 66,4 98.0 23.7 4 0 76.0

I00.0 82.5 43.2 74.3 53.5 65.6 97.3 31.6 12.0 76.0

100.0 83.9 43.2 77.1 54.8 66.4 97.3 31,6 20.0 71,4

100.0 87,5 36.4 77.1 54.8 63.1 97,3 34.2 13.2 70.0

100.0 87,5 38.6 77.1 56,1 63.1 96.6 36.8 20.0 72.0

100.0 87.5 38.6 77.1 56.1 63.1 96.6 39,5 20.0 72.0

302 56 44 70 157 122 147 . .28 ..... 25 .... 50 .

OA L_Ay_E
72.70 [ 55.88

78.73 { 63.61

79,23 I 65,62

77.25 [ 6251

76.76 { 61.65

77.25 1 62.95

77.15 I 63.60

77.62{64.57{

77.15 I 63.36 /

77.55164.78 I

Lot] .i _0!k_
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Table 4.35

ConjugateGradient Backpropagationwith 16Hidden
NeuronsApplied to ColoradoData: Training Samples.

Number of CPU

iterations time

50 180

I00 353

150 524

200 685

250 847

300 1015

350 1161

400 1341

600 2006 I

900 3005 I

979 3233__I# of pixels

Percent Agreement with Reference for Class

1 2 3 4 5 6 7 8 9 I0 OA I _VE

I00.0 69.6 18.6 84.3 28.7 82.8 98.0 5.3 4.0 85.7 73.61 [_7.70

100.0 94.6 18.6 87.1 60.5 71.3 100.0 15.8 24.0 95.9 80.46 1{6.78

100.0 92.9 32.6 92.9 65.6 68.9 100.0 34.2 52.0 93.9 83.13 1_3.30

I00.0 94.6 34.9 92.9 65.6 80.3 I00.0 52.6 68.0 95.9 85.91 I _8.48

100.0 92,9 39,5 98.6 67.5 82.0 100.0 68.4 76.0 98.0 87.80 J [ 2,29

100,0 91.6 48.8 98.6 71.3 85.2 100.0 76,3 84.0 98,0 80.58 [ [5.38

100,0 92.9 40.5 100,0 75.2 82,8 100.0 76.3 92.0 98.0 90.18 i [ 6.37

I00.0 91.I 46.5 ]00.0 76.4 86.1 I00.0 78.9 I00.0 I00.0 91.07 [_7.90

I00.0 92.9 51.2 I00.0 77.1 86.1 I00.0 84.2 I00.0 I00.0 91.67 _ 49.16

100.0 91.1 53.4 100.0 77.7 87.7 100.0 86.8 100.0 100.0 92.06 ] 49.67
100.0 91.1 55.8 100.0 82.2 84,4 100.0 86,8 100.0 100,0 _2,46 I _0.03

301 56 43 70 157 122 147 38 25 49 _I_008 I_! 008__

Table 4.36

Conjugate Gradient Backpropagation with 16 Hidden
Neurons Applied to Colorado Data: Test Samples.

Number of Percent Agreement with Reference for Class |

iterations 1 2 3 4 5 6 7 8 9 I0 ] OA __.__AA

5O

100

150

2OO

250

300

350

4O0

600

900

979

I00.0 75.0 15.9 75.7 28,) 83.6 98.0 2.6 0.0 80.0 72.7(, { 55.881

I00.0 I00.0 18.2 78.6 57:; 73.0 98.6 18.4 8.0 84.0 78.7: 63.61

I00.0 9fi.4 27.3 82.9 61. I 65.6 98.6 26.3 20.0 78.0 79.2_ 65.52
I00.0 92.9 31.8 77.I 535 70.5 98.6 31.6 28.0 74.0 78.4, 65.80

i00.0 83.9 29.5 68.6 53.5 68.0 98.6 36.8 32.0 74.0 77.2! 64.49

I00.0 83.9 45.5 64.3 56.1 63.1 98.0 31.6 36.0 72.0 77.I, = 65.05

I00.0 83.9 40.9 61.4 63.1 60.7 98.0 28.9 36,0 68.0 77,2, c 64.09

I00.0 82.1 47.7 65.7 59.2 61.5 96.6 26.3 36.0 74.0 77.3! 64.91

i00.0 80.4 47.7 60.0 56.1 63.1 96.6 28.9 36,0 70.0 76.3{ 63.88

I00.0 80.4 47.7 58.6 55.4 62.3 97.3 28,9 36.0 58.0 75.7_ 62.46

lO0.O 78.6 47.7 58.6 59.2 58.2 97.3 28.9 36.0 58.0 75.5_ 62.2__55 J

[_._f E_el_s .... 302_ .... 56 44 70 157 122 147 38 25 50 __1_0_1l___ 1011__
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improved from the results with 8 hidd(m neurons, t,he test results (Tabh, 4.3(_)

were no better than the ones with 8 hidden neurons. Also, artier 350 iterations

the test results with 16 hidden neurons were worse than those with 8 hidden

neurons. Similar results were observed with the CGBP when 32 hidden

neurons were used (Tables 4.37 (training) and 4.38 (test,)). The highest, overall

(93.45%) and average (91.74%) accuracies were reached after 807 iterations

with 32 hidden neurons. The overall and average accuracies of test data

(Table 4.38) were still lower when 16, 8 or no hidden neurons (CGLC) wer(_

used. As pointed out above, using hidden neurons makes the training

procedure more time consuming (see Tables 4.31 (no hi(ld(._n neuroi_s), ,t.:_3,

4.35, 4.37). Tile classification time for training and test (hd,:t was also longer

as seen below:

1) No hidden neurons: 11 sec.

2) 8 hidden neurons: 17 sec.

3) 18 hidden neurons: 20 see.

4) 32 hidden neurons: 25 sec.

4.2.6 Summary

The best results from th( e second experiment on the Colorado data _,rc

shown in Figure 4.5. Tile results of this experiment showed that the neural

network methods can do as well as the statistical methods when representative

training samples are used. The neural network methods always outperformed

the statistical methods in terms of classification of training data, but, in terms

of overall classification accuracy of test data, the SMC met.hod was slightly

better than the neural net.works. This was in contrast t,o the results achieved
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Table 4.37

ConjugateGradientBackpropagationwith 32Hidden
NeuronsApplied to ColoradoData: Training Samples.

-Numb_erofi-CPU ] ................. Per-ce_nt £greementwith-Refe-r-ence fo_r-Cl_,'-t- ................. I
iterations time

50 349

I00 666

150 967
200 1287 ]

250 1609

_300 1967

350 2260

400 2558

600 3812

807 5045

_els

1 2 3 4 S 8 7 8 g ,o o__A sy_Ed
100.0 96.4 32.6 829 51,6 73.8 100.0 10.5 20.0 87.8 79.07 65,56

I00.0 83.9 44.2 90.0 65.0 72.1 I00.0 34.2 44.0 93.9 83.04 72,73

10009. ,65 9716568,4 1000474 680100.0100.0 92.9 62.8 100.0 73.2 85.2 100.0 73.7 100.0 100.0

I00.0 91.I 53.5 I00.0 77.1 91.0 I00.0 81.6 I00.0 I00.0 92.16 I 89.43
100.0 94.6 53.5 100.0 79.0 88.5 100.0 84.2 100.0 100.0 _92.46 I 89,98

100.0 87.5 62.8 100.0 84.1 86.1 100.0 89.5 100.0 100.0 93.15 { 91.00

100.0 87.5 62.8 100.0 80.9 90.2 100.0 80.5 100.0 100.0 93.15 { 91.09

100.0 89.3 62.8 100.0 83.4 87.7 100.0 89.5 100.0 100.0 93.35 { 91.27

lOO.O 92,9 658 100.0 82.2 87.7 100.0 89.5 100.0 100.0 93.45 ,91=74,
I----_

301 56 43 70 157 122 147 38 25 49 I008 { I00_8__

Table 4.38

Conjugate Gradient Baekpropagation with 32 Hidden
Neurons Applied to Colorado Data: Test Samples.

Number of Percent Agreement with Reference for Class
iterations 1 2 3 4 5 6 7 8 9 I0 OA AVE

5o
I00

150

200

250

300

350

400

600

807

___9f_pjy els5 302

100.0 94.6 31.8 80.0 51 0 74.6 98.6 13.2 8.0 82.0

I00.0 82.1 45.5 75.7 55,4 65.6 98.6 21.1 28.0 76.0 77.74 64.80

100.0 92.9 36.4 67.1 57.3 70.5 98.6 28.9 36.0 80.0 78.93 66.77

100.0 82.1 52.3 60.0 85.4 65.6 98.6 31.6 48.0 74.0 77.74 69.76

100.0 82.1 43.2 60.0 56.7 62.3 98.6 31,6 56.0 78.0 77.55 66.85

I00.0 83.9 45,5 61.4 61.1 62.3 98.6 31.6 48.0 80.0 78.44 67.24

99.7 76.8 40.9 57.1 57.3 58,2 98.6 34.2 52.0 78.0 76.46 65.28

99.7 76.8 40.9 58.6 57.3 60,7 98.6 34.2 48.0 74.0 76.56 64,88

99.7 75.0 40.9 54,3 55.4 59.0 98.0 28.9 56.0 70.0 75.37 63.72

99,7 80.4 40.9 55.7 54.8 57.4 98.0 26.3 56.0 68,0 7_5=2__7___63.__7__2_

56 44 70 157 122 147 38 25 50 ]011_._10J]_
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in the first experiment on the Colorado data where the training data were not

as representative. In the first experiment the SMC method outperformed the

neural networks by more than 4% in overall test accuracy.

In the second experiment the SMC showed very good performance with

equal weights but could be improved by more than 2% with different weight

selections. The SMC outperformed the LOP by much in classification of these

data. The highest overall classification accuracy for test data was reached by

the SMC (80.02%) when the topographic data sources were modeled by the

maximum penalized likelihood method. The highest overall accuracy for test

data with the neural network methods was reached with the CGLC (79.62%).

Adding hidden neurons did not improve the performance of the neural

networks in terms of classification accuracy for test data, although it did

improve the accuracy for training data. Using hidden neurons also slowed the

training procedure. In general the neural networks took longer to train than

the statistica} methods. They were also more time consuming in classification

of training and test data. The SMC and LOP needed only 7 and 5 sec of CPU

time respectively.

In both experiments on the Colorado data the neural network methods

were better in terms of accuracy than the statistical methods in classification

of training data. The class prior probabilities in the statistical methods have

an overwhelming effect on those methods which favors certain classes.

Although a number of training samples for a class provides the neural network

with "prior" information, the effect is different than multiplying the priors as

in the statistical case. One of the major problems with the neural network

methods is determining how to prevent them from "overtraining." In order to
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achieve the highest accuracyfor test data, the networks often need fewer

iterations than the training proceduresgo through.

4.8 Experiments with Anderson River Data

The AndersonRiver data set is a multisourcedata set madeavailable by

the CanadaCentre for RemoteSensing(CCRS) [83}.The imagery inwflves a

2.8 km by 2.8 km forestry site in the Anderson River area of British

Columbia, Canada, characterized by rugged topography, with terrain

elevationsranging from 330 to 1100m above sea level. The forest cover is

primarily coniferous,with Douglas fir predominating up to approxinlately

1050 m elevation, and cedar, hemlock and spruce types predominating at

higher elevations.The AndersonRiver data set consistsof six data sources:

1) Airborne Multispectral Scanner (ABMSS) with 11 data channels (10

channelsfrom 380to 1100nm and 1channelfrom 8 to 14Im 0.

2) Steep Mode Synthetic Aperture Radar (SAR) with 4 data channels

(X-HH, X-HV, L-HH, L-HV) 3 .

3) Shallow Mode SAR with 4 data channels (X-HH, X-HV, L-ttH, L-HV).

4) Elevation data, 1 data channel, with elevation ill meters =-: 61.996 !

7.2266 * pixel value.

5) Slope data, 1 data channel, with slope in degrees - pixel value.

6) Aspect data, 1 data channel, where aspect in degrees : 2 * pixel value.

3. X- and L-band synthetic aperature radar imagery (horizontal polarization transmit
(HH) and horizontal/vertical polarization receive (HV)).
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The ABMSS and SAR data were detected during the week of July 25 to

31, 1978. Each channel comprises an image of 256 lines and 256 columns. All

of the images are co-registered with pixel resolution of 12.5m.

There are 19 information classes in the ground reference map provided by

CCRS. In the experiments reported here only the 6 predominant classes were

used, as listed in Table 4.39. Three of these classes, Douglas fir (21-30m),

Douglas fir + lodgepole pine, and forest clearings (classes 2,4 and 6), each

covered two spatially distinct fields. Therefore, these classes were trained as

two different data classes, and the total number of data classes in the

experiments became 9. Training samples were selected on a uniform grid as

10g of the total the sample size of a class.

The separability of the information classes for each of the data sources

was examined. The ABMSS and SAR data sources were modeled as Gaussian

and their separability was estimated by computing the JM distances between

the information classes. On the other hand, the topographic data sources were

non-Gaussian with one feature each. A convenient way of examining the

discriminability of the classes in the topographic sources is to look at the class

histograms for the information classes.

In Tables 4.40 to 4.42 the JM distances (maximum of 1.41421) between

the information classes are shown for the ABMSS (Table 4.40) and SAR

(Tables 4.41 and 4.42) data sources. The ABMSS source had an average

separability of 1.199, the SAR sh (Shallow) source an average of 0.4631 and

the SAR st (Steep) source an average of 0.4311. The information classes in

the SAR sources are apparently hard to discriminate.
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Table 4.39

Information Classes, Training and Test Samples
Selected from the Anderson River Data Set.

Class #

1
2

3

4
5

6

Total

Size
9715

5511

5480

5423
3173

12600

41902

Information Class

Douglas Fir (31-40m)

Douglas Fir (21-30m)
Douglas Fir + Other Species (31-40m)

Douglas Fir + Lodgepole Pine (21-30m)
Hemlock + Cedar (31-40m)

Forest Clearings

Training_ ....

971

551

548
542

317
1260

4189

Testin_

8744

4960

4932
4881

2856
11340

37713

Training samples are 10% of total. The training samples
UNIFORMLY over the image.

Data Sources:

sl - ABMSS (11 spectral data channels)
s2 - SAR sh (4 radar data channels)

s3 SAR st /4 radar data channels)s4 Elevation elevation data channel)

s5 - Slope (1 slope data channel)
s6 - Aspect (1 aspect data channel)

were selected
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Table 4.40

Pairwise JM Distances: ABMSS Data

Class #

1

3

1.18274

4

0.73312 1.31614 1.34177 1.01742

2 1.06912 1.33300 1.39373 1.21309

3 1.12051 1.36116 1.35036

4 1.24573 1.39253

5 - 1.39599

Av__A_e: 1.19877

Table 4.41

Pairwise JM Distances: SAR Shallow Data.

Class _ 2 3 4 5 S

1 0.57811 0.73556 0.63660 0.77470 0.54628

2 - 0.46706 0.40635 0.35228 0.20056

3 - - 0.32671 0.37080 0.35582

4 - - 0.38421 0.33648

5 - 0.34333

Averase: 0.46305

Table 4.42

Pairwise JM Distances: SAR Steep Data.

Class #

1 0.27652 0.41365

0.39351

0.33141

0.33445

0.45034

0.51332

0.39685

0.44442

0.46221

0.38786

0.40551

4 0.33897 I 0.61177

5 " I 0.57957

_e: 0.43109
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The class-specific histograms of the topographic data sources are shown in

Figures 4.6, 4.7 and 4.8. Looking at these figures it is seen that the class-

specific histograms for all three data sources are highly overlapping. The

elevation data (Figure 4.6) has the most distinct peaks for specific classes, the

aspect data (Figure 4.8) has a few, but the slope data (Figure 4.7) can mostly

only distinguish Douglas fir (31-40 m) from forest clearings. It is seen from

the figures and Tables 4.40, 4.41 and 4.42 that the information classes ill the

Anderson River data set are very difficult to discriminate.

4.8.1 Results: Statistical Methods.

Four statistical classification methods were applied in the experiments

performed here: 1) The minimum Euclidean distance (MD), 2) the maximum

likelihood method for Gaussian data (ML), 3) the statistical multisource

classifier (SMC) and 4) the linear opinion pool (LOP). The first two methods

are "stacked vector" approaches but the other two are pooling methods which

treat the data sources independently as previously discussed.

The results using the two stacked vector approaches _re shown in Tables

4.43 (training) and 4.44 (test). Although t_he MD method did much better in

classification of training and test data than for the Colorado data, it did

significantly worse than the multivariate Gaussian MI_ met_od. It is

questionable whether it is appropriate, from a theoretical standpoint, to use

multivariate Gaussianity between all the sources for two reasons: first,

because the topographic sources were not Gaussian; and second, because no

information was available for modeling the dependencies between all the data

sources. In view of this the MI, method showed surprisingly i_ood performance
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Table 4.43

Classification Results of Training Samples for the
Anderson River Data Set when the Minimum Euclidean

Distance Method and the Maximum Likelihood Method for

Gaussian Data are Applied.

Method CPU

time

MD 68

ML 1095

# of pixels

Percent Agreement with Reference for Class

40.4 8.9 47.8 87.7 42.3 72.4 /|5°'51 /46.551
54.6 31.6.. 87..8 90.9 81.4 73.3 _68:2_3 69___.92

g71 551 548 542 317 126o _4189 L__lsgj

Table 4.44

Classification Results of Test Samples for the
Anderson River Data Set when the Minimum Euclideau

Distance Method and the Maximum Likelihood Method for

Gaussian Data are Applied.

Method Percent Agreement with Reference for Class

1 2 3 4 5 6 __QA__

M]:) 39.7 8.9 48.4 70.2 46.0 71.7 _-50"-.83__. 4_

ML 50.8 27.7 84.5 81.9 73.8 72.0 __64.330 _65.12
_ of p_els 8744 4960 4932 4881 2856 11340 _3_7_3_--37_ 3_
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in terms of training and test accuracy. Looking at Figures 4.6, 4.7 and 4.8 it

is doubtful that the topographic sources should be modeled as Gaussian.

However, the other three data sources (ABMSS, SAR sh, SAR st) can be

modeled as Gaussian. Those three sources consist of 19 of the 22 data

channels used in the classification. The number of the Gaussian channels is

one of the reasons for the relatively good performance of the ML method.

Next the statistical pooling methods were applied. The class-specific

correlation matrices were examined to make sure that the underlying

independence assumptions of the SMC were not violated. In fact for one

information class (Douglas fir q- lodgepole pine (21-30m)), the elevation source

was relatively highly correlated to the ABMSS data (the magnitudes of some

correlations were as high as 0.71). Although this correlation was observed for

one information class, the elevation data were used ]n the SMC classifications.

However, the effect of removing the elevation data from the data set was

investigated in the experiments. All other data sources were virtually

uncorrelated.

All the data sources were trained on 9 data classes except the SAR data

sources which showed better performance with only 6 data classes. As in

Section 4.2.4 three density estimation methods (histogram, maximum

penalized likelihood estimation and Parzen density estimation) were applied to

model the (non-Gaussian) topographic data sources. The results for the

different methods are discussed below.
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Looking at the singlesourceclassificationsin Table 4.45 (classificationsof

training samples), the ABMSS source was the best source in classification of

training samples, both in terms of overall (49.84%) and average (50.53%)

accuracies. The elevation data was second with overall accuracy of 40.75_

and average accuracy of 40.47%. The aspect data came third (overall

accuracy: 38.94%, average accuracy: 27.37%). The SAR data showed very

poor performance (as seen in Tables 4.41 and 4.42, they were not separable).

The SAR sh source was a little better (36.81_ overall accuracy and 24.19_@

than the SAR st source (overall accuracy: 36.57%, average accuracy: 23.50%).

The slope source was the worst source with overall accuracy of 33.44% and

average accuracy of 27.37%. The source-specific accuracy showed how

difficult the data set is in classification. Using these classification accuracies as

a reliability measure, the sources were ranked as: 1) ABMSS, 2) elevation, 3)

aspect, 4) SAR sh, 5) SAR st and 6) slope. The equivocation measure (shown

in Tables 4.47 and 4.48) ranked the sources somewhat differently. The

equivocation ranking was: 1) ABMSS, 2) elevation, 3) aspect, 4) slope, 5) SAR

sh, 6) SAR st. In the experiments weights were selected according to these

different rankings.

Classifying all the data sources in Table 4.45 (training) with equal

weights gave a significant improvement in both overall and average accuracies

as compared to best single source classification (ABMSS). Tile overall

accuracy was increased to 70.26% (or by 20.42%) and the average accuracy

was increased to 69.89% (or by 19.36%). By changing the weights, the

overall accuracy could only be improved to 70.40% and the average accuracy

was increased to 69.95%. This was achieved by a weighting suggested by the
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Table 4.45

Statistical Multisource Classification of Anderson

River Data: Training Samples. Topographic Sources

were Modeled by Histogram Approach.

Percent Agreement with Reference for Class

1 2 3 4 5 6 11OA lAW

ABMSS

SAR sh

SAR at

Elevation

Slope

Aspect

Single Sources

13.3 4.5 83.6 84.7 48.6 68.5 49.84 50.53

45.0 2.4 12.0 7.6 0.0 78.2 36.81 24.19

35.5 1.3 4.0 12.9 1,3 86.0 36.57 23.50

22.0 18.3 44.3 48.0 53.0 57.2 40.75 40.47

33.8 0.5 8.2 2.6 51.9 67.2 33.44 27.37

42.6 25.0 52.2 17.7 17.4 51,0 38,94 34,32

mhtesa

1.1.1.1.1.1.

1..9.9 1.1.1.

1..8.8 1.1.1.

1..7 .7 1. i. I.

1..6 .6 1. 1.1.

1..5 .5 1. 1. 1.

1..4.4 1. 1.1.

1..3 .3 1.1.1.

1..2.2 1. 1.1.

1..1 .1 1. 1. 1.

1..0.0 1.1.1.

1.1.1..9.9.9

I.I.i..8.8.8

I.I. 1..7.7.7

1.1.1..6.6.6

1.1.1..5.5.5

1.1.1..4.4.4

1.1.1..3.3.3

1.1.1..2.2.2

1.1.1..1.1.1

1.1.1..0.0.0

Multiple Sources

70.0 35.2 79.0 78.2 81.0 75.8

70.3 35.2 79.4 78.0 80.8 75.7

70.6 35.4 79.2 78.2 80.4 75.8

70.4 33.9 79.6 78.2 80.1 76.0

70.8. 33.4 79.2 78.2 80.8 76.1

70.3 32.7 80.3 78.0 81.1 76.0

69.7 31.9 81.2 78.0 80.1 75.7

69.2 32.1 81.8 78.0 79.8 75.6

69.8 32.7 82.3 77.9 80.1 75.5

69.3 31.8 82.1 78.0 80.1 75.4

68.8 31.8 81.9 78.0 80.1 74.9

70.3 33.6 77,9 79.3 77.9 76.2

71.1 31.8 77.7 79,2 75.4 76.3

71.5 30.3 76.5 79.3 70.7 76.3

71.6 28.1 75.9 78.8 64.0 76.3

72.3 24.3 74.6 78.6 60.6 76.3

72.4 20.7 73.0 79.0 57.7 76.4

73.4 16.5 70.4 78.8 52.7 76.6

73.4 10.0 66.4 78.8 48.9 76.6

71.9 5.1 fll.9 78.2 45.1 76.4

70.2 3.6 55.5 77.7 42.0 76.5

1. 1. 1..0 1. 1. 71.6 16.9 76.8 78.0 63.4 75.8

1..9 .9 .9 .9 .9

1. .8 .8 .9 .9 .9

1..8 .8 1..9 .9

1..8 .8 1..9 1.

1..8.8 1..8 1.

I..8 .8.8 .8.8

# of pixels

70.5 33.2 78.6 79.3 77.9 75.9

70.6 33,0 78.8 79.3 77,9 76.1

70.2 35.2 79.0 79.1 79.5 76.0

70.2 34.5 78.8 79.0 79.2 76.0

69.6 34,7 78.7 79,4 78,2 76.0

71.3 30.7 78.1 79.2 75.1 76.3

971 551 548 542 317 1260

70.26 69.89

70.30 69.01

70.40 69.95

70.23 69.71

70.28 69.74

70.18 69.73

69.92 69.46

69.83 69.42

70.09 67.71

69.83 69.46

69.54 69.26

69.99 69.21

69.71 68.56

69.11 67.42

68.20 65.78

67.44 64.46

66.63 63.20

65.62 61.40

63.95 59.02

61.95 56.43

60.25 54.25

66.56 63.75

69.99 69.26

70.09 69.31

70.37 69.86

70.18 69.61

70.04 69.42

69.66 68.44

4189 4189

The columns labeled m h t e s a indicate the weights applied to the
sources (in the same order as the single source classifications above).

CPU time for training and classification: 402 sec.
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Table 4.46

Statistical Multisource Classification of Anderson

River Data: Test Samples. Topographic Sources

were Modeled by Histogram Approach.

ABMSS

SAR sh

SAR st

Elevation

Slope

Aspect

m h t e

1.1.1.1.

1..9 .9 1.

1..8 .8 1.

1..7 .7 1.

I..6 .6 I.

1._.5 .5 1.

1..4 .4 I.

i..3 .3 I.

I..2 .2 1.

1..i .1 I.

1..0.0 1.

S a

1.1.

1.1.

1.1.

1.1.

1.1.

1.1.

1.1.

1.1.

1.1.

1.1.

1.1.

1.1.1..9.9.9

1.1.1..8.8.8

1.1.1..7.7.7

1.1.1..6.6.6

1.1.1..5.5.5

1.1.1..4.4.4

1.1..3.3.3.3

1.1.1..2.2.2

1.1.1..1.1.1

1.1.1..0.0.0

Percent Agreement with Reference for Class 1

Single Sources /

12.4 4.1 81.0 80.5 49.5 67.1 48.34 i 49.10 [

44.4 1.9 13.1 7.9 0.0 77.6 I 36.62 i 24.15 !

34.2 0.9 3.8 13.4 0.7 85.5 [ 36.02 23.07 ]
18.3 15.9 43.1 47.3 50.9 55.3 !38.56 38.47

32.1 0.4 6.9 1.8 50.9 64.9 32.03 26.17

39.0 22.7 43.9 13.5 11.3 46.5 34.36 29.48

Multiple Sources

68.2 31.6 75.0 77.4 78.7 74.7

68.1 31.2 75.0 77.5 78.6 74.8

67.7 31.1 74.9 77.6 78.7 74.9

67.9 30.6 75.2 77.6 78.6 74.8

67.7 30.4 75.2 77.6 78.5 74.8

67.6 30.0 75.1 77.5 78.4 74.7

67.5 29.7 75.1 77.5 78.3 74.7

67.3 29.0 74.9 77.5 78.2 74.6

67.1 28.6 74.7 77.5 78.2 74.5

66.8 28.1 74.4 77.4 78.2 74.3

66.4 27.8 73.9 77.4 78.3 74.2

68.5 30.3 74.1 77.9 76.1 74.9

68.7 28.6 72.9 78.4 72.6 75.3

69.2 26.7 71.8 78.4 68.9 75.5

69.5 23.9 70.4 78.5 64.0 75.7

70.2 20.8 68.9 78.4 59.8 75.9

70.9 16.9 67.0 78.3 55.6 76.3

71.6 12.5 64.9 78.0 52.0 76.5

72.4 8.1 62.0 77.8 47.9 76.7

72.5 4.0 58.1 77.4 44.5 76.8

70.8 1.9 52.9 77.1 41.6 76.9

1. 1. 1..0 1. 1. 70.4 13.4 71.7 75.7 59.8 75.4

1..9 .9 .9.9 .9

1..8 .8 .9 .9 .9

1..8 .8 1..9 .9

1..8 .8 1..9 1.

1..8 .8 1..8 1.

1..8 .8 .8 .8 .8

68.3 30.1 74.1 78.0 76.2 75.1

68.3 29.6 74.3 78.0 76.2 75.1

68.0 31.3 74.2 77.9 77.9 75.0

67.7 31.0 74.8 77.8 77.9 74.9

67.7 30.8 74.7 78.0 77.3 74.9

68.9 28.0 73.2 78.5 72.6 75.4

8744 4960 4932 4881 2856 11340# of pixels

68.19

68.19

68.13

68.10

68.00

67.88

67.79

67.61

67.43

67.20

66.96

67.93

67.49

67.01

66.25

65.54

64.71

63.77

62.72

61.41 55.55 1
59.83 53.52

67.93/6696i
67.90 [66.93 I

68.13 [ 67.39 l
68.03 [ 67.34 [

68.00 67.23

67 i
37713_] - 3771:).i

I
67.59

67.53

67.50

67.46

67.36

67.23

67.13

66.93

66.75!
66.53 I

66.32 J

66.96 !

66.06

65.08

63.68

62.35

60.83

59.24

57.48

The columns labeled m h t e s a indicate the weights applied to the

sources (in the same order as the single source classifications above).
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reliability measure, the sources were ranked as: 1) ABMSS, 2) elevation, 3)

aspect, 4) SAR sh, 5) SAR st and 6) slope. The equivocation measure (shown

in Tables 4.47 and 4.48) ranked the sources somewhat differently. The

equivocation ranking was: 1) ABMSS, 2) elevation, 3) aspect, 4) slope, 5) SAR

sh, 6) SAR st. In the experiments, weights were selected to reflect the rankings

implied by the reliability measures.

Classifying all the data sources in Table 4.45 (training) with equal

weights gave a significant improvement in both overall and average accuracies

as compared to best single-source classification (ABMSS). The overall

accuracy was increased to 70.26_ (or by 20.42%) and the average accuracy

was increased to 69.89_ (or by 19.36_). By changing the weights, the

overall accuracy could only be improved to 70.40_/o and the average accuracy

was increased to 69.95_o. This was achieved by a weighting suggested by the

equivocation measure (weights: all sources 1, except the SAR sources were

weighted 0.8).

The results in Table 4.45 are interesting. Removing the SAR sources

(1.0,0.0,0.0,1.0,1.0,1.0) reduced the classification accuracy only slightly (OA:

69.54_, AVE: 69.26_); removing the elevation source (1.0,1.0,1.0,0.0,1.0,1.0)

had a much more significant effect on the results (OA: 66.56_, AVE: 63.75_o).

Thus the results showed that it was helpful to use the elevation source in

classification even though that source had some class-specific dependence to

the ABMSS data.

Looking at the test results in Table 4.46 a similar performance was seen

as in single-source classifications of training data. For most of the data

sources the accuracies were predictably a little lower than in the training case.
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Table 4.47

The Equivocationsof the GaussianData Sources.

I Sensor I ABMSS I SARShallow I SAR Steep!Equivocation [ 1.141 t 1.621 __j___L_f_d}__]

Table 4.48

The Equivocationsof the Non-GaussianDataSources
7.

with Regard to the Three Modeling Methods bsed.

Data i Histogram i Maximum Penalized Parzen

Source Estimation [ Likelihood Method I Estimatixm-

Elevation 1.430 1.430 1.,129

Slope 1.620 1.620 1.626
Aspect 1.532 L3_ag_ 1,557
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The accuraciesof the SAR sourceswerealmost the samefor training and test

data. Also, thesesourceshad higher accuraciesfor test data than the aspect

source.The similarity of training and test results indicates that the training

samplewasapparently representative.

When all the data sourcesin Table 4.46 were classifiedwith equal

weights, the overall and average accuracies improved substantially in

comparison to the ABMSS classification(OA: 48.34%, AVE: 49.10%). The

overall accuracy increasedto 68.19°-/oor by 19.85_. The average accuracy

improved to 67.59_Vo or by 18.49%. When the weights were changed, neither

higher overall nor average accuracies could be reached. Several of the weights

showed similar performance to the equal weights, but none was higher. The

result of discarding the elevation source (1.0,1.0,1.0,0.0,1.0,1.0) was again

significantly lower (OA: 64.45_Vo, AVE: 61.06%) than when equal weights were

used. This result, along with the similar training result, showed that the

elevation source should be included in the multisource classification even

though it had significant correlation with the ABMSS data. The results in

Tables 4.45 and 4.46 showed that the SMC method outperforms the ML

method (Tables 4.43 and 4.44) both in terms of classification accuracy and

classification time. The SMC was significantly faster, needing only 402 CPU

sec (training and test) for the six-source composite, whereas the ML method

needed 1095 CPU sec.

The results using the LOP are shown in Tables 4.49 and 4.50. These

results were somewhat similar to the LOP results for the Colorado data.

When all the data sources were classified with equal weights (training), the

overall and average classification accuracies were lower as compared to the
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Table 4.49

Linear Opinion Pool Applied in Classification of
Anderson River Data: Training Samples. Topographic

Sources were Modeled by Histogram Approach.

ABMSS

SAR sh

SAR st

Elevation

Slope

_pect

mhtesa

1.1, 1.1.1.1.

1..9.9 1, 1.1.

1..8.8 1.1.1.

1..7.7 1.1.1.

1..6 ,6 1. 1. 1.

1..5.5 1. 1. 1.

1..4.4 1.1.1.

1..3 .3 1. 1. 1.

1..2.2 1. 1. 1.

1..1 .1 1.1.1.

1..0.0 1.1.1.

1.1.1..9.9.9

1.1.1..8.8.8

1.1,1..7.7.7

1.1.1..6.6.6

1.1.1..5.5.5

1.1.1..4.4.4

1.1,1..3.3.3

1.1.1..2.2.2

1.1.1..1.1.1

1.1.1..0.0,0

1.1.1..01.1.

1..9.9.9.9.9

1..8.8.9.9.9

I..8.8 1..9 .9

1..8.8 1..9 1.

1..8 .8 1..8 1.

1..8.8.8.8.8

# of lfixels

Percent Agreement with Reference for Class
1 2 3 4 5 6

Single Sources

13.3 4,5 83.6 84.7 48.6 68.5

45.0 2.4 12.0 7.8 0.0 78.2

35.5 1.3 4.0 12.9 1.3 86.0

22.0 18.3 44.3 48.0 53.0 57.2

33.8 0.5 8.2 2.6 51.9 67.2

42.6 25.0 52.2 17.7 17.4 51.0

Multiple Sources

55.0 0.0 0.0 49.6 0.0 95.3

56.0 0,0 0.0 52.8 0.0 95.2

56.6 0.0 0.0 55.7 0.0 95.2

58.2 0.0 0.0 60.5 0.0 94.9

59.2 0,0 0.0 64.4 0.3 94.6

60.9 0,0 0.0 68.5 1.9 94.3

62.2 0.0 0.0 71.0 4.7 93.8

65.2 0,0 0.0 73.2 9.8 93.2

68.7 0.0 0.0 74.2 12.0 92.6

69.5 0.0 0.0 74.9 16.4 91.1

70.8 0.2 0.0 76.2 19.9 90.4

55.9 0,0 0.0 53.5 0.0 95.1

57.5 0.0 0.0 58.5 0.0 94.7

58.7 0,0 0.0 62.0 0.0 94.4

59.1 0.0 0.0 65.3 0.3 93.9

60.6 0.0 0.0 68.3 2.2 93.4

62.6 0.0 0.0 70.3 7.9 92.9

64.3 0.0 0,0 71.4 14.8 92.9

66.0 0.0 0.0 72.7 18.6 91.9

67.5 0.0 0.0 73.6 21.1 90.5

68.2 0.0 0.0 73.1 24.3" 89.4

58.6 0.0 0.0 30.8 0.0 94.9

56.7 0.0 0.0 57.6 0.0 94.8

58.4 0.0 0.0 60.7 0.0 94.6

57.8 0.0 0.0 60.7 0.0 94.7

57.0 0,0 0.0 58.7 0.0 94.9

57.8 0.0 0.0 60.9 0.0 94.8

60.7 0.0 0.0 66.1 0.0 94.0

971 551 548 542 317 1260

}
Jl_qA l_avs 

' 49.84 I 50"531

36.81 24.19 I

36.57 23.50 ]

40.75 40.47
33.44 I 27.37

38.94 I 34.32 I

t
47.84 33.32

48.46 34.01 I

48.96 34.59

49.87 35.60

50.54 36.42

51.47 37.58

52.18 38.63

53.35 40.23

54.29 41.24

54.45 41.99

54.98 42.901

49.37 _ 35.11}
50.01| 3584l
50.42 _ 36.44 '

51.13 37.41
52.16 38.96

53.19 } 40.56

53.76 , 41.54

53.97 ] 42.11
54.001 42.501

49.1o! 3485l
49.84 } 35.62 I

1

49.73 _ 35.53

49.34 I 35.09

49.77 I 35.57

_4189__ 4189 ]

The columns labeled m h t e s a indicate the weights applied to the
sources (in the same order as the single source classifications above).

CPU time for training and classification: 376 see.
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Table 4.50

Linear Opinion Pool Applied in Classification of

Anderson River Data: Test Samples. Topographic

Sources were Modeled by Histogram Approach.

Percent Agreement with Reference for Class

1 2 3 4 5 6 IJOA AVE

ABMSS

SARsh

SAR st

Elevation

Slope

Aspect

Single Sources

12.4 4.1 81.0 80.5 49.5 67.1 48.34 49.10

44.4 1.9 13.1 7.9 0.0 77.6 36.62 24.15

34.2 0.9 3.8 13.4 0.7 85.5 36.02 23.07

18.3 15.9 43.1 47.3 50.9 55.3 38.56 38.47

32.1 0.4 6.9 1.8 50.9 64.9 32.03 26.17

39.0 22.7 43.9 13.5 11.3 46.5 34.36 29.48

m htesa

1.1.1.1.1.1.

1..9.9 1.1. 1.

1..8.8 1.1.1.

1..7.7 1.1.1.

I..6 .6 I. I. i.

1..5 .5 1. i. 1.

1..4.4 1. 1. 1.

1..3 .3 1.1.1.

1..2.2 1. 1. 1.

1, .1 .1 1. 1. 1.

I..0.0 I. I. I.

I.I.I..9.9.9

I.I.I..8.8.8

1.1.1..7.7.7

I.I.I..6.6.6

1.1.1..5.5.5

1.1.1..4.4.4

1.1.1..3.3.3

1.1.1..2.2.2

1.1.1..I.1.1

1.1.1..0.0.0

Multiple Sources

51.0 0.0 0.0 48.8 0.0 95.7

51.7 0.0 0.0 50.8 0.0 95.5

52.8 0.0 0.0 53.6. 0.0 95.3

53.9 0.0 0.0 56.8 0.1 95.0

55.1 0.0 0.0 60.0 0.3 94.7

56.8 0.0 0.0 63.1 0.9 94.3

59.0 0.0 0.0 66.7 2.2 93.5

61.0 0.0 0.0 69.6 4.4 92.8

63.4 0.0 0.0 71.5 7.9 91.7

65.6 0.0 0.0 73.1 12.0 90.4

67.7 0.0 0.0 74.4 16.1 88.9

52.7 0.0 0.0 51.2 0.0 95.6

54.4 0.0 0.0 55.1 0.0 95.2

56.3 0.0 0.0 58.9 0.0 94.9

57.5 0.0 0.0 62.3 0.4 94.4

59.6 0.0 0.0 65.2 2.1 93.8

61.5 0.0 0.0 67.5 4.9 93.1

63.6 0.0 0.0 69.5 8.5 92.3

65.7 0.0 0.0 71.3 12.8 91.4

67.3 0.0 0.0 72.6 16.7 90.3

68.9 0.0 0.0 73.1 20,8 89.3

1. 1. 1..0 1. 1. 56.8 0.0 0.0 26.1 0.0 95.1

1..9.9.9.9.9

1..8 .8 .9 .9 .9

1..8 .8 1..9,9

1. .8 .8 1. .9 1.

1..8 .8 1..8 1.

I..8 .8 .8.8.8

53.8 0.0 0.0 54.5 0.0 95.3

54.9 0.0 0.0 57.5 0.1 94.9

54.3 0.0 0.0 56.9 0.1 95.1

53.4 0.0 0.0 55.4 0.0 95.1

54.3 0.0 0.0 57.3 0.1 94.9

57.2 0.0 0.0 61.4 0.4 94.5

._ of pixels 8744 4960 4932 4881 2856 11340

46.91 32.58

47.29 33.01

47.83 33.61

48.42 34.30

49.05 35.03

49.76 35.85

50.59 36.90

51.37 37.95

52.13 39.09

52.76 40.19

53.30 41.20

47.58 33.25

48.39 34.13

49.20 35.02

49.80 35.76

50.63 36.79

51.36 37.84

52.14 38.98

52.91 40.19

53.44 41.16

53.89 42.03

45.14 29.66

48.16 33.92

48.71 34.56

48.53 34.38

48.15 33.98

48.56 34.44

49.65 35.59

37713 37713

The columns labeled m h t e s a

sources (in the same order as the

indicate the weights applied to the

single source classifications above).
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best single-source classification. The highest overall accuracies in Table 4.49

were achieved when the SAR sources were discarded altogether (weigbt_:

1.0,0.0,0.0,1.0,1.0,1.0). This best result was an overall accuracy of 5.1.98c/_ and

average accuracy of 42.90%, significantly worse than the results achieved by

the SMC and the ML methods. Another "good" result was achiew_'d when the

topographic sources were discarded (weights: 1.0,1.0,1.0,0.0,0.0,0.0). 1_)

discarding these three sources, the LOP gave overall accuracy of 54.00% and

average accuracy of 42.509£ These best two results showed that the LOP

tended to give the ABMSS source something close to dictatorship. The LOP

was especially poor in terms of average accuracy. It did not distinguistr well

between information classes, and three of them were most of the thne not

classified correctly at all.

The test results for the LOP (Table 4.50) were similar to the training

results. The major difference was that the highest overall and average

accuracies were now achieved when the topographic sources were discardeded

(weights: 1.0,1.0,1.0,0.0,0.0,0.0). The best overall accuracy was 53.89ez_ and

the highest average accuracy was 42.03_. The results in Tables 4.49 and 4.50

show clearly that not much can be expected from the LOP in classification of

the Anderson River data.

b) Topographic Data Modeled by Maximum Penalized Likelihood

Method

The topographic data were now modeled by the maximum penalized

likelihood method using the IMSL program D3SPL. The smoothing parameter

(_/) giving the highest classification accuracies for training and test data was
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chosenas the smoothingparameter to be used in the experimentsreported

here. The smoothingparameter that gavethe best results for all the sources

was y:l.0. By looking at Tables 4.51 (training) and 4.52 (test) the single-

source classification results using the maximum penalized likelihood method

are seen to be very similar to the histogram results in Tables 4.45 and 4.46.

The histogram approach showed a little better accuracy for training data, but

the maximum likelihood method was slightly better in overall classification

accuracy of test data. The reliability measure using overall classification

accuracy ranked the sources in the same way as for its counterpart with the

histogram estimation. The equivocation reliability measure (see Tables 4.47

and 4.48) also ranked the sources in the same way as the equivocation for the

histogram estimation.

Looking at the SMC classification of training data in Table 4.51, it is seen

that the highest overall and average classification accuracies were achieved

when all the sources were combined with equal weights. The overall accuracy

(70.47%) and average accuracy (70.05%) were a little higher than were

achieved with the histogram approach in Table 4.45. Several good results

with the different weights are reported in Table 4.51 but none are better than

those achieved with equal weights. The test results are shown in Table 4.52.

The highest accuracies there, as in the previous table, were achieved when all

the sources had equal weights. The overall accuracy (68.20%) was just above

the accuracy with the histogram approach in Table 4.46, but the average

accuracy (67.,18%) was slightly less than with the histogram approach. For

the Anderson River data, these results indicate that there is not much

difference in using the maximum penalized likelihood method rather than the
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Table 4.51

Statistical Multisource Classification of Anderson

River Data: Training Samples. Topographic Sources

were Modeled by Maximum Penalized Likelihood Method.

ABMSS

SAR sh

SAR st

Elevation

Slope

_Aspect

mhtesa

1.1.1.1.1.1.

1..9.9 1.1.1.

1..8.8 1.1.1.

1..7.7 1.1.1.

1..6.6 1.1.1.

1..5.5 1.1.1.

i..4.4 i. I. 1.

1..3.3 1.1.1.

1..2.2 1.1.1.

1..1 .1 1.1.1.

1..0.0 1.1.1.

1.1.1..9.9.9

1.1.1..8.8.8

1.1.1..7.7.7

1.1.1..6.6.6

1.1.1..5.5.5

1.1.1..4.4.4

1.1.1..3.3.3

1.1.1..2.2.2

1.1.1..1.1.1

1.1.1..0.0.0

1.1.1..01.1.

_.9.9.9.9.9

1..8 .8 .9 .9 .9

1. .8 .8 1. .9 .9

1. .8 .8 1. .9 1.

1..8 .8 1..8 1.

1..8 .8 .8 .8 .8

Percent Agreement with Reference for Class

1 2 3 4 5 6 JLI_0A I__AVE

13.3

45.0

35.5

18.6

32.5

__ 39.2

70.8

71.0

70.8

71.0

71.0

70.6

70.3

70.2

70.2

69.7

69.4

71.1

71.7

72.0

72.2

72.7

72.9

73.8

73.4

72.0

70.2

72.3

71.4

71.0

71.0

70.6

70.8

71.9

Single Sources

4.5 83.6 84.7 48.6 68.5

2.4 12.0 7.6 0.0 78.2

1.3 4.0 12.9 1.3 86.0

16.3 47.3 48.2 48.6 59.3

0.5 8.2 2.4 52.1 68.2

22.0 51.5 18.8 17.4 54.8

Multiple Sources

35.8 78.6 79.0 80.4 75.7

34.5 79.0 78.6 79.8 75.8

33.6 78.6 78.6 79.5 76.0

33.6 78,8 79,0 79.2 76.0

33.2 78.6 79.0 79.8 76.2

32.1 79.4 78.8 79.8 76.0

31.8 80.3 78,8 80.1 75.7

31.8 81.8 78.8 79.5 75.6

31.8 81.4 78.6 79.5 75.4

30.9 81.6 78.6 79.8 75.4

30.9 81.0 78.6 78.9 74.9

32.5 77,9 79.3 77.9 75.9

31.0 77.0 79,3 74.4 76.2

29.4 76.1 79.5 69.7 76.2

26.9 75.9 78.8 64.0 76.3

24.0 74.5 78.6 60.3 76.4

20.1 72.6 78.8 57.4 76.3

16.0 70.3 78.8 52.4 76.5

9.6 66.1 78.8 48.6 76.5

4.7 61.7 78.2 45.1 76.5

3.6 55.5 77.7 42.0 76.5

16.0 76.3 78.0 62.5 76.0

32.3 78.5 79.3 77.9 76.0

32.1 78.2 79.3 77.6 76.2

33,2 78.6 79.2 79.2 76.0

33.2 78.6 79.3 79.2 76.0

33.4 78.5 79.5 78.5 76.1

30.1 77.6 79.2 73.8 76.3

# of pixels 971 551 548 542 317 1260

The columns labeled m h t e s a

sources (in the same order as the

49.84 50.53 i

36.81 24.19

36.57 23.50

40.39 39.71

33.44 27.32

38.96 j 33.94

!70.47 70.05

70.33 69.78

70.14 69.50

70.26 69.59

70.28 69.63

70.06 69.45

70.02 69.50

70.09 I 69.60

69.97 I 69.48

69.78 1 69"32 i
69.,12 _ 68.95 L

69.59 68.28

68.99 67.15

68.18 65.68

67.46 64.40

66.56 63.04

65.58 61.29

63.81 58.83

61.92 56.37

60.25 154.25

70.06 69.22

69.97 69.08!

70,21 . 69.53

70.16 69.51

70.18 169.47!

CPU time for training and classification: 926 sec.

indicate the weights applied to the
single source classifications above).

4189 14189
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Table 4.52

Statistical Multisource Classification of Anderson

River Data: Test Samples. Topographic Sources

were Modeled by Maximum Penalized Likelihood Method.

Percent Agreement with Reference for Class

1 2 3 4 5 6 II OA I AVE

12.4

44.4

34.2

15.6

30.9

35.9

68.8

68.6

68.6

68.5

68.4

68.3

68.1

88.1

67.9

67.8

67.3

69.0

69.1

69.4

70.0

70.7

71.4

71.9

72.7

72.6

70.8

ABMSS

SAR sh

SAR st

Elevation

Slope

Aspect

mhtes a

1.1.1.1.1.1.

I..9 .9 I. I. I.

I..8.8 1. I. I.

1..7 .7 1.1.1.

1..6 .6 1.1. 1.

1..5 .5 1. 1. 1.

1..4 .4 1.1.1.

1..3 .3 1.1. 1.

1..2 .2 1. 1. 1.

1..1 .1 1.1.1.

I..0 .0 I. I. I.

I.I.I..9.9.9

1.1.1..8.8.8

I.I.I..7.7.7

1.1.1..6.6.6

1.1.1..5.5.5

1.1.1..4.4.4

1.1.1..3.3.3

1.1.1..2.2.2

1.1.1..1.1.1

1.1.1..0.0.0

Single Sources

4.1 81.0 80.5 49.5 67.1 48.34 49.10

1.9 13.1 7.9 0.0 77.6 36.62 24.15

0.9 3.8 13.4 0.7 85.5 36.02 23.07

14.4 46.8 47.8 47.1 57.3 38.64 38.18

0.4 6.9 2.0 50.9 65.5 31.94 26.11

19.9 43.1 15.2 11.7 50.2 34.54 29.34

1..9.9.9.9.9

1..8.8.9.9.9

1. .8 .8 1. .9 .9

1..8 .8 1..9 1.

1..8 .8 1..8 1.

1..8.8.8.8.8

# of pixels

Multiple Sources

31.3 74.3 77.6 78.2

30.8 74.2 77.7 78.0

30.3 74.1 77.8 77.9

29.9 74.2 77.8 77.9

29.6 74.1 77.8 77.9

29.5 74.1 77.8 77.9

29.0 74.3 77.8 77.8

28.5 74.1 77.9 77.8

27.9 73.7 77.8 77.7

27.4 73.2 77.7 77.8

26.8 72.9 77.6 77.6

29.8 73.3 78.1 75.5

28.5 72.3 78.4 72.1

26.4 71.3 78.5 68.3

23.5 69.8 78.5 63.6

20.2 68.8 78.4 59.6

16.6 66.5 78.3 55.3

12.1 64.5 78.0 51.8

7.7 61.7 77.8 47.8

3.9 57.8 77.4 44.5

1.9 52.9 77.1 41.6

I. i. I..0 I. I. 71.1 12.6 71.1 75.8 59.3

68.8

69.1

68.6

68.3

68.4

69.5

8744

29.4 73.2 78.2 75.7

29.0 73.3 78.1 75.8

30.6 73.4 78.0 77.3

30.2 74.0 77.9 77.6

30.2 73.9 78.3 76.6

27.3 72.2 78.6 71.7

4960 4932 4881 2856

74.7 68.20 67.48

74.8 68.12 67.36

74.9 68.07 67.27

74.9 67.99 67.18

74.8 67.91 67.10

74.7 67.87 67.08

74.7 67.74 66.94

74.7 67.65 66.84

74.5 67.41 66.60

74.3 67.19 66.36

74.3 66.92 66.09

75.0 67.87 66.77

75.3 67.48 65.94

75.5 66.93 64.92

75.8 66.22 63.53

76.0 65.54 62.25

76.3 64.71 60.74

76.6 63.73 59.15

76.7 62.69 57.40

76.7 61.37 55.50

76.9 59.83 53.53

75.4 64.41 60.88

75.2 67.84 66.74

75.2 67.87 66.75

75.0 68.04 67.15

74.9 67.97 67.15

74.9 67.95 67.05

75.4 67.42 65.78

11340 37713 37713

The columns labeled m h t e s a indicate the weights applied to the

sources (in the same order as the single source classifications above).
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histogram approach for modeling the topographic data.

The results using the LOP with the maximum penalized lik(qihood

method are shown in Tables 4.53 (training) and 4.5,t (test). 'Phc results using

the maximum penalized likelihood method were for the most part slightly

better than the results with the histograms (Tables 4.4(.I and 4.51t). The

weaknesses of the LOP were evident regardless of the density estimation

method used. The LOP did an extremely poor job in classifying clas,_cs 2, 3

and 5. The highest accuracies for training (Table 4.49) were reached with the

same weights as with the histograms (discard the SAR sources; weights:

1.0,0.0,0.0,1.0,1.0,1.0). The "best" overall and average accuracies for training

data with the maximum penalized likelihood method (OA: 55.10f'_, AVP;:

42.98_) were higher than the ones with the histogram approach. Th(_ "best"

result for test data (Table 4.54) was the same as with the histogranl approach.

This "best" test result was reached when the tot)ographic sot_rc(,s were

discarded; varying the density estimation method had no ettcct.

c) Topographic Data Modeled by Parzen Density Estimation

Finally, the topographic data sources were modeled by Parzen density

estimation using a Gaussian kernel function. The following smoothii_g

parameters gave the best results and were consequently used:

1) Elevation data: cr = 0.5

2) Slope data: cr = 0.75

3) Aspect data: cr = 1.0
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Table 4.53

Linear Opinion Pool Applied in Classificationof
AndersonRiver Data: Training Samples.Topographic

SourceswereModeledby Maximum PenalizedLikelihoodMethod.

Percent Agreement with Reference for Class

1 2 3 4 5 6 I10A AVE

ABMSS

SAR sh

SAR st

Elevation

Slope

Aspect

Single Sources

13.3 4.5 83.6 84.7 48.6 68.5 49.84 50.53

45.0 2.4 12.0 7.6 0.0 78.2 36.81 24.19

35.5 1.3 4.0 12.9 1.3 86.0 36.57 23.50

18.6 16.3 47.3 48.2 48.6 59.3 40.39 39,71

32.5 0.5 8.2 2.4 52.1 68.2 33.44 27.32

39.2 22.0 51.5 18.8 17.4 54.8 38.96 33.94

mhtesa

1.1.1.1.1.1.

1..9.9 1.1.1.

1..8.8 1.1.1.

I..7.7 I. I. I.

1..fi .fl 1.1. 1.

1..5.5 1.1. 1.

1..4.4 1.1. 1.

1..3 .3 1.1. 1.

1..2 .2 1.1. 1.

1..1 .1 1.1. 1.

1..0 .0 1. 1. 1.

1.1.1..9.9.9

1.1.1..8.8.8

1.1.1..7.7.7

1.1.1..6.6.6

1.1.1..5.5.5

1.1.1..4.4.4

1.1.1..3.3.3

1.1.1..2.2.2

1.1.1..1.1.1

1.1.1..0.0.0

1.1.1..01.1.

1..9.9.9.9.9

1..8.8.9.9.9

1..8 .8 1..9 .9

1..8 .8 1..9 1.

1. .8 .8 1..8 1.

1..8.8.8.8.8

# of pixels

Multiple Sources

55.2 0.0 0.0 49.8 0.0 95.5 47.96 33.42

56.7 0.0 0.0 53.5 0.0 95.4 48.77 34.27

57.6 0.0 0.0 55.9 0.0 95.2 49.22 34.79

58.4 0.0 0.0 60.3 0.0 94.8 49.87 35.59

59.5 0.0 0.0 64.2 0.0 94.4 50.51 36.36

60.8 0.0 0.0 68.3 1.6 94.4 51.42 37.50

62.6 0.0 0.0 71.4 4.4 93.8 52.30 38.71

65.8 0.0 0.0 73.1 9.5 93.4 53.52 40.29

69.3 0.0 0.0 74.2 12.0 92.4 54.36 41.31

70.5 0.2 0.0 74.9 16.4 91.2 54.74 42,20

71.8 0.2 0.0 76.4 19.6 90.0 55.10 42.98

56.4 0.0 0.0 53.7 0.0 95.3 48.70 34.24

58.3 0.0 0.0 58.9 0.0 94.7 49.61 35.30

59.1 0.0 0.0 62.2 0.0 94.4 50.16 35.96

60.8 0.0 0.0 65.5 0.3 93.9 50.82 36.74

61.2 0.0 0.0 68.5 2.2 93.5 51.32 37.55

62.8 0.0 0.0 70.3 7.9 92.9 52.21 38.99

64.4 0.0 0.0 71.4 14.8 92.8 53.19 40.56

66.1 0.0 0.0 72.7 18.6 92.0 53.81 41.57

67.6 0.0 0.0 73.6 21.1 90.5 54.00 42.13

68.2 0.0 0.0 73,1 24.3 89.4 54.00 142.50
i

59.1 0.0 0.0 30.1 0.0 94.8 46.12 30.67

57.7 0.0 0.0 57.7 0.0 94.8 49.37 35.04

58.8 0.0 0.0 61.4 0.0 94.5 50.01 35.79

58.1 0.0 0.0 60.9 0.0 94.7 49.82 35.61

58.0 0.0 0.0 58.9 0.0 95.1 49.65 35.32

58,4 0.0 0.0 61.1 0.0 94.8 49.96 35.72

61.2 0.0 0.0 65.9 0.0 94.0 50.99 38.84

971 551 548 542 317 1260 4189 4189

The columns labeled m h t e s a indicate the weights applied to the
sources (in the same order as the single source classifications above).

CPU time for training and classification: 900 sec.
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Table 4.54

Linear Opinion Pool Applied in Classification of

Anderson River Data: Test Samples. Topographic

Sources were Modeled by Maximum Penalized Likelihood Method.

ABMSS

SAR sh

SAR st

Elevation

Slope

Aspect

mhtesa

1.1.1.1.1.1.

1..9 .9 I. I. i.

1..8 .8 1. 1. 1.

1..7 .7 1. 1. 1.

1..8 .6 1. 1. 1.

1..5 .5 1. 1. 1.

1..4 .4 1. 1. 1.

1..3 .3 1. 1. 1.

1..2 .2 1. 1. 1.

1..1 .1 1. 1. 1.

1..0.0 1.1. 1.

1.1.1..9.9.9

1.1.1..8.8.8

1.1.1..7.7.7

1.1.1..6.6.6

1.1.1..5.5.5

1.1.1..4.4.4

1.1.1..3,3.3

1.1.1..2.2.2

1.1.1..1.1.1

1.1.1..0.0.0

Percent Agreement with Reference for Class

1 2 3 4 5 6 og
Single Sources

12.4 4.1 81.0 80.5 49.5 67.1

44.4 1.9 13.1 7.9 0.0 77.6

34.2 0.9 3.8 13.4 0.7 85.5

15.6 14.4 46.8 47.8 47.1 57.3

30.9 0.4 6.9 2.0 50.9 65.5

35.9 19.9 43.1 15.2 11.7 50.2

Multiple Sources

51.3 0.0 0.0 48.9 0.0 95.7

52.0 0.0 0.0 50.8 0.0 95.5

53.0 0.0 0.0 53.6 0.0 95.2

54.3 0,0 0.0 56.8 0.1 94.9

55.3 0.0 0.0 60.2 0.3 94.7

57.0 0.0 0.0 63.4 0.8 94.2

58.9 0.0 0.0 66.8 2.0 93.5

61.4 0.0 0.0 69,7 4.2 92,7

63.6 0.0 0.0 71.6 7.7 91.6

65.9 0.0 0.0 73.2 11.8 90.2

68.0 0.0 0.0 74.5 16.0 88.6

53.0 0.0 0.0 51.2 0.0 95.6

54.8 0.0 0.0 55.1 0.0 95.3

56.7 0.0 0.0 58.5 0,0 94.8

58.1 0.0 0.0 62.4 0.4 94.4

59.8 0.0 0.0 65.3 2.0 93.8

61.7 0.0 0.0 67.6 4.9 93.1

63,7 0.0 0.0 69.6 8.5 92.3

65.8 0.0 0.0 71.3 12.7 91.4

67.4 0.0 0.0 72.6 16.6 90.3

68.9 0,0 0.0 73.1 20.8 89.3

1. 1. 1. .0 1, 1. 57,0 0.0 0.0 26,1 0.0 95.1

54.0 0.0 0.0 54.5 0.0 95.3

55.1 0.0 0.0 57.7 0,1 94.9

54.2 0.0 0.0 57.0 0.0 95.0

53.8 0.0 0.0 55.4 0.0 95.1

54.5 0.0 0.0 57.2 0.1 94.9

57.6 0.0 0.0 61.4 0,4 94.5

1..9.9.9.9.9

1..8.8.9.9.9

1..8.8 1..9.9

i..8.8 1..9 1.

1..8 .8 1..8 1.

1..8 .8 .8 .8 .8

of pixels 8744 4960 4932 4881 2856 11340

48.34 49.10

36.62 24.15

36.02 i23.071

38.64 38.18 ]

31.94 26.11
[ 34_54 29.'3A

47.00 32.65

47,36 33.06

47.86 33.64
t

i 48.49 I 34.35

I 49"12 / 35.09
49.80 35.90

50.56 36.86

51.44 38.00

52.14 39.09

52.78 40.19

53.26 41.18

47.67 33.31

48.48 34.19

49.25 35.02

49.95 35.87

50.69 36.83

51.43 37.88

52.18 39.01

52.92 40.19

53.44 41.15

53.89 42.03

_ 45.19 29.70-

48,22 33.96

48.79 34.63

48.52 1 34.37

48.23 I 34.04 ]

48.57 I 34.44 [

The columns labeled m h t e s a indicate the weights applied to the

sources (in the same order as the single source classifications above).
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The results of the single-source Parzen density classifications are shown in

Tables 4.55 and 4.56. By looking at the training results (Table 4.55) and

comparing them to the results for the other density estimation methods

(Tables 4.45 and 4.51) it is seen that the Parzen density estim:_tion does not

perform as well in classification accuracy of training data (similar to the

Colorado experiment). In contrast the test results (Table 4.56) using the

Parzen density method outperformed the histogram (Table 4.46) and the

maximum penalized likelihood estimates (Table 4.52). For example for the

aspect data the Parzen density estimation improved the overall accuracy of

test data by just under 2.0% as compared to the other methods. Two percent

increase in accuracy for these data is noteworthy

The reliability measure based on the overall classification accuracy

ranked the data sources in the same order as it had for the other density

estimation methods. However, looking at the equivocations in Tables 4.47 and

4.48 it can be seen that the equivocation ranked the sources in the following

manner: 1) ABMSS, 2) elevation, 3) aspect, 4) SAR sh, 5) slope and 6) SAR

st. The poor classification accuracy of training data with Parzen density

estimation moved the slope data down one spot in the ranking; the overall

classification accuracy measure still ranked the slope data as the worst data

source.

The resultsusing SMC are alsoshown in Tables 4.55 (training)and 4.56

(test). The training results showed that when all the data sources were given

equal weights, overall accuracy of 69.32% and average accuracy of 68.62%

were achieved. Both of these accuracies were lower than the ones reached

with the other density estimation methods. The overall accuracy was
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Table 4.55

Statistical Multisource Classification of Anderson

River Data: Training Samples. Topographic Sources

were Modeled by Parzen Density Estimation.

ABMSS

SAR sh

SAR st

Elevation

Slope

Aspect

m h t e s a

13.3 4.5

45.0 2.4

35.5 1.3

13.2 14.5

36.4 0.4

39.8 23.8

Percent Agreement with Reference for Class

2 3 4 5 6 L 9A LAv I
Single Sources I

83.6 84.7 48.6 68.5 49.84 50.53

12.0 7.6 0.0 78.2 36.81 I 24.19

4.0 12.9 1.3 86.0 36.57 23.50

50.7 48.0 48.6 61.0 39.84 39.33

0.0 1.5 42.3 71.8 l/ 33.47 I 25.40
46.4 19.6 6.0 54.0 ]___37.65._3f1.60

Multiple Sources

1. 1. l. 1.1. 1.

1..9 .9 1. 1.1.

1. .8 .8 1. 1. 1.

1..7 .7 1. 1. 1.

1..6 .6 1. 1. 1.

1..5 .5 1. 1. 1.

1..4 .4 1. 1. 1.

1..3 .3 1. 1. 1.

1..2 .2 1. 1. 1.

1..1 .1 1. 1. 1.

1..0 .0 1. 1. 1.

1.1.1..9.9.9

1.1.1..8.8.8

1.1.1..7.7.7

1.1.1..6.6.6

1.1.1..5.5.5

1.1.1..4.4.4

1.1.1..3.3.3

1.1.1..2.2.2

1.1.1..1.1.1

1. l. 1..0.0.0

68.7 34.3 77.4 79.5 76.3 75.5

68.9 32.8 77.9 79.5 76.3 75.6

68.9 33.2 78.5 79.5 75.7 75.8

68.9 33.0 78.8 79.3 75.7 75.7

68.6 31.9 78.8 79.2 75.4 75.6

68.9 31.8 78.6 79.3 75.4 75.6

68.6 31.2 78.6 79.5 75.1 75.6

69.4 30.5 80.1 79.0 75.1 75.5

69.0 29.2 79.4 79.0 74.8 75.1

69.2 28.7 79.4 78.8 74.4 74.8

69.0 28.9 79.7 78.8 74.1 74.8

69.1 33.2 76.1 79.5 72.2 75.9

69.9 31.6 75.0 79.3 68.1 76.0

70.6 29.9 74.8 79.2 63.1 76.2

71.4 26.3 74.6 78.8 59.6 76.1

72.2 22.3 73.9 78.8 58.5 76.7

72.4 19.1 72.3 78.8 54.3 76.3

73.0 14.2 68.1 79.2 51.1 76.3

72.3 9.1 65.0 79.0 47.9 76.4

72.1 5.1 61.1 78.2 44.5 76.7

70.2 3.6 55.5 77.7 42.0 76.5

1. 1. 1..0 1. 1. 72.1 13.8 75.5 77.7 54.6 75.8

1..9 .9 .9 .9 .9

I..8 .8 .9 .9 .9

1..8 .8 1..9 .9

1..8 .8 i..9 1.

1..8 .8 1..8 1.

i..8 .8 .8 .8 .8

# of pixels

69.9 32.3 76.1 79.5 72.9 75.8

69.7 32.1 77.2 79.5 72.9 76.0

69.7 32.1 77.2 79.5 72.9 76.0

68.8 33.2 78.3 79.9 75.4 75.8

68.9 33.6 78.1 79.7 73.5 75.8

71.2 31.2 76.1 79.2 67.5 76.0

971 551 548 542 317 1260

69.32 68.62

69.28 68.51

69.42 68.60

69.40 68.59

69.09 68.24

69.1668.28

69.01 68.11

69.18 68.26

68.68 67.73

68.54 i 67.56

_68_51__ 67.55_
68.92
68.44 66.66_

68.04 65.64]

67.37164.47 [
66.75, 63.32

65.9862.17

64.74160.29

63.28 58.28

61.92 56.28

60.25 !54.251

65.39 ! 61.5_ I

69.01 67.751

69.13 67.90[

69.13 I 67.90 f

69.40 68.561

69.28 I 68.26 I

68.78 66.86 /
--4

4189 4189 I

The columns labeled m h t e s a indicate the weights applied to the

sources (in the same order as the single source classifications above).

CPU time for training and classification: 8479 sec.
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Table 4.56

Statistical Multisource Classificationof Anderson
River Data: Test Samples. TopographicSources

wereModeledby Parzen Density Estimation.

Percent Agreement with Reference for Class

ABMSS

SAR sh

SAR st

Elevation

Slope

Ls_pect

1 2 3 4 5 6 II OA lAvE
Single Sources

12.4 4.1 81.0 80.5 49.5 67.1 48.34 ] 49.10

44.4 1.9 13.1 7.9 0.0 77.6 36.62 I 24.15

34.2 0.9 3.8 13.4 0.7 85.5 36.02 t 23.07

12.0 13.3 51.1 47.3 47.1 59,6 38.82 I 38.40

35.5 0.3 0.0 0.9 42.7 70.3 [[ 32.76 ] 24.95
39.5 23.3 43.7 17.6 3.2 52.4 __36.19 [ 29.95

m h t es a

1. 1.1. 1. 1. 1.

1..9.9 1. 1.1.

1..8.8 1.1. 1.

1..7 .7 1. 1. 1.

1..6 .6 1. 1. 1.

1..5 .5 1. 1. 1.

1..4 .4 1. 1. 1.

1..3 .3 1. 1. 1.

1..2 .2 1. 1. 1.

1..1 .1 1. 1. 1.

1..0 .0 1. 1. 1.

1.1.1..9.9.9

1.1.1..8.8.8

1.1.1..7.7.7

1.1.1..6.6.6

1.1.1..5.5.5

1.1.1..4.4.4

1.1.1..3.3.3

1.1.1..2.2.2

1.1.1..1.1.1

1.1.1..0.0.0

1.1.1..01.1.

1..9.9.9.9.9

1..8.8.9.9.9

1..8 .8 1..9 .9

1. .8 .8 1. .9 1.

1..8 .81..8 1.

1..8.8.8.8.8

_#of_.__L_ .

Multiple Sources

68.9 32.4 75.5 78.5 75.6 74.9

69.0 32.0 75.9 78.7 75.5 75.0

69.0 31.8 75.9 78.6 75.5 75.1

68.7 31.6 75.9 78.6 75.6 75.1

68.7 31.2 76.1 78.5 75.9 75.1

68.6 30.9 76.3 78.6 75.8 75.0

68.6 30.2 76.2 78.5 75.4 74.9

68.5 29.5 76.2 78.6 75.4 74.8

68.1 28.7 76.0 78.7 75.3 74.6

68.2 28.2 75.7 78.7 75.1 74.5

67.8 27.5 75.1 78.6 75.1 74.3

69.3 30.7 74.3 78.8 72.3 75.1

69.6 29.0 73.4 78.8 68.3 75.4

69.9 26.7 72.4 78.8 64.8 75.7

70.3 24.2 70.7 78.6 60.8 75.9

70.8 21.2 67.1 78.5 57.1 76.3

71.3 16.7 67.2 78.3 53.9 76.4

72.0 12.3 64.6 78.1 50.2 76.6

72.8 7.9 61.9 77.8 46.8 76.8

72.4 4.2 57.9 77.4 44.2 76.8

70.8 1.9 52.9 77.1 41.6 76.9

72.0 11.5 72.2 76.8 54.6 75.5

69.4 30.4 74.6 78.9 72.2 75.3

69.4 30.0 75.1 79.0 72.0 75.3

69.1 31.5 75.1 78.9 74.1 75.3

68.8 31.6 75.6 78.8 74.2 75.1

68.7 31.6 75.5 79.0 72.7 75.1

70.0 27.9 73.5 78.8 68.1 75.6

8744 4960 4932 4881 2856 11340

68.10

67.57

67.05

66.32

65.62

64.72

63.69

62.71

61.37

59.83

64.42

68.18

68.16

68.42

68.41

68.27

67.58

37713

67.63

67.67

87.65

67.60

67.59

67.54

67.31

67.16

66.91

66.73

66.40

66.76

65.73

64.71

63.41

62.13

60.64

58.96

57.32

55.49

53.52

60.42

66.80

66.77

67.31

67.37

67.09

65.64

37713

The columns labeled m h t e s a indicate the weights applied to the

sources (in the same order as the single source classifications above).
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increased slightly in Table 4.55 by lowering the weights on the SAR sources to

0.8 and keeping the weights of the other sources at 1. The highest overall

accuracy (69.42_0) was still lower than the "best" results for training data

achieved by the other density estimation methods. The reason for this low

accuracy was clearly that the Parzen estimati(m was poorer in classifying the

training data than the other methods. Looking at the test results ir_ Tabl(_

4.56 it can be seen that the Parzen density estimation gave the highest overall

and average accuracies of test data. When the sources were combined with

equal weights, the overall accuracy was improved to 68.51C_ (histogram:

68.19_, maximum penalized likelihood method: 68.20_) and the average

accuracy was increased to 67.63_ (histogram: 67.59_, maximum penalized

likelihood method: 67.489_). When the weights of the SAR data sources were

decreased to 0.8, without changing the weights of the other sources, the

overall and average accuracies both improved slightly (OA: 68.58_, AVIC:

67.65°-_) as compared to the equal weights result. This overall accuracy was

the highest test result achieved in the all the SMC experiments for the

Anderson River data. Therefore, it can be concluded from these results that

the SMC generalizes well when Parzen density estimation is used to model the

non-Gaussian data sources.

The results using the LOP with Parzen density estimation are showI_ in

Tables 4.57 (training) and 4.58 (test). As a consequence of the poor training

performance by the Parzen density estimation, the training accuracies using

the LOP in Table 4.57 were worse than those obtained with the other density

estimation methods. In contrast the test accuracies using Parz(m density

estimation were slightly better than the ones with the other methods.
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Table 4.57

Linear Opinion Pool Applied in Classification of
Anderson River Data: Training Samples. Topographic

Sources were Modeled by Parzen Density Estimation.

Percent Agreement with Reference for Class

1 2 3 4 5 6 I10A lAW

ABMSS

SAR sh

SAR st

Elevation

Slope

Aspect

Single Sources

13.3 4.5 83.6 84.7 48.6 68.5 49.84 50.53

45.0 2.4 12.0 7.6 0.0 78.2 36.81 24.19

35.5 1.3 4.0 12.9 1.3 86.0 36.57 23.50

13.2 14.5 50.7 48.0 48.6 61.0 39.84 39.33

36.4 0.4 0.0 1.5 42.3 71.8 33.47 25.40

39.8 23.8 46.4 19.6 6.0 54.0 37.65 31.60

m h t es a

1.1.1.1.1.1.

1..9.9 1.1. I.

1..8.8 1.1.1.

I..7.7 I. I. I.

I..6.6 I. I. I.

1..5 .5 1.1. 1.

1..4.4 1. 1. 1.

1..3 .3 1. 1. 1.

1..2.2 1. 1. 1.

I..1 .I I. I. I.

1..0.0 1.1.1.

1.1.1..9.9.9

1.1.1..8.8.8

1.1.1..7.7.7

1.1.1..6.6.6

1.1.1..5.5.5

1.1.1..4.4.4

1.1.1..3.3.3

1.1.1..2.2.2

1.1.1..1.1.1

1.1.1..0.0.0

Multiple Sources

53.1 0.0 0.0 49.8 0.0 95.9

54.1 0.0 0.0 52.0 0.0 95.8

54.9 0.0 0.0 57.4 0.0 95.6

55.8 0.0 0.0 60.3 0.0 95.2

57.3 0.0 0.0 64.8 0.0 95.2

58.8 0.0 0.0 67.9 0.3 94.7

60.8 0.0 0.0 71.6 0.9 94.0

63.0 0.0 0.0 72.9 5.0 03.5

05.3 0.0 0.0 74.0 9.8 92.0

67.6 0.2 0.0 75.1 13.9 91.6

68.7 0.2 0.0 76.6 17.7 89.9

54.2 0.0 0.0 54.2 0.0 95.2

56.0 0.0 0.0 60.0 0.0 94.8

57.8 0.0 0.0 62.9 0.0 94.3

58.7 0.0 0.0 65.9 0.0 93.9

60.2 0.0 0.0 68.5 1.6 93.3

62.9 0.0 0.0 70.1 7.9 92.8

64.8 0.0 0.0 71.0 13.9 92.5

66.0 0.0 0.0 72.9 18.6 91.7

67.3 0.0 0.0 73.1 22.1 90.6

68.2 0.0 0.0 73.1 24.3 89.4

1. 1.1. .0 1.1. 58.2 0.0 0.0 30.8 0.0 94.7

1..9.9.9.9.9

1..8.8 .9.9.9

1..8.8 1..9 .9

1..8.8 1..9 1.

I..8 .8 I..8 I.

1..8.8 .8.8 .8

# of pixels

55.3 0.0 0.0 58.9 0.0 95.2

57.2 0.0 0.0 62.2 0.0 94.6

55.7 0.0 0.0 61.3 0.0 95,0

55.6 0.0 0.0 59.0 0.0 95.5

56.2 0.0 0.0 61.4 0.0 95.0

58.2 0.0 0.0 66.1 0.0 94.0

971 551 548 542 317 1260

47.60 33.14

48.08 33.65

48.89 34.64

49.37 35.22

50.27 36.20

50.92 36.95

51.71 37.89

52.54 39.07

53.31 40.28

54.00 41.38

54.24 42.17

48.22 33.94

49.25 35.12

49.89 35.83

50.37 36.41

51.01 37.27

52.16 38.95

53.06 40.36

53.74 41.54

53.97 42.17

54.00 42.50

45.95 30.61

49.08 34.90

49.75 35.66

49.42 35.33

49.25 35.02

49.56 35.44

50.30 36.37

4189 4189

The columns labeled m h t e s a indicate the weights applied to the
sources (in the same order as the single source classifications above).

CPU time for training and classification: 8453 sec.
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Table 4.58

Linear Opinion Pool Applied in Classification of
Anderson River Da_a: Test Samples. Topographic

Sources were Modeled by Parzen Density Estimation.

ABMSS

SAR sh

SAR st

Elevation

Slope

Aspect

mhtesa

1.1.1.1.1.1.

1..9.9 1.1.1.

1..8.8 1.1.1.

1..7.7 i. I. i.

1..6.6 1.1.1.

1..5.5 1.1.1.

1..4.4 1.1.1.

1..3.3 1.1.1.

1..2.2 1.1.1.

1..1 .1 1.1.1.

1..0.0 1.1.1.

1.1.1..9.9.9

1.1.1..8.8.8

1.1.1..7.7.7

1.1.1..6.6.6

1.1.1..5.5.5

1.1.1..4.4.4

1.1.1..3.3.3

1.1.1..2.2.2

1.1.1..I.1.1

1.1.1..0.0.0

Percent Agreement with Reference for Class

1 2 3 4 5 6 _VE

Single Sources

12.4 4.1 81.0 80.5 49.5 67.1

44.4 1.9 13.1 7.9 0.0 77.6

34.2 0.9 3.8 13.4 0.7 85.5

12.0 13.3 51.1 47.3 47.1 59.6

35.5 0.3 0.0 0.9 42.7 70.3

39.5 23.3 43.7 17.6 3.2 52.4

Multiple Sources

52.4 0.0 0.0 49.6 0.0 95.9

53.1 0.0 0.0 51.8 0.0 95.6

54.0 0.0 0.0 54.3 0.0 95.4

55.2 0.0 0.0 57.3 0.0 95.2

56.5 0.0 0.0 60.7 0.0 95.0

57.8 0.0 0.0 64.5 0.2 94.4

59.7 0.0 0.0 67.7 1.0 94.0

61.9 0.0 0.0 70.1 2.8 93.3

64.1 0.0 0.0 72.2 5.9 92.2

66.3 0.1 O.O 73.9 9.8 90.7

68.1 0.2 0.0 75.0 14.3 88.9

54.1 0.0 0.0 52.5 0.0 95.7

55.8 0.0 0.0 56.2 0.0 95.2

57.4 0.0 0.0 60.0 0.0 94.8

58.8 0.0 0.0 63.1 0.I 94.2

60.5 0.0 0.0 66.0 1.8 93.6

62.6 0.0 0.0 68.0 4.7 93.0

64.6 0.0 0.0 69.5 8.5 92.1

66.5 0.0 0.0 71.3 12.6 91.3

68.1 0.0 0.0 72.3 16.7 90.4

68.9 0.0 0.0 73.1 20.8 89.3

1. 1. 1. .0 1. 1. 57.6 0.0 0.0 28.6 0.0 95.1

1..9.9.9.9.9

1..8 .8.9.9.9

1..8.8 1..9.9

1..8.8 1..9 1.

I. .8 .8 i. .8 I.

1..8 .8 .8 .8 .8

# of pixels

55.1 0.0 0.0 55.4 0.0 95.4

56.0 0.0 0.0 58.3 0.0 95.1

55.4 0.0 0.0 57.6 0.0 95.2

54.9 0.0 0.0 56.3 0.0 95.3

55.6 0.0 0.0 58.1 0.0 95.1

58.2 0.0 0.0 62.8 0.i 94.7

8744 4960 4932 4881 2856 11340

48.34 49.10

36.62 24.15

36.02 23.07

38.82 38.40

32.76 24.95

I 36.19 29.95
.........

47.39 32.98

47.77 33.42

48.25 33.96

48.84 34.62

49.50 35.36

50.18 36.18

50.95 37,07

51.67 38.00

52.37 39,07

52.96 40.13

53.34 41.09

48.11 33.71

48.85 34.54

49.57 35.37

50.14 36.05

50.87 36.99

51.60 38.03

52.33 39.14

53.06 40.29

53.59 41.25

53.89 42.03

48.64 34.32

49.13 34.91

4890 34.68I
48.67 [34.41 I

49.0, f 34.80l
50.08 35.95

The columns labeled m h t e s a indicate the weights applied to the

sources (in the same order as the single source classifications above).
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However, the highest overall and average accuracies of test data were reached

when the topographic sources were discarded, exactly the same result as for

the other density estimation methods.

d) General Comments on the Statlstical Methods

The SMC was clearly the best statistical method used. The LOP, on the

other hand, did not perform well at all. The three density estimation methods

showed different characteristics. The _ istogram was the best method in terms

of classification accuracy of training d:,ta. The maximum penalized likelihood

method and the Parzen density esti nation showed better performance in

classification accuracy of test data. The Parzen density estimation gave the

best overall classification accuracy oJ test data for the combined sources.

However, the Parzen density estimation was computationally more intensive

than the. other density estimation methods as seen in Table 4.60. It took

fifteen times longer to train and classify the data using this method as

compared to the maximum penalized likelihood method and 1347 times longer

as compared to the histogram method. The maximum penalized likelihood

method and the Parzen density estimation were equally fast for the Colorado

data, but for the Colorado data the test data size was smaller. Here the test

pixels were 37713 as compared to oI:ly 1011 for the Colorado data. The

computational complexity of the Parten estimator is a shortcoming to be

taken into account.

The SMC method was faster than the ML classifier when either the

histogram or the maximum penalized likelihood methods were used for density

estimation. The SMC also outperformed the ML in terms of classification
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Table 4.59

Source-Specific CPU Times (in Sec) for Training Plus
Classification of Gaussian Data Sources.

nsor

__chan___nels
[ CPU time

ABMSS SAR Shallow

11

198 42

Table 4.60

Source-Specific CPU Times (in Sec) for Training

Plus Classification of Non-Gaussian Data Sources
with Regard to Different Modeling Methods.

_h_od t Histogram -Maximum Penalized I Parzen
Estimationtion L Likelihood Method I Estimation

l_-
[_CPU ti--me _2___ 176
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accuracy. However, the reliability factor mechanism did not help much in the

SMC classification of the Anderson River data except when the Parzen density

estimator was used. The reasons why the results could not be improved for

the other density estimators with different weighting are unclear. "]'he

Anderson River data are very hard to classify accurately and the classifiers

might need all the information they can get.

The LOP method showed very poor performance both in terms of overall

and average accuracies. The LOP was seen to be of very questionable value as

a multisource classification tool. As stated in Chapter 2, the LOP has in

general more tendency to result in multimodal distribution than a logarithmic

opinion pool (SMC). Because of the multimodality of the LOP it needs

agreeable sources to perform we]], i.e., sources which tend to make the same

source-specific decisions for most of the input data. The sources used in the

multisource classification:of both the Anderson River and the Colorado data

cannot be considered agreeable.

4.3.2 Results: Neural Network Methods

The CGLC and CGBP were trained with Gray-coded input data. The

Anderson River data has 22 data channels. Each channel was coded with 8

bits and therefore, 176 (or 8*22) input neurons were used for both networks.

The data were trained on the 9 data classes discussed in the beginning of

Section 4.3. Therefore, 9 output neurons were selected. The convergence

criterion for the training procedures was selected the same as in the Colorado

experiments (gradient of the error function has to be less than 0.0001 for the

procedure to converge).
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The resultsusing the CGLC areshownin Tables4.61 (training) and 4.62

(test). After 295 iterations, the training procedurewasstoppedsincethe error

function did not decreasefurther. The highest overall accuracyof training

data was achieved after 250 iterations (OA: 73.55_, Ave: 72.48%). These

results were significantly better than the ones reached by the statistical

methods. The best test result using the CGLC was achieved after 295

iterations. There the CGLCgaveoverall accuracyof 67.889/0for test data and

66.485_0averageaccuracy.The SMC with alt density estimation techniques

achievedbetter results for test data (histogram method; OA: 68.13_, AVE:

67.39%).

The CGBP was tested extensively with three layers of neurons since

adding more layers did not improve the classification accuracy. The CGBP

was implemented with 25 hidden neurons. Adding more hidden neurons did

not increase the classification accuracy. The results of the CGBP experiment

are shown in Tables 4.63 (training) and 4.64 (test). The CGBP showed

excellent performance in classification of training data. When the training

procedure stopped (the error function did not decrease f, rther) after 1417

iterations, the overall accuracy had reached 90.47% and the average accuracy

99.43_. Obviously the CGBP outperformed all the other methods in

classification of training data. However, the CGBP did not do much better in

testing than the CGLC. The highest accuracies of test data were reached after

only 200 iterations (OA: 67.95_o, AVE: 66.60_). These acc_lracies were lower

than the ones achieved by the SMC method with any of the three density

estimation approaches. After 200 iterations, the test performance of the

CGBP fell off significantly. The test accuracies continued to decrease until the
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Table 4.61

Conjugate Gradient Linear Classifier
Applied in Classification of the Anderson

River Data Set: Training Samples.

Number of

iterations

50
100

150

200
250

295

_# oJ__els

CPU

time

1447
2209

2923

3787
4488

5129

Percent Agreement with Reference for Class
2 3 4 5 6

65.6 45.6 71.0 70.7 78.9 82.6 70.45 69.07

70.2 43.6 72.6 73.1 83.9 84.0 72.57 71.23

69.7 44.5 72.3 73.6 85.5 84.6 72.91 71.70
69.4 43.4 72.1 74.4 88.0 85.5 73.22 72.13

70.1 45.2 72.3 74.0 88.0 85.3 73.55 72.48

69.4 45.2 72.3 74.5 87.7 85.6 73.50 72.45

971 551 548 542 317 1260 4189 4189

Table 4.62

Conjugate Gradient Linear Classifier
Applied in Classification of the Anderson

River Data Set: Test Samples.

F

Number of / Percent Agreement with Reference for Class

iterations f 1 2 3 4 5 6

50 61.5

100 63.8
150 63.4

r
200 , 63.4
250 I 63.5

295 _ 63.5
_# _[_i___ 8744

36.9 67.0 7.8 72.5 79.9 66.17 64.27

35.5 69.2 3.4 70.2 81.3 67.82 66.23

37.1 68.8 _.I 80.0 81.0 67.80 66.40

38.0 68.8 2.2 79.9 80.4 67.87 66.45

37.9 68.5 7.9 79.9 80.7 67.74 66.40

38.2 68.7 L1 79.8 80.7 67.88 66.48

4960 4932 181 2856 11340 37713 37713
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Table 4.63

Conjugate Gradient Backpropagation
Applied in Classification of the Anderson

River Data Set: Training Samples.

!

Number of i CPU

iterations i time

50 3780

100 6173

150 8607

200 10941

250 13401

300 15554

350 19625

400 20435

600 29767

900 44296

1200 58623

1417 68951

#o__f _eJL .......

Percent Agreement

1 2 3 4

58.1 34.1 67.9 64.0

68.0 45.6 71.4 70.7

73.7 47.2 77.0 73.2

76.2 57.4 79.9 73.4

82.2 69.3 82.5 76.8

85.4 76.2 86.3 80.8

89.9 82.0 90.1 81.0

93.4 84.6 93.4 82.7

98.4 95.1 99.5 87.1

99.7 99.3 99.8 90.6

99.7 99.6 100.0 97.4

99.7 99.6 100.0 97.6

971 551 548 542 )17 ..... 1_2_0__

with Re_rence _r Class

5 6 _P___ ! AYl
76.0 83.4 65.96 63.5

83.3 83.9 71,76 70.4
U855 8601L7 17737

89.3 88.8 78.63 77.5

90.9 90.4 82.96 82.0

93.4 91.9 86.27 85.6

95.6 94.0 89.40 88.77

95.9 94.8 9].45 90.80

99.7 98.1 96.66 i 96.32

99.7 99.5 98.42 98.10

100.0 99.7 99.45 I 99.40 1
] I

100.0 99.7 _._99z47. t _9_31

.A_J!_L_4A?Y__I

Table 4.64

Conjugate Gradient Backpropagation

Applied in Classification of the Anderson

River Data Set: Test Samples.

Number of

iterations 1

50

100

150

200

250

300

350

400

600

900

1200

1417

55.8 27.6 64.5 61.1 74.6 81.3

62.3 35.8 67.5 67.7 79.0 81.4

64.5 35.6 69.2 68.4 77.0 81.1

62.7 43.6 67.3 68.1 77.5 80.4

62.8 45.5 64.6 65.3 74.6 79.3

62.2 44.5 62.5 64.8 71.9 78.7

61.0 43.8 62.3 63.0 71.8 77.6

61.8 42.4 61.8 62.3 69.2 77.3

57.6 38.3 57.3 61.2 65.1 73.8

55.2 36.8 55.0 63.3 61.7 69.9

53.5 35.8 54.1 63.7 62.2 69.4

53.8 35.4 54.3 63.6 62.0 69.3

Percent Agreement with Reference for Class

2 3 4 5 6 __C" k__

)3

_0

_4

63

67

67

67

66

65

64

64

60

58

58

58

Tr

)5 'il
}5

}5

16 63.25

;6 }62.47

13 58.88

'3 56.98

,0 ]56.45]

56.4o4
#_o_f_t)ixels _8744__49604932 38_81_ 28_51 1_134_0 '
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training procedure was stopped. After 1417 iterations the overall accuracy of

test data was only 58.00°_ and the average accuracy only 56.40_. Obviously

the training procedure of the CGBP had the problem of overtraining. When it

stopped it usually showed excellent performance for training data, but it did

not do well for test data. To do well for test data it has to be stopped earlier.

When to stop the training is a major problem. In this regard, the CGLC was a

better choice in the classification of Anderson River data. When the CGLC

training procedure of the CGLC stopped, it produced results close to its best

training and test results.

The training procedure for the CGBP was also more time consuming

than for the CGLC. The hidden neurons were the obvious reason for this.

After 200 iterations the CGBP had needed 10941 CPU sec and after 1417

iterations it had needed 68951 CPU sec. However, the CGLC needed 5129

CPU sec for 295 iterations. Also, the CGBP needed 1362 CPU sec in

classification of the data but the CGLC needed 622 sec. In comparison, the

SMC classified the data in only 107 CPU sec and was trained in 402

(histogram approach), 926 (maximum penalized likelihood method) or 8453

(Parzen density estimation) sec.

The best classification results in the experiment on Anderson River data

are shown in Figure 4.0. Looking at this figure it is seen that the SMC

achieved higher overall accuracy in classification of test data as compared to

the neural networks although the neural networks achieved higher training

accuracies. Thus, the SMC classifier outperformed the neural networks in this

experiment both in terms of classification accuracy of test data and speed

(excluding Parzen density estimation).
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4.,t Experiments with Simulated HIRIS Data

This experiment investigated how well the statistical methods and the

neural network models perform as classifiers of very-high-dimensional data

(data that have many features, possibly hundreds of them). In these

experiments the very-high-dimensional data were simulated High Resolution

Imaging Spectrometer (HIRIS) data. The HIRIS instrument is planned to be a

part of a cluster of scientific instruments forming the Earth Observing System

(EOS). A simulation program called RSSIM [84] was used to simulate the

data.

The simulated data used in the experiments were Gaussian distributed,

which is one of the reasons why multivariate statistical approaches are used

for the classification. However, a problem with using conventional

multivariate statistical approaches for classification of multidimensional data

is that these methods rely on having nonsingular (invertible) class-specific

covariance matrices. When n features are used, the training samples for each

class need to include at least n+l different samples so that the matrices are

nonsingular. Therefore, the covariance matrices may be singular in high-

dimensional cases involving limited training samples.

The RSSIM simulation program generated 201 spectral bands of HIRIS

data. The HIRIS data were simulated based on statistics from Earth surface

reflectance measurements from a site in Finney County, Kansas, on May 3,

1977. A total of 1551 observations were combined from three information

classes: winter wheat, summer fallow, and an "unknown" class. Each class

consisted of 675 samples. The information classes were assumed to be

Gaussian distributed.
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For theseexperiments,three feature sets (20-, 40- and 60-dimensional)

were extracted from the 201 data channels. Each feature set consisted of data

channels uniformly spaced over the HIRIS spectral range (0.4 #m to 2.4 pro)

excluding the water absorption bands. Also, the 20-dimensional data set was

selected as a subset of the 40-dimensional data set and the 40 dimensional

data set was selected as a subset of the 60-dimensional data set. Thus the

higher-dimensional data sets added features to the 20-dimensional data set.

Experiments were conducted using both the statist]caI algorithms (MD,

ML, SMC and LOP) and the neural network methods (CGBP and CGLC). To

see how sample size affected the performance of all the algorithms, the

experiments were conducted for 100, 200, 300, 400, 500 and 600 training

samples per class. The sample size was in each case the same for all the

classes. Therefore, for each classification the overall and average accuracies

were identical.

4.4.1 20-Dimensional Data

The JM distance separabilities (maximum of 1.41421) for the 20-

dimensional data are shown in Table 4.65. The data were relatively separable

according to the average JM distance separability. However, classes 2

(summer fallow) and 3 (unknown) were not as distinguishable from each other

as both of them were from class 1 (winter wheat).

The results of the experiments with the 20-dimensional data are shown in

Tables 4.66 (MD training), 4.67 (MD test), 4.68 (ML training), 4.69 (ML test),

4.70 (CGBP training), 4.71 (CGBP test), 4.72 (CGLC training) and 4.73

(CGLC test). The results are also summarized in Figures 4.10 (training) and
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Table 4.65

Pairwise JM Distances for the 20-Dimensional
Simulated HIRIS Data.

Class _ 2 3

l 1.401201.36444

2 I I 1"07504

Average: 1.280277
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Table 4.66

Minimum EuclideanDistanceClassifierApplied to
20-DimensionalSimulatedHIRIS Data: Training Samples.

#of Training I CPU /

200 84.5 48.5 54.0

300 85.7 50.0 58.7

400 84.8 54.0 59.5

500 86.0 51.2 61.8

600 85.2 49.5 58.8

Percent Agreement with Reference for Class

1 2 3 OA

62.33

62.33

64.78

66.08

66.33

64.50

Table 4.67

Minimum Euclidean Distance Classifier Applied to
20-Dimensional Simulated HIRIS Data: Test Samples.

of Training

_Sam_!es
100

200

300

400

500

600

Percent Agreement with Reference for Class

1 2 3

83.7 47.1 59.1

83.6 46.9 60.0

84.0 51.2 56.8

80.7 44.7 70.2

74.3 46.3 58.0

81.3 58.7 46.7

OA

63.30

63.51

64.00

65.21

62.86

62.22
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Table 4.68

Maximum Likelihood Method for Gaussian Data Applied
to 20-Dimensional Simulated HIRIS Data: Training Samples.

# of Training CPU I

Ssmples Time I

100 15 [ 100.0 98.0 90.0

200 15 100.0 95.0 88.0

300 16 99.7 88.3 86.0

400 18 99.0 91.3 87.8

500 18 99.6 00.2 86.0

600 18 99.6 89.2 84.8

Percent Agreement with Reference for Class

1 2 3 OA

96.00

94.33

91.33

92.67

91.93

91.22

Table 4.69

Maximum Likelihood Method for Gaussian Data Applied
to 20-Dimensional Simulated HIRIS Data: Test Samples.

# of Training

2O0

30O

400

50O

600

Percent Agreement with Reference for Class

1 2 3 OA

94.8 62.8 74.3

95.2 65.1 71.6

97.9 86.1 82.4

96.7 81.5 78.9

98.8 81.7 81.7

94.7 88.0 80.0

77.28

77.26

88.80

85.70

88.67

87.56
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'Fable 4.70

Conjugate Gradient Backpropagation Applied

to 20-Dimensional Simulated HIRIS Data: Training Samples.

Sample Number of

size iterations

100 118

200 168

300 195

400 258

500 324

600 350

--CPU_ Percent Agreement with Reference for Class

__time __ 1 2 3 OA

357 I 100.0 100.0 100.0

871 I 100.0 100.0 100.0

1396 1 t00.0 100.0 100.0

2451 J 100.0 100,0 100,0

389o 11oo.o loo.o lOO.O

4o22__ _oo.o lOO.O lOO.O

100.00

100.00

100.00

100,00

100.00

100.00

"Fable 4.71

Conjugate Gradiellt Backpropagation Applied
to 20-Dimensional Simulated HIRIS Data: Test Samples.

.[ .....................

Number of Percent Agreement with Reference for Class

iterations

, Sample

t size100 357

200 168

300 195

400 258

500 324

600 350

1 2 3

82.6 53.6 49.6

82,5 52.4 54.7

87,5 60.8 57.1

88.0 60.0 53.8

85,1 60.0 48.6

86,7 58.7 49.3

OA

61.91

63.23

68.44

67.27

64.57

64.89



180

Table 4.72

Conjugate Gradient Linear Classifier Applied

to 20-Dimensional Simulated HIRIS Data: Training Samples.

Sample Number of
si_e iterations

100 309

200 516

300 431

400 442

500 226

600 507

CPU

time

190 100.0 100.0 100.0

533 100.0 92.0 92.5

431 100.0 82.7 81.3

821 99.5 82.8 79.0

542 98.6 79.8 75.2

1364 98.8 78.0 73.5

Percent Agreement with Reference for Class

i 2 3 ItoA
100.00

94.83

88.00

87.08

84.53

83.44

Table 4.73

Conjugate Gradient I,inear Classifier Applied

to 20-Dimensional Simulated HIRIS Data: Test Samples.

I bamDle

I slge

100

2O0

300

400

500

600

Number of Percent Agreement with Reference for Class
iterations 1 2 3 OA

309

516

431

442

226

507

80.3 55.5 46.1

86.7 57.3 53.3

87.7 62.7 57.6

88.0 62.5 53.1

88.0 56.6 52.6

89.3 64.0 52.0

60.64

65.75

69.33

67.88

65.71

68.44
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4.11 (test). The classification accuracy of the MD algorithm (Table 4.66

(training) and 4.67 (test)) was poor, and using a larger sample size did not

improve its accuracy. However, the MD algorithm was extremely fast in

classification.

The ML method (Table 4.68 (training) and 4.69 (test,)) showed the best

performance overall of all the me_hods. Larger sample size did help with this

algorithm: the accuracy of the test data increased significantly when 300 or

more samples per class were used for training compared to when fewer

samples were used.

The 3-layer CGBP neural network (Tables 4.70 (training) and 4.71 (test))

was trained with_ Gray-coded binary input data (240 input neurons). Fifteen

hidden neurons were used since the classification performance of the network

did not improve with more hidden neurons. As in all the neural network

experiments in this section, three output neurons were used (the number of

classes). Also, all the neural networks were considered to have converged

when the gradient of the error function was less than 0.0001. The neural

networks converged in each case. The CGBP neural network was always

trained to perfection for the 20-dimensional data regardless of sample size.

However, for test data it did not do very well. Its overall test accuracy varied,

but without a clear indication that the CGBP do(_s better wilh a large training

sample than with a smaller training set. For this method, the training time

grew rapidly with sample size requiring 1.37 hours of CPU time for the largest

sample size (272 times longer than for the ML method). Compared to the

CGBP the ML method was very fast and its training time remained almost

constant regardless of the size of the sample.
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Figure 4.10 Classification of Training Data (20 Dimensions)
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Figure 4.11 Classification of Test Data (20 Dimensions)
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The CGLC (Tables 4.72 (training) and 4.73 (test)) was in the same way

as the CGBP trained with Gray-coded binary input data (240 input neurons).

The CGLC did rather well in training. With 100 training samples per class it

was perfect but with increased sample size it always did worse. For the test

data, it showed performance similar to the CGBP. The CGLC is not as time

consuming during training as the CGBP (because of the hidden neurons in the

CGBP). The CGBP required from 1.5 to 7 times more time to train and

classify the data than the CGLC in this experiment. Thus the CGLC is a

better alternative for the 20-dimensional data in this experiment.

4.4.2 40-Dimensional Data

The 40-dimensional data are relatively separable, as shown in Table 4.74.

Predictably the average JM distance increased when 20 features were added to

the 20-dimensional data in Section 4.4.1. The results for classification of the

40-dimensional data are shown in Tables 4.75 (MD training), 4.76 (MD test),

4.77 (M], training), 4.78 (ML test), 4.70 (CGBP training), 4.80 (CGBP test),

4.81 (CGLC training) and 4.82 (CGLC test). The results are also summarized

in Figures 4.12 (training) and 4.13 (test). The performance of the MD

algorithm (Table 4.75 (training) and 4.76 (test)) was very similar to the

classification result using the 20-dimensional data. Classification time

increased about a factor of 2 when 20 dimensions were added, but the MD

algorithm was, as expected, much faster than all other methods.

The accuracy of the ML method (Tables 4.77 (training) and 4.78 (test))

increased when 40 dimensions were used instead of 20, but it took about 3.9

times longer in training and classification than for the 20-dimensional data.
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Table 4.74

Pairwise JM Distances for the 40-Dimensional
Simulated HIRIS Data.

Class _ 2 3

1 1.41189 1.40192

2 I 1.32275

Average: 1.378855



186

Table 4.75

Minimum Euclidean Distance Classifier Applied to

40-Dimensional Simulated HIRIS Data: Training Samples.

# of Training CPU

Samples Time

100 4 84.0 47.0 56.0
200 4 84.0 49.0 55.0

300 4 85.0 50.0 59.3
400 4 84.0 54.8 60.3

500 4 85.4 51.8 61.8

600 4 84.8 50.3 59.8

Percent Agreement with Reference for Class

1 2 3 II OA

62.33
62.67

64.78

66.33
66.33

65.00

Table 4.76

Minimum Euclidean Distance Classifier Applied to

40-Dimensional Simulated HIRIS Data: Test Samples.

# of Training

Samples

100

200
300
400

500

600

Percent Asreement with Reference for Class
1 2 3 [I OA

83.1 48.9 58.8

82.9 48.2 59.6
83.5 51.2 58.1
80.4 44.4 69.8

73.7 46.3 68.6

80.0 58.7 49.3

63.59

63.58
64.27

64.85
62.86

62.67
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Table 4.77

Maximum Likelihood Method for Gaussian Data Applied

to 40-Dimensional Simulated HIRIS Data: Training Samples.

# of Training CPU

Samples Time

100 61 100.0 100.0 100.0

200 61 100.0 100.0 99.0

300 62 100.0 97.3 97.3

400 62 100.0 97.8 97.8

500 67 99.8 97.6 96.8

600 75 100.0 97.2 96.5

Percent Agreement with Reference for Class

1 2 3 [[ OA

100.00

99.67

98.22

98.50

98.07

97.89

Table 4.78

Maximum Likelihood Method for Gaussian Data Applied

to 40-Dimensional Simulated HIRIS Data: Test Samples.

# of Training

Samples

100

200

300

400

500

600

Percent Agreement with Reference for Class

1 2 • 3 I[
NI

OA

90.8 50.3 77.0 72.70
92.6 55.8 73.5 73.96

98.1 92.5 93.1 94.58

97.8 91.6 92.7 94.06

97.7 92.0 92.6 94.10

94.7 93.3 93.3 93.78
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Table 4.79

Conjugate Gradient Backpropagation Applied

to 40-Dimensional Simulated HIRIS Data: Training Samples.

Sample

size

100

200

30O

40O

5OO

600

Number of

iterations

64

150

374

274

264

524

CPU

time

485

1548

4889

5225

6386

14899

Percent Agreement with Reference for Class

1 2 3 fl OA
I00.0 I00.0 i00.0

I00.0 100.0 100.0

I00.0 i00.0 100.0

I00.0 I00.0 100.0

100.0 I00.0 100.0

I00.0 100.0 i00.0

I00.00

100.00

100.00

i00.00

100.00

I00.00

Table 4.80

Conjugate Gradient Backpropagation Applied

to 40-Dimensional Simulated HIRIS Data: Test Samples.

Sample Number of Percent Agreement with Reference for Class
size iterations 1 2 3 H OA

II

100

200

300

4OO

5OO

6OO

64

150

374

274

264

524

87.1 57.6 54.6

83.8 56.4 48.2

85.6 61.6 60.5

86.2 57.1 95.6

83.4 54.9 57.7

85.3 68.0 60.0

66.43

62.81

69.24

67.52

65.33

71.11
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Table 4.81

Conjugate Gradient Linear Classifier Applied to

40-Dimensional Simulated HIRIS Data: Training Samples.

Sample Number of

size iterations

100 146

200 469

300 903

400 650

500 629

600 492

CPU

time

194 100.0 100 100.0

898 100.0 100 100.0

2461 99.7 99 99.7

2293 100.0 98 97.0

2657 100.0 89 89.4

2492 100.0 87 85.3

Percent Agreement with Reference for Class

1 2 3 OA

100.00

100.00

99.56

98.33

92.87

90.83

Table 4.82

Conjugate Gradient Linear Classifier Applied to

40-Dimensional Simulated HIRIS Data: Test Samples.

Sample Number of Percent Agreement with Reference for Class
size iterations 1 2 3 OA

100

200

300

400

500

600

146

469

903

650

629

492

85.7 58.1 48.7

82.5 50.7 48.2

81,1 61.9 53.3

86.9 63.6 56.7

88.6 60.6 54.9

90,7 64.0 50.7

64.17

60.49

65.42

69.09

68.00

68.44
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Figure 4.12 Classification of Training Data (40 Dimensions)
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Figure 4.13 Classification of Test Data (40 Dimensions)
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The classification accuracy of training data was nearly perfect for all sample

sizes. As for the 20-dimensional data the accuracy of test data improved

significantly when 300 or more training samples per class were used. Thus,

overall the performance of the ML method was very good for the 40-

dimensional data set.

The CGBP neural network (Tables 4.79 (training) and 4.80 (test)) was

trained with 480 input neurons and 15 hidden neurons. It was again trained

to perfection for every sample size and again the training time grew with

increasing sample size. The training and classification of the 40-dimensional

data took up to 3 times longer than for the 20-dimensional data. For 600

samples per class the neural net converged in just over 4 hours of CPU time

(200 times longer than the ML method). However, the classification accuracy

of the test samples was not improved greatly for the 40-dimensional data.

The most dramatic improvement was for 600 training samples per class.

The CGLC (480 input neurons) (Tables 4.81 (training) and 4.82 (test))

showed an improvement in terms of accuracy of training data when 40

dimensions were used instead of 20. As in the case of the 20-dimensional data

the accuracy of training data decreased with increased sample size. The

classification accuracy of test data was similar to the 20-dimensional case.

The CGLC took up to 5 times longer to converge for 40 dimensions as

compared to 20 dimensions. However, it was in most cases more than two

times faster than the CGBP and gave similar classification results.
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4.4.3 60-Dimens|onal Data

The results of classification of the 60-dimensional data :tre summarized iY_

Figures 4.14 (training) and 4.15 (test). In classification of 60-dimensional data

the MD algorithm (Tables 4.83 (training) and 4.84 (test)) showed a very

similar performance to classification of the other high-dimensional data sets.

It was about 3 times slower than in classification of the 20-dimensional data.

The ML method could not be applied to the 60-dimensional data since

the covariance matrices were singular. The SMC and the LOP were used

instead. In order to use the SMC algorithm, the data had be split into two or

more independent data sources. The correlations between the spectral

channels can be visualized as shown in Figure 4.16; the brightness indicates

the correlation. The lighter the tone, the more correlated are the spectral

bands. (The black regions from 1.35 pm to 1.47 #m and 1.81 #m and 1.97 /_m

are the water absorption bands.) By looking at Figure 4.16, it was determined

that the spectral region from 0.7 #m to 1.35 #m was uncorrelated from the

other spectral bands. Twenty data channels were in the spectral region from

0.7 #m to 1.35 #m, which was treated as data source =ffl. Source =//:2 consisted

of the other 40 data channels. The information classes were modeled by the

Gaussian distribution in both data solJrces. The JM distance separabilities of

the data sources are shown in Tables 4.85 (source -if-l) and 4.86 (source _2).

The information classes in data sources were relatively separable but the

classes in source _2 had a higher average JM distance than the classes in

source _1.

The results of the SMC classifications with respect to different sample

sizes and various source-specific weights are shown in Tables 4.87 through



194

100

• MD
m SMC
el LOP
[] CGBP
[] CGLC

20

100 200 300 400 500

Training Samples/Class

60O
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Table 4.83

Minimum Euclidean Distance Classifier Applied to

60-Dimensional Simulated HIRIS Data: Training Samples.

# of Training CPU I Percent Agreement with Reference for Class
1 2 3

100 5 i 83.0 50.0 57.0

200 6 184.0 51.0 55.0

300 B J 85.3 50.7 59.0
400 ti I 83.8 55.8 60.3

500 ti 185.2 53.0 61.4

600 6 I 85.2 51.5 59.8

OA

63.33
63.33

65.00

66.58
66.53

65.50

Table 4.84

Minimum Euclidean Distance Classifier Applied to

60-Dimensional Simulated HIRIS Data: Test Samples.

# of Training

lOO
20o

30o
40o

50o
60o

Percent Agreement with Reference for Class
1 2 3

83.5 50.1 59.0

83.6 49.5 59.8
84.0 53.9 58.4

81.1 45.8 70.5
74.3 48.0 69.1
80.0 64.0 48.0

OA

64.17

64.28

65.42

65.82

63.81

64.00
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Table 4.85

l'airwise JM Distances for Data Source _1.

Class _ 2
1 1.31192 1.24447
2 0.96362
Averaee: 1.173336

Table 4.86

Pairwise JM Distances for Data Source =_2.

Class _ 2
1 1.40908

2
Averaee: 1.380562

1.39607
1.33653
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4.92. Ranking of the sources according to the source-specificreliability

measures based on the classification accuracy of training data, the

equivocationmeasure(Table 4.93)and JM distanceseparability (Table 4.94)

agreedin all cases,regardlessof samplesize. Tile reliability measuresalways

estimatedsource#2 as more reliable than source#1. Using thesereliability

measures to weight the data sources in combination gave the highest

accuraciesof training data for samplesizesup to 300 training samplesper

class(Tables4.87,4.88 and 4.89). ttowever, the same weights did not achieve

the best accuracies for test data. The differences were significant for 100 and

200 samples per class, where the "best" results were reached when source #1

got the weight 1.0 and source _2 was weighted by either 0.1 or {}.2. These

unexpected results suggest that the data sources were undertrained with only

100 and 200 samples per class. When 300 samples per class were used (Table

4.89) the highest test accuracy was reached when source #1 was weighted by

1.0 and source #2 by 0.9. However, several other weights gave excellent

accuracies as shown in Table 4.89. The SMC gave the best test performance

when 400 or more training samples were used for each class (Tables 4.90, 4.91

and 4.92) and source # 2 was given more weight than source #1. Using 400

or more training samples for the high-dimensional data was sufficient. In most

cases several weight combinations could achieve the highest accuracies.

The results using the LOP (Tables 4.95 through 4.100) were very similar

to the SMC results. Both tim SMC and LOP were excellent in the classification

of the 60-dimensional data set. For both methods the classification accuracy

of test samples increased with the nulnber of training samples used. Both of

these algorithms were very fast, with a slight edge to the LOP which uses



200

Table 4.87

Statistical Multisource Classification of Simulated

HIRIS Data (100 Training and 575 Test Samples per Class).

Percent Agreement with Reference for Class

Source #1

Source #2

sl s2

1. 1.

1..9

1..8

1..7

1..6

1..5

1..4

1..3

1..2

1..1

1..0

.9 1.

.8 1.

Training Testing

1 2 3 lJ OA 1 2 3 [I OA

Single Sources

99.0 93.0 96.0 96.00 [ 85.9 67.3 57.7 70.32

l

100.0 100.0 100.0 100.00 [ 83.3 47.8 82.1 71.07

Multiple Sources

100.0 100.0 100.0

100.0 100.0 100.0

100.0 100.0 100.0

100.0 100.0 100.0

100.0 100.0 100.0

100.0 100.0 100.0

100.0 100.0 100.0

100.0 100.0 100.0

100.0 100.0 100.0

100.0 100.0 100.0

99.0 93.0 96.0

100.0 100.0 100.0

100.0 100.0 100.0

.7 I.

.6 1.

.5 1.

.4 I.

.3 I.

.2 1.

.i I.

.0 I.

# of pixels

100.0 100.0 100.0

100.0 100.0 100.0

100.0 100.0 100.0

100.0 100.0 100.0

100.0 100.0 100.0

100.0 100.0 100.0

100.0 100.0 100.0

100.0 100.0 100.0

100 100 100

100.00 89.6 51.0 83.1 74.55

100.00 89.7 50.8 83.3 74.61

100.00 96.6 51.3 83.3 75.07

100.00 91.1 51.3 83.5 75.30

100.00 90.6 52.3 83.7 75.53

100.00 91.1 52.9 83.0 75.48

i00.00 91.1 54.6 83.1 76.29

100.00 91.3 55.3 83.5 76.70

100.00 90.1 64.2 77.6 77.28

100.00 90.1 84.2 77.6 77.28

96.00 85.9 67.3 57.7 70.32

100.00 89.6 50.4 82.8 74.26

100.00 89.6 50.3 82.6 74.14

100.00 88.7 50.1 82.8 73.86

100.00 88.3 49.9 83.0 73.74

100.00 87.8 49.7 83.0 73.51

100.00 87.3 49.4 82.8 73.16

100.00 87.0 48.7 82.6 72.77

100.00 86.1 48.3 81.9 72.12

100.00 84.5 48.0 82.1 71.54

100.00 83.3 47.8 82.1 71.07

300 575 575 575 1725

The columns labeled sl and s2 indicate the weights
applied to sources 1 (sl) and 2 (s2).

CPU time for training and classification: 81 sec.
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Table 4.88

Statistical Multisource Classification of Simulated

HIRIS Data (200 Training and 475 Test Samples per Class).

Percent A_eement with Reference for Class

Training I Testing1 2 3 [t_qA 1 2 3

source #1

sl s2

1.1.

1..9

1..8

1..7

1..6

1..5

1..4

1..3

I..2

1..1

1..0

.9 1.

.8 1.

.7 1.

.6 1.

.5 1.

.4 1.

.3 1.

.2 1.

.1 1.

.0 1.

_# of pixels

_le_Sou_rces__
97.5 91.0 92.0 II 93.50 ]t 88.2 70.3 57.3

II

100.0 100.0 99.5 _ 88.0 53.1 80.4

Multi')le Sources

100.0 100.0 99.5 89.1 55.8 82.3

100.0 100.0 99.5 89.1 56.0 82.3

100.0 100.0 99.5 89.5 55.8 82.5

100.0 100.0 99.5 89.7 56.0 82.5

100.0 100.0 99.5 89.9 58.1 82.5

100.0 100.0 99.5 90.5 60.0 83.4

100.0 99.5 99.0 90.3 62.3 84.0

100.0 99.0 99.0 90.7 63.6 84.4

100.0 97.5 99.0 90.7 71.2 76.4

100.0 96.0 98.5 90.5 71.2 76.4

97.5 91.0 92.0 88.2 70.3 57.3

100.0 100.0 99.5 89.5 55.4 82.3

100.0 100.0 99.5 89.3 55.4 82.5

100.0 100.0 99.5 89.1 55.4 82.3

100.0 100.0 99.5 88.9 54.9 82.3

100.0 100.0 99.5 88.6 54.5 82.1

100.0 100.0 99.5 88.2 54.3 81.7

100.0 100.0 99.5 88.2 53.5 81.7

100.0 100.0 99.5 88.0 53.1 81.3

100.0 100.0 99.5 87.8 52.8 80.8

100.0 100.0 99.5 88.0 53.1 80.4

200 200 200 475 475 475

The columns labeled sl and s2 indicate the weights

applied to sources 1 (81) and 2 (82).

CPU time for training and classification: 85 sec.

71.93

73.82

75.75 I

75.79

75.93

76.07
76.84

77.96 I78.88

79.58
I

79.37

79.37 I
71.93

75.72

75.72

75.79

75.37 I

75.09 t

74.74

74.46

74.10

73.82

73.82
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Table 4.89

Statistical Multisource Classificationof Simulated
HIRIS Data (300Training and 375Test Samplesper Class).

source#1
source#2
sl s2
1. 1.

1..9

1..8

1..7

1..6

1..5

1..4

1..3

1..2

1..1

1..0

.9 1.

.8 1.

.7 1.

.6 1.

.51.

.4 1.

.3 1.

.2 1.

.1 1.

.0 1.

Percent Agreement with Reference for Class

Training

1 2 3

96.3 86.7 89.3

100.0 99.0 98.3

of pixels

100.0 99.0 98.7

100.0 98.7 99.3

100.0 98.0 99.3

99.7 98.0 99.0

98.7 95.7 97.7

98.3 95.0 96.7

97.3 94.0 95.0

97.0 91.3 93.3

96.7 90.7 92.3

96.3 89.0 90.7

96.3 87.0 88.7

100.0 99.0 98.7

100.0 99.0 98.7

100.0 99.3 98.7

100.0 99.3 98.7

100.0 99.3 98.7

100.0 99.3 98.7

100.0 99.3 98.7

100.0 99.0 98.7

100.0 99.0 98.7

100.0 99.0 98.3

300 300 300

Testing

[[ OA 1 2 3 tl OA

Single Sources

I 90.78 90.7 82.4 79.5 [I 84.1899.11 96.0 94.4 94.1 94.84

Multiple Sources

99.22 96.5 96.0 95.2 95.91

99.33 97.1 96.3 95.2 96.18

99.11 96.0 96.3 95.2 95.82

98.89 94.7 95.7 93.8 94.76

97.33 94.1 93.3 91.7 93.07

96.67 93.3 92.3 89.1 91.56

95.44 92.8 90.1 87.7 90.22

93.89 92.3 87.5 86.4 88.71

93.22 91.7 86.1 83.7 87.20

92.00 91.2 84.3 81.9 85.78

90.67 90.7 82.4 79.5 84.18

99.22 96.8 95.7 94.9 95.82

99.22 96.5 95.5 94.9 95.64

99.33 96.5 95.5 94.7 95.56

99.33 96.5 95.5 94.4 95.47

99.33 96.3 94.9 94.4 95.29

99.33 96.3 94.9 94.4 95.20

99.33 96.3 94.9 94.4 95.20

99.22 96.0 94.4 94.4 94.93

99.22 96.0 94.7 94.4 95.02

99.11 96.0 94.4 94.1 94.84

900 375 375 375 1125

The columns labeled sl and s2 indicate the weights

applied to sources 1 (sl) and 2 (s2).

CPU time for training and classification: 87 see.
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Table 4.90

Statistical Multisource Classification of Simulated

HIRIS Data (400 Training and 275 Test Samples per Class).

Percent Agreement with Reference for Class

1

source #I 96.8

source #2 100.0

sl s2

1. 1. 99.8

1..9 99.8

1..8 99.8

1..7 99.8

1..6 99.3

1..5 99.0

1..4 98.5

1..3 98.5

1..2 98.5

1..1 97.3

1..0 96.8

.9 1. 99.8

.8 1. 99.8

.7 1. 99.8

.6 1. 100.0

.5 1. 100.0

.4 1. 100.0

.3 1. 100.0

.2 1. 100.0

.1 1. 100.0

.0 I. 100.0

# of pixels 400

Training Testing

2 3 II OA 1 2 3 "____OA _

Si._l_Sou_ce_

87.3 87.3 I-90.42 _8_,6- 82.2 71.3 79.03
99.0 98.0 99.00 [l 94.2 94.2 96.7 95.03

Multiple Sources _____

99.3 98.8 99.25 94.2 94.5 96.4 95.03

99.0 99.0 99.25 93.8 94.5 95.6 94.67

99.0 99.0 99.25 93.5 94.9 95.6 94.67

99.0 99.0 99.25 92.7 94.5 95.6 94.30

98.5 99.0 98.92 90.9 94.9 96.0 93.94

98.3 99.0 98.75 90.2 93.8 96.0 93.33

97.8 98.8 98.33 88.4 92.4 95.6 92.12

95.5 97.5 97.17 85.5 91.6 89.8 89.70 I
93.0 95.5 95.67 85.5 88.7 88.4 87.52

90.5 92.5 93.42 84.4 85.5 82.2 84.00

87.5 87.3 90.42 83.6 82.2 71.3 79.03

99.3 98.8 99.25 94.5 94.9 96.4 95.27 I

99.3 99.0 99.33 94.5 95.3 96.4 95.39

99.3 99.0 99.33 94.5 94.9 96.4 95.27

99.3 99.0 99.42 94.5 94.5 96.0 95.03

99.3 98.8 99.33 94.5 94.5 96.0 95.03

99.3 98.8 99.33 94.5 94.5 96.0 95.03 i

99.3 98.8 99.33 95.3 94.5 96.4 95.39

99.3 98.5 99.25 94.9 94.5 97.1 95.27]

99.0 98.3 99.08 94.2 94.5 97.1 95.27 I

99.0 98.0 99.00 94.2 94.2 96.7 95.03[

400 400 1200 275 275 275 825

The columns labeled sl and s2 indicate

applied to sources 1 (sl) and 2

CPU time for training and classification: 90 sec.
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Table 4.91

Statistical Multisource Classification of Simulated

HIRIS Data (500 Training and 175 Test Samples per Class).

source #1

source _2
sl s2

1. 1-

1..9

1..8

1..7

1..6

1..5

1..4

1..3

1..2

1..1

1..0

.9 1.

.8 1.

.7 1.

.6 1.

.5 1.

.4 1.

.3 1.

.2 1.

.1 1.

.0 1.

of pixels

Percent Agreement with Reference for Class

Training Testing

1 2 3 II OA 1 2 3

Single Sources

99.8 98.4 96.8 98.33 94.3 94.3 98.9

Multiple Sources

99.6 98.8 98.2 98.87 92.6 95.4 97.7

99.6 98.8 98.4 98.93 93.1 95.4 97.7

99.6 98.6 98.2 98.80 93.1 94.9 97.7

99.2 98.8 98.4 98.80 93.1 96.0 97.7

99.0 98.6 98.4 98.67 90.3 96.0 97.7

98.4 98.0 98.4 98.27 88.0 95.4 97.7

98.0 96.8 97.8 97.53 87.4 93.7 97.1

97.8 95.0 96.4 96.40 85.7 92.6 91.4

97.6 92.4 94.0 94.67 84.6 88.6 89.7

96.6 90.6 90.4 92.53 82.9 83.4 83.4

96.2 88.0 84.8 89.53 78.9 78.3 73.7

99.6 98.8 98.0 98.80 92.6 95.4 97.7

99,6 98,8 98,0 98,80 93,1 94,9 97,7

99.6 98.8 97.8 98.67 94.3 94.9 97.7

99.6 98.6 97.8 98.67 94.9 94.9 98.9

99.6 98.6 97.8 98.67 94.3 94.9 99.4

99.6 98.6 97.8 98.67 94.3 94.9 99.4

99.6 98.6 97.8 98.67 94.3 94.9 99.4

99.6 98.6 97.4 98.53 93.7 94.3 99.4

99.8 98.4 97.2 98.47 94.3 94.3 99.4

99.8 98.4 96.8 98.33 94.3 94.3 98.9

500 500 500 1500 175 175 175

The columns labeled sl and s2 indicate the weights

applied to sources 1 (sl) and 2 (s2).

CPU time for training and classification: 90 sec.

JJOA

J 76.9595.81

95.23

95.43

95.24

95.62

94.67

93.71

92.76

89.90

87.62

83.24

76.95

95.23

95.24

95.62

96.19

96.19

96.19

96.19

95.81

96.0O

95.81

525
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Table 4.92

Statistical Multisource Classification of Simulated

HIRIS Data (600 Training and 75 Test Samples per Class).

Percent Agreement with Reference for Class

Training I1 2 :l 1 Testing t

source #1

source #2

sl s2

1.1.

1..9

1..8

1..7

1..6

1..5

1..4

1..3

1..2

1..1

1..0

.91.

.8 1.

.7 1.

.6 1.

.5 1.

.4 1.

.3 I.

.2 1.

.1 1.

.0 1.

# of pixels '

95.2 86.5 85.2

i00.0 98.3 96.8

[[ OA
Sin$1e Sources

! 88.94 I 72.098.39 92.0

Mu!tiple Sources

99.5 98.5 98.3 98.78

99.5 98.3 98.5 98.78
99.5 98.5 98.5 98.83

99.3 98.7 98.3 98.78

99.3 98.5 98.2 98.39

99.0 98.0 08.2 98.39

98.2 96.7 97.8 97.56

97.5 95.3 96.2 96.33

97.2 92.7 94.0 94.61

96.3 90.3 91.3 92.67

95.2 86.5 85.2 88.94

99.5 98.3 98.3 98.72

99.7 98.3 98.3 98,78

99.7 98.3 98.2 98.72

99.8 98.3 98.0 98.72

99.8 98.3 98.0 98.72

99.8 98.3 98.0 98,72

99.8 08.3 97.7 08.61

99.8 98.3 97.5 98.56

100.0 98.3 97.0 98.44

100.0 98.3 96.8 98.39

600 600 600 1800

78.7 73.3

97.3 97.3

92.0 100.0 98.7

92.0 100.0 98.7

92.0 100.0 98.7

92.0 97.3 98.7

89.3 97.3 98.7

85.3 97.3 98.7

82.7 93.3 96.0

80.0 92.0 93.3

76.0 88.0 96.7

73.3 85.3 88.0

72.0 80.0 78.7

92.0 100.0 98.7

92.0 100.0 98.7

92.0 100.0 98.7

92.0 100.0 98.7

92.0 i00.0 98.7

92.0 100.0 98.7

90.7 I00.0 98.7

90.7 98.7 98.7

92.0 98.7 97.3

92.0 97.3 97.3

75 75 75

The columns labeled sl and s2 indicate the weights

applied to sources 1 (sl) and 2 (s2).

CPU time for training and classification: 90 see.

r ....

74.67

95.56

J

96.89

i96.89
96.891

i 96"00 I
95.111

93.78 I

_90.67
88.44

84.89_

82.22]

74.674

96.89J

96.89
96.89

96.891

96.89 I
96.89
96.44 [

96.00[

96.00
95.56

225 I
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Table 4.93

Source-Specific Equvivocations for Simulated

HIRIS Data Versus Number of Training Samples.

Eouivocation

Training
Samples
100
200
3OO
400
5OO
6O0

1Sourlce _:2
0.2581 0.0000
0.3325 0.0105

0.4057 0,0637
0.3958 0.0686
0.4154 0.0947

0.4356 0.0981

Table 4.94

Source-Specific JM Distances for Simulated HIRIS
Data Versus Number of Training Samples.

Training
Samvles
100
200
300
4OO
500
600

JM Distancc
Sollr

i
1.313423

1.273153
1.208442

1.234641

1.214116

1.195292

ce_
2

1.413598

1.4107_0
1.392419
1.389006
1.386011
1.383060
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Table 4.95

Linear Opinion Pool Applied in Classification of Simulated

HIRIS Data (100 Training and 575 Test Samples per Class).

Percent Agreement with Reference for Class

Training l
2 3 H OA 1

Single Sources

93.0 96.0 96.00 I! 85.9

100.0 100.0 !00.00 li 83.3
Multiple Sources

Testing

2 31

source #1 99.0

source #2 100.0

sl s2

1. 1. 100.0

1..9 100.0

1..8 100.0

1..7 100.0

1..6 100.0

1..5 99.0

1..4 99.0

1..3 99.0

1..2 99,0

1..1 99.0

1..0 99.0

.9 1. 100.0

.8 1. 100.0

.7 1. 100.0

.6 1. 100.0

.5 1. 100.0

.4 i. I00.0

.3 1. 100.0

.2 1. 100.0

.I I. i00.0

.0 1. 100.0

_##of i__ 100

100.0 100.0

100.0 100.0

100.0 99.0

98.0 99.0

97.0 99.0

97.0 99.0

97.0 99.0

96.0 99.0

95.0 97.0

94.0 96.0

93.0 96.0

100.0 100.0

100.0 100.0

100.0 100.0

100.0 100,0

100.0 100.0

100.0 100.0

100.0 100.0

100.0 100.0

IO0.O 100.0

100.0 100.0

100 100

100.00

100.00

99.67

99.00

98.67

98.33

98.33

98.00

97.00

96.33

96.00

100.00

100.00

100.00

100.00

100.00

100.00

100.00

100.00

100.00

100.00

3O0

67.3 57.7 70.32

47.8 82.1 71.07

89.6 5O.6 82.3

91.5 61.0 79.8

90.8 65.9 73.0

90.4 67.5 71.0

89.4 67.3 69.2

88.2 67.8 66.6

88.2 67.8 66.6

87.5 67.1 62.2

87.0 67.0 60.3

86.3 66.6 59.0

85.9 67.3 57.7

85.7 50.3 82.1

85.4 49.9 81.9

84.7 49.7 82.1

84.9 49.6 81.9

84.3 49.4 81.7

84.0 48.9 81.9

84.0 48.3 81.9

83.8 48.0 81.9

83.8 47.8 82.1

83.3 47.8 82.1

575 575 575

the weights

(s2).
The columns labeled sl and s2 indicate

applied to sources 1 (sl) and 2

CPU time for training and classification: 81 sec.

77.45

76.58

76.29]

75.30

74.20

74.20

72.29

71.42

70.61

70.32

72.70

72.41

72.17

72.12

71.83

71.59

71.42

71.25

71.25

71:97

1725
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Table 4.96

Linear Opinion Pool Applied in Classification of Simulated

HIRIS Data (200 Training and 475 Test Samples per Class).

Percent A_reement with Reference

Training

source _1

source #2

sl s2

1. 1.

1..9

1..8

1..7

1..6

1..5

1..4

1..3

1..2

1..1

1..0

.9 1.

.8 1.

.7 1.

.6 I.

.5 1.

.4 1.

.3 1.

.2 1.

.1 1.

.0 1.

# of pixels

for Class

Testing

1 2 3 ]]OA

70.3 57.3 I 71.93

53.1 80.4 t 73.82

54.5 81.9

55.2 80.6

72.0 72.4

72.0 72.4

72.4 71.2

71.8 67.6

71.2 65.5

71.4 63.2

71.6 60.4

7O.3 59.2

70.3 57.3

54.5 81.9

54.3 82.1

54.1 81.9

53.9 81.9

53.9 81.5

53.9 81.3

53.1 80.8

52.8 81.1

53.1 80.6

53.1 80.4

475 475

1 2 3 ]] OA

Single Sources
i

97.5 91.0 92.0 [ 93.50 88.2

I00.0 I00.0 99.5 I 99.83 88.0

Multiple Sources

I00.0 I00.0 99.5 99.83 89.3

I00.0 i00.0 99.5 99.83 92.0

I00.0 99.5 98.5 99.33 90.7

I00.0 98.5 98.5 99.00 90.7

I00.0 98.5 98.0 98.83 90.5

I00.0 97.0 97.0 98.00 90.1

98.5 97.0 97.0 97.50 89.5

98.0 96.0 96.0 96.67 89.3

98.0 94.5 95.0 95.83 88.8

97.5 92.5 92.5 94.17 88.8

97.5 91.0 92.0 93.50 88.2

i00.0 I00.0 99.5 99.83 88.8

I00.0 I00.0 99.5 99.83 88.8

I00.0 i00.0 99.5 99.83 88.2

i00.0 I00.0 99.5 99.83 88.2

100.0 100.0 99.5 99.83 88.0

100.0 100.0 99.5 99.83 88.0

100.0 100.0 99.5 99.83 88.0

100.0 100.0 99.5 99.83 88.0

100.0 100.0 99.5 99.83 88.0

100.0 100.0 99.5 99.83 88.0

200 200 200 600 475

75.09

75.93

78.67

78.39

78.04

76.49

75.37

74.60

73.75

73.19

71.93

75.09

75.09

74.74

74.67

74.46

74.18

73.96

73.96

73.89

73.82

1425

The columns labeled sl and s2 indicate the weights

applied to sources 1 (sl) and 2 (s2).

CPU time for training and classification: 84 see.
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Table 4.97

Linear OpinionPool Applied in Classificationof Simulated
HIRIS Data (300Training and 375Test Samplesper Class).

PercentAgreementwith Reference for Class

source #1

source #2

sl s2

1° 1.

1..9

1..8

1..7

1..6

1..5

1..4

1..3

1..2

1..1

1..0

Training Testing

1 2 3 LIoA 2 3 .UoA
Single Sources _

100.0 99.0 98.3 1199.11 96.0 94.4 94.1 94.84

Multiple Sources

99.0 99,0 99.22 96.5

98.7 99.0 99.11 96.5

98.7 99.3 99.22 96.8

98.3 99.3 99.11 96.5

97.3 99.3 99.11 95.7

97.3 99.3 98.78 94.4

97.0 99.7 98.56 93.9

94.7 98.3 97.11 93.1

93.7 95.0 95.56 92.5

90.7 92.7 93.44 92.0

86.7 89.3 90.78 90.7

99.11

99.22

99.22

99,22

99.33

99.33

99.33

99.22

99.22

99.11

99.7 96.0 95.2

99.7 96.0 95.2

99.7 96.3 95.2

99.7 96.3 95.2

99.7 96.0 95.5

99.7 96.0 95.7

99.0 94.4 95.5

98.3 92.0 92.5

98.0 88.0 89.1

97.0 86.9 86.9

96.3 82.4 79.5

.9 1.

.8 1.

.7 1.

.6 1.

.5 1.

.4 1.

.3 1.

.2 1.

.1 1.

.0 1.

__of pixels

99.7 99.0 98.7 96.3 96.3 94.9

99.7 99.3 98.7 96.3 95.7 94.9

99.7 99.3 98.7 96.3 95.5 94.9

99.7 99.3 98.7 96.5 95.5 94.9

100.0 99.3 98.7 96.5 95.2 94.7

100.0 99.3 98.7 96.3 95.2 94.4

100.0 99.3 98.7 96.3 95.2 94.4

100.0 99.0 98.7 96.3 94.7 94.4 I

100.0 99.0 98.7 98.0 94.7 94.4

100,0 99.0 98,3 96.0 94.4 94.1

300 300 300 375 375 375

95.91

95.91

96.09

96.00

95.73

95.38

94.58

92.53

90,13

88.62

84.18

95.82

95.64

95.56

95.64

95.47

95.29

95.29

95.11

95.02

94.84

The columns labeled sl and s2 indicate the weights

applied to sources 1 (sl) and 2 (s2).

CPU time for training and classification: 86 sec.
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Table 4.98

Linear OpinionPool Applied in Classificationof Simulated
HIRIS Data (400Training and 275Test Samplesper Class).

source #1
source #2

percent Agreement w!th Reference for Class

Training Testing

I 2 3 (I OA 1 2 3 IIOA
Single Sources

96.8 87.3 87.3 90.42 83.6 82.2 71.3 I[ 79.03
rl

 ooo.o oooo ,,
sl s2

I. 1.

1..9

1..8

1..7

1..6

1..5

1..4

1..3

1..2

1..1

1..0

.9 I.

.8 1.

.7 I.

.6 I.

.5 I.

.4 I.

.3 I.

.2 1.

.I 1.

.0 I.

# of pixels

Multiple Sources

99.8 99.3 98.8 99.25 95.3 94.9 96.0 95.39

99.8 99.0 98.8 99.17 95.3 94.5 95.3 95.03

99.5 99.0 99.0 99.17 94.2 94.2 95.3 94.55

99.0 99.0 98.3 99.75 91.3 93.5 92.0 92.24

98.8 97.0 97.3 97.67 89.5 92.0 89.5 90.30

98.8 95.5 96.3 96.83 86.5 90.5 88.7 88.61

98.5 93.3 93.8 95.17 85.1 89.8 86.2 87.03

97.8 92.5 92.0 94.08 84.7 87.3 82.5 84.85

97.3 90.5 91.0 92.92 84.4 84.7 79.3 82.79

97.3 89.0 89.8 92.00 83.6 85.5 75.3 80.48

96.8 87.3 87.3 90.42 83.6 82.2 71.3 79.03

100.0 99.3 98.8 99.33 95.3 94.9 96.0 95.39

100.0 99.3 99.0 99.42 95.6 94.9 96.0 95.52

100.0 99.3 99.0 99.42 96.0 94.5 96.0 95.52

i00.0 99.3 98.8 99.33 95.6 94.2 96.4 95.27

I00.0 99.3 98.8 99.33 95.6 94.5 96.0 95.52

100.0 99.3 98.5 99.25 95.3 94.5 96.4 95.36

100.0 99.3 98.5 99.25 94.9 94.5 96.4 95.27

100.0 09.3 98.5 99.25 94.9 94.5 96.4 05.27

100.0 99.0 98.3 99.08 94.2 94.2 96.7 95.03

100.0 99.0 98.0 99.00 94.2 94.2 96.7 95.03

400 400 400 1200 275 275 275 825

The columns labeled sl and s2 indicate the weights

applied to sources 1 (sl) and 2 (s2).

CPU time for training and classification: 89 sec.
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Table 4.99

Linear Opinion Pool Applied in Classification of Simulated

HIRIS Data (500 Training and 175 Test Samples per Class).

Percent Agreement with Reference for Class

1

95.8
99.8

I.I. 99.6

i..9 99.6
1..8 99.6

i..7 98.6
I..6 98.2

1..5 98.2
1..4 97.6

1..3 97.0

1..2 96.8
1..1 96.4

I..0 95.8

.9 1. 99.6

.8 1. 99.6

.7 1. 99.6

.6 1. 99.6

.5 1. 99.6

.4 1. 99.6

.3 i. 99,6

.2 1. 99.6

.1 1. 99.8

.0 1. 99.8

# of pixels 500

source #1

source #2

sl s2

Training Test" g

2 3 l[ OA i 2 3 _OA__A _

Single Sources 95_I
88.0 84.8 { 89.53 78.9 78.3 73.7 76.

98.4 96.8 I 98.33 94.3 94.3 98.9 95.811

Multiple Sources
988 98.0 98.8o954 954 977 96i j
988 982 98.87949 954 977 9600j
98.8 98.2 98.87 93.7 95.4 97.7 95.62 i

98.6 98.0 98.40 91.4 94.3 96.0 93.90 I

97.2 98.4 97.27 89.7 93.7 92.0 91.81

95.4 95.6 96.40 86.3 92.6 90.3 89.71

93.2 93.8 93.87 84.6 89.1 89.1 87.62
91.8 92.8 93.87 82.9 86.9 85.7 85.14 {

91.0 89.8 92.53 82.9 84.0 82.9 83.24 h

89.8 87.6 91.27 80.0 80.6 76.6 79.05
88.0 84.8 89.53 78.9 78.3 73.7 76.95

--7

98.8 98.0 98.80 94.9 95.4 97.7 96.00
98.8 98.0 98.80 95.4 94.9 98.3 96.19

98.8 97.8 98.67 94.9 94.9 98.3 96.00 J

98.6 97.6 98.67 94.3 94.3 98.9 96.00 I
98.6 97.6 98.60 94.3 94.9 99.4 96.19

98.6 97.4 98.53 94.3 94.9 99.4 96.19 I
98.6 97.4 98.53 94.3 94.3 99.4 96.00

98.6 97.4 98.60 94.3 94.3 99.4 96.00
98.4 97.2 98.47 94.3 94.3 99.4 96.00
98.4 96.8 98.33 94.3 94.3 98.9 95.81___

500 500 1500 175 175 175 525___

The columns labeled sl and s2 indicate the weights

applied to sources 1 (sl) and 2 (s2).

CPU time for training and classification: 90 see.
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Table 4.100

Linear Opinion Pool Applied in Classification of Simulated
HIRIS Data (600 Training and 75 Test Samples per Cl_s).

Percent Agreement with Reference for Class

Training I Testing1 2 3 1,0A 1 2 3 I]OA
Single Sources

95.2 86.5 85.2 88.94 72.0 78.7 73.3 II 74.67100.0 98.3 96.8 98.39 92.0 97.3 97.3 95.56

Multiple Sources

99.7 98.5 98.3 98.83 93.3 I00.0 98.7 97.33

99.5 98.5 98.5 98.83 93.3 I00.0 98.7 97.33

99.5 98.3 98.5 98.78 92.0 97.3 98.7 96.00

99.2 98.5 98.2 98.61 85.3 97.3 97.3 93.33

98.3 97.5 96.5 97.44 81.3 93.3 93.3 89.33

97.8 96.3 95.2 96.44 80.0 92.0 92.0 88.00

97.2 94.3 94.0 95.17 78.7 89.3 90.7 86.22

96.8 91.8 92.2 93.61 74.7 84.0 88.0 82.22

96.3 90.2 90.7 92.39 73.3 82.7 85.3 80.44

95.5 89.2 87.8 90.83 73.3 81.3 81.3 78.67

95.2 86.5 85.2 88.94 72.0 78.7 73.3 74.67

99.8 98.3 98.3 98.83 93.3 I00.0 98.7 97.33

99.8 98.3 98.3 98.78 93.3 I00.0 98.7 97.33

99.8 98.3 98.0 98.72 93.3 I00.0 98.7 97.33

99.8 98.3 97.8 98.67 92.0 100.0 98.7 96.89

99.8 98.3 97.8 98.67 90.7 100.0 98.7 96.44

99.8 98.3 97.7 98.61 90.7 i00.0 98.7 96.44

99.8 98.3 97.2 98.56 90.7 I00.0 98.7 96.44

99.8 98.3 97.2 98.44 92.0 98.7 98.7 96.44

I00.0 98.3 96.8 98.39 92.0 98.7 97.3 96.00

I00.0 98.3 96.8 98.39 92.0 97.3 97.3 95.56

600 600 600 1800 75 75 75 225

source #1

so,urge ¢#2
sl s2

I. 1.

1..9

1..8

1..7

1..6

1..5

1..4

1..3

1..2

1..1

1..0

.9 1.

.8 1.

.7 1.

.6 1.

.5 1.

.4 1.

.3 1.

.2 1.

.1 1.

.0 1.

# of plxels

The columns labeled sl _nd s2 indicate the weights
applied to sources 1 (sl) and 2 (s2).

CPU time for training and classification: 90 sec.
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addition rather than multiplication in its global membership function. As

compared to the 40-dimensionalML classification, these two methods were

about 25_oslower (Figure 4.17). It is worth noting that a ML classificationof

60-dimensionaldata would have beenstill slower. Also, classificationusing

the LOP and the SMC improved in terms of accuracyas comparedto the ML

classificationof 40-dimensional data.

The CGBP neural network (720 input neurons, 20 hidden neurons) was

trained to perfection for the 60-dimensional data (Tables 4.101 (training) and

4.102 (test)). In terms of accuracy of classification of test data, it was a little

better than for the lower-dimensional cases. Also, a sample size of 300 or

larger increased the overall accuracy for test data. The CGBP converged

slowly. As with the other experiments its time to convergence grew rapidly

with the number of training samples used. For 600 training samples per

class, the algorithm converged in 3.65 CPU hours. The LOP and the SMC

were 146 times faster. If compared to the 40-dimensional case, the CGBP was

about 1.2 times slower in training and classification of the 60-dimensional data

(Figure 4.18). In the 60-dimensional case the algorithm needed fewer

iterations than for the 40-dimensional data.

As the dimensionality grew the CGLC (720 input neurons) did better in

classification of training data (Table 4.103). In classification of test samples

(Table 4.104), the CGLC was a little better than for the 40-dhnensional data.

The CGLC was about two times faster than the CGBP algorithm in

classification of 60-dimensional data but the time to convergence also grew

rapidly with the sample size. Oddly enough the training times for the 40 and

60 dimensions were ;dmost the sa,,,m for t,h(, C(1I,( _, with 300 training; samph's
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Figure 4.17 Statistical Methods: Training Plus Classification
Time versus Training Sample Size
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Table 4.101

Conjugate Gradient Backpropagation Applied to

60-Dimensional Simulated HIRIS Data: Training Samples.

Sample Number of

size iterations

100 59

200 91

300 183

400 189

500 172

600 250

CPU - Percent Agreement with Reference for Class

_ time l 1 2 3 OA

650 100.0 100.0 100.0

1921 I 100.0 100.0 100.0

4696 I 100.0 i00.0 100.0

5969 I 100.0 100.0 100.0

7622 [ 100.0 100.0 100.0
_1_3_7_4 L jOO=p ....... 190.0 ....... 1_00.0_ _

100.00

100.00

100.00

100.00

100.00

_10p:90 ......

Table 4.102

Conjugate Gradient Backpropagation Applied to

60-Dimensional Simulated HIRIS Data: Test Samples.

Sample Number of Percent Agreement with Reference for Class

size iterations 1 2 3 OA

100

200

300

400

500

800

59

91

183

169

172

_ 25___g__0

89.7 57.9 52.5

89.3 57.5 46.9

89.1 62.7 56.5

88.0 55.6 61.8

86.9 59.4 65.7'

92.0 60.0 57.3

68.72

64.56

69.42

68.48

70.67

69.78
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Figure 4.18 Neural Network Models: Training Plus Classification
Time versus Training Sample Size
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Table 4.103

Conjugate Gradient Linear Classifier Applied to

60-Dimensional Simulated HIRIS Data: Training Samples.

Sample Number of

size iterations

100 102

200 246

300 517

400 565

500 1041

600 857

CPU

time

201 100.0 100.0 100.0

843 100.0 100.0 100.0

2140 100.0 100.0 99.7

3030 100.0 100.0 100.0

6511 100.0 89.8 99.4

6931 100.0 98.0 98.2

Percent Agreement with Reference for Class

1 2 3 OA

100.00

100.00

99.89

100.00

99.73

98.72

Table 4.104

Conjugate Gradient Linear Classifier Applied to

60-Dimensional Simulated HIRIS Data: Test Samples.

Sample Number of Percent Agreement with Reference for Class

size iterations 1 2 3 OA

100

200

300

400

500

600

102

246

517

565

1041

857

87.3 61.6 46.8

84.8 56.8 47.2

84.8 55.2 57.3

84.4 55.3 58.2

86.9 61.7 56.6

88.0 66.7 58.7

65.22

62.95

65.78

65.94

68.38

71.11
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or less. With a larger sample size, the 40-dimensional classification was about

two times faster (Figure 4.18).

4.4.4 Summary

The Statistical methods were consistently superior to the neural network

methods in the classifications of very-high-dimensional data performed here.

The ML method, when applicable, was clearly the best, both fast and

accurate, in classification of the 20- and 40-dimensional data sets. It could not

be applied for the 60-dimensional data because of a singular covariance

matrix. In that case the SMC and the LOP outperformed the minimum

distance and neural network methods. In fact, these two methods must be

considered desirable alternatives for classification of very-high-dimensional

data. If the high-dimensional data can be split into two or more independent

data sources, the SMC and the LOP can be very accurate and extremely fast.

They are faster in classification than the ML method and can also be applied

in classification of multitype data when the ML method is not appropriate.

Also, in these experiments the LOP showed a far better performance than in

the classifications of the multisource data in Sections 4.2 and 4.3. The

apparent reason is that the two HIRIS data sources were rather agreeable.

When this is the case the LOP can provide very good performance.

The MD classifier showed very poor performance. It is very fast but

cannot discriminate the data adequately. Since it does not use any second

ordcr statistics, it is bound to perform poorly in classification of high-

dimensional data {85 I. Also, it shows saturation, i.e., above a certain number

of dimensions its classification accuracy does not increase. In the experiments,
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the MD classificationaccuracy did not improve for data sets more complex

than the 20-dimensionaldata.

Of the neural network methods applied,

performance in classification of training data.

accuracyfor test data did not go much over70_o.

CGBP showed excelleilt

However, its classification

The CGBP wasvery slow

in training and increasingthe numberof training samplesslowedthe training

processmarkedly. In contrast increasingthe number of training samplesdid

not significantly improve the classificationaccuracy of test data. It seems

evident that CGBP needsto haveseenalmosteverysampleduring training to

beable to classifythem correctly during testing.

Training of the CGBP is more efficient than conventional

backpropagationand requiresfewer parameterselections. However,as in the

conventionalbackpropagation,the numberof hiddenneuronsmust be selected

empiric.'_liy. We selectedthe lowest number of hidden neuronswhich gave

100% accuracyduring training. Useof too many hidden neurons makes the

neural network computationally complex and can degrade its performance

(analogous to the Hughes phenomenon [29]).

The CGLC uses no hidden neurons, and in the experiments with high-

dimensional data it did not do much worse than the CGBP. The relatively

good performance of the CGLC indicates good separability of the data. The

CGLC was not as accurate as CGBP in classifying training data but achieved

similar accuracies in classifying test data. The CGLC converged faster than

CGBP, so it seems to be the better alternative for classification of very-high-

dimensional data.
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In defenseof the neural network methods, it can be said that the

maximum likelihoodmethodhad an unfair advantagesincethe simulated data

were generatedto be Gaussian. Neural networks areeasy to implement and

do not need any prior information about the data whereas a suitable

statistical model has to be available for the ML method. Also, neural network

methods were shown earlier to have potential in classifying difficult multitype

data sets. However, the neural networks do not have as much ability to

generalize as the statistical methods, which was evident in the test data

results. These methods will not be comparable to the statistical methods in

terms of speed unless implemented on parallel machines. Currently their

computation time increases very rapidly with an increased number of training

samples in contrast to the statistical methods which require almost no

increased time when the training sample size increases.
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CI _APTER 5

CONCLUSIONS AND

SUGGESTIONS FOR FUTURE WORK

5.1 Goncluaiona

This empirical evaluation of statistical methods and neural networks for

classification of both multisource remote sensing/geographic data and very-

high-dimensional data has revealed some striking differences.

The neural network models, the CGLC and the CGBP, showed good

performance as pattern recognition methods for multisource remotely sensed

data. Both neural networks were :;uperior to the statistical methods used in

terms of classification accuracy of training data. However, in classification of

test data better results were achieved with statistical methods. Also, the

neural network models have an overtraining problem. If their training

procedure goes through too many ]turning cycles, the neural networks will get

too specific in classifying the train ng data and give less than optimal results

for test data. This overtraining )roblem is a shortcoming that has to be

considered in the application of neural networks for classification.

The neural network models have the advantage that they are

distribution-free and therefore no knowledge is needed about the underlying

statistical distributions of the data. This is an obvious advantage over most
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statistical methods requiring modeling of the data, which is difficult when

there is no prior knowledgeof the distribution functions or when the data are

non-Gaussian. It also avoidsthe problem of determining how much influence

a sourceshouldhavein the classification,which is necessaryfor both the SMC

and LOP methods.

However,the neural networks,especiallythe CGBP, are computationally

complex. When the sample sizewas large in the experiments, the training

time could be very long. The experimentsalso showedhow important the

representationof the data is when using a neural network. To perform well

the neural network models must be trained using representative training

samples. Any trainable classifier needsto be trained using representative

training samplesbut the neural networks are more sensitiveto this than are

the statistical methods.If the neural networks are trained with representative

training samplesthe results showedthat a two-layer or a three-layer net can

do almost as well as the statistical methods in multisource classification of test

samples. However, the neural network methods were clearly inferior to the

statistical methods in the classification of the very-high-dimensional

(simulated) HIRIS data. It was known beforehand that the HIRIS data were

Gaussian; they were simulated that way. Therefore, the neural network

methods did not have much chance of doing better than the statistical

methods. The neural network models are more appropriate when the data are

of multiple types and cannot be

statistical model.

The SMC method worked

modeled by a convenient multivariate

well for combining multispectral and

data. The classification of four and six data sources gavetopographic
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significant improvement in overall and average classification accuracies as

compared to single source classification. Using different levels of weights for

different sources also showed promise in the experiments in terms of increase

in overall classification accuracy.

Three different modeling methods were used in the experiments for

density estimation of non-Gaussian data sources. The Parzen density

estimation showed very good test performance in terms of overall classification

accuracy. However, the Parzen density estimation was more time consuming

than the other methods (histogram approach and maximum penalized

likelihood method) when the sample size was large. The maximum penalized

likelihood method also gave very good test accuracy. Both the Parzen density

estimation and the maximum penalized likelihood method are useful

alternatives for modeling of non-Gaussian data in multisonrce classification.

The SMC algorithm requires representative training samples but tends

not to be as sensitive to their being representative as are the neural network

models. The SMC algorithm outperformed the neural networks in classifying

test data since it was provided with more prior knowledge in the form of the

statistical model(s) for the data. Carefully modeled density functions make

the statistical approach more capable of generalizing to samples not seen

during training. Also, the neural network models require computationally

expensive iterative training in contrast to the SMC algorithm. On the other

hand, significantly more insight and effort are required on the part of the

analyst to use the SMC. Also, when the Parzen density estimation is used

with the SMC, the training time of the SMC can become computationally

intensive in its own right.
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The LOP did not do well at all in the multisource classification of

multisource remote sensing and ge,_graphic data. The LOP is appealing

because of its simplicity but it is not appropriate for classification of

multisource data. It was clearly inferior to the SMC in classification of these

data. However, in classification of the very-high-dimensional data, both the

LOP and SMC algorithms showed excellent performance. Both methods were

faster than the conventional ML classifiers and can always be used in contrast

to the ML which shows singularity problems with limited number of training

samples. The reason for the good performance of the LOP in the high-

dimensional classification was that the two data sources were rather agreeable

and had high source-specific accuracies. That was not the case for the sources

in the multisource classification experiments. When the data sources are

relatively agreeable the LOP can do well in classification and improve the

overall accuracy as compared to the single source classifications.

The three suggested reliability measures were employed as ranking

criteria for the data sources in the SMC and LOP classifications. These

worked well for the SMC in all cases where sample sizes were adequate. The

ranking criteria also worked well for the LOP in the classification of very-

high-dimensional data. They could not help in classifications of multitype

remote sensing and geographic data because the sources were not agreeable

and the LOP tended toward dictatorship of the best source. It is very hard to

determine the optimum weights for both the SMC and the LOP. That

problem is still being investigated. With both optimum weighting and

optimum data modeling the SMC will certainly give an excellent performance

in classification of multisource remote sensing and geographic data.
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In general the main advantagestatistical classificationalgorithms have

over the neural network models is that if the distribution functions of the

information classesare known these methods can perform very accurately.

But for those cases, as for instance in multisource classification, in which we

do not know the distribution functions, neural network models can be more

appropriate, although at considerable computational expense.

There are several problems related to both the statistical and neural

network approaches in multisource classification which need further work.

Suggestions for future research directions in this area are discussed next.

6.2 Future Research Directions

The most important problem with the statistical methods is weight

selection. As observed previously, it is very hard to find optimum weights for

the statistical multisource classifiers. One general approach for determining

weights appears to be the use of optimization techniques similar to the

mathematical programming methods suggested in Sections 2.3.4 and 2.3.5.

These methods need more research to be applicable for optimum weight

selection.

As discussed in Chapter 3, it is very difficult to implement statistics

explicitly in neural networks. Therefore, it is very hard to combine the

statistical consensus theory approaches and the neural networks models.

However, one possibility for a consensual neural network is the stage-wise

neural network algorithm described as follows. This network does not use

prior statistical information but is somewhat analogous to the statistical

consensus approaches.
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In the stage-wise neural network a single-stage neural network is trained

for a fixed number of iterations or until the training procedure converges.

When training of the first stage has finished, the classification error for that

stage is computed. Then another stage is created. The input data to the

second stage are obtained by non-linearly transforming the original input

vectors. The second stage is trained in a similar fashion to the first stage.

When the training of the second stage has finished, the consensus from both

stages is computed by taking the weighted sum (using stage-specific weights)

of output activities from the stages. The stage-specific weights can, e.g., be

selected based on the overall classification accuracies of each stage. Then the

consensual classification error for the consensual neural networ_ is computed

using both stages. If the consensual classification error is lower than the

classification error for the first stage, a new stage is created an] trained in a

similar way to the second stage, but with another set o' non-linearly

transformed input data. After training of this stage has finished, the

consensus and the consensual error are computed for the out,put activities

from all the stages.

Stages are added in the consensual neural network as long as the

consensual classification error decreases.

is not decreasing, the training is stopped.

the stages in parallel.

If the consensual classification error

Testing can be done by applying all

The consensual neural network algorithm combines the information from

various different "sources." In contrast to the data sources usually referred to

in multisource classification, the "sources" here consist of non-linearly

transformed data which have been transformed several times from the raw
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data. In neural networksit is very important to find the "best" representation

of input data and the consensualneural network attempts to averageover the

results from several input representations. Also, in the consensual neural

network, testing can be done in parallel between all the stages, which makes

this method attractive for implementation on parallel machines.

This type of consensual neural network may be a desirable alternative for

multisource classification. However, it needs further work in terms of

guidance of weight-selection for the sources and selection of the best non-

linear transformation.
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