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ABSTRACT

A neural network is demonstrated to learn error's generated by a numerical algorithm for solving
coupled nonlinear differential equations. Comparisons are made for training the neural network using
backpropagation and a new method which is found to converge with fewer iterations.

L INTRODUCTION

The molecular dynamics method provides a powerful and versatile tool for studying the
microscopic behavior of matter. During the past two decades, the molecular dynamics (MD) method has
been used to complete detailed studies of the time-dependent motion of a system of particles, providing
information on the mechanisms for processes which occur on both the microscopic and macroscopic
levelJ "_ While the fundamental applications of the molecular dynamics method are broad, there still
remain some technological problems with computational complexity.

One fundamental problem is the limitation due to numerical integration errors. The numerical

solution of the time dependence for a set of coupled_ordinary differential equations that describe a given
system of particles can only be obtained to within a gmall but finite error. Various techniques and

formulae have been used for solving a set of first-orde_r coupled ODEs such as Runge-Kutta, Adams
method, etc. (see for a review Refs. 4-5). In each case_ an error will be produced depending on the time
step, order of method, and characteristics of the equation and solution. In this paper we propose a new
method for correcting errors for this type of numerical solution of ODEs. The method is based on using a
neural network to correctly learn the error generated by, for example, Runge-Kutta on a model molecular

dynamics problem. The neural network programs used in this study are ones developed by NASA. A fast
learning approach is also contrasted with a more traditional backpropagation method. The neural net
programs are discussed in the next section. In the third section, we discuss the MD model and calcula-
tions, followed by our conclusions.

11. FAST I.F.ARNING UTILITY FOR BACKPROPAGATION (FLUB) °

For the purpose of this discussion, we assume familiarity with the basic gradient descent
algorithm for determining weights for feed-forward networksJ Presented here is a brief description of an
accelerated training method for such networks. The next section includes a performance comparison
between the accelerated method and a conventional neural network simulation package (NETS)? As is

well known, finding an acceptable set of weights for a feed-forward network of even moderate size may be

extremely difficult, primarily because of the large number of parameters which must be found. The actual
nonlinearities in the resulting optimization problem are very mild and result mainly from two sources.
These are

(1) the error function, and
(2) the nonlinear transfer function for the network.

The standard RMS error function produces a quadratic nonlinearity because the function itself Is formed

by summing the squares of network errors. The transfer function introduces a more complex global
nonlinearity, but In local regions of weight space, the sigmoids are modeled well by linear approximation.
The accelerated method is based on a number of engineering compromises which exploit common features

of popular three-layer feed-forward architectures. As such, the strategy ignores issues which may be
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important in some problems, but in many cases it is extremely effective. In particular, the acceleratcd
method should be considered when most of the connections in the network are between the input and

hidden layers.

The complexity of the weight determination problem is mar, aged by reducing the ,:,umber of
optimization variables which are simultaneously active. One obvious means for such a reduction is to
perform a sequence of partial optimizations; i.e., temporarily freeze most of the optimization parameters

and concentrate on a small number of active variables. After the objective function is brought to the best
value possible by means of manipulating the active variables, a new subset of variables is activated, while

all others are frozen. The process continues until an acceptable value of the error function is obtained or
no further reduction is possible. The effectiveness of this technique is strongly dependent on the way that

the active sets of variables are selected. In the present case, the decomposition of the weight space is
suggested by the architecture.

Denote the matrix of weights between the input and hidden layer as W o and those between the
hidden and output layers as W t. We arrange both matrices so that the entry w(i, j) is the strength of the
connection leading from neuron j to neuron i. We therefore term the ith row of a weight matrix to be the
weight vector associated with neuron i, where we associate weights with the neuron to which the

corresponding connections lead. This choice of notation is arbitrary, but apparently popular, in part
because the actions of the weights on the vector of outputs X of a layer may be viewed as a multiplication
of the vector X by the weight matrix associated with the ta'get layer. Suppose that the three-layer network

has no input nodes, nt hidden nodes, and n2 output nodes. Let X be the inputs for the network organized
as a matrix having no rows and p columns where p is the number of examples comprising the training set.
The activations of the hidden nodes may be orggnized in similar fashion as a ntxp matrix Y where

y = wox . (i)

If f is the nonlinear transfer function for the network, then denote F to be the mapping f applied to a
matrix element-wise. Therefore, if the hidden layer outputs are also organized as a nix p matrix Y. we have

Q = F(Y) (2)

In the present implementation, the function f is given by

f (X) : Z/(l + exp(-x)) ; (3)

however, in practice, f can be any differentiable function. Continuing in similar fashion, the output

activations will be denoted by the n,xp matrix Z where

z - w_ , (")

and the network outputs by the n2xp matrix ,-3 where

_.. F(Z) . (5)

if the desired outputs for the network are denoted by the nzxp matrix T, then the energy (or error)

function E for the network is given by

I-1 J-1
t(i, j))2. (6)

The RMS error referenced in the following section is defined to be



RMS I,2E/(pn,) (7)

An architecturally natural decomposition of the weight space is to consider W 0 separately from W t.

Moreover, when W t is considered alone, it is relatively easy to produce optimal output weights. This is

true for two reasons. First, the variables comprising W I may be further subdivided with no penalty. The
energy function E is structured so that

_E
• o (8)

where the subscripted w denotes an output weight and il is distinct from i2_ This means that each row of

W_ may be determined independently. Second, if the output sigmoids are linearize.xl, then the problem of

determining each row of W 1 reverts to a well known quadratic optimization problem. These output weight
vectors are determined using a pseudo-inverse technique modified to produce new weight vectors which

are minima of the quadratic linearized energy function subject to the side condition that they are as close
as possible (LZ-wise) to the previous vector. The side condition provides solutions which obey Widrow's

minimum disturbance rule, t and, unlike normal least squares which is a one-shot process, the modified
technique may be executed iteratively.

The preceding discussion provides a method for finding an optimal W I given a fixed W e The

remainder of the accelerated training method is concerned with obtaining the matrix W e Unlike WI, W 0

cannot be decomposed by rows. Instead, the decomposition employed is based on the algebraic structure

of the input space (column space of the matrix X). Denote this vector space as C. To motivate this view,

observe that any gradient update to a row of W 0 is contained in C. A very useful ortho-normal basis for C

is provided by the singular value decomposition (SVD) of X. u° The SVD of X is described by the equation

x - LSR' , (9)

where S is a square diagonal matrix whose diagonal entries are positive numbers generally known as the

singular values of X, and the matrices L and R are orthogonal, i.e., LL' = RR' = I. The column vectors

of L form a basis for C, while the column vectors of R provide a basis for the row space of X. The size of

the corresponding singular value is a measure of Lhe importance of a singular vector in the basis

representation of C. If a singular value of X is 0, then the corresponding singular vector (column of L) is

perpendicular to C and thus to any gradient update to W0. For the purpose of determining the weights
W o, each row W(i) of W o is represented as follows:

w(1) = Z c(i, j)L(j) , (to)
Jot

where c(i, j) are variable coefficients, L(j) is the jth column of L (jth singular vector of X), and r is some
number of singular vectors chosen to provide the representation of C. Note that r should always be at
most equal to the rank of X. In most cases, lesser values of r prove to be good choices because the
mathematical rank of X is usually larger than the dimension of the space which is needed to represent
important features of the input space. Exclusion of singular vectors corresponding to lesser singular values
forces the optimization process to run on a reduced rank representation of the input space. In addition to
pruning the size of the problem, using a reduced rank representation often suppresses noise.

At each step of the process, a special j(i), 1 _ j(i) _ r is selected, and the vector of coefficients
c(i, j(i)), i = 1..... n, is manipulated to determine optimal values of the coefficients c(i, j(i)) which
minimize E subject to the condition that all other parameters remain constant. Following this optimiza-
tion step, an optimal W, is found using the process described at the beginning of the section. This process
is repeated until an acceptable error is obtained or no further reductions are possible. At each step the
choices of j(i) are re-evaluated. The evaluation process simply consists of a sensitivity analysis which, for
each i, 1 _ i < n_, determines which coefficiem c(i, j) changes the error function the most for a given
change in c(l, j).



The weaknc._ ,;f this method is that the coefficient selection process only crudely approximates

even simple gradient descent. Despite this shortcoming, it often works because there are usually many
choices for the weight matrix W, for which there is an acceptable output matrix W r W, is a feature
detector which, in the accelerated method, is strongly based on the algebraic feature_ of the input space.
The big advantage of this method is that the entire matrix W, can be manipulated in a nearly optimal
manner by only handling a relatively small number of coefficients c(i, j(i)). Observe that there are only nt
such coefficients active at any given time, whereas conventional optimization methods must consider noXn_
coefficients to find the matrix W0.

The computational complexity of this algorithm depends on several factors: (1) the one-time
cost of executing an SVD on the matrix X; (2) the once-per-cycle cost t;f executing the pseudo-inverse
solution for W2; (3) the once-per-cycle cost of performing the sensitivity analysis needed to isolate the set
of coefficients c(i, j(i)) for optimization of Wo; and (4) manipulation of the coefficients c(i, j(i)) to obtain
their optimal values.

For networks with large input spaces, (1) is the dominant term. It is important to observe that
(I) only need to be redone if the input space changes. Changes in network size, desired outputs, or
learning parameters do not require recomputation of (1). Our experience with networks of widely differ-
ing sizes has shown that the per-cycle cost of FLUB is two to three times that of NETS; however, the _'cle
costs of FLUB tend to be inflated due to the relatively small number of cycles necessary for convergence
and the one-time cost of the initial SVD.

CALCULATIONS AND RESULTS

Hamiltonian systems are classified ,as integrable or nonintegrable, depending on whether a
separation of variables can be found. Nonintegrable Hamiltonian systems, such as ones derived for
molecular dynamics, are usually integrated by various numerical methods. In the 1960's it was demonstrat-
ed that some simple Hamiitonian systems exhibited, for some regions of phase space, chaotic motion. '_
These models were found to be relevant to atomic and molecular dynamics, tz However, an important

question arose about the accuracy of such numerical integrations. The most commonly used methods are
characterized by the order of series in time that the techniques implement. In this study we have used a
well-known model from the chemical physics literature to determine if the numerical errors that are
generated can be corrected using neural networks.

Our Hamiltonian is a simple two-degree freedom system with the kinetic energy part represented

by

z z (it)
T = -_ Px2 + "_ pya

where P, and PTare Cartesian momenta for the x and y motion. The potential function is nonseparable
and of the form of two harmonic oscillators coupled through a quadratic term x'yz. The total Hamiltonian
is

llp a l(o axa + i_) 2va a (12)

Hamilton's equations (el = _H/ap, 15= -aH/aq) were numerically integrated using the methods described
in the next paragraph. The parameters w, = 1, % = 1, -¢ = 4.0125, and '7 = -1/3 for Case I. In Case 11,
we allowed the w,z and %z to be randomly chosen in the range 0.9 to 1.1. Although the model seems
simple, it actually was one of the first to demonstrate both quasiperiodic and chaotic dynamics and has
been extensively studied.

We have chosen to study the error generated by the 4th-order fixed-step Runge-Kutta method.

A high-level integration was obtained using the 12th order ODE method and requiring an accuracy of 12
digits. Every 20 time steps of 0.1, a training example was obtained by computing the error in nx, Ay, APt,

and AP_ from the trajectory. Eighty points from the trajectory were chosen to represent a segment of the
Runge-Kutta trajectory and should be related to the errors A's. Twenty segments were chosen for 20
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randomly chosen trajectories in an energy range 0 to 10 (in our uniu h = 1; see ReL 12). Four hundred

examples were thus developed which should contain both chaotic and quasiperiodic trajectory segments.
Three-four,hs of the examples was used for training, and one-fourth was used to test the ability of the

network to generalize the data. Our fully connected network contained 80 inputs (20 sequential points of
our trajectory), 4 outputs which were corrections to our trajectory, and a single hidden layer containing 40
nodes.

Using NETS 2.01 we trained the network for Case I to a maximum error of 0.07 and rms error of
-0.02. The test Case I data found a maximum error of 0.16 and an rms error of 0.03. For the second
example wherein the zeroth order Hamiltonian was altered, the network was trained to a maximum error

of 0.1 and rms error of -0.03. The test data error were found to generate a maximum error of -0.18
with an average error of only - 0.05. Using this correction, the trajectory error would be substantially
reduced. We have not investigated any othcr network topologies or parameters. However, it seems
reasonable to assume that more information about the trajectories would lead to a more accurate neural
network calculation. Also, because more degrees of freedom are required for most practical models, a
much larger network would be required. For this reason we have generated preliminary results on a "fast"
learning method called FLUB. For a training criteria of 0.1 for both NETS and FLUB, we found on the
CR.AY-XMP that in Case I NETS required 433 cycles, which is contrasted to 4 cycles for FLUB. In our
computer calculation of Case II, we found NETS required 768 cycles compared to 28 cycles for FLUB.

IV. CONCLUSIONS

In our preliminary study of neural network error correction to numerical integrations, we have
found that:

(1) In a general Hamiltonian system, the numerical errors are related to the dynamical trajectory.
(2) A neural network can learn this error relationship and make useful generalizations of the

error criteria, thereby giving significantly more accurate solutions in approximately the same computation
time.

(3) The fast learning method FLUB can reduce the time needed for training over the standard
backpropagation technique by several orders of magnitude.

Finally, we suggest that this technique may provide a general method to correct numerical
integration errors in some algorithms.
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