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I. Introduction

This project was funded to perform three tasks. The first task is to study shock-wave boundary-layer interactions with bleed. This study is relevant to boundary-layer control in external and mixed-compression inlets of supersonic aircraft. The second task is to test RAAKE, a code developed for computing turbulence quantities. The third task is to compute flow around the Ames ER-2 aircraft that has been retrofitted with containers over its wings and fuselage.

In this report, the accomplishments made in each of the above three tasks are given in the sections below. Additional details are given in the Appendix in the form of publications.

II. Task 1: Shock-Wave/Boundary-Layer Interactions with Bleed

In this area, the following two studies were made. In the first study, a series of simulations were performed for the following problem: a supersonic turbulent, boundary layer flow next to a flat plate with a planar incident oblique shock wave that impinges over a bleed region in which the bleed into a plenum is through rows of circular holes that are arranged in a staggered fashion. These simulations investigated the effects of spacing between bleed holes in the streamwise and spanwise directions.

The results of this study are summarized in Ref. 1 (Ref. 1 is reproduced in the Appendix). Key findings are as follows: (1) A "barrier" shock was found to form in every hole by the bleed process itself if the plenum pressure is sufficiently low. (2) These "barrier" shocks were found to induce considerable disturbances above the plate. (3) When there are rows of holes arranged in a staggered fashion, bleeding through these holes exerted considerable spanwise influence which is contrary to single hole or holes in tandem cases. (4) For the range of bleed-hole spacings investigated, just two rows of holes were able to block the shock-induced adverse pressure gradient from propagating upstream. This indicates that judicious hole placement can greatly reduce the amount of bleed needed to control flow separation. (5) Both the streamwise and
spanwise spacings can exceed the hole diameter with the optimum value dependent upon the boundary-layer profile created by bleed and on the amount of adverse pressure gradient that profile can withstand before separating. This indicates that further optimization can be made by minimizing bleed per unit area.

In the second study, computations were performed to validate the computational procedure and examine the effects of two turbulence models. On computational procedure, validation is needed on the overlapped grid system used and on the OVERFLOW code used. On turbulence modeling, assessment is needed on the usefulness of the algebraic Baldwin-Lomax turbulence model and the one-equation model of Baldwin and Barth. The validation and assessment were made by comparing predicted results with measured ones reported by Willis, et al. (Ref. 2).

The outcome of the validation and assessment studies are summarized in Ref. 3 (Ref. 3 is reproduced in the Appendix). Key findings are as follows. On grid structure and code, OVERFLOW on an overlapped grids can provide very accurate results for both bleed rate and boundary-layer profile above the flat plate upstream and downstream of the bleed region. Note that this validation is for choked flow through 90-degree circular holes into a very big plenum. On the effects of turbulence models, the Baldwin-Lomax (B-L) model was found to produce accurate results for bleed rate as well as the boundary layer (BL) pitot-stagnation-pressure profiles on a grid that is relatively coarse in the streamwise direction provided separation bubbles on the flat plate are either non-existent or very small. With a finer grid, B-L was able to predict a larger separation bubble, one closer to the correct size. But, once B-L predicts a separation bubble that is sufficiently large, then results predicted downstream of it become less satisfactory. If B-L does not predict separation though one exists, then the predicted bleed rate was lower than should be but the predicted pitot-stagnation pressure downstream of the bleed region was found to be accurate. Though Baldwin-Barth turbulence model can predict flow separation on the flat plate with a relatively coarse grid in the streamwise direction, it too does not provide satisfactory results for this problem if there is flow separation.
III. Task 2: Development of the RAAKE Code

RAAKE was developed under a previous grant with NASA Ames (NAG 2-709). RAAKE contains the following two-equation turbulence models: two-layer model of Chen and Patel, low Reynolds number k-ε model of Jones and Launders, a RNG k-ε model, and a k-ω model. The discretization was as follows: first- or second-order accurate in time implicit formula (i.e., Euler implicit or three-point backward), first- or second-order upwind based on flux-vector splitting for the inviscid terms, and second-order central differencing for the diffusion terms. The algorithm used to obtain solutions to the system of equations that result from the discretization was an LU algorithm with novel treatment of diffusion and source terms as described in Refs. 4 and 5.

During the grant period, the following efforts were made to test RAAKE. First, run RAAKE decoupled from OVERFLOW; i.e., take a converged solution from OVERFLOW for a boundary-layer flow in terms of the conserved variables (i.e., ρ, ρu, ρv, ρw, and e) that was obtained by using the Baldwin-Lomas model and then use that to compute k and ε or k and ω. RAAKE running in this mode was found to very robust and quickly yielded converged solutions. Also, it was found to give accurate results in terms of profiles for the turbulence quantities. Next, RAAKE was coupled with OVERFLOW to simulate the following two problems by using the low Reynolds number k-ε model of Jones and Launders: (1) supersonic boundary-layer flow past a compression corner and (2) subsonic flow past a backward facing step. For the compression corner flow, RAAKE was reasonably robust but yielded poor quality results. The poor quality results may be due to the turbulence model used. For the backward-facing step problem, RAAKE performed very badly by being not very robust. In fact, the time-step size needed in order to obtain stable solutions with OVERFLOW was exorbitantly small. Since only a part of the first year of this grant was devoted to RAAKE, efforts to improve RAAKE were not carried out.
IV. Task 3: Simulation of Flow over the Ames ER-2 Aircraft

During the second year of the grant, the focus shifted to the Ames ER-2 aircraft. Basically, the Ames ER-2 aircraft was being retrofitted by having oval-shaped containers mounted above the fuselage and on the wings. These containers, known as starlinks and pods, house antennas, probes, computers, and communication equipment. The objective was to compute flow past this retrofitted aircraft to understand (1) how boundary layers and wakes induced by the containers affect the overall aerodynamics of the aircraft and (2) the accuracy in data acquisition from flow disturbances caused by the containers as well as the aircraft itself about probe regions.

Unlike the earlier two tasks, this task was carried out at NASA Ames by Mark J. Rimlinger (a Carnegie Mellon graduate student who was sent to work at NASA Ames in 1995) with guidance from Wei J. Chyu and Andrew C. Roberts of NASA Ames. Thus, all efforts on this task were carried by Mark Rimlinger, Wei J. Chyu, and Andrew C. Roberts. During 1995, the following simulations were completed: (1) flow past a wing with pod, (2) flow past a wing with pod fitted with a camera window, (3) flow past a wing with pod fitted with a recess cavity, (4) flow past a wing with pod that had an inlet for through flow, (5) flow past a complete ER-2 aircraft (with fuselage, wing, inlet, and boundary-layer diverter) except for the tail, (6) repeat 5 except replace standard wing with extended wing, and (7) repeat 5 except replace wing with spiroid wing. Though no publications were results, many presentations were made to Lockheed and NASA. Please see Mark J. Rimlinger, Wei J. Chyu, or Andrew C. Roberts of NASA Ames for these.
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Computations were performed to investigate three-dimensional, shock-wave/boundary-layer interactions on a flat plate with bleed through four staggered rows of circular holes that discharge into the same plenum. The focus of the computations was to examine how bleed through rows of holes affect bleed rate and the pressure and Mach number distributions. The effects of the following parameters on the flow were investigated: 1) with and without shock-wave impingement on the boundary layer and 2) spacings between bleed holes in the streamwise and spanwise directions. Results show that just two rows of bleed holes arranged in a staggered fashion placed upstream of the incident shock are adequate in blocking the shock-induced adverse pressure gradient from propagating further upstream. Results also show that the spacings between the centers of holes can exceed the hole diameter not just in the streamwise direction, but also in the spanwise direction, and still be able to control shock-induced flow separation. This study is based on the ensemble-averaged, “full compressible” Navier-Stokes (N-S) equations closed by the Baldwin-Lomax algebraic turbulence model. Solutions to the ensemble-averaged N-S equations were obtained by an implicit, partially split, two-factored algorithm with flux-vector splitting in the streamwise direction on a chimera overlapping grid.

Introduction

SHOCK-WAVE/BOUNDARY-LAYER interactions and their effective control play an important role in the operation of mixed-compression supersonic inlets. These inlets utilize shock waves to reduce the incoming air from supersonic to subsonic speeds for the compressor. But, the many reflected shock waves within the inlet thicken boundary layers and cause flow distortions. Also, if the shock waves are sufficiently strong, then boundary-layer separation takes place, which can lead to the unstart condition.

One effective way of controlling the unfavorable effects produced by shock waves is to place bleed holes in regions where shock waves impinge on the boundary layer. The importance of bleed in controlling shock-wave/boundary-layer interactions has led a number of investigators to use both experimental and numerical methods to study this problem. According to Hamed and Shang, though all experimental studies agree that bleed can control shock-wave/boundary-layer interactions, they disagree on how bleed-hole geometric and operating parameters influence the effectiveness of the bleed process. These discrepancies indicate the complexities of the flow in the region about bleed holes. In that region, many parameters can affect the flow with different ones dominating under different conditions.

Numerical studies of shock-wave/boundary-layer interactions with bleed fall into two groups. One group models the bleed process by using boundary conditions and/or a roughness model without resolving the flow through the bleed holes. The advantage of this approach is that it is more efficient computationally, which enables a complete inlet configuration to be simulated, as was done in Refs. 4 and 7. The other group studies the bleed process by resolving the flow through each bleed hole. The advantage of this approach is that it can reveal the nature of the flow governing the bleed process. The understanding gained by these studies can guide the construction of boundary conditions and roughness models used by the first group.

Hamed et al.1,2 Hahn et al.3,4 and Omi et al.5 performed two-dimensional numerical studies of the flow in and around bleed holes. These studies modeled the bleed holes as slots. Hamed et al.6,7 studied supersonic boundary-layer flow past a flat plate with an incident oblique shock wave. Their studies resolved the flow above the plate and in the bleed hole or holes. Hahn et al.8 studied the same problem, except the flow in the plenum was resolved as well. Omi et al.5 studied an entire inlet configuration with a single-hole bleed system at the inlet's throat.

Though the aforementioned two-dimensional studies provided valuable insights into the bleed process, realistic bleed holes are three dimensional instead of two dimensional. Rimlinger et al.6,7 Shih et al.8,9 and Chyu et al.10 performed three-dimensional numerical studies of shock-wave/boundary-layer interaction on a flat plate with bleed through circular holes connected to a plenum. Rimlinger et al.6,7 and Shih et al.8,9 showed how bleed-hole placement relative to shock-wave impingement affected upstream, spanwise, and downstream influence lengths. These studies also showed that if the pressure in the plenum is sufficiently low, then the bleed process forms a "barrier" shock in and on the downstream edge of each bleed hole. The authors noted that this barrier shock can block information downstream of it from propagating upstream, and hence, is a mechanism that can be utilized to prevent flow separation in addition to the mechanism of removing low...
momentum air next to solid surfaces. In order to utilize the barrier shock, the authors suggested that bleed holes be located slightly upstream of the location where the incident shock wave impinges on the subsonic part of the boundary layer. This is so that the barrier shock is formed upstream of any disturbances created by the impinging shock. Shih et al.\textsuperscript{10} further noted that the barrier shock also increases mixing in the spanwise direction because it disrupts the flow locally by slowing it down and increasing its static pressure. This increased mixing is still another mechanism that can be utilized to prevent flow separation and control flow distortions. Chyu et al.\textsuperscript{7} showed in detail the bleed rate as well as the formation and structure of the barrier shock as a function of bleed-hole angle (30-deg slanted and 90-deg normal to the freestream direction), number of bleed holes (one or three in tandem), and pressure ratio across the bleed hole.

In the aforementioned three-dimensional studies, the focus was on shock-wave/boundary-layer interactions on a flat plate with bleed through either a single circular hole or three circular holes in tandem along the streamwise direction. So far, no one has investigated bleed through rows of holes (i.e., multiple holes in both the streamwise and the spanwise directions). Since these are the hole configurations used in practice, the objective of this investigation is to study shock-wave/boundary-layer interactions on a flat plate with bleed through four staggered rows of circular holes that discharge into the same plenum. The focus is to examine the effects of the following parameters on the flow: with and without shock-wave impingement on the boundary layer and spacings between bleed holes in the streamwise and spanwise directions.

In the next section, the shock-wave/boundary-layer interaction problem studied is described. Afterwards, the formulation, numerical method of solution, and results obtained are presented.

**Description of Problem**

A schematic diagram of the problem studied is shown in Fig. 1. It involves a supersonic turbulent boundary layer flowing past a flat plate with an incident oblique shock wave, bleed of the boundary layer through four rows of circular holes arranged in a staggered fashion. All dimensions are given in terms of $D$, the diameter of all bleed holes, which is 0.2 in. For this problem, the domain is the region bounded by the dashed lines that includes the region above the flat plate, the plenum where the bleed is discharged. All dimensions are given in terms of $D$, the diameter of all bleed holes, which is 0.2 in. For this problem, the domain is the region bounded by the dashed lines that includes the region above the flat plate, the plenum, and four “half” bleed holes. Only four half bleed holes are included because of symmetry in the spanwise direction.

For this problem, the fluid that enters the domain above the flat plate is air with a constant specific-heats ratio $\gamma$ of 1.4. The freestream Mach number $M_\infty$, static pressure $P_\infty$, and
stagnation temperature $T_0$, are 1.6, 61.32 kPa, and 300 K, respectively. This supersonic flow has a turbulent, boundary layer next to the flat plate. At the inflow boundary, the thickness of that boundary layer is 0.6 in., which is equal to three times the diameter of the bleed holes. To induce flow of air through the bleed holes, the back pressures $P_b$ at the exit of the plenum is maintained at 0.35P.

A shock-wave generator characterized by $L$, and $\alpha$ can cause an oblique shock wave to strike the turbulent, boundary layer on the flat plate. Computations were performed with and without this shock. When there is this shock, $\alpha$ was set at 7.5 deg, which produced a shock wave that was strong enough to induce flow separation on the flat plate in the absence of bleed. $L$, was chosen so that the shock would incident on the flat plate at a distance of 13D measured from the inflow boundary under inviscid flow conditions (i.e., zero boundary-layer thickness).

Aside from investigating the bleed process with and without an incident shock, two aspects of the bleed-hole geometry were investigated, the angle $\theta$ and the distance ($L$, and $L_\alpha = L$, tan $\theta$) between adjacent holes (see Fig. 1a). The angles investigated are $\theta = 60$ and 70 deg. When $\theta = 60$ deg, the distance between all adjacent bleed holes is the same. When $\theta = 70$ deg, holes in the spanwise direction are closer than those in the streamwise direction. At $\theta = 60$ deg, two distances between bleed holes were investigated, $L_\alpha = D$ and 1.5D [recall $L_\alpha = L$, tan(\theta)]. At $\theta = 70$ deg, only one distance between bleed holes was investigated, $L_\alpha = D$. Thus, three different arrangements of the four rows of bleed holes are investigated. For all three arrangements, the bleed holes are positioned so that the distance between the inflow boundary and a line that passes through the centers of the bleed holes in the third row (see Fig. 1a) is 13D. Thus, when there is an incident shock, it would strike at the center of the bleed holes in the third row under inviscid conditions. All cases studied are summarized in Table 1.

### Table 1 Summary of cases studied

<table>
<thead>
<tr>
<th>Case no.</th>
<th>$\theta$, deg</th>
<th>$L$,</th>
<th>Shock?</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>60</td>
<td>D</td>
<td>No</td>
</tr>
<tr>
<td>2</td>
<td>60</td>
<td>D</td>
<td>Yes</td>
</tr>
<tr>
<td>3</td>
<td>60</td>
<td>1.5D</td>
<td>Yes</td>
</tr>
<tr>
<td>4</td>
<td>70</td>
<td>D</td>
<td>Yes</td>
</tr>
</tbody>
</table>

For all cases, $M = 1.6$, $P_0 = 61.32$ kPa, $T_0 = 300$ K, $D = 0.2$ in., and $L_\alpha = L$, tan(\theta), see Fig. 1.

### Numerical Method of Solution

Solutions to the ensemble-averaged conservation equations of mass, momentum, and total energy closed by the Baldwin–Lomax algebraic turbulence model described in the previous section were obtained by using the Overflow code. The Overflow code contains many algorithms. The one used in this study is as follows: inviscid flux-vector terms in the $\xi$-direction were upwind differenced by using the flux-vector splitting procedure of Steger and Warming. Inviscid flux-vector terms in directions normal to the $\xi$ direction were centrally differenced in order to reduce artificial dissipation in those directions. Diffusion terms in all directions were also centrally differenced. The time-derivative terms were approximated by the Euler implicit formula since only steady-state solutions are sought here. The system of nonlinear equations that resulted from the aforementioned approximations to the space and time derivatives were analyzed by using the partially split method of Steger et al.

For the bleed-hole problem shown in Fig. 1 and summarized in Table 1, the computational domain is divided into six zones, one above the plate, one for each of the four half bleed holes, and one for the plenum. Each zone has a different coordinate system in order to align upwind differencing with the streamwise direction. For this six-zone computational domain, a chimera overlapped grid system is employed. Figure 2 shows an example of the chimera grid system used in the region around the bleed holes. Note that in this and all subsequent figures, the spatial dimensions $X$, $Y$, and $Z$ are all nondimensionalized by 23.25D.

For the zone above the flat plate, the grid system used was a single solution-adapted H-H grid (adaptation was based on the initial conditions), which has grid points clustered near the flat plate, bleed holes, and the impinging and reflected shock waves. The number of grid lines used in this H-H grid is as follows: 335 from inflow to outflow and 101 from plate surface to freestream boundary. Between the two symmetry boundaries, the number of grid lines differed depending upon $L_\alpha$; it is 29 when $L_\alpha = D$ (cases 1, 2, and 4 in Table 1), and 41 when $L_\alpha = 1.5D$ (case 3). The grid spacings corresponding...
The grid points closest to the wall have $0.114$ \( \text{impingement point to the outflow boundary} \), they vary from $0.145$ to $0.45D$. From $4.625D$ after the shock impingement point to the outflow boundary, they vary from $0.04$ to $0.5D$. In direction normal to the plate, the grid spacings are kept constant at $0.0385D$ and that is higher when \( L_c \) is larger. Therefore, it is noted that the grid spacings in the \( Y \) grid above the plate are the same for all cases studied, i.e., cases $1-4$ in order to ensure identical flow above the plate in the absence of bleed.

For each zone containing a bleed hole, two overlapping grids were used, an O-H grid touching the wall of the bleed hole and an H-H grid at the center of the bleed hole. The O-H grid with $62 \times 47 \times 11$ grid points is used to resolve the circular geometry of the bleed hole. The H-H grid with $62 \times 10 \times 15$ grid points is used to eliminate the centerline singularity associated with the O-H grid. Note that the grids in the bleed hole overlap the grid in the plenum by four grid lines, whereas they overlap the grid above the flat plate by only two grid lines. The reason for extending the bleed-hole grids further into the plenum is to accelerate convergence rate to steady state. Since BCs on overlapped boundaries are of the Dirichlet type and density-based algorithms such as the one used here have a slow convergence rate at low Mach numbers, information transfer between overlapped grids is slow if the initial conditions involved stagnant flow in both overlapped grids and if the spacings between the boundaries of the two overlapped grids are small.

For the zone containing the plenum, a single H-H grid was used. This H-H grid has either $335 \times 29 \times 51$ or $335 \times 41 \times 51$ grid points, depending upon \( L_c \). The grid points are clustered near walls and bleed holes.

The grid system described previously was generated by using algebraic grid generation with one-dimensional stretching functions. Grid spacings in different grids were made comparable in regions where they overlapped in order to minimize aliasing error. The clustering and the number of grid points employed in each zone were determined by numerical experiments to ensure the following. First, the grid must be able to discern effects of the bleed holes on shock-wave/boundary-layer interactions. This required crisp resolution of the incident and reflected shock waves above the plate as well as the
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**Fig. 2** Grid system near the bleed holes.

---
shock structure in the bleed holes. Second, qualitative features of the predicted flowfield and the quantitative data obtained for the bleed rate are grid independent.

During computations, the flowfield in each grid was analyzed one at a time in the following order: 1) the H-H grid above the flat plate, 2) the H-H grid in the bleed hole, 3) the O-H grid in the bleed hole, 4) repeat 2 and 3 for all bleed holes, and 5) the H-H grid in the plenum. Information from one grid was passed to another grid via trilinear interpolation at grid boundaries. The required interpolation coefficients were obtained by using the Pegasus code. This process of analyzing the flow in one grid at a time until all grids are analyzed was repeated for each time step until a converged solution was obtained.

**Results**

Numerical solutions were obtained to investigate shock-wave/boundary-layer interactions with bleed for the problem described and formulated in the previous sections and depicted in Fig. 1. The focus was to study pressure and Mach number distributions about the bleed holes with and without an incident shock and with two different parameters governing

---

Fig. 3  Mach number contours (side view): a), b), and c) without incident shock (case 1); d), e), and f) with incident shock (case 2); a) and d) along a-b; b) and e) along c-d; and c) and f) along e-f.
staggered-hole arrangements, the angle $\theta$ and the distance between bleed holes $L$, (see Fig. 1). A summary of the cases studied is given in Table 1.

Results are given in Figs. 3–6. Figure 3 shows Mach number contours with and without an incident shock (cases 1 and 2 in Table 1) along three planes perpendicular to the plate. Figure 4 shows the surface pressure for those two cases as well as a case that was computed with incident shock, but without bleed. Figure 5 shows pressure contours on the plate surface for all four cases. Though the bleed holes are not marked, they can be discerned by the pressure fields induced by them (e.g., the barrier shocks). Figure 6 gives the flow coefficient for each bleed hole. The flow coefficient is defined as the actual bleed rate divided by the ideal bleed rate with the ideal bleed rate being sonic flow through the entire bleed hole at freestream stagnation temperature and pressure. For the conditions of this study, the ideal bleed rate is 0.01233 kg/s.

Effects of Incident Shock

From Figs. 3a–3c and 4a, it can be seen that even without an incident shock (case 1), the bleed process itself creates a barrier shock in each bleed hole. These figures also show that without an incident shock, all barrier shocks have a similar structure, although those in rows 3 and 4 are slightly stronger than those in rows 1 and 2. The following observations can

![Fig. 4 Pressure along plate surface: a) without incident shock (case 1) and b) with incident shock (case 2).](image)

![Fig. 5 Pressure contours on plate surface for all four cases.](image)
be inferred from Figs. 3a–3c about the nature of the flow above the plate, in the bleed holes, and in the plenum. First, the barrier shocks set up considerable disturbances in the flow above the flat plate that extend beyond the thickness of the approaching boundary layer. Second, there is a large separated region in each bleed hole. Third, the jets issuing through the bleed holes into the plenum all have similar penetration depths and only weakly interact with each other. The weak interactions between the jets in the plenum can also be inferred from the pressure in the plenum. Though not shown here (see Ref. 23), the static pressure in the region between the jets in the plenum is nearly the same. Figures 3d–3f and 4b show that with an incident shock (case 2), the structures of the flow upstream of that shock are almost identical to those for the case without the incident shock (case 1). After where the incident shock impinged on the boundary layer (which is slightly upstream of the bleed holes in the third row), the Mach number and pressure contours begin to differ considerably from the case without the incident shock. The most pronounced differences are as follows. First, barrier shocks in rows 3 and 4 are much stronger than those in rows 1 and 2 for obvious reasons. Second, the jets issuing through bleed holes in rows 3 and 4 penetrated much deeper into the plenum than those in rows 1 and 2. This is because the incident shock increased the amount of bleed by increasing the density and static temperature of the flow above the flat plate and by reducing the size of the separation bubble in the bleed holes. Third, jets issuing through bleed holes in rows 3 and 4 interact. These interactions affect the structure of the jet in the bleed hole and in the plenum, and hence, the bleed rate. At this point, it is interesting to note that despite the aforementioned differences, the disturbances in the flow above the plate created by bleed with and without the incident shock appear to be of similar magnitude.

Figure 5 shows differences created by an incident shock in terms of surface pressure. Without an incident shock (case 1), the following observations can be made. First, the surface pressure reduces as the flow approaches each bleed hole: reaches a minimum in regions between bleed holes in the spanwise direction; and then increases again until approaching another bleed hole. The minimum pressure region between the bleed holes in the spanwise direction arises because the flow above the plate is highly accelerated towards the holes by Prandtl–Meyer expansion waves, which lower static pressure. Second, the region of minimum pressure between the bleed holes has a chevron shape and it connects holes in the spanwise direction. This indicates that when there are rows of holes arranged in a staggered fashion, each bleed hole exerts considerable spanwise influence. This is in sharp contrast with the results obtained for a single bleed hole (7) and three holes along the streamwise direction (17). Third, though not shown, the pressure gradients on the plate surface correspond to the following shear stresses that reflect on the fullness of the boundary layers above the surface (i.e., the higher the shear, the fuller the boundary layer, and vice versa):

1. Shear stress is highest in the region just downstream of each bleed hole because low momentum fluid was just bled and because of the strong favorable pressure gradient induced by the barrier shock.
2. Shear stress is lowest in regions between the barrier shocks in the spanwise direction because of the adverse pressure gradient that they induce.
3. In the spanwise direction, shear stress oscillates between high (downstream of a hole) and low (downstream of a between-hole region). With an incident shock, Fig. 5 (case 2) shows the following: first, holes in row 2 can be seen to block effectively (though not completely as described later) the adverse pressure gradient created by the incident shock. Thus, rows of holes arranged in a staggered fashion can behave like a slot in its ability to block downstream information from propagating upstream via the barrier shocks. Second, in the region downstream of the incident shock, the band of minimum pressure about the holes in the spanwise direction does not have the chevron shape.

From Fig. 6, it can be seen that even when there are no incident shocks, the flow coefficient (and hence, bleed rate) increases from row 1 to 4. The increase is small from row 1 to 2 and from row 3 to 4. But, the increases from row 1 to 3 and from row 2 to 4 are more significant because of the barrier shocks in rows 1 and 2. The increases in bleed rate and flow coefficient from row 1 to 3 were found to be similar to the increase from row 2 to 4. When there is an incident shock, Fig. 6 shows that the flow coefficients in all rows were higher than those for the case without the incident shock. For cases 1 and 2, the difference indicates that the high pressure downstream of the incident shock did propagate upstream through the subsonic part of the boundary layer, though not appreciably. For cases 1, 3, and 4, the differences in the flow coefficients are also due to different spacings between holes. Figure 6 also showed that the flow coefficients increase considerably from row 1 to 3 and from row 2 to 4. This, of course, is primarily due to the markedly increased pressures created by the incident shock.

Effects of Hole Arrangement

The effects of the angle $\theta$ on shock-wave/boundary-layer interactions with bleed can be seen by examining the results for cases 2 and 4. In case 2, the angle $\theta$ is equal to 60 deg, and in case 4, that angle is equal to 70 deg. Note that for both cases, $L_s = D$, so that the distance between rows ($L_s$) for case 4 is greater than that for case 2. Also, note that for both cases, the third row is positioned at $13D$ from the inflow boundary (see Fig. 1). From Fig. 5, it can be seen that case 4 has larger regions with adverse pressure gradients than case 2. This is expected since the distance between rows is increased. Though this implies that case 4 is less resistant to flow separation than case 2, flow separation did not take place for either of these cases. This indicates that rows can be spaced further apart in the streamwise direction and still be able to control boundary-layer separation. With a larger separation distance, fewer bleed holes would be needed to span a given streamwise length, which would reduce the overall amount of bleed.

The effects of the distance between bleed holes for a given angle $\theta$ can be seen by examining the results for cases 2 and 3. For both of these cases, the angle $\theta$ is equal to 60 deg, but $L_s$ equals $D$ for case 2 and $1.5D$ for case 3. Also, for both cases, the third row is positioned at $13D$ from the inflow boundary (see Fig. 1). By having $L_s > D$ it is possible for information downstream of the incident shock to propagate upstream between the bleed holes along the
streamwise direction without having to "wind" around the holes as in cases 1, 2, and 4. From Fig. 5 (case 3), it can be seen that this is not the situation, however. Though the upstream influence due to the incident shock is greater for case 3 than case 2, the holes in row 2 still effectively block the shock-induced adverse pressure gradient from propagating further upstream. This blockage was able to prevent flow separation for case 3.

Case 3 can also be compared with case 4 since these two cases have the same $L_x$ but different $L_y$. Comparing these two cases in Fig. 5 shows that with a larger $L_x$, the upstream influence length is longer. With a longer upstream influence length, the region of minimum pressure between the bleed holes in the spanwise direction is no longer connected. However, as noted earlier, the configuration represented by case 3 was still able to block effectively the shock-induced adverse pressure gradient and prevent flow separation. This is because bleed causes the boundary-layer profiles just downstream of a hole to be fuller, and this fuller profile can withstand a larger region of adverse pressure gradient. Thus, both $L_x$ and $L_y$ can exceed $D$. The spacing of the holes should depend on the boundary-layer profile created by bleed and on the amount of adverse pressure gradient that profile can withstand in order to control flow separation with minimum bleed.

Figure 6 shows the following effects of bleed-hole arrangement on bleed rate and flow coefficient. First, bleed rate and flow coefficient are strong functions of $L_y$. This can be seen by comparing these two parameters in cases 2 and 4, which show that the higher the value of $L_x$, the higher are the bleed rate and flow coefficient. Second, the effect of $L_x$ on bleed rate and flow coefficient is less than that of $L_y$. This can be seen by comparing these two parameters in cases 3 and 4.

**Concluding Remarks**

This three-dimensional computational study showed how $\theta$, the distance between bleed holes, and whether an incident shock strikes the boundary layer or not affect shock-wave/boundary-layer interactions on a flat plate with bleed. Based on this study, the following conclusions can be made. First, a barrier shock forms in every hole by the bleed process itself if the plenum pressure is sufficiently low. Second, these barrier shocks induce considerable disturbances above the plate. Third, when there are rows of holes arranged in a staggered fashion, bleeding through these holes exerts considerable spanwise influence. Fourth, for the bleed-hole spacings investigated, only two rows of holes were needed to block the shock-induced adverse pressure gradient from propagating upstream. This indicates that judicious hole placement can greatly reduce the amount of bleed needed to control flow separation. Fifth, both $L_x$ and $L_y$ can exceed $D$ with the optimum value dependent upon the boundary-layer profile created by bleed and on the amount of adverse pressure gradient that profile can withstand before separating. This indicates that further optimization can be made by minimizing bleed per unit area.
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ABSTRACT

Computations were performed to investigate three-dimensional, shock-wave/boundary-layer interactions on a flat plate with bleed through eight rows of normal circular holes arranged in a staggered fashion under choked conditions. The focus of the computations was to assess the usefulness of two turbulence models -- Baldwin-Lomax and Baldwin-Barth -- and issues related to grid distribution by comparing predicted results with experimental data.

This study is based on the ensemble-averaged conservation equations of mass, momentum (compressible Navier-Stokes), and total energy. As mentioned, two turbulence models were used. Solutions to the conservation equations were obtained by a diagonalized ADI scheme with central differencing and blended second- and fourth-order artificial dissipation on a Chimera overlapping grid.

INTRODUCTION

Effective control of shock-wave/boundary-layer interactions is essential to the successful operation of a wide variety of aerodynamic and propulsion devices. These devices include mixed-compression supersonic inlets, transonic wind tunnels, and airframe of supersonic aircraft. Supersonic or transonic flows through such devices usually exhibit shock waves generated by geometrical changes or back pressure constraints. The adverse pressure gradients created by these shock waves cause flow distortion, and if sufficiently strong, can also cause flow separation\(^1\) with the latter often leading to highly detrimental effects on performance.

One widely used method for controlling detrimental effects of shock-wave/boundary-layer interactions is bleed. Control through bleed consists of placing holes or slots in vicinities where shock waves impinge on the boundary layer. These bleed holes, being connected to one or more plenums at lower pressures, remove the low momentum fluid next to the wall so that the remaining boundary layer, having higher momentum, can now withstand the adverse pressure gradient without separating. Although bleed is an effective method of control, it has associated penalties. In the case of supersonic mixed-compression inlets, removal of boundary layer fluid reduces mass flow for propulsion, decreases total pressure recovery, and increases drag because of the need to vent bled air into the freestream. Thus the designer must try to bring
about the most effective control with the least amount of bleed.

The importance of bleed in controlling shock-wave/boundary-layer interactions has led a number of investigators to use both experimental and computational methods to study this problem\(^1\)\(^-\)\(^15\). Computational studies -- if they can be validated -- are of particular interest because they have the potential to reveal considerable details about the flowfield and they can be used as a design tool. Recently, Willis, et al.\(^15\) reported detailed measurements of pitot-stagnation-pressure profiles at several stations in a shock-wave/boundary-layer/bleed interaction problem which can be used to validate computations. Thus, the objective of this investigation is to compute the problem studied by Willis, et al. with focus on validation. Other computational issues touched upon include the turbulence model used and grid distribution.

In the next section, the problem studied is described in detail. Afterwards, the formulation, numerical method of solution, and results obtained are presented.

DESCRIPTION OF PROBLEM

The problem investigated by Willis, et al.\(^9\) is shown in Fig. 1. Since our interest is in the region about the bleed holes, the domain was contracted to render it tractable but in a way that would still capture the essence of the original problem. The contracted problem is shown schematically in Fig. 2 (not drawn to scale).

The problem studied involves a supersonic turbulent boundary layer flow on a flat plate with an embedded incident and reflected shock wave, bleed of the boundary layer through eight rows of circular holes drilled vertically in the plate and arranged in a staggered fashion, and a plenum where the bled air is discharged. For this problem, the domain is the region bounded by the dashed lines which includes the region above the flat plate, the plenum, and the eight "half" bleed holes. Only eight "half" bleed holes needed to be included in the domain because of the symmetry in the spanwise direction.

The physical dimensions of this problem are as follows (see Fig. 2): All bleed holes have the same diameter \(D\) (0.635 cm). Bleed holes between adjacent rows and columns are spaced \(D\) apart in the spanwise direction (\(y\)-coordinate) and \(2D\) apart in the streamwise direction (\(x\)-coordinate) -- measured from hole centers. The flat plate has a thickness of \(D\). The length (\(L\)) and height (\(H\)) of the region above the flat plate are 36.47 cm and 15.9 cm, respectively. The plenum dimensions, \(L_p\) and \(H_p\), are 13.65 cm and 10 cm, respectively. The edge of the first row of bleed holes is \(L_b\) (8.2 cm) downstream of the inflow boundary. The shock-wave generator is located at a distance \(L_s\) upstream of the inflow boundary so that the incident shock wave would impinge on the flat plate midway between the fourth and the fifth row of bleed holes if the flow above the plate had a uniform profile. \(\alpha\) was set equal to 8\(^\circ\) which produced an incident shock wave that was strong enough to induce flow separation on the flat plate in the absence of bleed.

The flow conditions for this problem are as follows: The fluid that enters the domain above the flat plate is air with a constant specific-heats ratio (\(\gamma\)) of 1.4. The freestream Mach number (\(M_\infty\)), stagnation pressure (\(P_0\)), and stagnation temperature (\(T_0\)) are 2.46, 172.36 KPa, and 291.6 K, respectively. This supersonic flow has a turbulent, boundary layer next to the flat plate. At the inflow boundary, this boundary layer has a thickness of 2.63 cm (or 4.14D), a displacement thickness of 0.727 cm, a momentum thickness of 0.727 cm, a momentum thickness of 0.196 cm, and a friction factor of 1.43 \times 10^{-3}. To induce flow of air through the bleed holes, the back pressures (\(P_b\)) at the exit of the plenum was set at 0.0321\(P_0\) which caused the flow through the bleed holes to be choked.

FORMULATION OF PROBLEM

The flow problem described in the previous section was modelled by the density-weighted, ensemble-averaged conservation equations of mass, momentum ("compressible" Navier-Stokes), and total energy written in generalized coordinates and cast in strong conservation-law form. Two different turbulence models were used. One model is the Baldwin-Lomax algebraic turbulence model\(^16\). The other is the Baldwin-Barth one-equation model\(^17\). Since the conservation equations and the turbulent models used are well documented in the literature, additional details are not given.
In order to obtain solutions to the conservation equations, boundary and initial conditions are needed. The boundary conditions (BCs) employed in this study for the different boundaries shown in Fig. 2 are as follows. At the inflow boundary where the flow is supersonic everywhere except for a very small region next to the flat plate, two types of BCs were imposed. Along segment A-B, all flow variables were specified at the freestream condition except those in the region containing the boundary layer. In the boundary layer, the pitot-stagnation-pressure profile measured by Willis, et al. was used to compute a velocity profile by assuming constant static pressure in the boundary layer and using the Rayleigh supersonic pitot formula in the supersonic region and isentropic relations in the subsonic region. The static temperature profile in the boundary layer was computed by using the adiabatic Crocco-Busemann relation with a recovery factor of 0.89. The remaining quantities needed in the boundary layer readily follow from constitutive relations. Along segment B-C, post-shock conditions based on inviscid, oblique, shock-wave theory were specified. These post-shock conditions were also specified along the freestream boundary (segment C-D).

At the outflow boundary where the reflected shock wave exited the computational domain, the flow is also mostly supersonic except for a small region next to the flat plate so that all flow variables were extrapolated. Here, linear extrapolation based on three-point, backward differencing was employed. The BCs imposed at the two symmetry boundaries were zero derivatives of the dependent variables except for the velocity component normal to those boundary which was set equal to zero. At the exit of the plenum where the flow is subsonic, a back pressure (P_b) was imposed, and density and velocity were extrapolated in the same manner as the variables at the outflow boundary. At all solid surfaces, the no-slip condition, adiabatic walls, and zero normal-pressure gradient were imposed.

Even though only steady-state solutions were of interest, initial conditions were needed because the unsteady form of the conservation equations was used. The initial conditions employed in this study were as follows. In the region above the flat plate, the initial condition was the two-dimensional, steady-state solution for an incident and a reflected oblique shock wave on a flat plate based on inviscid, oblique, shock-wave theory. The boundary layer region was modified according to that described earlier for the inflow boundary. The initial conditions used in the bleed hole and plenum were stagnant air at constant static pressure (P_b) with a density equal to the air density at the plate surface.

NUMERICAL METHOD OF SOLUTION

Solutions to the ensemble-averaged conservation equations along with the turbulence models described in the previous section were obtained by using the OVERFLOW code. The details of this code is described by Buning and Chan. The OVERFLOW code contains many algorithms. The one used in this study is as follows: All convection and diffusion terms were centrally differed with a blended second- and fourth-order artificial dissipation function added to maintain numerical stability. The time-derivative terms were approximated by the Euler implicit formula since only steady-state solutions were of interest. The system of nonlinear equations that resulted from the aforementioned approximations to the space- and time-derivatives were analyzed by using a diagonalized ADI scheme. In OVERFLOW, Jacobians and metric coefficients are interpreted as grid-cell volumes and grid-cell surface areas, respectively. In this regard, all algorithms in OVERFLOW are implemented in the finite-volume manner. However, BCs in OVERFLOW are implemented in a finite-difference manner in order to enhance flexibility and ease in investigating different problems.

For the bleed-hole problem shown in Fig. 2, the computational domains were always divided into 18 zones -- one above the plate, two for each of the eight bleed holes, and one for the plenum. For this 18-zone computational domain, a Chimera overlapped grid system was employed. An example of the Chimera grid system used is shown in Figs. 3 and 4. For the zone above the flat plate, the grid system used was a single solution-adapted H-H grid (adaptation was based on the initial conditions) which has grid points clustered near the flat plate, bleed holes, and the impinging and reflected shock waves (Fig. 3). The number of grid lines used in this H-H grid is as follows: either 351 or 595 from inflow to
outflow, 201 from plate surface to freestream boundary, and 23 between the two symmetry boundaries.

For each zone containing a bleed hole, two overlapping grids were used -- an O-H grid touching the wall of the bleed hole and an H-H grid at the center of the bleed hole (Fig. 4). The O-H grid with 125 x 47 x 27 grid points is used to resolve the circular geometry of the bleed hole. The H-H grid with 125 x 11 x 19 grid points is used to eliminate the centerline singularity associated with the O-H grid. Note that the grids in the bleed hole overlap the grid in the plenum and the grid above the flat plate. The reason for extending the bleed-hole grids further into the plenum is to accelerate convergence rate to steady-state.

For the zone containing the plenum, a single H-H grid was used (Fig. 3). This H-H grid has either 275 x 55 x 23 or 495 x 55 x 23 grid points. The grid points are clustered near walls and the bleed holes.

The grid system described above was generated by using algebraic grid generation with one-dimensional stretching functions. Note that grid spacings in different grids were made comparable in regions where they overlapped in order to minimize aliasing errors. Also, note that two different grid systems were used for the plate and plenum -- one with fewer points (henceforth referred to as the coarse mesh) and one with almost double the number of points in the streamwise direction (henceforth referred to as the fine mesh).

During computations, the flowfield in each grid was analyzed one at a time in the following order: (i) the H-H grid above the flat plate, (ii) the H-H grid in the bleed hole, (iii) the O-H grid in the bleed hole, (iv) repeat ii and iii for all bleed holes, and (v) the H-H grid in the plenum. Information from one grid was passed to another grid via trilinear interpolation at grid boundaries. The required interpolation coefficients were obtained by using the PEGSUS code. This process of analyzing the flow in one grid at a time until all grids are analyzed was repeated for each time step until a converged solution was obtained. Typically, 3000 time steps or iterations are needed in order to obtain a converged solution. The amount of CPU time needed on a Cray C-90 is about 16 hours for the coarse mesh and 30 hours for the fine mesh.

RESULTS

Numerical solutions were performed to investigate the shock-wave/boundary-layer/bleed interaction problem of Willis, et al. focusing on validation. Since the accuracy of the computations is a strong function of both the turbulence model and the grid distribution, these two issues are touched upon. A summary of the cases studied is given in Table 1. Cases were run with and without bleed for two different turbulence models: Baldwin-Lomax and Baldwin-Barth. For the cases with bleed, solution were obtained by using a coarse grid and a fine grid.

<table>
<thead>
<tr>
<th>Table 1. Summary of Cases Studied</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case No.</td>
</tr>
<tr>
<td>----------</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2. Bleed Rates (kg/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baldwin-Lomax (coarse mesh)</td>
</tr>
<tr>
<td>0.0781</td>
</tr>
</tbody>
</table>

Results for this study are given in Table 2 and Figs. 5 to 11. Table 2 gives the computed and the measured bleed rates in which the computed results were obtained by using the coarse mesh. Figures 5 and 6 show a side view (i.e., the x-y plane passing through section a-b in Fig. 2) of the Mach number and pressure contours for Case 3. Figures 7 and 8 show a side view of the Mach number and pressure contours in the region about the bleed holes with and without bleed (Cases 2 to 4). Figure 9 shows a top view (i.e., x-y plane) of the pressure contours on the plate surface.
Finally, Figs. 10 and 11 compare the predicted pitot-stagnation-pressure profiles against the values measured by Willis, et al.\textsuperscript{15} These results are described below along with results for Case 5 which are not shown because they are qualitatively similar to those of Cases 3 and 4.

**General Features of the Flow** To provide a framework for the discussion on turbulence models, grid distributions, and validation, the overall flow features are briefly described. From Figs. 5 and 6, it can be seen that the incident and reflected shock waves were captured relatively crisply by the solution-adapted coarse mesh. From these two figures, one can also see the bleed-generated barrier shocks emanating from the bleed holes and extending upwards through the boundary layer -- creating a wave-like boundary-layer edge over the bleed region. Figures 5 to 8, 10, and 11 show how the barrier shock affect both the incident and the reflected shocks. In particular, note the waviness in the pitot-stagnation pressure profile at the stations near x = 10.0 cm and 13.5 cm in Fig. 10.

Figures 5 to 8 also show the choked flow in the bleed holes as well as the jet-like flow in the plenum issuing from the bleed holes. Jets from bleed holes upstream of the incident and reflected shocks do not seem to interact with each other appreciably. Jets from bleed holes downstream of the incident and reflected shocks, however, do have significant interaction. This enhanced interaction is due to the significantly higher mass flow rates through these holes.

From Figs. 7(a) and 8(a), one can see that, in the absence of bleed, the incident shock wave is sufficiently strong to induce a large separated region on the flat plate. The results shown in Figs. 7(a) and 8(a) for the no bleed case were computed by using the Baldwin-Barth turbulence model (Case 2).

Most of the flow features described above have been reported in Refs. 5, 7, 12, and 13. Readers are referred to these references for further information.

**Effects of Turbulence Model and Grid Distribution** One focus of this study is to touch upon the effects of turbulence model and grid distribution on the computed results. In the following, we discuss these two aspects without reference to the experimental data. The experimental data of Willis, et al.\textsuperscript{15} will be referred to and compared against in the subsection on validation.

From Figs. 7 to 9 and Table 2, one can see the differences between the results obtained by the Baldwin-Lomax (B-L) and the Baldwin-Barth (B-B) models. The most important difference is the predicted extent of flow separation. The B-B model predicted a larger separation bubble than did the B-L model. The separation bubbles of interest are those located in a region on the flat plate between the third and the fifth row of bleed holes (Fig. 9). The formation of these separation bubbles are due to the adverse pressure gradient created by the incident shock. The prediction of a larger separated region by the B-B model has significant implications. With a larger separation bubble, the reflected shock is shifted upstream (see pitot stagnation-pressure profile at stations near x = 7.5 cm and 10 cm in Fig. 10). This shift exposes more bleed holes to higher static pressures which increases the bleed rate (Table 2).

Another difference between the two turbulence models is the predicted pitot-stagnation-pressure profiles downstream of the bleed region as shown in Fig. 11. From this figure, it can be seen that, the B-L model gives a much fuller profile with higher pitot-stagnation pressure near the wall than does the B-B model (see profiles at station near x = 25.0 cm in Fig. 11). Since these profiles are used to evaluate flow distortion, it can be seen that the turbulence model used can make a considerable difference. These predictions are described in more detail in the next sub-section.

To discuss the effects of grid distribution on the computed results, recall that both the coarse and the fine meshes have the same number of grid points in the bleed holes. They differ only in the plenum and above the plate, and that difference is in the number of grid points along the streamwise direction and not in the normal direction. In the normal direction, both the coarse and the fine meshes have grid points highly clustered to the flat plate (y* ≤ 1 for the first point away from the wall). With that as a backdrop, it was found that with more grid points in the streamwise direction, the B-L model predicted a larger separation bubble with size similar to that predicted by the B-
B model on the coarse mesh. With a larger separation bubble, the reflected shock shifted upstream, and the bleed rate increased. Here, it is noted that with the larger separation bubble, the pitot-stagnation-pressure profiles also changed downstream of the bleed region, and agreed better with the measured values than did the B-B model.

**Validation** In this section, the quality of the computations is evaluated by comparing the predicted pitot-stagnation-pressure profiles against the measured ones reported by Willis, et al.\textsuperscript{15} The predicted and measured bleed rates are also compared. These comparisons are given in Figs. 10 and 11 and in Table 2 for the coarse mesh. See Fig. 1 to get an appreciation for the relative locations in the flow domain where pitot-stagnation-pressure profiles are compared. The bleed region is between $x = 0$ and $x = 9.525$ cm.

From Figs. 10 and 11, it can be seen that the pitot-stagnation-pressure profiles predicted by both the B-L and the B-B models are in good agreement with experimental data upstream of the incident shock. In the region about the incident and the reflected shocks, these figures show that the B-B model was able to predict correctly the position of the reflected shock, whereas the B-L model was not (see profiles at stations near $x = 7.5$ cm and 10 cm). This is because the B-B model predicted correctly the size of the separation bubble which shifted the reflected shock upstream. Since the position of the reflected shock depends on both the bleed-generated barrier shocks and the separation bubbles on the surface (if they exist), bleed-boundary-condition models must account for these aspects in order to predict accurately the reflected shock positions.

Downstream of the bleed region, the B-L model accurately predicted the pitot-stagnation-pressure profiles, but the B-B model did not. The B-B model could not recover from the shockwave/boundary-layer interaction region because the physics needed to describe it was not built into the model. Since the B-L model assumes the production of turbulence to be equal to its dissipation, the accurate results generated by this model downstream of the bleed region indicate that the flow there is essentially in equilibrium as far as turbulence quantities are concerned.

Since the B-B model predicted the size of the separation bubble better, it also predicted the bleed rate more accurately (see Table 2). Recall that the further upstream the reflected shock lies, the higher the bleed rate.

When the number of grid points was increased for the B-L model, this model was also able to predict correctly the size of the separation bubble and position of the reflected shock. But, for this fine mesh computation, the predicted pitot-stagnation-pressure profiles downstream of the bleed region were less satisfactory. It seems that with the B-L model, if the separation bubble exceeds a certain size, then its predictions become less acceptable. However, if the flow does not separate above the plate, then the B-L model gives accurate results for the problem involving shock-wave/boundary-layer interactions with bleed.

**SUMMARY**

Computations were performed to assess the usefulness of two turbulence models -- Baldwin-Lomax and Baldwin-Barth -- and issues related to grid distribution by comparing predicted results with experimental data. Computations show that Baldwin-Lomax (B-L) can produce accurate results for bleed rate as well as the boundary layer (BL) pitot-stagnation-pressure profiles with a relatively coarse grid provided separation bubbles on the flat plate are either non-existent or very small. With a finer grid, B-L predicted a larger separation bubble. But, once B-L predicts a separation bubble that is sufficiently large, then results predicted downstream of it become less satisfactory. If B-L does not predict separation though one exists, then the predicted bleed rate will be lower than should be, but the predicted pitot-stagnation pressure downstream of the bleed region will be accurate. Though B-B can predict flow separation on the flat plate with a relatively coarse grid, it too does not provide satisfactory results for this problem if there is flow separation.
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Fig. 1. Schematic diagram of problem studied by Willis, et al. (Ref. 15).

(a) (b)

Fig. 2. Schematic diagram of problem studied. (a) Top view. (b) Side view along cross section a-b.

(a) (b)

Fig. 3. Chimera overlapping grid system used (not all grid points shown).

(a) (b)

Fig. 4. Chimera grid near bleed holes. (a) Top view. (b) Side view.
Fig. 5. Mach number contours: Baldwin-Lomax turbulence model, coarse mesh.

Fig. 6. Pressure contours \((P/P_\infty)\): Baldwin-Lomax turbulence model, coarse mesh.
Fig. 7. Mach number contours in bleed region. See fig. 5 for scale. (a) No bleed, Baldwin-Barth. (b) Bleed, Baldwin-Lomax. (c) Bleed, Baldwin-Barth.

Fig. 8. Pressure contours in bleed region. See fig. 6 for scale. (a) No bleed, Baldwin-Barth. (b) Bleed, Baldwin-Lomax. (c) Bleed, Baldwin-Barth.

Fig. 9. Surface pressure contours in bleed region. See fig. 6 for scale. (a) Baldwin-Lomax. (b) Baldwin-Barth.
Fig. 10. Predicted and measured pitch-regain-pressure profiles near the bleed region.
Fig. 11. Predicted and measured pitot-stagnation pressure profiles downstream of the bleed region.