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DEMONSTRATION OF COST-EFFECTIVE, HIGH-PERFORMANCE COMPUTING AT
PERFORMANCE AND RELIABILITY LEVELS EQUIVALENT TO A 1994 VECTOR

SUPERCOMPUTER

Theresa Babrauckas

National Aeronautics Space Administration
Glenn Research Center

Cleveland, Ohio 44135

SUMMARY

The Affordable High Performance Computing (AHPC) project demonstrated that high-performance comput-
ing based on a distributed network of computer workstations is a cost-effective alternative to vector super-
computers for running CPU and memory intensive design and analysis tools. The AHPC project created an
integrated system called a Network Supercomputer. By connecting computer workstations through a network
and utilizing the workstations when they are idle, the resulting distributed-workstation environment has the
same performance and reliability levels as the Cray C90 vector supercomputer at less than 25 percent of the
C90 cost. In fact, the cost comparison between a Cray C90 Supercomputer and Sun workstations showed that
the number of distributed networked workstations equivalent to a C90 costs approximately 8 percent of the
C90.

INTRODUCTION

The Affordable High Performance Computing (AHPC) project was a Computational Aerosciences (CAS)
project within the High Performance Computing and Communications Program. The goals of the project were
to demonstrate end-to-end reductions in cost and time, find a solution for aerospace design applications on

heterogeneous systems, and demonstrate the affordability of high-performance computing using a distributed
network of workstations. This paper contains the analysis of the CAS milestone demonstrating cost-effective,

high-performance computing at performance and reliability levels equivalent to 1994 vector supercomputers
at 25 percent of the capital cost.

The specific CAS milestones for the AHPC project are listed below.

• Release AHPC Cooperative Agreement Notice (CAN) Proposal (October 1994)

• Sponsor AHPC CAN Proposal Conference (January 1995)

• AHPC CAN Proposals due (February 1995)
• Award AHPC CAN (May 1995)

• Demonstrate price/performance (September 1997)

The first four milestones were completed on time. The AHPC CAN was awarded to Pratt & Whitney and its
partners on May 31, 1995. The final milestone of the price and performance demonstration is complete. This
report outlines the details of that demonstration. The tables and charts illustrate the performance, reliability,
and cost comparisons in detail.

PERFORMANCE

Table I contains data that shows the number of workstations needed to perform the same as one node of the

Cray C90. A small case of a CFD code was run serially on the Cray C90 at NASA Ames Research Center.
The code was run for many years on a Cray. The same code was parallelized and ported to Sun workstations.
The only additional changes made were for getting clean compiles and executions. The code was not
optimized for Sun workstations. The case was run in accordance with the AHPC project on two different
Sun workstation models at Pratt & Whitney, both serially and in parallel. Several different parallel breakups
were run on the Sun network with 2, 4, 6, 8, and 10 workstations. All codes were run on dual processor

machines except those that were run on the C90.
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The following definitions apply to table I:

For the Sun workstation cases, "node" is equivalent to "workstation processor." Required speedup is

equivalent to (wall time of Sun case)/(wall time of C90 case), which indicates the performance ratio

between the Sun cases and C90 case. For example, the six-node Ultra 2 case runs 1.08 times slower

than the case on one node of the C90.

TABLE I.---CRAY C90

Platform

C90
Sun SPARCstation 20

Model 612 ($20M612)
$20M612
$20M612
$20M612

$20M612
$20M612

Sun Ultra 2 M2200
Sun Ultra 2 M2200
Sun Ultra 2 M2200
Sun Ultra 2 M2200

Sun Ultra 2 M2200
Sun Ultra 2 M2200

SUPERCOMPUTER VERSUS NETWORK OF

WORKSTATIONS

Mode Nodes

Serial 1
Serial 1

Parallel 2
Parallel 4
Parallel 6
Parallel 8
Parallel 10

Serial I
Parallel 2
Parallel 4
Parallel 6
Parallel 8
Parallel 10

Wall time. Required

sec speedup
129.33 1.00

1362.00 10.53

796.50 6.16
504.88 3.90
394.04 3.05
343.25 2.65
298.07 2.30
547.50 4.22
302.83 2.33
201. t 3 1.55
140.50 1.08
123.00 0.95
109.97 0.85

It is important to note that all workstation cases were run during normal business hours on a nondedicated,

open network of desktop machines with either a 10-MB switched Ethernet (Sun SPARCstation) or a 100-MB

switched Ethernet (Sun Ultra 2). The 100 MB switched Ethernet is the recommended choice as a result of the

ATM network study performed under this project (ref. 1).

In addition, each desktop Sun workstation has two processors. One processor is available to users on the

workstation network for running parallel jobs. The cost analysis below includes the cost of the whole machine

even though only one processor was used by the parallel benchmark.

Taking the above into consideration, table I shows that eight Sun Ultra 2 Model 2200's are equivalent to a

single node of the Cray C90 (123.00 versus 129.33 sec). Table I also shows that the Cray C90 (129.33 sec)

runs 2.3 times as fast as the 10-node SPARCstation 20 (298.07 sec).

RELIABILITY

Even if it can be shown that a network of workstations performs the same as one node of the C90, the

reliability levels of both platforms need to be equivalent in order to achieve a fair cost comparison. Two

types of reliability (or availability) metrics are tracked regularly on both the C90 and the Pratt & Whitney

Sun workstation network and are described below. In addition, Pratt & Whitney tracks parallel job reliability.

Scheduled availability is the amount of time that a computer is available outside of regularly scheduled

maintenance. The percentage availability is the ratio of uptime per specific time frame. For the Cray C90,

there are 80 scheduled hours of downtime each year that are devoted to normal maintenance. The percentage

availability is

Scheduled availability = (1 year - 80 hr) / (1 year)

(3_5 days × _'24 hr- 80hr) ! (365 days x 24 hr)

(8760 hr - 80 hr) / (8760 hr)

99. ! percent availability
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At Pratt & Whitney in East Hartford, scheduled workstations maintenance averages 1 hr per week. The effect

is that parallel computing cannot be performed on average, t hr per week. The scheduled availability for the
distributed workstations is

Scheduled availability = (1 week - 1 hr) / (1 week)

(7 days × 24 hr - 1 hr) / (7 days x 24 hr)

(168 hr - 1 hr) / (168 hr)

99.4 percent availability

Gross availability is the fraction of time that a computer is available regardless of whether it is scheduled to
be up or down. The gross availability of the C90 at NASA Ames Research Center in a 6-month period (from
March 17, 1997 to September 1, 1997) is shown in the following graph:
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Figure 1.iGross availability of C90.

The average gross availability for the C90 during this 6-month period was 99.0 percent.

The gross availability of Sun workstations for a recent 38-month period at Pratt & Whitney is shown below.
The triangular data is the gross availability for each month. The rectangular data is the average gross

availability for the previous months.
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Figure 2.--Gross availability of Sun workstation network.

The average gross availability for the 38-month period was 99.1 percent. The most recent gross availability
for the 38-month period is 99.7 percent. If an individual parallel job requires eight workstations, the predicted
gross availability for the set of workstations would be 99.78 or 97.6 percent.

Reliability for parallel jobs is defined as the ratio of jobs returning useful results to the total number of jobs.
Individual parallel jobs may fail for a variety of reasons. As shown above, individual parallel jobs that use
eight workstations have a predicted gross availability of 97.6 percent. Of the time that the distributed network
of workstations was available, Pratt & Whitney achieves parallel job reliability rates that average over
99 percent. This reliability was achieved by the use of proprietary job control software developed by Pratt &
Whitney.

On the basis of the data received from Pratt & Whitney, we have concluded that the Pratt & Whitney Sun
workstation network has scheduled and gross availability rates that are equivalent to the scheduled and
gross availability levels of the Cray C90. Also, parallel job completion rates on the Pratt & Whitney Sun
workstation network are essentially equivalent to the Cray C90 assuming that the C90 has a 100 percent job
completion rate. Therefore, parallel computing on a network of workstations can be as reliable as running
serially on a supercomputer.

COST COMPARISON

Table ii outlines the costs for the number of equivalent Sun Ultra 2 workstations as determined in table I.

From the performance data, it can be concluded that eight Sun Ultra 2 workstations match the performance
of a single C90 processor. Consequently, 128 Sun Ultra 2 workstations would match the capacity of a whole
16-processor C90. With the given failure rate of some of the Sun workstations in the open network, additional
"fail-over" machines need to be included. If it is estimated that an additional 2 workstations are needed, then

a total of 10 Sun Ultra 2"s would be equivalent in performance and reliability to 1 C90 node. Table II also
includes the cost of the number of Sun SPARCstation workstations needed to achieve approximately half of
the performance of one node of the C90. The Scientific & Engineering Workstation Procurement (SEWP)
government contract was used to determine the cost of the workstations, file servers, and yearly maintenance
prices. The networking and system administration costs are typical costs incurred at NASA Glenn Research
Center. The costs assumed for table II are as follows:

NASA/TM--2000-209797 4



• Unix workstation cost = $19 K each for the SPARCstation (dual processor, 128-MB memory, I-GB hard

disk), and $22 K each for the Ultra 2 (dual processor, 200-MHz chip, 192-MB memory, I-GB hard disk)
• Unix workstation network cost = $1144 per workstation (includes cost of equipment and Full Time

Equivalent (FTE) support)
• Unix workstation server cost = $30 K each

• Need one server for every 80 workstations

• Unix workstation maintenance: $1500 per year per workstation

• Unix workstation system administration (SA) costs = 1 system administrator for 50 Unix workstations.
Cost of one SA = $75 K.

• Cost of single node of the Cray C90 is arrived at from the cost ($48.5 M) of the 16-node Cray C90

TABLE II.--NETWORK OF WORKSTATIONS COST VERSUS CRAY C90 COST

Platform Number

of nodes

Sun SPARCstation 10

20M612 (1995)

Sun Ultra 2 (1996) 10

1Cray C90 (1994)

Cray C90 (1994) 16

Hardware Network costs

costs

$190,000 $11,440

220,000 11,440

3,031,250 Included in
hardware

costs

48,500,000 Included in
hardware

costs

Server Maintenance

costs costs

$3,750 $15,000

3,750 15,000

N/A 300,000

N/A 4.800,000

System
administration

costs

$15,000

15,000

137,500

2,200,000

Total

costs

$235,190

265,190

3,468,750

55,500,000

Ratio of 10

workstations to

1 C90 node,

percent
6.78

7.64

The above table shows that a network of workstations equivalent to a single node of the Cray C90 super-

computer costs no more than 8 percent of the capital cost of the C90. This percentage clearly exceeds the
milestone goal of 25 percent.

One can argue that comparing 1994 and 1996 technology is not a fair analysis. In response to this argument,
a cost comparison between the Cray T3E (1996 technology) and Sun Ultra 2 workstations (also 1996 tech-
nology) is included in the addendum at the end of this paper. However, it is traditional to include well-known
computer hardware in benchmark comparison. Also with the rapidity of new workstation hardware releases,
increased performance at reduced costs will continue.

CONCLUSION

As shown in the performance, reliability and cost data above, the CAS Level 1 milestone, "Demonstrate
Cost-effective, High-performance Computing at Performance and Reliability Levels Equivalent to 1994
Vector Supercomputers at 25 percent of the Capital Cost" was successfully completed. Distributed networks
of computers such as the Sun workstation network at Pratt & Whitney are a viable and affordable alternative
to the traditional supercomputer.

This study does not advocate replacing all Cray Supercomputers with dedicated computer clusters. Instead it
advocates networking together the existing desktop workstations within an organization. These workstations

may have been purchased for other purposes. A significant number of workstations are underutilized most of
the time. Research laboratories and other U.S. aeroengine companies besides Pratt & Whitney may have

supercomputer class power sitting idle. This study, and the Affordable High Performance Computing project
in general, serves to make organizations aware of ways to tap their idle resources.
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APPENDIX---COSTCOMPARISONBETWEENCRAYT3EANDSUNULTRA2WORKSTATIONS

Anargumentmaybemadeabouttheappropriatenessof comparingthecostof theCrayC90to theSunUltra2
workstations.TheCrayC90is 1994computertechnologywhiletheSunUltra2 is 1996computertechnology.
Somemayarguethatthiscomparisonisnotrelevantoraccuratesincethecomputertechnologycompared
hasadifferenceof 2 years.TheCrayT3Eis 1996computertechnology,whichisclosertotheSunUltra2
workstation'scomputertechnologythantheCrayC90.Therefore,it isvaluableto comparethecost,perfor-
mance,andreliabilitylevelsoftheCrayT3EandtheSunUltra2 workstation.Thereaderis cautionedthat
thecomparisontofollowismoreof a"backof theenvelope"comparisonsincethetimeandresourceswere
notavailableto devoteto afull analysisliketheCrayC90andSunUltra2workstationcomparison.

Todeterminethenumberof SunUltra2workstationsthatequaltheperformanceofa512processorCrayT3E,
asimplemathematicalcalculationis donewiththepeakperformanceof eachplatform.Notethatananalysis
of thesustainedperformancesof eachplatformfor executingthesamecomputercodeoneachplatformcould
leadtodifferentresults.It shouldalsobenotedthatreliabilitylevelsof eachplatformareassumedtobeequal.

Forthiscomparison,thepeakperformanceof theCrayT3Eisdividedbythepeakperformanceof theSun
Ultra2 workstation(adualprocessormachine)togivetheratioofpeakperformance.Theresultof this
calculationyieldsthenumberof SunUltra2workstationsthatarerequiredtomatchthepeakperformance
oftheCrayT3E.If theratioisfractional,thenumberof machinesisroundedupbyone.

TABLE I//.--NETWORK OF WORKSTATIONS PERFORMANCE

VERSUS CRAY T3E PERFORMANCE

Platform

Sun Ultra 2

Cra), T3E

Peak

performance

842 Mflops

306,000 Mflops

Number of

processors

2

512

Ratio of peak

performance

Equivalent
number of

processors

728

512

Equivalent
number of

machines

364

1

Table III shows that 364 Sun Ultra 2 workstations are equal in peak performance to the 512 processor
Cray T3E. A cost comparison can then be completed with this information.

The SEWP government contract was used to determine the cost of the workstations, file servers, and yearly
maintenance prices. The networking and system administration costs are typical costs incurred at NASA
Glenn Research Center. The costs assumed for table II are as follows:

• Unix workstation cost = $22 K each for the Ultra 2 (dual processor, 200-MHz chip, 192-MB memory,
I-GB hard disk)

• Unix workstation network cost = $1144 per workstation (includes cost of equipment and FTE support)
• Unix workstation server cost = $30 K each

• One server for every 80 workstations is needed

• Unix workstation maintenance: $1500 per year per workstation

• Unix workstation system administration costs = 1 system administrator (SA) for 50 Unix workstations.
Cost of one SA = $75 K.

The costs for the Cray T-3E are NASA's costs.
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TABLE W.--NETWORK OF WORKSTATIONS" COST VERSUS CRAY T3E COST

Platform

Sun Ultra 2

Cray T3E

Equivalent
number of
machines

364

1

Hardware

cost

$8,008,000

25,000,000

Network

cost

$416,416

Included in

hardware

costs

Server

cost

$150,000

N/A

Maintenance

cost

$546,000

864,000

Administration

COSt

$546,000

720,000

Total cost

$9,666,416

26,584,000

Workstation/

T3E ratio,

percent
36.36

Table IV shows that the equivalent in peak performance Sun Ultra 2 workstations costs approximately 36

percent of the Cray T3E. Although this does not meet the CAS Level 1 milestone goal of 25 percent costs,

it still shows that workstations are an affordable alternative.
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