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INTRODUCTION

This report, the seventy-seventh in a series of
quarterly progress reports issued by the Researcn
Laboratory of Electronics, contains a review of thic
research activities of the Laboratory for the tnrece-
month period ending February 28, 1965. Siace tnis
is a report on work in progress, some of the results

may not be final.
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I. MOLECULAR BEAMS

Prof. J. R. Zacharias R. S. Badessa S. G. Kukolich

Prof. J. G. King J. F. Brenner F. J. O'Brien

Prof. C. L. Searle R. Golub R. D. Posner

Prof. K. W. Billman G. L. Guttrich C. O. Thornburg, Jr.
Prof. E. F. Taylor W. D. Johnston, Jr. L. H. Veneklasen

A, NEUTRALITY OF ATOMS (ATOMIC BEAM METHOD)

To provide an experimental determination of an upper limit of possible charge
residing on an un-ionized atom, a cesium beam experiment is in progress. In it, a beam
of atoms is passed through a uniform electric field directed perpendicular to the beam's
path. Hence a Cs atom would be deflected if it bore a net charge, q. The present exper-

imental arrangement is such that a deflection of 2 A would be expected if q = 10—18 e=

1.6 x 10727 coulomb.

Orginally the experiment was performed with a DC electric field in the deflecting
region, This resulted in a value q = (8.4 + 8.0) X 10'-16 e. Further improvements,
including the rejection, to a large extent, of beam deflections that result from field
gradients, vibration of the apparatus, and similar effects, have been made by modu-
lating the deflecting field and looking for the signal appropriate to a true Cs charge with
a lock-in detector. A method for in situ calibration of the apparatus sensitivity, so
essential in any null experiment, by electrically deflecting the beam a known number of
angstroms at frequent intervals during data accumulation, has also been incorporated.
The most recent determinations have resulted in a value q = (-2.0 £ 1. 0) X 10—18 e. This
result should be compared with the value q = (1.3 = 5. 6) X 10_17 e obtained by Zorn, and
his co-workers.1

The present result can be interpreted in terms of possible neutron, q, and electron-
proton pair, qep, charges that give for the cesium atom q = 55 qep + 78 q, Assuming

q, = qp yields qep =q,= (-1.5+0,75) X 10_'20 e. The precision of this result approaches
that obtained by gas efflux methods.

2

K. W. Billman, J. G. King

References
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B. LOW TEMPERATURE HELIUM BEAM EXPERIMENT

1. Detector Operation

The following changes have been made in the detector assembly (see Quarterly Prog-
ress Report No. 76 (pages 13-15),
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(I. MOLECULAR BEAMS)

1. The P-16 phosphor screen has been replaced with Willemite. This is slower
(decay time, microseconds) but has several hundred times higher luminous efficiency
for 12-kv ions.

2., The needle holder has been adapted to point the needle directly at the phosphor
screen. A study of the field electron emission pattern from the needle tip has shown
that almost all field lines from the sharp tip region emerge within a 15° half-angle cone
of divergence from the needle shaft axis.

3. The method of mounting the Pyrex disc on which the phosphor screen
is deposited has been modified. In the old design an aluminum capture ring
and a 0,020-inch gold wire gasket were used under the 1/2 inch thick glass
disc. This resulted in fracture of the glass disc under temperature cycling when
cooling the photomultiplier tube with dry ice. In the new configuration a stainless-
steel capture ring and a 0,028-inch neoprene flat gasket which are used under
the glass have thus far proved completely reliable. Also, 3/4 inch thick glass
discs are now being used, The use of the neoprene seal has not resulted in

10 torr is

poorer vacuum conditions, as a detector chamber pressure of 2 X 107
still obtained, with or without dry-ice cooling of the photomultiplier-glass disc
assembly.

Initial performance data of the detector were taken by reading the photomulti-
plier output current with a Keithley Model 600 electrometer, and by varying the
partial pressures of NZ’ A, and He in the detector chamber through the range
1% 1077 -2x 107}

the correction factor appropriate for the various gases applied.1 An over-all

0 torr. Pressure was monitored by a Bayard-Alpert gauge, with

detection conversion efficiency (number of electrons from photomultiplier photo-
cathode divided by number of atoms incident on needle tip, per unit time) of
from 5% to 30% was calculated.

The sensitivity for He is approximately 4 times that for NZ' which is approxi-
mately 3/2 that for A, This is to be expected, as the phosphor yield should
go as the momentum of the exciting ions, hence as the square root of the mass
ratios. There is a further slight enhancement, since the helium, with a higher
ionization potential, must approach the tip more closely to be ionized, the He" ions
are formed in a higher potential region than, say, N2+, and hence have more
energy when striking the phosphor.

The signal intensity now goes as the square of the needle tip voltage. The
elimination of the electroluminescent effect (intensity exponential with tip voltage)
noted previously is attributed to using Willemite rather than P-16, and is con-
sistent with the observation that zinc-silicate base phosphors are, as a class,
much less electroluminescent than zinc-sulfide base phosphors, or other common

phosphor types. 2
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2, Beam Investigations

The room-temperature beam source must be operated at an excessive pressure to
produce a signal visible on the Keithley electrometer, and a well-defined beam could not
be obtained in this way. At a proper source pressure of the order of 10_4 torr one would
expect approximately 500 atoms per second detected beam. Accordingly, pulse-counting
electronic equipment has been incorporated. The arrangement, at present, consists of
an emitter follower preamplifier, a Franklin Model 348 linear amplifier with internal
pulse-height selector, and an R. L. E. Model 210 pulse counter (scale of 215). The over-
all resolution time is 5 psec, and is judged appropriate for the Willemite phosphor.

This equipment has just been adjusted for optimum operation, and only preliminary
results are now available. The counting statistics for the background gas fit the assump-
tion of a random distribution, that is, the standard deviation of the means agrees within
5% of the NN expected, when allowance is made for the counter inefficiency resulting
from the 5-psec resolution time and the 0. 3% random timing error of the electro-
mechanical counter timing gate.

There are preliminary indications consistent with a beam of 50 counts per second,
with a source pressure of 4 X 10_2 torr; however, this has not been confirmed by
scanning the needle across the beam,

An electronic gate is to be added between the Franklin and the counter for use with
the beam chopper in taking velocity distributions. It is to be noted that the detected beam
intensity goes inversely as the 3/2 power of the source temperature, so that at 0.9° K,
with the vapor pressure of He4 is 4 X 10—2 torr, the detected beam would be 2500 counts
per second, even after a 0.1%duty cycle in the chopper. Thus, from a signal-to-noise
point of view, this experiment will be substantially easier with low-temperature sources.

W. D. Johnston, Jr.

References

1. S. Dushman, Scientific Foundation of Vacuum Technique (John Wiley and Sons, Inc.,
New York, 2d edition, 1962), p. 324. _

2. H. F. Ivey, Electroluminescence and Related Effects, Advances in Electronics
and Electron Physics, Suppl. I (Academic Press, New York, 1963).

C. HIGH-RESOLUTION MEASUREMENTS OF THE 3-3 INVERSION TRANSITION
IN AMMONIA

The two-cavity maser spectrometer described in previous reports1 is now being used
to study the hyperfine structure of the J = 3, K = 3, inversion line of NH3. A resonance
linewidth of 350 cps is obtained with a cavity separation of 115 cm. This constitutes
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improvement in resolution by a factor of 20 over previous rneasurements,Z and many
more lines are now resolvable.

The main line (AF=AF1=0) at zero magnetic field is split as shown in Fig. I-1.
The calculations of Gordon® indicate that the main line will be split into three

A1

i

I
L

|

|
i,,,,;
-
I

Fig. I-1. J =3, K= 3 main-line (AF=AF1=O) components at 23,270,127, 95 k¢
and 23,870,129, 62 kc (first derivative of resonance).

components if the quadrupole coupling constant eqQ is different in the two inversion
states. The separation between the F1 = 4 and Fl = 2 components (—fl = ?+TN, IN=nitro-
gen spin) is small (<500 cps), and the Fl = 2 component should be much weaker because
the degeneracy is smaller and the focussing is weaker for this state. Therefore we see
primarily the F1 = 3 and Fl =4 AFI = 0 transitions, and the contribution from F1 =21is
much smaller. Seven of the nine components of the magnetic satellites have been
observed. These magnetic satellites result when one hydrogen spin is "flipped" simul-
taneously with the inversion.

The main-line measurements indicate that the quadrupole coupling constant eqQ is
larger in the lower inversion state by 3. 6 £ 0.1 kc.

We have also observed three of the four components of one of the upper quadrupole
satellites, More data will be necessary to identify each of the satellite components, but
if we average over magnetic interactions we obtain agreement with Gordon's value of eqQ,
4094.8 + 1.5 kc for the 3-3 state. When these magnetic components are identified we
should obtain at least an order of magnitude improvement in accuracy for the magnetic
and quadrupole coupling constants. These results provide better data on electronic wave
functions and geometrical parameters for the NH3 molecule,

S. G. Kukolich
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II. MICROWAVE SPECTROSCOPY

Prof. M. W. Strandberg A, Fukumoto T. E. McEnally

Prof. R. L. Kyhl M. C. Graham R. M. Preer

Dr. J. M. Andrews, Jr. R. Huibonhoa S. Reznek

S. N. Bromberg J. G. Ingersoll L. Rosen

G. Ewmo Capodilista J. D, Kierstead W. J. Schwabe
M. K. Maul

A. OBSERVATIONS OF INCOHERENT PHONON PROPAGATION IN X-CUT QUARTZ

Using techniques similar to those of Gutfeld and Nethercot,1 we have observed pulses
of incoherent phonons propagating along the x axis of quartz. Figure II-1 is an oscillo-
scope picture of these pulses that have been generated in an aluminum film, approx-
imately 100 ;&thick, propagated along a rod of x-cut quartz, 3 mm in diameter and
19.3 mm long, and detected by means of a superconducting tin-alloy bolometer. The
experiment was carried out at 3. 6°K, where the maximum of the slope of the p(T) func-
tion for the tin alloy occurred. The peak of the received signal is approximately 90 pv,
corresponding to a bolometer current of 38 ma. The droop in the trailing edge of the
signal at the right-hand side of the photograph is caused by the greatly decreased fre-
quency response at 1 Mic and ringing in the video amplifier circuit. The lower trace in
Fig. II-1 shows the generating pulse of ~40 watts peak power and 0. 12 psec in duration.

Fig. II-1. Pulses of incoherent phonons in x-cut
quartz. Lower trace shows the gen-
erating pulse which marks zero on the
time axis. The oscilloscope sweep
rate is 1 psec/cm.

The symmetry of the signal pulses indicates that the mechanism responsible for the
broadening is not related to thermal time constants in either the generating or the
receiving metallic films.

In a previous report,2 we pointed out that the x axis of quartz is a pure-mode axis
for the longitudinal and both of the transverse elastic modes and, furthermore, that the
ultrasonic Poynting veciors should be collinear with the wave vectors along this axis
for each of these three modes. Thus, each of these modes should be evident in a heat

pulse directed along the x axis. In Fig. II-2, we show the three modes of coherent
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phonons at 0.9 Ge, generated in the usual rnamner,3 by means of a re-entrant microwave

cavity.

Fig. II-2.

(a) Coherent 0.,9-Gc phonons in x-cut quartz. First
pulse on the left is leakage from the transmitter
and marks zero on the time axis.

(b) Same as (a) but with increased gain,

The oscilloscope sweep rate is 2 psec/cm, but
the pulses have made a round trip within the quartz
rod and are received by the transmission cavity.
Thus the scales of Fig. II-1 and II-2 can be con-
sidered the same for the purpose of total time-
delay comparison. It was necessary to increase
the path length in the 0.9-Gc coherent phonon
experiment to resolve the longitudinal and fast-

' VA transverse modes.

In Fig. II-2a, £ denotes the leading edge of the first reflected longitudinal mode and
tl, the peak of the first reflected fast-transverse mode. The first reflected slow=
transverse mode cannot be seen unless we increase the gain of the receiver. This is
shown in Fig. II-2b, in which the peak of the slow-transverse mode is denoted tz. Sec-
ond reflections of these modes are denoted by primes in Fig. II-2. Note that, although
the time scales and triggering are identical in Figs. II-2a and 2b, the leading edge of
the longitudinal mode appears somewhat earlier in Fig. II-2b. This effect is caused by
the finite rise time of the pulse. Thus comparisons between the leading edges of the
longitudinal modes should be made between Fig. II-1 and Fig. II-2a, only.

Comparative measurements between the individual modes of the incoherent and the
coherent phonon experiments are listed in Table II-1. We conclude that pulse no. ! in
the incoherent phonon experiment is actually a superposition of the longitudinal and fast-
transverse pure modes. Pulse no. 4 corresponds most closely to the slow-transverse
pure mode. Pulses X and Y are "extra" pulses, whose wave vectors are unknown,
which happen to have Poynting vectors lying within the solid angle subtended by the
receiving bolometer. In general, analytic determination of ultrasonic wave vectors as
a function of the Poynting vector does not appear to be possible for an anisotropic prop-
agation medium. Graphical methods are available,4 and an approach by machine com-
putation is under investigation.

At the present time, we can only speculate on the mechanism that is causing the heat
pulse to broaden from 0. 12 psec to over 0.50 psec for each of the pulses reaching the
receiver. As we have pointed out in a previous report,2 a resistive metallic film, bonded

to a semi-infinite elastic medium and heated by means of a short pulse of electric energy,
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Table II-1. Summary of pulse-delay data.

Experiment Pulse Reference Delay (usec) Velocity (km/sec) Mode
Incoherent 1 leading edge 3.4 5.7 longitudinal
Phonons -
(Fig. II-1) 1 peak 3.8 5.1 fast-transverse
2 leading edge 4.3 4. 5} x
2 peak 4.7 4.1
3 leading edge 5.2 3. 7} ¥
3  peak 5. 45 3.5
i . 3.2
4 leading edge 6.0 } slow-transverse
4  peak 6. 25 3.1
* . -
Coherent y leading edge 3.35 5.8 longitudinal
fthgflgnéc t; peak 3. 8: 5.1 fast-transverse
(Fig. II-2) t, leading edge 5.9 3.3 slow~transverse

*Since the coherent phonon experiment involved observations of reflected pulses,
actual delay times have been divided by 2 in order to correspond to the single-pass
measurements made on the incoherent phonon pulses.

is capable of generating simultaneously all of the vibrational modes of an elastic propa-
gation medium that have their Poynting vectors lying within a solid angle of 2% about any
point on the surface of the film. The degree of excitation of any given mode will depend
upon the characteristic of the emission of the metallic generating film and on the phonon
excitation spectrum of both the generating film and the elastic propagation medium. It
seems likely that the characteristic of the emission of the generating film is essentially
Lambertian, modified by the effects of the elastic mismatch between the metal and the
propagation medium and by the detailed geometrical nature of the interface.

Thus each of the pulses in the incoherent phonon experiment (Fig. II-1) actually
contains a mixture of all of the modes whose Poynting vectors lie within the solid angle
subtended by the receiving bolometer, The arrival time of each mode depends not only
upon the phase velocity of the mode but also upon the angle | between the wave vec-
tor X and the Poynting vector S and the angle ¢ between the Poynting vector S and the
x axis of the quartz rod. These angles are illustrated in Fig. II-3 in which we have
indicated a ray of elastic energy emanating from an arbitrary point O in the metallic
generating film and propagating in the direction of the Poynting vector § The cross-
hatching in the .[d._y represents surfaces of constant phase, which are perpendicular to
the wave vector k. It must be emphasized that Fig. II-3 is a diagram presented for the

sole purpose of defining angles. Physically, a single ray of incoherent elastic energy
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SUPERCONDUCTING
BOLOMETER

QUARTZ
=" " RoD

METALLIC \
GENERATING
FILM

Fig. II-3, Phonon propagation in a rod of an anisotropic solid
for arbitrary wave vector k. The Poynting vector

S denotes the direction of energy propagation.

cannot be characterized by a single wave vector, as there are no surfaces of constant
phase. Rather, each ray contains an infinite distribution of k vectors, varying both in
length and direction. It is just this sort of distribution in k-space that could give rise
to the pulse broadening that is evident in Fig. II-1. In order to see this more clearly,
we write an expression for the arrival time of elastic energy as a function of the wave
vector k and the angles ¢ and ¢, which are also functions of the wave vector k.

{ cos
Tk=vkcos¢ ’ (1)

where Tk is the delay time of the kth mode, v h

is the phase velocity of the kt mode,

- - k — P
¢ = P(k) is the angle between wave vector k and Poynting vector S, ¢ = o(k) is the angle
between Poynting vector S and quartz rod axis, and ¢ is the length of the quartz rod.

Thus the broadening of the incoherent pulses could arise from the distribution in the
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arrival time T because the angle between the wave vectors k and the rod axis OX

varies between zero and w, subject to the restriction 0 € ¢ € ¢ The maximum

max’
value of the angle ¢ is simply the angle subtended by the bolometer

max

o =tan"Y(d/9), ()

where d is the diameter of the quartz rod and ¢ is the length of the quartz rod.
The salient effect of the elastic mismatch between the metallic generating and ;

receiving films and the quartz propagation medium manifests itself in the time constants !

of the generator and the detector. At low temperatures a thermal discontinuity, AT,

exists at the interface between any two solid media in thermal contact whenever a heat

flux passes across the interface. This so-called thermal boundary resistance, R;, is

similar to the Kapitza resistance between liquid helium and a solid and is defined as

AAT
Q=—=%
Ry

) (3)

where Q is the rate of heat flow (watts), A is the area of interface (cmz), AT is the

%k —
B is the thermal boundary resistance (°K cm2 watts 1).

A theoretical expression for the thermal boundary resistance has been derived by W, A,

thermal discontinuity (°K), and R

Little,5 and is expressed as a function of the elastic properties of the adjoining media.

Experimental values for the boundary resistance between indium and sapphire have been
obtained by Neeper and Dil].inger.6 The results of their experiments compare favorably
with an extirapolation of the theory of Little; hence, we have estimated the boundary

resistance of a quartz-tin interface, using a similar extrapolation. Thus

-3 1

R;; = 872 °K cm? watts™ (estimated for quartz-tin). (4)
It is not entirely obvious that the Kapitza resistance between a liquid helium-metal

interface should have the same order of magnitude as the thermal boundary resistance

between quartz and tin; yet with gold and copper this has been the experimental obser-
N

vation

* - -
R 3 ok cm? watts ™! (observed for gold-liquid helium). (5)

We have no data on the Kapitza resistance of tin; we assume that the value
for gold represents a very good approximation. The thermal time constant of
a metallic film on a2 solid substrate submerged in liquid helium is determined
by the parallel combination of the thermal boundary resistance and the Kapitza

resistance,
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R* r¥

T = pcvd —;‘g{ﬁ*— sec, (6)
K B

where p is the density of the metallic film (gm cm—3), c. is the heat capacity of the

metallic film (J gm™~! °K™!),and d is the thickness of the metallic film (cm). Using

recent data on the low-temperature heat capacity of tin, we find that the time constant

of a 1000 A film at 3. 6°K is 10_9 sec. This figure supports our previous contention that

the pulse broadening is not associated with the thermal response time of the bolometer.

3 cm thick, was painted over the

In a subsequent experiment, a layer of glue, ~10~
bolometer. Typical heat capacities of such materials are ten times greater than those
for metals at helium temperature. We have no data on the thermal boundary and Kapitza
resistances for glue, but perhaps it is relevant to point out that experimental values of
these resistances vary less than an order of magnitude over a wide range of materials.7
Assuming that the thermal resistances associated with the glue are not significantly

different, we obtain a time constant, T~ 10-'6

sec, for the glue-coated bolometer.
Figure II-4 shows the pulses of incoherent phonons intercepted by the glue-coated

bolometer., As expected, most of the mode structure has been lost.

Fig. II-4. Incoherent phonons in x-cut
quartz observed with a glue-
coated bolometer.

Using an expression for the thermal discontinuity across an interface that is valid
when the temperature difference is large compared with the ambient temperature,5 we

can estimate the temperature rise of our generating film.
4 4
A(T -T.")

(7)
ar*13

From VSWR measurements on the aluminum-generating film, we have determined that
approximately 20 per cent of the input power is converted into heat in the film. There-
fore, for a total power input of Q ~ 40 watts, we find T ~ 7°K. (This is sufficiently high
to call into question our tacit assumption of thermal equilibrium.) If we also assume
that the frequency spectrum of the thermal vibration in our generating film can
be characterized by a Planck distribution, we can estimate the order of magnitude of the
dominant frequencies involved in the transport of thermal energy through the quartz

rod:
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vpeak z

The peak of the Planck distribution occurs at vpeak = 0.4 X 1012 sec"1 in our experiment,
The lattice constant of quartz is approximately 5 A. This places the edge of the

7 1

first Brillouin zone at 6.3 X 10' ecm . Thus, the maximum frequency that can be

propagated on the longitudinal branch of the acoustic mode is given by

v =5.7%10'% gec”!, (9)
max

For the slow-transverse branch,

Yoax = 3.3 % 1012 gec™!, (10)
These considerations serve to point out a second possible origin of the signal-pulse
broadening that is evident in Fig, II-1. From the foregoing analysis, it appears that a
significant portion of the elastic energy of these incoherent phonon pulses is carried by
modes whose frequencies are close to the cutoff frequency of the lattice. Whether dis-
persion effects are making an appreciable contribution to the pulse broadening is a sub-
ject for further investigation.

At low temperatures the mean-free path of a phonon in a crystal approaches the
dimension of the crystal. Our observations are consistent with rectilinear propagation of
the phonons, without evidence of the dominant scattering mechanism that characterizes
heat flow in solids at room temperature. Thus we have observed the breakdown of the
diffusion equation. As we have mentioned, approximately 20 per cent of our total input
power is dissipated in the aluminum generating film. Of this, half flows directly to the
liquid helium through the Kapitza resistance. Thus, for a peak input power of 40 watts,
only ~4 watts enters the quartz rod through the thermal boundary resistance. Because
of rectilinear propagation, only 4 X 10"3 watt intercepts the receiving bolometer
directly, if we assume that the thermal energy at the generating film is distributed
evenly over a solid angle of 2.

In order to estimate the resulting voltage rise in the bolometer, we draw upon an

expression for the responsivity of a bolome’ter.8

. %
r=2L o 1eRR (11)
aAQ
where AV is the voltage rise (volts), AQ is the power input (watts), i is the bias current
(amps), a = El—g% is the temperature coefficient of resistivity (°K~1), R is the resis-

*
tance of the bolometer (ohms), R is the effective thermal resistance of bolometric film
2 -1 2
(°K cm® watts 1), and A is the area of the bolometric film (cm”™).

In Eq. 11 we have assumed that the bolometer is terminated in a load impedance
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100 —

75

50

PULSE HEIGHT, V (uv)

25

3.55 3.57 3.59 3.61 3.63 3.65
TEMPERATURE, T (°K)

Fig. II-5. Signal voltage as a function of bolometer temperature. The peak occurs
at the maximum slope of the resistivity for the superconducting transition
of the bolometer.

.equal to its own resistance, R. In order to estimate a, we plotted the received signal
as a function of bolometer (ambient) temperature. This is shown in Fig. II-5. We see
that the sensitive region of the bolometer occurs within a temperature range of 0. 05°K.
Since a = (AT)_I, we estimate ¢ = 20. The resistance of the bolometer, R, is ~0.1%,
and the bias current was 38 ma for our observations. The effective thermal boundary
resistance, previously calculated, is ~4T—3, and the area, A, of the bolometer is
0.07 cm?‘. These values, substituted in Eq. 11 yield a responsivity, r ~0. 05 volts/watt.
With 4 X 10_3 watt incident upon the bolometer, we expect a voltage rise of the order of
200 pv. Within the approximate nature of our calculation, this compares favorably with
the observed voltage of 90 pv.

The author wishes to express appreciation to Professor J. F. Cochran, who pointed
out the importance of the thermal-boundary resistance and the Kapitza resistance, and
to acknowledge the assistance of Mr, M. C. Graham, who took part in the experi-
ments.

J. M. Andrews, Jr.
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A. MEASUREMENTS OF THE MICROWAVE SPECTRUM OF VENUS NEAR
l-cm WAVELENGTH

During June and July, 1964, observations were made of the planet Venus1 at 9-
14 mm wavelengths. These observations were made with the use of the Research Labora-
tory of Electronics five~-channel microwave radiometer2 mounted in the 28-ft millimeter
wavelength antenna at Lincoln Laboratory, M.L. T. The frequencies 21.9, 23.5, 25. 5,
29.5, and 32.4 Gc/sec were observed simultaneously; the frequency 21. 1 Ge/sec was
observed separately with a one-channel radiometer.

The spectral measurements were made by comparing the radio spectrum of Venus
with that of the moon. The moon was observed on 17 days during the experimental
period. In order to relate the observations of Venus to those of the moon, antenna pat-
terns and values of the atmospheric absorption as a function of frequency were required.
The antenna pattern at each frequency was measured with a test signal source mounted
on a tower, 6 miles from the antenna site. The antenna was suitably defocused for these
measurements, and cross-polarization patterns were also measured. The atmospheric
opacity was determined by a series of solar extinction measurements which were used
to relate the opacity to the ground-level humidity. This empirically determined rela-
tionship was then used to determine the appropriate atmospheric opacity at any given
time.

The results obtained on each day are summarized in Table III-1. In the table,
TBV(°K) is the average brightness temperature of the visible disk of Venus. o(%) is
the estimated standard deviation of the measured signal from its true value and does
not include uncertainties introduced by atmospheric absorption, antenna pointing, and
so forth.

If all of the separate observations are averaged together, and each is weighted by its
estimated accuracy, then the results listed in Table III-2 are obtained.

The absolute error presented in Table III-2 includes all sources of error; measure-
ments made at different frequencies are considered to be independent. The relative
error includes only those components of error that are independent from channel to
channel.

%k
This work was supported in part by the National Aeronautics and Space Adminis-
tration (Grant NsG-419).
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Table III-2. Averaged and weighted results.

(Ge/sec) TBV(°K) Relative error (°K) Absolute error (°K)
32.4 430 +24 +42
29.5 463 +32 +68
25.5 428 +20 +46
23.5 450 +23 +41
21.9 404 +28 +39
21.1 502 +82 +100

The results are also presented in Fig. III-1, together with the results of other
observers made during several inferior conjunctions. One theoretical spectrum was
computed for a cloud layer that is uniform from 465°K to 270°K, with absorption coef-
ficient proportional to the square of the frequency. A similar spectrum would be
expected from water clouds. The second theoretical spectrum is for nonresonant absorp-
tion by a 10% C02-90% N2 atmosphere with surface pressure approximately 150 atmos-
pheres.

The 32.4 and 29. 5 Ge/sec data points are 1.5 and 1. 7 standard deviations above the
nonresonant spectrum, respectively, and the 21. 9 Gc¢/sec measurement is 2.0 standard

deviations below the same curve. Even if the absolute error brackets are used, the

600——
580
560
540
520
500
480
460
440
420
400

CO,~N, MODEL

® THIS EXPERIMENT -

BRIGHTNESS TEMPERATURE (°K)

zzg RELATIVE-ERROR BRACKETS

340 » OTHER DATA

320

300 I S B | R S SR S S GR] ! [ TR R W T N N SN S S |
35 20 25 20 5 10

FREQUENCY (Gc¢/s)

Fig. 1lI-1. Microwave spectrum of Venus near l-cm wavelength.
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displacements are 0.9, 0.8, and 1.40, respectively. The probability of being farther
than 1.5 standard deviations from the correct value is approximately 0. 13, and the prob-
ability of being farther than 2.0 standard deviations is approximately 0. 05. Thus if the
relative error brackets are used, it is unlikely that the microwave spectrum of Venus

is nonresonant in character over this spectral region.

Atmospheric models in better agreement with the data are those having molecular
resonances in the millimeter wavelength region. Also, models incorporating scattering
are in agreement. A study of these models is in progress.

D. H. Staelin, A. H. Barrett
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B. OBSERVATIONS OF MICROWAVE EMISSION FROM ATMOSPHERIC OXYGEN

Two more balloon flightsl’ 2 were undertaken from Palestine, Texas, in the fall of
1964. The first, Flight No. 88P, on 29 October, was partially successful. The second,
Flight No. 89P, on 8 November, was completely successful, yielding good data for the
entire flight.

1. Flight Radiometer

The radiometer is basically the same as the one used in previous flights. See
Fig. I1I1-2, For these flights the telemeter was operating, giving a real-time data output.

The errors are the sum of a consistent error (constant over the duration of the
flight) and a random noise. The consistent error varies from +8°K for a brightness tem-
perature of 0°K to x1°K for a brightness temperature of 300°K. The rms temperature

variation of the radiometer is approximately 1°K on each channel.
2. Results

Flight No. 88P, 29 October 1964

This flight was only partially successful. Data were recovered from the 20-Mc and
200-Mc IF channels during a period of 2 hours (approximately the time for ascending to
float altitude 30 km), and from the 60-Mc IF channel for the first 20 minutes and the last
20 minutes of the first 2 hours.

After 2 hours, the programmer assumed a supposedly unallowed state and began
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Fig. 1II-2. Flight radiometer.

switching between the calibration loads only. The difficulty in the 60-Mc IF channel
was traced to a faulty relay which evidently failed after 20 minutes and then began to
perform properly after one hour of failure.

Telemetry apparatus permitted the malfunctions to be viewed as they were happening.
As soon as the programmer malfunction was diagnosed, the flight was terminated.

The small amount of data from flight No. 88P has not been reduced yet.

300
280
260

240

°k

220

200

180 —

60 & | | |

Fig. III-3. Flight No. 89P atmospheric temperature vs height.
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Flight No. 89P, 8 November 1964

The erratic relay was replaced and the programmer's difficulty was solved by use
of a mechanical commutator. The profile of the flight was the following.

1. Approximate linear ascent to 30 km in 2 hours.

2. Float at 30 km for 4 hours.
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Fig. III-4. Flight No. 89P brightness temperatures vs height.
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3. Approximate linear descent to 5.5 km in 3 hours.

4. Parachute to ground.

The atmospheric temperature versus height as measured during the flight is shown
in Fig. III-3.

Data were taken in three ways:

1. At the balloon base with the master receiver as indicated in the block diagram
of Fig. III-2,

2. In a car, equipped with a receiver and a chart recorder, following the path of
the balloon.

3. On a tape recorder in the flight gondola.

Data taken by method 1 were the most accurate because of the resolution it afforded.
Data taken by method 2 was the least accurate because the chart recording could only be
read to +5°K, while the radiometer noise was only +1°K. Data taken by method 2 should
eventually be as accurate as that taken by method 1. Tape-recorder malfunctions have
prevented getting all of the data from the tape.

The brightness temperatures versus height for the three IF channels and the two
antenna angles are shown in Fig. III-4.

The six brightness temperatures averaged over the duration of the flight at float alti-
tude are given in Table III-3.

Table III-3. Float brightness temperature averages.

Channel 60° Antenna 75° Antenna

20 Mc IF 190°K 215°K

60 Mc IF 102°K 148°K
200 Mc IF 19°K 36°K

Work continues on further interpretation of these data. In particular, work is under
way to see how much information can be obtained about the atmospheric thermal struc-
ture above float height, to see what can be inferred about the linewidth, and what can be
said about the line intensity.

Another series of flights is planned tentatively for Summer 1965 with improvements
that should lower the temperature sensitivity to less than 2°K for all brightness tem-
peratures.

W. B. Lenoir
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C. MATRIX FORMULATION OF RADIATIVE TRANSFER

In many cases of practical interest the emission and absorption properties of a medi-
um depend on the polarization of the radiation. In these cases, for a general treatment,
it does not suffice to treat the radiative transfer in the framework of the scalar equation
of radiative transfer. A new treatment must be developed which includes polarization
information, as well as intensity information. This report concerns such a development.
It is assumed that a spatially and angularly incoherent TEM wave traveling in the +Z

direction is being dealt with.

1. Coherency Spectrum Matrix

The electric field can be written
)= & 1)+ Eglt) (1)

in which the subscripts a and P indicate the components of e?(t) with polarization ¢ and
B, respectively, with a and P being any two opposite polarizations. They will be called
a "polarization basis."

Samples of é"a(t) and ﬁp(t) that are of T duration will have Fourier Transforms

given by
T/2 )
_ -i2wvt
E, plv) = S—T/Z é"a(t) e dt (2a)
E, (v)= §T/Z & (1) e 1™ gt (2b)
ﬁr T - —T/Z p )

The Fourier transform of the corresponding sample of ET(t), also of T duration,

can be written as a vector in the two-dimensional vector space of polarizations.

Epv={ * (3)

A "coherency spectrum matrix" can now be defined as

%
E.(v) EL(v)
J(v) = <lim —T—T—T—> (4)
- T =00

in which J denotes that J is a matrix, t denotes transpose, * denotes complex conju-

gate, and the bar over the relation denotes the ensemble average.1 This J(v) is related

to the coherency matrix of Wolf2 but does not require a narrow-band assumption.
Substitution of (3) in (4) yields
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IE T(v)|2 Ea T(v) Eﬁ,T(v)
lim 'T lim T
Iv) = - -oo*  LT=o > (5)
Ea (11) R 11.1)1 [- !E (U)! -l

Through use of the relation for power spectral density

E3
| Ei’ T(v) EJ.' )
<I>ij(v) = %irg T ) (6)

Eq. 5 becomes

J(v) = C“(V) Q”‘”) (7)
Qﬁa(v) Qﬁﬁ(v)

which is more general, since @ij(v) is defined for random noiselike fields, whereas E(v)
is not.

Examination of (7), or equivalently of (5), shows at once that J(v) is Hermitian (self-
adjoint), that is, Jv) = ==T(V)t*. It is also obvious that Qaa(v) and Qﬁﬁ(v) are real and non-
negative. @aa(v) and ‘Dﬁﬁ(v) are the power spectral densities in polarizations e and B,
respectively. Hence the trace of J(v),

tr J(v) = @ (v) + Bgq(v) 2 0, (8)

is the total power spectral density of the radiation.

The off-diagonal terms, @ap(v) and Qﬁa(v), measure the degree of coherence between
the radiation with polarization « and that with polarization B. By Schwartz' inequality,
the determinant of Jv),

det J(v) = &, (v) @gg(v) - @ o(v) @5 (v), (9)
is real and non-negative.

The analysis thus far has assumed e,B to be the polarization basis. The change from

one polarization basis a,B to another, x,y, is effected through a unitary transformation, U.

E, ov) E_m(v)
Eg ) Eg 1(v)
This changes only the polarization basis in which the radiation is described. It does not

change the radiation itself in any way.

From (5) and (10), the coherency spectrum matrix is transformed to the basis x, y
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through
ﬁ(v) u . (11)

From which it is obvious that gx'y(v) is Hermitian, since ia, ﬂ(v) is.

From the properties of unitary transformations it can be shown that the trace, deter-
minant, and eigenvalues are invariant under a transformation such as (11). So that
tr J(v), det J(v), )\l(v), X\, (v) are the trace, determinant, and eigenvalues of J(v) in any
polarization basis.

Then there exists a unitary transformation, UD(v) to a polarization basis, m,n in
which :_I_(v) is diagonal.

(v) 0

J
- t* _ m
gm,n(v) = I__JD(V)ga'ﬁ(V) ED(") = < 0 . (12)
n

with Jm(V) = Xl(V) and Jn(V) e )‘Z(V)' Assuming, with no loss of generality, that Jm(v) 2

Jn(v), we have

1 0 1 0
A L +[7,010-3 ()] . . (13)

0

where both matrices on the right are valid coherency spectrum matrices.

The first is seen to be that of a randomly polarized (unpolarized) wave; while the
second is that of a totally polarized wave with polarization m. Such a decomposition
exists uniquely (through a function of v in general) for all coherency spectrum matrices.

The fractional polarization spectrum can now be defined as the power spectral den-

sity of the polarized part divided by the total power spectral density
J v =J )

_— (14)
Jm(v) + Jn(v)

p(v) =

Here, p(v) is independent of the polarization basis and is given more generally by

/" 4 det J(v)
pv) = 1-————-. (15)
[tr g(V)]2

In radio astronomy it is often convenient to use the concept of brightness tempera-
ture, rather than intensity or spectral flux density. For the scalar description, the
brightness temperature (in the microwave region with hv «kT) is defined by

ZkvaB(v)

Iv) = ———, (16)
(o}
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where I is the intensity; TB' the brightness temperature; k, Boltzmann's constant; and
¢, the velocity of light.

It will also be convenient to define a brlghtness-temperature coherency spectrum
matrix in similar fashion. Since 2kv /c is constant (for a given v), and J(v) is the

TB(v) = const (v) J(v) (17)

as the brightness-temperature coherency spectrum matrix. Thus on the polarization
basis, a, B

T, ) Typ (MHTag ()

T = | , 18)
== TapR(V)—‘lTapI(V) Tﬁﬁ(V)

where T (v) and Tﬁﬁ(v) are the brightness temperatures (in a scalar sense) of the radi-
ation w1th polarizations e and B. The general properties of J(v) apply also to T (v)

In particular, the fraction polarization spectrum, p(v), is unchanged.

4 det T=B(v)

p(v) = 1- (19)

[tr T___B_(V)]2 '

2. Matrix Equation of Radiative Transfer

The propagation of the brightness-temperature coherency spectrum matrix through
a medium will now be considered. The medium is assumed to be only slightly inhomo-
geneous (the properties of the medium vary only slightly over a wavelength's distance).

Then a complex propagation matrix, A(v), that is the matrix equivalent of the scalar

Alv)

IN » OUT. Fig. III-5. Geometry for a slab of infinitesimal thickness.

dz

—_— tZ

complex propagation constant can be defined. A(v) describes the absorption and propa-

gation properties of the medium and, in general, will be a function of position (subject
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to the slightly inhomogeneous assumption).

The relations for the geometry of Fig. III-5 are

E_ (V)= [1-A(w)dz] B, (v) (20)
1 0
with I = and A(v) is the complex propagation matrix. This equation is consistent
="\o 1 =

with Maxwell's equations (assuming small loss and only slight inhomogeneities). A(v)
can be found in terms of _g_(v), i(v), o(v) which appear in the matrix formulation of
Maxwell's equations. B

From (20) and (5) we obtain

‘=Tout(v) - gin(v) - é(v) iin(v) dz - -g-in(v) ét*(v) dz + é_(v)i—in(v) ét*(v) dzz.

Letting dJ(v) = (v) - gin(v) and taking lim yields

P
=out dz—0

2 30+ AW) I) + I A% W) = 0, (21)

Equation 21 is the matrix equation of radiative transfer in which emission from the
medium has been ignored.

The equivalent equation in brightness temperature notation is

dizzB(v) + A(v) _Z_B(V) + __T=B(v) At*(v) = 0. (22)

Consider the propagation through a slab of finite thickness with A(v) independent of
position (see Fig. I1I-6). The problem is to solve (22) for an incident brightness tem-

perature coherency spectrum matrix of ’_I‘_=B (v).
i

>

(v)

Fig. 1lI-6. Geometry for a slab of finite
thickness.

r 4 z
(o]

IB (v) is not sufficient to specify Ei(v); nevertheless it is often useful to consider
i
Ei(v) as if it were known and to convert to EB (v) only at the last step. As long as
o

claims are made only to ZB (v) and not to Eo(v), this is a valid procedure.
o
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In this manner Eq. 20 is readily solved to yield

—é(v)Az

E(v)=e Ei(")' (23)

where the exponential of a matrix is defined by the power series

e—é(v)Az - io‘ [_é(V)AZ]n . 0

ol ; with A(v)” = L (24)

n=0
A word of warning is in order here. Considerable care must be exercised when dealing
with exponentials of matrices. Many of the familiar relations and rules governing expo-
nentials of scalars do not apply to the exponentials of matrices. For example, if X and
Y are matrices, then e§+z = eZ el if and only if XY = ¥X, that is, X and Y commute.
Using (23), we obtain the solution for —I—B (v):

A(v)Az (v) oA (v)Az (25)

l

B(V)-e

Thus far the possibility of emission from the medium has been ignored. To allow

for it Eq. 22 can be rewritten as
& IpV) + AW) T) + o) A W) = 5.0 (26)

with ge(V) being the Hermitian emission spectrum matrix.

The problem of finding =S_e(v) can be solved through definition of an emission temper-
ature spectrum matrix, ze(v). Consider a slab as illustrated in Fig. 1II-6. Then Ie(V)
is defined to be the brightness temperature coherency spectrum matrix necessary to
fulfill the condition that if TB (v) = T (v), then TB (v) = T (v) also, independent of z.
This gives

5,0 = AW T () + T () Ay, (27)

so that the emission spectrum matrix depends on the emission temperature spectrum

matrix and the complex propagation properties of the medium. This is the matrix equiv

alent of the scalar equation4

j=YT,

in which j is the emission coefficient; y, the power absorption coefficient; and Te, the
scalar emission temperature.

If the medium is the local thermodynamic equilibrium, then

Te(v) =T, =t (28)
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where Ik is the kinetic temperature matrix, tk the scalar kinetic temperature, and 1
the 2 X 2 unit matrix.
In general Eq. 26 can be written as

L1 )+ AW T + Tpv) A%) = AW) T W) + 00 AT W), (29)

When Eq. 28 is valid this becomes
d t* t*
£ Tpv) + A) Tp(v) + Tgv) A7 () = t [AVH+AT ()] (30)
The solution to Eq. 29 appropriate to Fig, III-6 is

tk Tk
Zp @)= BV Ly ) B A [lem - A () B ‘"’AZ}. (31)

o

The first term in Eq. 31 represents the part of -EB (v) which is due to the __'I_‘_B (v) that
o i
is incident on the slab. The second term refers to the emission in the interval (zo, z)

and its subsequent propagation through the rest of the slab.

For cases in which _I_e(V) = tk;’ the solution becomes

t* T
T, () = A4z AT wae ) A0IAe AT 0IS] 52)
o

v) = T, ) e
1

3. Finite Bandwidth Considerations
Equation 31 integrated over a finite frequency band will yield the brightness temper-
ature coherency matrix for that center frequency, Ve and that bandwidth, Av,

S\vc+Av/2

Tp (v, 4v) = Ty (v) dv. (33)
(o] (o]

vc—Av/Z

This Av) would describe the radiation appropriate to Eq. 31 after it had been

-I-—BO(VC »
passed through an appropriate bandpass filter.

The fractional polarization of lB (vc, Av) is given by
o

4 det ZB (vC,Av)

plv Av) = 1- © . (34)

2
tr T (v ,Av)]
[ —Bo c

Note that it is not equal to [ p(v) dv.
In general (33) represents quite a formidable integration. Special cases exist in
which Eq. 33 can be greatly simplified. Physically, these cases are of great impor-

tance as they encompass the narrow-band cases.
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Av Av
3 Vet ) then

(33) assumes the same form as (31) with all temperature coherency spectrum matrices

If A(v) exhibits essentially no v dependence over the interval (vc—

replaced by their integral over the bandwidth in question. That is,

) Svcwh Tp(v) d
To(v) - T (v) dv. (35
=B vc-Av/c - )

For cases in which ZB (v) and Ie(v) are essentially independent of temperature over
i
the bandwidth this reduces to

Tpv) ~ Tpv,) Av, (36)

4. Complex Propagation Matrix for the Small-Loss Case

The assumption of small loss means that the loss mechanism absorbs an amount of
power over a wavelength that is small compared with the total power of the wave. A
TEM solution to Maxwell's equations is sought.

ﬁ(;, v} and ﬁ(?, v) are the Fourier transforms of the electric and magnetic fields at
a position indicated by T. They can be broken into a sum of two components with oppo-
site polarizations.

EF,v) = E,(F,v) + E,(F,v) (37a)
and
HE,v) = H,F,v) + H,@ ). (37b)

(Note that the subscripts refer to a polarization, not necessarily of a particular spatial
direction. For example, if subscript 1 is to denote linear polarization in the x-direction,
then El (T, v) = El(?,v) i_;, whereas ﬁl(?,v) = Hl(?, v) g for E and H corresponding

to a uniform plane wave. It is also possible for subscript 1 to be right-circular polar-
ization and for subscript 2 to be left-circular polarization, This case points out the
pitfalls of coupling the spatial vectors with polarization labels.)

The representation

E (F,v)

E(r,v)= | . (38a)
Ez(r,v)

R [8,E )

H(r,v)=| _ (38b)
H,(T,v)
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= -
emphasizes that E and H are vectors in the two-dimensional vector space of polariza-
tions, as well as two-dimensional (TEM) vectors in space.
Allowing the constituency relations to be polarization dependent (but not spatially

dependent) gives

B(r,v) = p(v) H(F, v) (39a)
B(F,v) = giv) E(r,v) (39b)
3(£,v) = g(v) E(r,v) (39¢)

-

with —}§, ﬁ, -]5, E, and T all two-dimensional vectors in the polarization vector space,

B, (v) B, (v) €,,(v) €. .(v) o, . (v) o, (v)
i‘”’=< 11 12 >; € - (11 12 >; o) = < 11 12 )

Maxwell's equations become

v X E(r,v) = —iop(v) H(r, v) (40a)

V X H(T,v) = [o(v)+iog()] E(F, v). (40Db)

Here, g(v) and g(v) may always be taken as Hermitian. Any complex matrix, C, has a

unique decomposition
g=(=31 +1_Q_2, (41)
where both _gl, and gz are Hermitian. This is the matrix equivalent to separating a

complex number into real and imaginary parts.

If p and € are independent of polarization, then

I (42a)

plv)=p L

€v) = € L (42D)

From Egs. 40, 42, and the TEM assumption the wave equations follow.

2 —
AoBEv) = dwp lgv)+ive D EF, v) (43a)
dz
dz - 5 =
—-EH(r,v) = iwp (o(v)+iwe I) H(r,v), (43b)
dz o= o=

where z is the direction of propagation of the wave.
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The solution to (43a) is sought. This is of the form

2

4> B(z,v) = Bv) Bz, ) (442)
dz -
B(v) = ~w’p € L+ iup_g(v). (44b)
Let
A*(v) = B). (44c)
Then
Blz,v) = e 2142 Blz,,v) (45)

is a solution to (44a). Hence the task is to find é(v). (The same expression with plus
sign in the exponential is also a solution, but represents a negative z-traveling wave.)

Decompose A(v) into its form as in (5):

AW) = A (V) + A (V) (46)

with él (v) and éz(v) Hermitian. Then from (44b) and (44c),

2 .2 _ 2
A -él =wp €l (47a)
éléz + é2él = wp g (47b)

Al(v) is now seen to be the matrix equivalent to the attenuation constant, and éz(v) the
matrix equivalent of the propagation constant. The small-loss assumption (tr a(v)« wEo)
yields

éz(v) =~ N € I (48a)

L1 /F
él(V) o —€-§- a(v). (48b)

Equation 48a states that all polarizations have the same propagation velocity; whereas
Eq. 48b states that the attenuation (absorption) can be polarization-dependent. Further
investigation will also show that

-y € S
|H(z,v)| = /1|E(Z.V)|. (49)
lJ'O

as might be expected.

Note that if N incoherent absorption processes are occurring simultaneously, then
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the over-all A, (v) is given by

N

A W)= ) A O (s0)

total n=1

as is seen by looking once again at Maxwell's equations.

Since the Al (v) is Hermitian, there is a polarization basis in which it is diagonal
total
(no "crosstalk" between polarizations), and experiments can be most readily performed.

W. B. Lenoir
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D. FIVE-MILLIMETER RADIATIVE TRANSFER IN THE UPPER ATMOSPHERE

1. Introduction

The O2 molecule in the ground state has no electric dipole moment, but 1does have a
magnetic dipole moment resulting from the unpaired spins of two electrons.” This mag-
netic moment permits microwave transitions between the 5 structure levels of the molec-
ular rotational states.

The electron-spin quantum number, S, is equal to 1 for the O2 molecule. The total

angular momentum quantum number, J, is given by

J=N+1
J=N (1)
J=N-1,

where N, the rotational quantum number, must be odd because of the exclusion principle.

The selection rules permit the transitions
J=N-J=N+1,
called the Nt transition, and

J=N=-J=N-1,
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called the N~ transition.

If there is no external magnetic field, the radiation will be isotropic and unpolarized.
The introduction of an external magnetic field will greatly complicate the picture by
introducing radiation that is neither isotropic nor unpolarized.

2. Zeeman Splitting and Matrix Values

The application of an external magnetic field will cause a splitting of the resonance
lines because the magnetic moment associated with the O2 molecule couples with the
external field to split the energy associated with a given J into 2J + 1 levels corre-
sponding to M= ~J, ... 0, ... J, where M is the quantum number associated with the
projection of the O2 magnetic moment along the direction of the external field. This
perturbation1 is given by

J(J+1) + S(S+1) - N(N+1)

AW = -1.001p _MH o) (2)
J(J+1

in which Bo is the Bohr magneton, H is the external field strength, and S = 1.

The selection rules permit transitions in J to be accompanied by changes in M of
AM = 0, 1. The transition frequencies for the case of no external magnetic field are
well known. 2 The change in this frequency, Av, caused by an external magnetic field
is given in Table III-4.

Table III-4. Frequency change.

AM = M a1 ~ Minitial

k = 2.8026 for Av in Mc/sec

J=N=-J=N+1 J=N=-J=N-1
aM =0 FrT MR - MYTE
AM = -1 wer (-1 ME) —%(—1+M§%)

The corresponding matrix elements are readily found by using the tabulated relative
intensities> and the fact that for H = 0 the total radiation associated with a given transi-
tion must be isotropic, unpolarized, and equal in strength to the analysis working
directly with the non-Zeeman matrix elements.l Table III-5 shows the matrix elements.
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Table I1I-5. Matrix elements, |u|°

J=N=-J=N+1 J=N-J=N-1
3 N(N+M+1)(N+M+2) , 3 (N+1)(N-M){(N-M-1) ,
AM = +1 B 2 Ko 2 2 Ko
(N+1)% (2N+1) NZ(2N+1)
N[(N+D)Z-MP] (1) (N2-MP)
AM = 0 3 ————— ko 3—— he
(N+1)% (2N+1) N%(2N+1)
, N(N-M+1)(N-M+2) 5 (NF1)(N+M)(N+M-1)
AM = -1 2 2 Po 2 2 Mo
(N+1)% (2N+1) N2(2N+1)

3. Complex Propagation Matrix

In this situation the velocity of propagation is independent of polarization. Further-
more, for brightness-temperature coherency spectrum matrix calculations the only part
of A(v) that matters is its Hermitian part, since the anti-Hermitian part (i times a
Hermitian matrix) is a constant times the unit matrix, and this will not appear in the
matrix solution (see Secs. III-B and III-C).

For a given J transition (J=N-J=Nzl) there are three unrelated processes, those
for AM = 0, AM = +1, AM = -1. Hence the étotal(v) will be the sum of the individ;lal
A(v). The radiation emitted from any one of these processes is totally polarized.” The
type of polarization depends on the direction of observation (that is, on the angle between
the external field and the observing direction).

Since the radiation from one process is totally polarized, the medium will be trans-
parent to the opposite polarization. On this polarization basis
aAM(v) 0 3)

Ay =
=AM 0 0

in which _A_z(v) has been neglected. This polarization basis will be different for each of
the processes (AM=0, +1). On this basis, it is easy to discuss an experiment to measure
éAM(v)’ inasmuch as it is now a scalar problem.

The éAM(v) obtained can be transformed to a common basis and summed.
-é_(\/) =éAM=+1(V) +éAM:0(v) +____A_AM=_1(V)’ (4)

where the éAM(V) must all be on the same basis.
The chosen standard basis is convenient for the problem of the reception of micro-
wave radiation from the atmosphere by an earth-orbiting satellite. Let R, 6, ¢ be the

normal spherical coordinates (center of earth as origin, north rotation axis as +z) of
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-
the observation point. The direction of observation is in the --LR direction, Let the

polarization basis be
e, linear polarization in ie direction.
B, linear polarization in L¢ direction.

The magnetic North Pole and the rotational North Pole do not coincide. Hence, there
will in general be a ¢ component of the magnetic field which would not be as it is if the
two poles coincided.

At a given point along the observational path, r, 8, ¢ with r < R, let the angle between
B, the magnetic field, and R define LLJBP; LIJBPé"[O, TT]. Also, let the angle between the
projections of B and iz on a plane perpendicular to R define lpBN; 4JBN¢$”[—1r, w]. q»BN
is a consequence of the two poles not coinciding.

In this coordinate system each of the _A_AM(V) will be of the form

P plzR(") + 19121(\»)
{ ( (v) *
P v) - ip,, (v) PoolV
120 12, 22
with the 1 coordinate being the 6-directed linear polarization (for 2”), and 2 being the

¢-directed linear polarization.
The éAM(V) for one process

is given by

pv2 —EJ/T J >
Aamylv)=c 3 ° Pam Z by aml” FOuvs ane A% A7), (6)
M=-J

in which
p = pressure in mm Hg
T = temperature in degrees Kelvin
v = frequency in Gec/sec
EJ = energy of Jth level in degrees Kelvin
|p| 2 = matrix elements listed above

¢ = 0.30506, a constant for A having units of km—l.

F(v, vJ’ AM’ Avd, Avc) is the convolution of the pressure-broadening (Lorentz) shape
with the Doppler (gauss) shape for Avd = Doppler half-width, Avc = collision half-width,
and VJ, AM = split resonant-frequency component.

PAM is a Hermitian matrix describing the angular N‘BP and ¢BN) dependence of

polarization. It is of the form

/ .011 Paa +iP,,,\
JLR .ll-I
. (7

p - ip P
12p 12 22
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For AM = 0:
.2 .2
P11 7 sin kIJBP sin ¢BN

L2 .
Pyp = Sin l]JBP sin ¢BN cos lJJBN
R (8)

o2 2
Pop = sin qJBP cos ll:BN.

For AM = #1,
_1 2 .2 2
P11 = 2[005 ¢BN+ sin LLBN cos wBP]

1 .2 .
p12R -3 sin leP sin LpBN cos LlJBN
(9)

Pio = i
12I =F2cos¢BP

_1) 2 2 2
Por —z[sm ¢BN+cos \.IJBNCOS ¢BP]’

The complex propagation constant is completed by summing over the possible J transi-

tions.

4. Radiative Transfer Solution

The problem is to solve

d 1% _
where tk is the atmospheric kinetic temperature (a function of z), and the Hermitian

nature of _A__(v) has been used. The method is to approximate the atmosphere as a series
of constant-temperature, constant-pressure layers, each 1 km thick, extending from the
ground to a height of 100 km.

The solution to Eq. 10 for the transfer through one such layer is

Ty = el Az Ig ) e AW Az, tk[l—e-zfé(") azy,

o 1

(11)

where =T-B (v) is the brightness-temperature coherency spectrum matrix incident on the
i

layer, t,_ is the temperature of the layer, and A(v) is the complex propagation

k
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matrix of the layer.

Continued application of Eq. 11 yields the ;B(v) as received at the satellite. A
slightly different analysis emphasizing the contribution to ;B(v) from the various heights
would involve the matrix weighting functions. In this procedure the emission from one
layer is treated from emission height to satellite. Each height is treated accordingly,
and the results summed.

The weighting function matrix is found to be

—2A(v_h)Ahg |
WF(h,v) = Bh,, v) |I-e !

P (hi’ v) (12)
with
-A(v,h_ )ah_ -A(v,h__.)Ah__ =A(v,h. .)Ah,
—E(hi’v)=e_ s se— s-1 s 1“_ e — i+1 1+l‘ (13)
The lB(v) is obtained from (12) by
satellite
T = Z WF (h, v) t(h,). (14)
hi=ground

Examples of the ;I;B(v) computed for two resonance lines at positioins corresponding
to both the magnetic pole and the magnetic equator are presented in Figs. III-7, III-8,
and III-9.

A particular point on the magnetic equator was chosen so that TB (v) = 0. The fine
12
structure resulting from the individual Zeeman components is easily seen. A dipole

model of the earth's magnetic field was used, with |B| = 0.624 gauss at the pole.
W. B. Lenoir
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IV. OPTICAL AND INFRARED SPECTROSCOPY
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D. P. Athans E. F. Young

A. ANALYSIS OF REFLECTION SPECTRA BY MEANS OF A FIT WITH A
CLASSICAL DISPERSION FORMULA

In the infrared region polar crystals exhibit a reflection spectrum with reststrahlen
bands because of the infrared active lattice modes. These modes, which have a linear
dipole moment with respect to the normal coordinate, cause the infrared dispersion.
When the reflectivity of such a crystal has been measured over a sufficiently wide fre-
quency range, two kinds of analyses are generally used to extract the available infor-
mation, such as eigenfrequencies, oscillator strengths, and so forth, One method is
the Kramers-Kronig analysis,1 and the other is an optimum fit of the data by means of
a classical dispersion formula. The latter method will be discussed in this report with
respect to some theoretical aspects and its practical application.

Polar and cubic crystals with two particles per unit cell have one infrared active
lattice mode. The classical treatment of the interaction of electromagnetic waves and
this lattice mode yields the classical dispersion formula2 for the complex dielectric con-
stant of the crystal as a function of the frequency w

2
€:€'—i€"=€w+ﬁ.——-, (1)
Wy T W + 1wy
where €_ is the contribution to € of the UV-absorption and UV-dispersion which can be
assumed to be constant in the infrared region; w, is the eigenfrequency of the infrared
active mode; s2 is its oscillator strength; and y is the damping constant,

If a more complicated crystal is considered with more than one infrared active mode
that do not interact with each other, the dispersion formula contains a sum of dispersion
terms, one for each active mode. In certain cases it may be necessary to take the
interaction of at least two modes into account, and Barker and Hopfield3 have derived
a dispersion formula for the case in which two modes strongly interact. In the equations

of motion an interaction term was added:;

- S - -~ =
Yty ta vy ta,y,=a,k
()
.;AY 4+ A ?} a .A - ™
Yo T Paa¥a 23 t 25, 7 255E

The transformation diagonalizing the force constant matrix
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an aL12)
81 %22/

yields off-diagonal terms for the damping constants:

S N [ 2 =
Xp Y X)X, teX) T b E
(3)

el =

S S 2> _
%, + y21x1 + Yo5Xo + WXy = b

2 23E

From these two equations the following dispersion formula in which a third dispersion
term is added for a third infrared active eigenvibration that does not interact with the
two others4 is obtained:

2( 2 2. . 2(2_ 2, )
Sl(wz w +1wy2) lelszwylz + Sz(m1 w oy, SZ
€e=¢€ —ie"=¢€¢_ + + 3 )

0 2 2
2_ 2., 2_2,. 2 2 w, ~w + iwy
(wl w +1wy1>(wz W +1wyz) +w Yi2 3 3

(4)

where the subscripts 1, 2, and 3 refer to the three active modes, and Y12 is the damping
term arising from the interaction of modes 1 and 2.

Since the damping constants y and You are introduced ad hoc in the classical treat-
ment, this derivation of a dispersion formula cannot show the physical meaning of the
damping terms. The results of a proper quantum mechanical treatment of the infrared
dispersion, however, will show the damping related to the dissipation of energy from
the active lattice modes (dispersion oscillators) to other lattice modes by means of
anharmonic terms in the lattice po‘cential.5 If third-order anharmonic potential only is
taken into account and all nonlinear terms in the dipole moment are neglected, the fol-
lowing expression holds for the dielectric constant of a cubic crystal with two infrared
active lattice modes

s (w3-uPHis,) - 2is 5,8, + sg(wf-wzﬂsl)
€=€ + . (5)

o0
2 2. 2 2. 2
wi-o +161)(w2-w +162) + 8%,

This is the same formula that is obtained by the classical treatment, but instead of
damping constants y there are frequency-dependent damping functions 6:

flafe oy Lt
L+

L o Alwro'-o") di®
J Jl J"

5. = const
J

J'IJ'II
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1yl gl
0 k -k\ [0 k -k [n*'z}*[n'*z] ,
éjf.: 6£j:const 2 S‘d‘ o . & . O Aot w'-w") dk”,
. J' i

J"

(6)
0 k -k 0
where & is the third-order potential coefficient coupling modes (J) [wave

3! 11
vector 0, branch j], (k) and (Tk ; w', w", n',and n" are frequencies and the thermal

averages of phonon occupation numbers of modes (k) and ( ) respectively; A refers
to the Dirac delta function; and the integrals are to be taken over the volume of the first
Brillouin zone in reciprocal space.

Essentially, the damping functions 61 and 62 are the probabilities for all the 2-phonon
summation processes (+ sign) or 2-phonon difference processes (- sign) via the disper-
sion oscillators 1 and 2 which are consistent with wave vector and energy conservation
at a given photon frequency w. 612 is the interference of the processes contained in 6l
and 62.

For our purpose, the analysis of a reflection spectrum is carried out by means
of the classical formula with constant damping terms. The reflection spectrum
exhibits only the main features of the infrared dispersion and not the details of the
absorption spectrum, especially outside the reststrahlen bands where the reflec-
tivity is given mainly by the refraction index; even in the reststrahlen bands it is
not possible to evaluate more than one damping function from the experimental data.
Consequently, the use of the classical formula may be justified and the damping con-
stants should be understood to be an average of the damping functions, mainly in the
neighborhood of the eigenfrequencies. In the actual analysis, the constants in Eq, 4
have to be chosen by trial and error, and then € is evaluated for the frequency
range under consideration. From €' and €" the optical constants n and k are
obtained by means of the equations

a) € >0 n:/—;—(€l+ /€|2+€||2) k=§_;;
] k. S
b) € =0 n=k-= > -
: co/Les foPred)  n-
N &4\ v Vi

cl ¢

A
o
m

)
w

The reflectivity (given only for normal incidence)
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-2+ kP

R
m+1)% + K

(8)

can be evaluated and compared with experimental data. By variation of the constants in
Eq. 4, an optimum fit to the experimental data is obtained, and this analysis yields the
eigenfrequencies, the oscillator strengths, and the damping constants of the infrared
active modes.

Note that Eq. 4 can be used also in the case of a crystal having two interacting
eigenvibrations and additional dispersion and absorption caused by free carriers (for
example, semiconductors). By setting wg = 0, the last dispersion term in Eq. 4 is con-
verted into a Drude-term, and 83 and Y5 are determined by the carrier concentration N,
the effective mass m™, and the mobility p of the free carriers
1] vy = —2—[em™],

3 %
m 2wcm
€vac " H

where e is the electron charge, c is the light velocity in vacuum, and €vac is the die-
lectric constant in vacuum.

As examples of this analysis we shall describe the fit to the reflection spectra of BN
and KN1F3. BN is a uniaxial anisotropic crystal with a layer structure similar to
graphite. The reflectivity has been measured with linearly polarized light with the
E-vector parallel and perpendicular to the c-axis (See Figs. IV-1 and IV-2). KNiF3
has the perovskite structure and its experimentally determined reflectivity is shown in
Fig. IV-3. From the experimental data, it appears that there are two infrared active
lattice modes causing reststrahlen bands in both cases for BN, and three active modes
in KNiF3. The initial values for the various constants in the classical dispersion for-
mula (Eq. 4) were obtained from the results of a Kramers-Kronig analysis (see Figs.
IV-4, IV-5 and IV-6),

BN Ellc

€._=3.06 s, =771 w, = 783 vy, =15.0

YIZ =0 S2 = 1585 wz = 1510 YZ = 146

€0=5.13 S3=0 w3=0 \/3=0

BN Elc

€ = 5,36 s, = 351 w. = 767 Yy = 35.0

) 1 1 1 (10b)
le =0 S2 = 1850 Q)Z = 1367 YZ =31.0

eO=745 s3=0 w3=0 Y3=0
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KNiF3 (isotropic crystal)

€ _=12.47 s, = 233 w, = 152 v, = 19.5

00 1 1 1 (10¢)
Yip = 0 s, = 355 wy = 245 Vo T 15,0

€, = 8.13 Sy = 483 0y = 447 Vg = 32.5

The units for S0 @ Y, and Yuv are in cm—l, and € is the dielectric constant relative
to that of vacuum. The reflectivity computed with these sets of constants has to be
compared with the experimental data (see Figs, IV-1, IV-2 and IV-3), and the agree-
ment at first is still rather poor for most of the reststrahlen bands. The computed
values of €' and €" can be compared with the Kramers-Kronig data (see Figs. IV-4, IV-5
and IV-6). In order to improve the fit, it is often advisable to make use of the following
rules,

1. The static dielectric constant which determines the reflectivity at the low-
frequency end of the spectrum outside the reststrahlen bands is given by

2 2 g2
_ 1.2 73
€= €nt—3+ 5+
W Y2 93

2. Where the real part €' changes from positive to negative values, the reflectivity
exhibits a pronounced minimum and a sharp rise to high values with decreasing frequen-
cies, provided €" is sufficiently small,

3. The height of a reststrahlen band is determined by €", that is, mainly by the
damping Y, while the interaction damping YHV becomes significant in the region between
two eigenvibrations.

In this way, the best fit for BN was obtained with the following sets of constants:

BN Ell ¢

€, = 4.10 s; = 572 w1=783 y1=8.0
= - _ _ (1la)
Yip = 0 s, = 1020 w, = 1510 Yy = 80.0
eo=5.09 s3=0 w3=0 y3=0
BN Elc
€ = 4.95 s = 351 w = 767 Yy = 35.0
y « = - - (11b)
Y12 C s, = 1870 w, = 1367 Y, = 29.0
€, = 7.04 s5=0 wy =0 Yy =0
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Fig. IV-1. Reflectivity of BN, E |l c. Experimental ( ), computed
by using the classical dispersion formula and the values for

the constants given in (10a) (XX X) and (l11a) (o 00).
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Fig. IV-2. Reflectivity of BN, E Lc. Experimental ( }, computed
by using the classical dispersion formula and the values for
the constants given in (10b) (X X X) and (11b) (0 00).
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Fig. IV-3, Reflectivity of KNiF3. ), computed by

using the classical dispersion formula and the values for
the constants given in (10c) (AA4Q), (12) (xXX) and (13) (00 0).
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IV-4. Real part €' and imaginary part

€" of the dielectric constant of
BN E N ¢ obtained hy

Kramers-Kronig analysis (—),
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Fig. IV-6. Real part ¢' and imaginary
part €" of the dielectric

constant of KNiF3 obtained

by Kramers-Kronig analy-
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using the classical disper-
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for the constants given in
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and (13) (o0 0).
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In these cases it was not necessary to use the interaction damping. The computed data
are shown in detail in Figs, IV-1, IV-2, IV-4 and IV-5,

For KNiF3 the best fil without interaction damping was obtained with the following

€, = 2.85 s, = 230 w = 154 v, = 13.0
Yy, = 0 s, = 365 w, = 241 Y, = 25.0 (12)
€, = 8.2l s, = 408 g = 444 Y4 = 20.0

The agreement of computed and experimental data is quite reasonable in the region

of the reststrahlen bands (Fig. IV-3) but the computed reflectivity is too high in the fre-

1

quency region 170-220 cm” . Therefore better agreement is reached with Yo * 0

(Fig. IV-3),
€, = 2.85 s, = 230 w) = 154 v, = 13.5
vy, = 12.0 s, = 371 ©, = 245 Y, = 22.5 (13)
€, = 8.2l S5 = 408 0y = 444 Y4 = 22,0

The computed values of €' and €" are shown in Fig. IV-6.
The computations for this work were performed at the Computation Center, M.L T.,

and the authors wish to thank S. A. Rappaport of the RLE Computation Group for writing

the program,
R. Geick, C. H. Perry
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V. ULTRASONIC PROPERTIES OF SOLIDS

Prof. C. W. Garland
R. H. Renard
C. F. Yarnell

A, ORDER-DISORDER LAMBDA TRANSITION IN AMMONIUM CHLORIDE
AT HIGH PRESSURES

The lambda transition in NH 4Cl, which involves an ordering of the orientations of
the NH4+ ion, has been extensively studied by the ultrasonic pulse technique. Both lon-
gitudinal and tranverse (shear) acoustic velocities have been measured over a wide range
of frequencies (5-60 Mc) and temperatures (150-320°K) at 1 atm, with special emphasis
on the region close to the lambda point (243°K). At a fixed frequency of 20 Mc and at
five temperatures spaced between 250°K and 310°K, the pressure dependence of the
velocities has now been measured between 1 atm and 12,000 atm, with emphasis on the
region where the isotherms cross the lambda line. (At 310°K the lambda transition
occurs at ~10,000 atm; thus our pressure work gives data on both the ordered and
disordered phases at a series of temperatures.)

The results of these velocity measurements as a function of pressure are shown in
Figs, V-1, V-2, and V-3, The McSkimin pulse-superposition method was used, and the
values of the three independent elastic constants are known within an error of less than

0.05%. As seen in Figs. V-1 and V-2, the shear constants c¢c,, and C' undergo a rapid

increase when the pressure is increased near the lambda line‘%4This variation is related
to the volume changes that occur in the crystal upon ordering. Indeed, it can be shown
that c 44 and C' show very little variation with temperature or the degree of ordering
if the volume is maintained constant. The anomalous variations of the shear constants
with temperature, which were observed previously at constant pressure,1 can now be
shown to be due to the anomalous volume changes and not to the ordering per se. Since
these shear constants provide a sensitive probe for the behavior of the volume upon
ordering, it is interesting to note the rapidly changing character of the anomaly near the
lambda point at high pressures.

Longitudinal waves are strongly coupled to the ordering process, and Cy values at

1 atm show an abrupt dip to a finite minimum at T, (and thus the adiabatic compress-~

A
ibility goes through a sharp but finite ma.ximum).1 Our new data in Fig. V-3 show this

type of finite dip in ¢,, upon crossing the lambda line with increasing pressure. Note

11

again the change in the behavior of the anomaly at higher pressures. For ¢ 11° there is

still an appreciable influence of the volume, but the entire anomaly is by no means all

due to volume changes. Figure V-4 shows the variation of ¢, , with temperature at a

3 mole™!. The most

11
consiant pressure of 1 atm and at a constant volume of 34.15 cm

important difference between these two curves is the way in which the minimum value

is approached from temperatures above and below., Thus, these new data, together with
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our previous data, permit us to separate the effect of ordering, volume changes, and

temperature changes. A detailed analysis of the effect of ordering alone (at constant

volume and temperature) is in progress and will be reported elsewhere.
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VI. GEOPHYSICS

Prof. F. Bitter R. J. Breeding G. W. Grams
Prof. G. Fiocco J. C. Chapman W. D. Halverson
Dr. T. Fohl A. J. Cohen H. C. Koons
Dr. J. F. Waymouth J. B. DeWolf K. Urbanek

R. J. DiGravzia

b
3

A. PLASMA DIFFUSION IN A MAGNETIC FIELD

Complete results of experirnents1 on the diffusion of plasma of low-pressure arc
discharges across a homogeneous magnetic field are now available.

Further experiments are planned. Argon and Helium-Mercury discharges in homo-
geneous longitudinal fields to 25 kilogauss will be studied to obtain data on turbulent
plasmas. Initial measurements will include determination of axial electric field and
radial potential drop as a function of magnetic field. Spectral analysis and correlations
of the RF noise and light fluctuations of the turbulent discharge will be performed by

later experiments.
W. D. Halverson
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B. OBSERVATIONS OF THE UPPER ATMOSPHERE BY OPTICAL RADAR
IN ALASKA AND SWEDEN DURING THE SUMMER 1964 (Part II)

By invitation of the Geophysical Institute of the University of Alaska, and the Institute
of Meteorology of the University of Stockholm, two optical radar devices were taken to
Alaska and Sweden during the summer of 1964 to perform observations of the upper
atmosphere at latitudes where noctilucent clouds might be visible. Some results were
reported in Quarterly Progress Report No. 76 (pages 43-46).

Because optical radar observations require a dark sky background in order to maxi-
mize the signal-to-noise ratio, the unit in Sweden was mobile so that observations could
be started at lower latitudes where there are longer periods of darkness. It was also of
special interest to make observations during those nights when rocket experiments were
being carried out at Kronogard, Sweden. These experiments, designed to measure tem-
perature and wind velocity at the mesopause and to sample the particulate content of the
noctilucent ciouds, were carried out jointly by scientists of the Swedish Space Commit-
tee, the National Aeronautics and Space Administration, and the U.S. Air Force

Cambridge Research Laboratories.
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Visibility conditions were less than satisfactory much of the time in Alaska, as well
as in Sweden. Precipitation was not uncommon and cirrus clouds or lower clouds were
often present. On July 15, 1964, in Sweden, a very strong noctilucent cloud display was
visible overhead and to the South, but the apparatus was not operational. On some other
occasions, noctilucent clouds were seen low on the horizon, that is, at a distance of sev-
eral hundred kilometers. All of our measurements were obtained when noctilucent clouds
were not visible overhead. At our locations, during that period of time, we visually

observed noctilucent clouds on the following nights:

5-6 August, Torsta

6-7 August, Torsta (strong display)
7 August, College

7-8 August, Torsta (strong display)

9-10 August, Torsta

10-11 August, Torsta

15-16 August, Torsta

16-17 August, Torsta

It is possible that on occasions noctilucent clouds may have been present, but were not
observable from our location because of local visibility conditions.

The intensity of the echoes for a thin layer of homogeneously distributed scatterers,
expressed as Nps the expected number of photoelectrons per transmitted pulse emitted

at the photodetector cathode, can be computed with the aid of the following expression:

n\

_ 2 HNco
R ™ hc WtArkrktka 2"
4R

n

where Wt is the transmitted energy per pulse, Ar is the collecting area of the receiving
telescope, kr and kt are the efficiencies of the receiving and transmitting systems, ka is
the atmospheric transmission, H is the geometrical depth of the layer, No is the aver-
age radar cross section of the scatterers per unit volume, R is the distance, \ is the
wavelength, n is the quantum efficiency of the photocathode, h is Planck's constant, and
c is the speed of light. The product HNe is defined as the optical thickness of the layer.
Because of the difficulty in measuring some of the parameters in the equation, we have
calibrated the sensitivity of the apparatus by assuming that the echoes from heights of
40-60 km were produced by a model molecular atmosphere. This calibration was used
to estimate the optical thickness of the layers above 60 km. It should be pointed out that
the assumption of a dust-free atmosphere in the 40-60 km interval may lead to an under-
estimate of the optical thickness of these higher layers. On the other hand, our photo-

electron counting procedure may be subject to a reduced counting efficiency at lower
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heights, which would result in an overestimate of the optical thickness of the upper
layers. While these and other systematic instrumental uncertainties may modify the
results to a certain extent, the system does provide us with the capability of obtaining
a quantitative measure of the optical thickness of scaiiering layers in thec u
phere.

The important source of noise is the sky background which varies throughout the
night and from night to night. In order to illustrate the nature of this variability,
Fig. VI-1 has been constructed to show, for a typical night, the solar depression angle
and the intensity of the sky background as a function of time. The intensity of the back-
ground is displayed as the average number of photoelectrons emitted in a 66-psec inter-
val (equivalent to a resolution in distance of 10 km). The scatter in the points is due
presumably to the occasional presence of thin cirrus clouds that increase the brightness
of the background. Since the noise background increases very rapidly when the solar
depression angle is less than 7°-8° a very short interval of time is available for

observations at high latitudes.
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Fig. VI-1. Time variation of (a) solar depression angle, and (b) intensity
of sky background for 16-17 August 1964 at Torsta, Sweden.
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Fig. VI-3. Summary of observations obtained on 7, 7-8, 8, and 8-9 August 1964.
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Figure VI-2 is a summary of all observations performed. For each night, the total
number of photoelectrons accumulated in intervals of 4-km width from 52 km to 100 km
is indicated, as well as the total number of pulses radiated and the Universal Time when
the observations were made. The average noise level, n, is taken as the average of the
measurements between 88 km and 100 km. A measure of the statistical fluctuations,Vn,
is also indicated and is taken to be equivalent to the standard deviation of the measure-
ment. Although we have a great number of traces with records from 100 km to 200 km,
these will not be presented at this time. We point out, however, that these records do
not show echoes of intensity comparable to those obtained in the summer of 1963 at those
heights. The data presented in Fig. VI-2 indicate the presence of relatively strong
echoes from an altitude of 68-72 km at both the Swedish and Alaskan locations on the
nights of 7, 7-8, 8, 8-9 August, 1964. Note that we visually observed noctilucent clouds
at both locations on the nights of 7 and 7-8 August. In order to gain statistical evidence
that a scattering layer was present at that altitude, the observations for those four con-

secutive nights were averaged and the optical cross sections computed. The result is

5 6

+2X10 °.
Some measurements were also obtained on the night of 16-17 August in Torsta during a

presented in Fig. VI-3. The optical thickness of this layer is estimated at 10~

noctilucent cloud display. The partial count obtained from 0057 to 0147 U. T. has already
been reported.1 The data obtained during this time interval suggest the presence of
scattering layers at altitudes of 60-64 km and 80-88 km. No comparable echoes were
received during the earlier part of the night. This thickness of these layers is estimated
to be 2 X 10—5 with a standard deviation of 1 X 10—5 for the 60-64 km layer, and 4 X 10_5
with a standard deviation of 2 X 10—5 for the 80-88 km layer.

Although these measurements are admittedly of a preliminary type, they indicate a
value of the optical thickness for the noctilucent clouds substantially larger than that
reported by Ludlam2 and closer to the value suggested by Deir‘rnendijam.3

G. Fiocco, G. W. Grams, K. Urbanek, R. J. Breeding
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VII. GRAVITATION RESEARCH

Prof. R. Weiss
E. P. Jacobs
R. A. Sramek

RESEARCH OBJECTIVES AND PROJECT STATUS

Research in this group is concerned with investigating the nature of the gravitational
interaction, in particular, with performing experiments that might distinguish between
different theories of gravitation and cosmology. These aims are admittedly grandiose,
especially in view of the inadequacy of present techniques which preclude performing
many of the experiments that one can think of. The subject is, however, of such funda-
mental importance that even marginal experiments appear to be justified.

Our present intention is to perform an experiment to determine the constancy of G,
the Newtonian gravitational constant. Interest in this has been motivated by a conjecture
of Dirac1 that G may have a secular variation of ~10—10 year because of the expansion
of the universe. Jordan2 and Dicl«:e3 have formulated scalar theories of gravitation within
the framework of general relativity which have been tailored to fit Dirac's conjecture.
Dicke's theory not only predicts a secular change in G but also an annual periodic vari-
ation of ~3 X 10-10 because of the Earth's eccentric motion around the sun.

Table VII-1. Limits on G variations.

Gravitational Force versus Inertial Reaction -AG—G/year

Moon period versus earth rotation period
coupled with theory of tidal torques for

200 years of observations and a check 10_‘9
. . . . 4
point against ancient eclipse data
Pendulum and Absolute Measurements of g 10—7
made at Potsdam over 50 year55
Gravitational Force versus Electric Force
. . -7
Spring gravimeters 10
. . 6 -3
Cavendish experiment 10

Table VII-1 lists the limits that can be put on G variations from present knowledge.
A distinction is made between limits set by measurements of a gravitational force against
an inertial reaction and the gravitational force against another force field, as, for

example, electromagnetic forces. It is conceivable that G variations would not be
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observed in the first class of observations. The table is not exhaustive, studies of G
variations as they might affect stellar evolution and the chronology of the Earth's
history made by Di,cke7 and Jor‘dan8 do not offer smaller limits than those given in
Table VII-1.

Proposed Experiment

The experiment that we propose is to measure variations in g, the Earth's gravita-
tional attraction at the surface, with a stable gravimeter of a new design. Although the
proposed method has the advantage that it measures a gravitational force against an elec-
tric force, it introduces the serious problem of the Earth's stability which will be dis-
cussed presently. All previous gravimeters employ Hooke's law forces in solids or gas
pressure to balance the gravitational force on a mass. Measurements of g made with
gas gravimeters fall in the first class, and are extremely temperature-sensitive. Spring
gravimeters are troubled by temperature dependence of the Young's modulus of the spring
material (the best give a temperature dependence Aag ~10—6/°C), and in a much more
sinister manner by random material creeps of the springs (Ag/g ~ 10_'8 month). In the
proposed gravimeter (shown in Fig. VII-1) the spring is replaced by a measurable elec-

tric force and is fundamentally an inverted Kelvin absolute electrometer. Plate 1 is the

MOLECULAR

BEAM ® ®
évdc g;f ({ic é‘:f é::lc
I 1 3 ]
—_—
CcM
E

Fig. VII-1. Proposed gravimeter.

gravitating mass, which is supported vertically by the electric field évDC and maintained
horizontally by the fringing field between the guard plate 3 and the gravitating plate. The
position of plate 1 is established interferometrically; the interferometer is incorporated
in a null-seeking servomechanism which controls éDDC to maintain plate 1 co-planar with

the guard plates. The servo maintains the relation

- =1 2
mg=F, =57 <@@ DC>pA'

where { & 2 is the average of the square of the electric field over the surface, A,
DC/p
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of plate 1. In order to measure éb-Dlgl>p the gravimeter plates are incorporated in the

transition region of a molecular beam electric resonance apparatus. AJ = 0, Dm . =+1

J
Stark transitions in a polar molecule are induced in separated regions of é’ between

plates ! and 2. If the Stark energies are small compared with the rotat10na1 energy of
the molecule, the Stark transition frequency is given by VSTARK = K <é” DC>B’ where
k is a function of the molecular constants and quantum numbers and 45’ >B is the
average of the square of the electric field at the location of the molecular beam between
the regions of éBRF Assuming that <é’ PI>B <é" DC> (which is not strictly so
because of the fringing field and, for only one molecular beam, because of nonparallelism
of the plates) we can save the force equation and get

8 k

VSTARK = ~a ™M&

If m and A are constant, the g measurement becomes a frequency measurement

Ag _ Av
g v’

This rudimentary description of the gravimeter only alludes to a host of problems
which must be investigated first. Among these are:

1. Constancy of the gravitating mass and temperature dependence of the plate area.

2. Constancy of the relation between Fe and é’ 2>B' In particular, how does the
relation vary with plate separation, tilt, and co-planarity of the gravitating plate and the
guard plates? An experiment is now in progress to study these effects for various plate
geometries and potential distributions.

3. Field homogeneity conditions necessary to see a resonance. Inhomogeneitics
can arise from nonparallelism of the plates and the time dependence of ground noise.
For example, it may be necessary to have a fast AC servo to hold the plate, and hence

gDC’ steady over the integration time of the servo that scans the resonance.

Stability of the Earth

Although no measurements have been reported of changes in g at a fixed point on
the Earth (besides calculable and known effects such as the tides), it is likely that they
exist, especially within the precision demanded for this experiment. In principle, the
only multipole moment of the Earth's gravitational potential whose changes are not
amenable to averaging over distributed gravimeter sites is the monopole. A catalogue
of the mass changes that one can think of would yield as the largest contribution
Ag/g ~ 10! /vear from meteor influx. Estimates of changes in the Earth's radius are
far more influential. Again, there are no measurements, and some theories predict
expansion, and others, contraction. Jeffreys,9 and MacDonald10 are exponents of
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contraction caused by cooling which would result in changes in radius producing
Ag +10_10 -—1013 per year. Eg‘yed11 calculates for an expansion, together with con-
tinental drift, a change in radius that could result in a_A_g— ~ —10_10 per year. To empha-
size this sensitivity, one need only observe that a change of 0.3 mm in the radial position
of the gravimeter corresponds to a£~ 10*10.

One change in the quadrupole moment can already be anticipated. The melting of the

polar ice caps results in a Ag . 10'-10

per year at 45° latitude; however, it is zero at
30° latitude. Variations in the Earth's rotation rate are monitored to the precision
necessary for the experiment.

Besides the Earth's radius, the other major unknowns are the magnitudes of local
distortions and mass redistributions in the vicinity of a given site (the very high order
multipole moments). Knowledge of this will set a limit on the number of sites necessary
to establish a statistical estimate of the global g variation. We would endeavor, of
course, to pick seismically inactive rock shields with small gravity anomalies. To our
knowledge, the only measurements of secular earth distortion (except in regions of post-
glacial uplift) have been made by the Benioff Strain seismometer at the Lamont Geo-
AL ¢ 1078 /month

J
over a 200-ft leng‘ch12 has been set. It appears, however, that the limit is instrumental.

physical Laboratory site, in Ogdensberg, New Jersey, where a limit of

In order to have a handle on radius changes and to correlate local distortions with
changes in g, it would be useful to have a stable strain seismometer associated with the
gravimeter. We are, at present, engaged in the design and construction of a stabilized
laser strain seismometer. Another necessary instrument is a stable tiltmeter, since
the gravimeter is quadratically dependent on the angle between the plumb and the normal
to the gravitating plate. This instrument is being constructed as part of senior thesis
research.

Our first effort will be to build one gravimeter and search for the annual periodic
change in g predicted by Dicke's scalar theory.

R. Weiss
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VIII. MAGNETIC RESONANCE

Prof. J. S. Waugh J. W. Riehl D. S. Thompson
Dr. J. Rugheimer C. G. Wade E. T. Stone
Dr. R. Newmark D. W. Schaefer A, Leonardi

J. D. Macomber E. L. Wei

A. SELF-DIFFUSION IN LIQUID ETHANE

Measurements have been completed of the self-diffusion coefficient D of liquid C2H
at temperatures between 155° and 298°K and between 1 and 2500 atm (Fig. VIII-1),

6

Fig. VIII-1, Dependence of the self-diffusion
coefficient D in ethane on pres-
sure at various constant tem-
peratures.
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Proton spin echoes were used for this purpose.1 The equation of state was determined
very approximately by measuring the pressure dependence of free-induction decay ampli-
tudes at various constant temperatures. Thus it was possible to show (as anticipated)
that the free-volume theory, which could be used to fit our earlier results at constant

pressure,2 is inconsistent with the experimental density dependence. Figure VIII-2 shows

0.8

EXPERIMENTAL

ox10* cmM¥sEC

J; (oKl/Z)

Fig. VIII-2, Experimental and theoretical values of D at constant volume.

representative results reduced to constant density. The circles are experimental points.
The dotted and dashed lines show the predictions of the Doolit‘cle3 and of the Cohen-
Turnbull4 versions of free-volume theory, with the parameters that fit our previous

measurements at constant pressurez used.
C. G. Wade, J. S. Waugh
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IX. PHYSICAL ACOUSTICSY
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A. RESPONSE OF LEAD ZIRCONATE TITANATE CERAMICS TO TEMPERATURE
FLUCTUATIONS

1. Introduction

It has been found that some shapes of lead zirconate titanate (PZT) ceramics respond
to rapid temperature fluctuations when mounted in a particular geometrical configuration.
This effect is presumably caused by thermal stresses in the crystal which produce a
voltage difference across the silvered surfaces.

These units were originally constructed to serve as pressure transducers in a low-
pressure shock tube, and although a response was obtained when a shock wave (Mach
number = 1, 25) passed the transducer, the waveform was quite different from the wave-
form produced by a commercial pressure transducer. Investigation into the differences
between the waveforms led to the conclusion that the transducer was sensitive to the
temperature rise behind the shock wave,

We report some of the results obtained with the transducer in the shock tube,
describe a calibration made with a hot-air jet and a mechanical chopper wheel, and show
some sample waveforms produced by spoken digits.

2, Description of the Transducers

Three particular configurations have been tested. The first transducer constructed
is shown in Fig, IX-lc. It consists of a PZT tube mounted on the end of a section of
hypodermic needle. The tube dimensions are 1/8 inch in diameter and 1/8 inch long.
The outside of the hypodermic tubing and the inside of the ceramic tube are connected
by conducting epoxy adhesive and form the ground lead. The second lead is passed
through the center of the hypodermic tubing, and is attached (with conducting epoxy) to
the outside of the ceramic tube. A connector is attached to the other end of the hypo-
dermic tube. All of the results reported here have been obtained with this transducer.

The transducer shown in Fig, IX-1b has been found to have essentially the same
properties as the transducer described above; no detailed measurements have been
made. The construction is essentially similar except for the size and the fact that the

conductor inside the PZT tube is much smaller than the inside diameter of the tube.

%
This work was supported in part by the U, S. Navy (Office of Naval Research) under
Contract Nonr-1841(42),
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PZT DISK 1/4" DIAM. x 2mm THICK

CONDUCTING (U.5. SONICS )
EPOXY JOINT PZT TUBE 1/16" O.D. x 1/16" LONG
\ ( CLEVITE)
l l PZT TUBE 1/8" O.D.
(& CONDUCTING "
-— 1 1/8" LONG
i EPOXY JOINTS i (eLeviTe )
)
I .
: Fig. IX-1.
! Three types of
CERAMIC HYPODERMIC —————==|! trans-
TUBE ™ TUBING : thermal
(15G) 1 ducers.
| OUTPUT
1= ( MICRODOT CONNECTOR )
ouTPUT

( OUTPUT

MICRODOT CONNECTOR)

(a) (b) (¢c)

A third unit, shown in Fig. IX-la, has also been tested in the chopped air jet
described below. We were not able to measure any response to temperature fluctuations
with this unit.

3. Calibration with a Chopped Air Stream

The apparatus shown in Fig. IX-2 was constructed in order to measure the temper-
ature response of these transducers.
The air jet is heated by the gas flame and is chopped by the wheel and 1600 rpm

motor. The jet is interrupted approximately 100 times per second.

TEKTRONIX
TYPE 507

O

AIR SUPPLY

—_—
[E———

—

""RANSDUCER JET
EXCHANGER

Fig. IX-2. Schematic diagram of
the chopper apparatus.

GAS SUPPLY ~——w=—

MOTOR CHOPYrY
WHEEL (DETAIL) 7
0,0) &
OO0
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Some experimental results are shown in Fig, IX-3. The air jet temperature is
approximately 80°F, and the approximate velocities are marked on the figure. It was
not possible to obtain a very accurate estimate of the flow velocity because of air leaks

in the heat exchanger. The oscilloscope vertical sensitiviiy is given on thc figure, and
the sweep speed was 5 msec/cm. The smooth portions of the trace occur when the jet

is off. When the jet is on the response is caused partly by the vibrations induced in the
hypodermic tubing by the turbulent air stream. The maximum levels that occur for any

stream velocity are approximately 10 millivolts.

(@) VERTICAL SENSITIVITY,
5 mv/cm;
JET VELOCITY,
18 m/sec.

(b) VERTICAL SENSITIVITY,
10 mv/cm;
JET VELOCITY,
30 m/sec.

(C) VERTICAL SENSITIVITY,
20 mv/cm;
JET VELOCITY,
42 m/sec.

Fig. IX-3. Transducer output produced by a cold jet.

When the jet is heated by the burner, much larger voltages are produced. Some
examples are shown in Figs. IX-4 and IX-5. The top portions occur when the warm jet
is cut off, and the bottom portions occur when the warm jet impinges on the transducer.
In all cases, the oscilloscope vertical sensitivity is 20 mv/cm, and the sweep speed is
5 msec/cm. The temperature of the air stream is given for each photograph, A
sensitivity curve was made from these data, and is shown in Fig. IX-6. It can be seen
that the output voltage appears to be linear with temperature rise, except near the

maximum levels that were measured, More data — particularly a more precise method

of measuring the temperature — are needed in order to obtain a better determination
of the sensitivity curve,
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JET TEMPERATURE,

= 160°F.
Fig, IX-4.
JET TEMPERATLRE, Response of the transducer to
= 145%F, a warm chopped air stream.
{c)  JET TEMPERATURE,
= 130°F,
Fig. IX-5.

Response of the transducer to a
warm chopped air stream, Jet
temperature, 105°F.
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Finally, the rise time of the transducer
can be determined approximately from the
waveform shown in Fig, IX-7. Here, the

air jet temperature was 125°F, thc sweep

speed was 2 msec/cm, and the vertical
sensitivity was 20 mv/cm. The rise time

Fig. IX-7. Wave shape for finding the . . I
rise time of the thermal (the "fall time" since the trace polarity is

transducer. inverted) is seen to be approximately

1.4 msec, which corresponds to an upper
cutoff frequency of approximately 700 cps. It has been found in other experiments that
the transducer does not respond to a steady temperature rise. No indication of the decay
after a temperature rise can be seen from this figure, however, because the chopping

speed is too fast.
4. Response to a Shock Wave

The transducer was placed in a shock tube in order to determine its response to a
temperature (and pressure) rise. Figure IX-8 is a schematic diagram of the tube and
the associated instrumentation. The pressure transducer is located in the end of the
tube; the PZT transducer is located approximately 4 inches from it in the center of the
tube. Both pressure and temperature waveforms were recorded simultaneously on the
dual-beam oscilloscope. The results are shown in Figs. IX-9, IX-10, and IX-11. The

lower trace is the output of the DYNAGAGE pressure transducer, and the upper trace

CATHCDE

e s
OGCILLOSCOPE

*—
PHOTOCON
DYNAGAGE
AIR SUPPLY == —
VALVE l "
TE el
DRIVER 27/ y
T PRESSURE
MYLAR TRANSDUCER
DIAPIRAGY PZT TRANSDUCER

e o ]

Fig. IX-8. Schematic diagram of the shock-tube apparatus.
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is the PZT transducer output.

for each waveform (the units are volt/psi).

pressure pulse can be found.

The sensitivity S_ of the pressure transducer is given
From these data the amplitude of the

DIAPHRAGM BURST.
PRESSURE, 74 IN, Hg;
SWEEPSPEED, 10 msec/cm
VERTICAL SENSITIVITY,
0.5 volt/cm ( upper ),

2 volts/cm ( lower )
SP =0.15 volt/psi,

i

DIAPHRAGM BURST.,
PRESSURE, 74 IN. Hg;
SWEEPSPEED, 2 msec/cm;
VERTICAL SENSITIVITY,
0.5 volt/em ( upper ),

2 volts/cm ( lower );
Sp=0.15 volt/psi,

Fig. IX-9. Response of the pressure transducer and PZT transducer to a shock
wave generated by a mylar diaphragm that bursts at 74 in. Hg.

DIAPHRAGM BURST,
PRESSURE, 47 IN. Hg;
SWEEPSPEED, 10 msec/cm;
VERTICAL SENSITIVITY,
0.2 volt/cm (upper ),

1 volt/cm ( lower };

Sp =0.15 volt/psi.

DIAPHRAGM BURST,
PRESSURE, 47 IN. Hg;
SWEEPSPEED, 2 msec/cm;
VERTICAL SENSITIVITY,
0.2 volt/cm { upper ),

1 volt /em ( lower );

Sp =0.15 volt/psi.

Fig. IX-10. Response of the pressure transducer and PZT transducer to a shock
wave generated by a mylar diaphragm that bursts at 47 in. Hg.
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(@)  DIAPHRAGM BURST.
PRESSURE, 11 IN, Hg;
SWEEPSPEED, 10 msec/cm;
VEKTICAL SEINSITIVITY,
50 mv/cm ( upper),

0.2 v/em (lower ),
Sp =0.15 volt/psi.

(b)  DIAPHRAGM BURST.
PRESSURE, 11 IN. Hg;
SWEEPSPEED, 2 msec/cm;
VERTICAL SENSITIVITY,
50 mv/cm ( upper ),

0.2 v/cm { lower );
Sp =0.15 volt/psi.

Fig. IX-11. Response of the pressure transducer and PZT transducer to a shock
wave generated by a mylar diaphragm that bursts at 11 in. Hg,.

Other time-of-flight measurements have been made1 to determine the Mach number
of the incident shock. From these data, the temperature behind the shock can be cal-

c:ula‘ced.2 The results are summarized in Table IX-1., These voltages are much larger

Table IX-1. Results of calculations.

Burst pressure Shock wave Temperature PZT transducer
(in, Hg) Mach number rise (°F) output (volts)
11 1.04 16 . 055
46 1.10 38 .3
74 1. 27 100 .75

than the voltages produced by the chopped air stream, even though the pressure rise is
the same order of magnitude. The reason for this discrepancy is not understood,

Figures IX-9, IX-10, and IX-11 also show a voltage decay behind the temperature
rise, and some oscillations, The voltage decay may be caused by a lack of low frequency
response of the transducer, but the oscillations that occur during decay are not under-
stood at this time.

5. Speech Waveforms

One interesting application of this ceramic transducer is to measure temperature
fluctuations in front of a person's mouth as he speaks.
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Fig. IX-12, Waveform for digit zero. Fig. IX-13. Waveform for digit one.

o
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Fig. I1X-14. Waveform for digit two. Fig. IX-15. Waveform for digit three.

Fig. IX-16. Waveform for digit four.
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Fig. 1X-17.

Waveform for digit five, Fig. IX-18. Waveform for digit six,

Fig. IX-19,

QPR No. 77

Waveform for digit seven, Fig. IX-20. Waveform for digit eight.

Fig. IX-21.

Waveform for digit nine.

75



(IX. PHYSICAL ACOUSTICS)

This application has not been investigated thoroughly, but some preliminary results
for spoken digits zero through nine are shown in Figs. IX-12-1X-21, Two waveforms
of each number are shown in order to estimate the repeatability of the waveform. It can
be seen that not all of the features are repeatable, although the general shape of the
waveform is the same. The PZT transducer was held in the hand when the photographs
were taken, and this may account for some of the lack of repeatability.

‘I'ne oscilloscope was triggered by a condenser microphone placed ~1 ft from the
speaker's mouth, All data were obtained in the anechoic chamber of the Research
Laboratory of Electronics.

In all of the figures, the sweep speed was 50 msec/cm, and the vertical sensitivity
was 20 mv/cm.

Each digit appears to have a reasonably characteristic waveform, and the fluctuations
take place rather slowly. Waveforms produced by vowels or other speech sounds have
not been investigated.

G. C. Maling, Jr., U. Ingard
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B. SPONTANEOUS INSTABILITY IN PARALLEL FLOWS

Quarterly Progress Report No. 76, p. 75 contained a simple proof of the instability
of all time-symmetric systems, including the inviscid, parallel flows. The argument
used did not distinguish between "spontaneous" instability, that is, the amplification up
to macroscopic levels of perturbations initially smaller than any given positive bound,
and "passive" instability, that is, the permanent alteration of the character of the flow
under gross perturbations. We shall exhibit a class of such "infinitesimal" perturbations
for inviscid, stationary, parallel flows, or parallel plasmas with collinear magnetic
fields, which always yield "spontaneous" instability. This work is a generalization of
an earlier result (Quarterly Progress Report No. 68, p. 45) for incompressible flow.

We begin by demonstrating that stationary, nondissipative, parallel flows are in fact
homogeneous along streamlines. For a velocity field v(x) = €,w(x), and if the fluid be
a plasma, a magnetic field B(x) = ¢, B, (x,,X;), the conservation equation for mass
becomes V- py = 8,pW = 0, so that

pw(x) = m(xz, x3). (1)
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From the momentum conservation equation, we have also

2 2
B 1 - ma I - (m -
pwalw + 81 (\p +—§?> ’H3181B1 = mel ) + 81p = 81( 5 + p) =0
so that
mz(xz,x3)
p(x) +T = £(x,, X;). (2)

For a thermally nonconducting fluid, we have % = waIS = 0, with the result that

S= S(xz, x3). If the equation of state

p(x) = p(p(x), S(x,,%5)) (3)

for the fluid at x is independent of (2), then (2) and (3) together determine a set of iso-
lated solutions for p(ﬁ) and p(§). Moreover, since (2) and (3) are independent of Xy, P
and p will be also. Thus p, p, S, andv = 2 are all constant on streamlines.

The exceptional case, for which (2) and (3) are, for some range of p and p, not inde-

pendent, can occur only if

plp, S = a(s) -if” (4)

over that range, and if in addition f(xz,x3) = a(S(xz, x3)) and mz(xz,x3) = b(S(xz, x3)) for
some S. The equation of state (4) cannot be excluded on thermodynamic grounds; how-
ever, it does contradict physical experience. The speed of sound for such a substance
would be

ap
CZ:(—> :ﬂs_, (5)

whereas for real substances the speed of sound increases with density. It is precisely
this decrease with density which in fact enables stationary density and pressure varia-
tions to persist in spite of the convective action of the flow. For, combining (1), (5),

and the second relation following (4), we get

2
b(S(x,,x,)) m“(x,,x.,)
2% %3 2y

c®x) = >
p(x) p (%)

so that the flow velocity adjusts itself to bring an upstream acoustic wave to rest at each
point.
This entire argument applies to perfectly heat-conducting fluids, the only remaining

nondissipative type, if S is replaced by T, which is necessarily independent of the X;.
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We are now in a position to demonstrate the spontaneous instability of nondissipative,
stationary, parallel flows, except for the peculiar, nonhomogeneous type discussed
above; namely, to develop a class of infinitesimal perturbations that, in lowest order,
grow without bound.

It is not hard to show that in order to yield such instability, a perturbation must
involve the velocity field. For the present case we shall see that it suffices to perturb
only the velocity field.

Given the parallel flow (v = €,w,p,S), then (v+u, p,S) will also be a flow provided

1
that u satisfies in lowest order

V-pu=0, (6a)
ou

E+ (v.-Viu+ {u.V)v =0, and (6b)
u-v)s=0 (thermally nonconducting fluid only). (6c)

For unperturbed flows independent of Xy Egs. 6 become cyclic in X)- It follows

that u will always be independent of Xy if it is initially. Taking u = g(xz,x3), we get

szuz + 83pu3 =0 (7a)
Bul
5t + uzazw +u383w =0 (7b)
du
2 _
W =0 <7C)
du
3 _
at - © (74)
(uZBZS+u383S= 0) (7e)

) _ (0 _ ..(0)
According to (7¢) and (7d), u,(x,t) = u, (xz,x3) and u3(§, t) = u, (xz,x3), so that

2
Eq.7a (and, if appropriate, Eq.7e) will always be satisfied if it is initially. We can always
satisfy (7a) and (7e) by taking pu(zo) = 6335 and pugo) = —EBZS, i. e. by using in the plane

a stream function proportional to the entropy. This measure is not necessary in isen-
tropic regions or in perfectly heat-conducting fluids.
The remaining Eq. 7b integrates at once to

(0) _ 4, (0

(0)
1 5 9,W = tus 3w, (8)

u,(x,t) =u

We have arrived at what may be called a purely convective instability in nondissi-
pative parallel flows, namely, a class of perturbations that are constant along stream-

lines, and involve only the velocity field, which, in lowest order, produce linearly
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(IX. PHYSICAL ACOUSTICS)

growing disturbances of the velocity field only. The streamlines glw(xz,x3) of the
unperturbed flow are carried bodily along the streamlines of the steady, perturbing,
convective field (uz,u3), so that the change in uy at x is precisely the change in the
strength w of the streamline of the unperturbed {iow as it is convected past that noint

and, to lowest order, equals the gradient of w against the streamline of (u2, u3) multi-

plied by the displacement along the streamline or roughly t \/ug + u§ , in agreement
with (8).
It is illuminating in this connection to replace (7b) by the exact equation for

V1=w+u1,

8V1

1,00 (0) -
5t tUp 9,V +uy 9V, =0 (9

which has the solution
V. (x,, %, 1) = VIO(x_, X.) (10)
1727737 1 2’730

where X is the Lagrangian coordinate associated with (u(zo),ugo)>. For small t, (10)
agrees with (8), yielding linear growth for u,, as expected; but for larger t, (10) rounds
off and ul(x,t) never exceeds the largest value of V(lo) - w along that streamline of
(uz, u3) which passes through x.

In case w is totally independent of x, the coefficients multiplying t in (8) vanish
identically, so that the linear growth fails to appear. Such a flow, however, is just a
Galilean translate of the null flow, that is, no flow at all. All nontrivial, nondissipative,
stationary parallel flows exhibit the spontaneous instability.

H. L. Willke, Jr.

C. DISPERSION RELATION FOR ULTRASOUND IN GYROTROPIC QUANTUM
PLASMA

We report here a novel contribution to the slowly developing field theory of coupled
electron-phonon systems.

The importance of the Feynman diagrammatic technique as a calculational tool in
statistical physics is now probably well-known, and it requires only a slight stretch of
the imagination to see that much more of the mathematical apparatus of quantum field
theory (as it is now known), than just the Feynman diagram, can be used with advantage,
mutatis mutandis, outside the context of elementary particle physics. We have in mind
in this report, the method of single-variable dispersion relations.

We have used this technique in the study of the causal aspects of the problem of

ultrasonic absorption in simple metals in a static magnetic field. Specifically, we have
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derived the dispersion relation for the scattering of phonons from electrons in a mag-
netic field.

An interacting electron-phonon system is momentarily created when a beam of
phonons, specified by a current vector J(r,t) enters a solid, and eventually gets out of
it, at a modified intensity. The external source of phonons is, typically, an ultrasonic
wave generated by transducers in contact with the crystal. Then, under the assumption
that this source establishes a single-frequency phonon spectrum in the solid, the atten-
uation of sound should be affected not only by single phonon processes, but also by multi-
phonon processes.

In this report we discuss only forward dispersion relations. It has been found1 that
nonforward dispersion relations cannot be derived for this system.

We construct conjugate electron fields (%), b(x):

VR = ) e, b, s

p,: S

WE) = z al(p,) ¥ e

where ¢p s()‘:) = cb(pz,i')xs obeys the familiar equation
Z’

n? [~ 1® N 2 g -
> pz+—C~—A + me +Uz7fﬁwH_E ¢(Pz,x) Xg =

1 0
in which ¢_ = , X = (1) for spin up, and x_ = <0> for spin down. Here, a and
z 0 -1 s 0 S 1

aT are annihilation and creation operators with respect to a vacuum, which is a full
Fermi sea, they satisfy the usual anticommutation rules for fermions. We are
using the free-electron model for electrons in metals.

The energy levels are given by

2
P, 1 g 2
(p)“-—-+ n+2 caTﬁwH+mc

where L 1 for spin up, L -1 for spin down, and n = 0 or an integer. Assuming a
coulombic electron-ion interaction, an electron-phonon interaction Hamiltonian, H, ..

is readily derived in the form
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_ =T = = 1 (A = T T T,= i(T-F)
Heoco, ) | bor @ 4, B ——(-q@e T T4qlme
= z z ANV
PP, q
A —iKn T
o me” - ze b=
P, - P, q,K -p,+p,
anZe’ N =
where Q=T v Z is the ion valency, Kn is an arbitrary reciprocal lattice vector,

and Qp(ﬁ) is the qth Fourier component of the displacement of a lattice site and corre-
sponds to a polarization p (= 1,2, 3).

From Hint’ we may define a free (vector) phonon field,

- w(@eH - N
=i ) (@@ T Trqlg ¢TF)
NV " :
qQ, B

and a "bare" coupling function

— -iK_-r
q’p'p Q n
gn z Z(F)= e me

= 6= == .
«(@ (py-p,) "q,K -p,tp,

The latter we may, for simplicity, denote by g(T). &(r) may be put into a second quantized
form

w(q) o . 7
- = A - -ig-r .t iq-T
3F) = _Z &/ = (b,@e™ T TrplgeldT),
q, 1

in which the annihilation and creation operators b“(q) , bl(q) obey the usual commutation
rules for bosons.

In terms of the new (unrenormalized) quantities, we have
- = [T A LT o) = —-
Hint = _ Z S‘dr <¢pvz(r) Z¢pz(?)> b5(™ &) Sdr H(T).
QPP

Since there is no derivative coupling involved, this may be identified with the negative
of an interaction Lagrangian, L(r), from which we deduce our S-matrix,

. 0
S = T<e1 f_w Ll dz>,

where z = (Z,t) and all time translations are obtained by the unitary transformation

i(H —uN) t -i(H -uN)t
Oft)=e ©° Oe °

QPR No. 77 81



(IX. PHYSICAL ACOUSTICS)

where H is the unperturbed Hamiltonian, p is the chemical potential, and N is the num-
ber of partlcles in the system.

In keeping with the spirit of this method, we now specify a number of fundamental
postulates, among which are the existence of a stable vacuum (full Fermi sea), stable
single particle states, a group of translations which transforms according to a certain
unitary representation that also describes the transformations of the S-matrix and of its
functional derivatives, a completeness relation for the combined electron-phonon states,

and a causality condition expressed as

5 T) =y -
suly) 6u(x oS 0 for t = y0 X, < 0
2 2

or (Y—SE) -ct7>0.

This condition of causality can be shown1 to be intimately connected with the physical
concepts of renormalization, according to which, in the viewpoint that we adopt here, the
free fields Y(X), &(X), defined above, and the electron-phonon vertex I'(X) are trans-

formed:

(X) $(X)
W -~ 2 o® - 2K,
Zz(x) / Z3(x)
and I'(X) - Z (x) I'(%), when and only when the electron-phonon interaction is "switched

on." The functlon g(r) is transformed as g(T) - Z Z Z 1/2 g(r), and all conceivable
infinities are eliminated.

We consider the process shown schematically in the following diagram.

The scattering amplitude which describes this process may be defined as
Cpys's @' S|p,siqy = 8(py,p,) 6,6 ) 6,

L a a' al - -a 1 a') - -l

+5 A/ 0@e(@") 8(p,+q'-p,~q) 8(E(p,)+x(@’)-E(p,)-w(a))

X fs.'“.; s, p(p'zﬁ'; p,Q); s = {all discrete parameters}
By means of a contraction scheme involving the commutators of the S-matrix with

the various creation and annihilation operators, we may reduce the matrix element

<fina1] Slinitia1> to one between electron states only, We may then proceed to relate

the scattering amplitude to two auxiliary functions F2, F', which are of the nature
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of "advanced" and "retarded" functions, respectively.
This is a convenient way of glossing over the complicated algebra which brings us
to the following remarkably simple results:
(1) The amplitude tor phonon absorpiion exceeds ihe amnplitude for phonon cmission
in the ratio 3 to 1 for forward scattering, so there is an over-all ultrasonic attenuation.
(2) Two forward-dispersion relations may be written for the electron-phonon system.
The first one, which is similar to the Kramers-Kronig relation for light waves, is

et Y-
Re f(w) = gzﬁ/mc + P; 5 LACH wz de'
2w c YO0

w'z—w

and is independent of the magnetic field. Here, ¢(w) is the cross-section,  is the phonon
energy variable, and g2 is the electron-phonon coupling constant, The second dispersion
relation is magnetic field-dependent and is

o0 ' |z '
Re f(w) = gzﬁ/mc + Pz S. (e (Ziw

2n"c W) w'z -w
2ms? L
where w s, S is the unrenormalized speed of sound, and 6 is the inclination of
cos ©

sound wave vector to magnetic field in the z-direction.

Of the five possible ultrasonic absorption phenomena in solids, geometric, cyclotron,
and open-orbit resonances, de Haas-van Alphen type, and giant quantum oscillations,
we are of the opinion that the second dispersion relation describes giant quantum oscil-
lations, while the first describes all of the other ordinary absorption phenomena.

A number of deductions could be made from this relation:

(a) There is a nonzero frequency threshold for the onset of absorption of the giant
quantum type.

(b) This threshold is a minimum for propagation parallel to the field and recedes to
infinity as propagation approaches the transverse direction. Therefore we cannot expect
to find such oscillations for transverse propagation at any frequency.

(c) Knowing this threshold, we may determine the value of the parameter, m, which
is of the form of an effective mass. Numerical estimates with W~ 10 Mc/sec, give
m ~ 0.01 times the free electron mass, which appears reasonable.

(d) Since @ is nonzero, we may introduce the concept of an effective phonon mass
in a magnetic field. This mass, p(6), is dependent on the propagation direction.

A. A. Maduemezia, K. U. Ingard
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D. DIFFUSION WAVES

Consider a simplified model of a weakly ionized gas, in which the electrons are
assumed to diffuse instantaneously (Te - ) and form a uniform negative background.
Then, if the ion mobility is neglected, and the first-order perturbation in the ionization

rate Z is proportional to the perturbation in the electric field E, the ion continuity

n, = yNe (1)

where n is the perturbation in ion density, e is the perturbation in electric field,

Y= (dZ/dE)o, and N is the unperturbed density. Also, we use the Poisson equation

e, = qn ‘ (2)

where q is the electronic charge.

If we set
t'=t
x' = ygNx
(3)

n' =n/N

e' = -ye
and drop the primes, Eqs. 1 and 2 become

n, = -e; e =1 (4)
(The negative sign was inserted to give wave motion in the positive x-direction.)
Equation 4 may be written as a single equation for n (or e),

n_+n=0 (5)
With a solution of the form exp(ikx-iwt), Eq. 5 gives a dispersion relation

_ _ - /2 _ _ 2
w= -1/k, Vph = w/k = -1/k", vgr = dw/dk = 1/k". (6)

The group and phase velocities are opposite in sign, as can be seen by examining a

wave-packet solution of Eq. 5. The general solution of Eq. 5 is

0
n(x,t) = S N(k) exp(ikx+it/k) dk. (7)

-00

We choose N(k) = (1/NT) exp(—(k—ko)2/4) where k_»1, and evaluate the integral in Eq. 7
by expanding the exponential about k = k  using the saddle-point method. Then
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n(x, t) = exp(— (x—t/k(?; )2) explik_x+it/k_). (8)

This solution is presented graphically in Fig. IX-22 for k0 = 4, We see that the indi-
vidual waves propagate in the -x direciion, while ihe wave packet i
+x direction,

-1 b—

21—

A

1
[N
1
—
x ©
N
w

Fig., IX~22. Propagation of wave packet.

Some other properties of diffusion waves may be found by studying Eq. 5. This

o
quation may be derived from the T.agrangian

L=nn_ -n“. (9)
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Calculation of the stress-energy tensor components1 gives

canonical momentum =n,
. _ .2
"stress" density =n
"energy" flow = n,c2 (10)
. 2
wave momentum density =ng
"energy" density (Hamiltonian) = nz.

The divergence of the stress tensor gives an "energy" conservation equation which

enables us to find an "energy" flow velocity.
2 2\ _
(n%), + (nt)x—o (11)

For a wave moving with the energy flow velocity U,

d/dt = U d/dx;
thus
2 2\ _
(nt+Un )x =0 (12)
and
= -n/n%, (13)

which is the group velocity Vgr = wz.
The waves produced by an impulse at t = 0 show a similarity to certain electromag-

netic waves. To illustrate this, we use Eq. 7. Since
o0
n(x, 0) = ( N(k) exp(ikx) dk, (14)
oo

if we choose N(k) = 1/2w, then n(x,0) = §(x). If we define

kx + t/k = fix <k'\/'x7t +%) = 2ix cos u (15)

where exp(iu) = knNx/t and dk = int/x exp(iu) du, Eq. 7 becomes
2
n(x,t) = (i/2n) Jt/x S exp(2iNtx cosu) exp(iu) du = -~t/x Jl(?-\/)_rt-), (16)
0

which is shown graphically in Fig. IX-23. The fact that wave motion is not observed in
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the -x direction may be expected because Eq. 5
is not symmetric in x. Figure IX-23 shows
that, although the disturbance propagates away

Frarma + Tan}
from the ori

the individnal waves move

toward the origin, Thus the first zero of n
isatx=4fort=1andisatx=2fort=2,

It is also evident that the long-wavelength

components of n propagate faster than the |
short-wavelength components, as one would !
expect from the dispersion relation.

b1 The results of Eqgs. 14-16 are also

obtained for the case of "forerunner" light

waves,2 which travel with velocity ¢ in a

dispersive medium. These light waves are
called forerunner waves because they are
received before the main signal, which
travels at the group velocity, which is less

than c¢. The forerunners are illustrated in

-2 l

—_— Fig. IX-23 in a coordinate system moving

with veiocity C.

The characteristic curves for Eq, 5 are
x=const and t = const. This suggests that, by
rotating the coordinates 45°, Eq. 5 can be

Fig. IX-23,

Propagation of impulse, n

brought into the form of a wave equation, If

we set y=x+t, and ¢=x-t, Eq. 5 becomes

¢¢—n¢¢_n=0' (17)

which is the Klein-Gordon or Telegrapher's equation, The Green's function for Eq. 5

is found to be

G(x,t;xo,to) = JO(Z‘\/(X-XO) (t—to)) (18)

by transforming the Green's function for Eq. 17. In formulating an initial-value prob-

lem for Eq. 5, we cannot specify both n(x, 0) and nt(x, 0), since t = 0 is a characteristic

curve,

There are several known examples of materials with group and phase velocities in

Lamb3 gives the case of a wire that is subjected to a longitudinal

thrust (rather than tension) and to a linear restoring force. The equation of motion for

transverse vibrations (in suitable units) is
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Vg T Vg T =0 (19
These vibrations have a dispersion relation

W2 =1 - K2, (20)

Since

d(w?)/d(K?) = V 1, (21)

gr/ph =~

it is seen that Vgr and V } are in opposite directions. The dispersion relation, Eq. 20,
is, however, considerably different from the dispersion relation, Eq. 6. Lamb also
refers to a model discussed by Rayleigh4 of a wire under tension, which has a linear
restoring force, rotatory inertia, but negligible stiffness. Lamb states that this model
may apply to "a cylindrical wire with a series of close equidistant peripheral cuts

extending nearly to the axis." If we neglect the tension, the equation of motion is
Vg ¥ Y " Vit = O (22
and the dispersion relation is

wZ = 1/(14k?), (23)

which is the same as Eq. 6 when k is large.

It is clear that the dispersion relation w = ~1/k cannot be valid for very small or
very large k. For k very large (short wavelength), the dispersion relation predicts
very small wave speeds. This implies that steep gradients in n tend to remain
stationary. This result is due to the neglect of pressure-gradient forces. When pres-
sure is included, the phase and group velocities both approach the speed of sound, when
k is large. For very small k (long wavelength), the dispersion relation predicts very
large wave speeds. As small k implies large w, these waves involve very rapid changes
with time. With these very rapid changes, it is no longer correct to neglect inertial
forces and assume that the electrons diffuse instantaneously. With these corrections
made, both the phase and group velocities remain finite for small k.

It is these additional terms that make diffusion waves of interest in the study of gas
discharges. With the coupling between sound waves and diffusion waves included, the

dispersion relation takes the form5

2

_ 1 1 2
w——ﬁ:t <—2—E) + k (24)

where one mode has zero group velocity for k ~ 1, These results are more complicated
for finite electron temperatures.
S. D. Weiner, U. Ingard
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A. ON THE AMBIPOLAR TRANSITION

A r‘eportl by Cohen and Kruskal (referred to here as C+K) considers the ambipolar
transition by dividing the problem into a number of "regions" in which the equations may
be simplified, and this is very helpful in understanding the problem. The report is, how-
ever, difficult to follow for a number of reasons, and it therefore appears useful to write
the present report, containing little that is factually different from theirs, but in which
some more complete equations are presented and the structure of the problem is more
carefully exhibited. The method of C+K makes mathematical rigor possible, which is
excellent, but the report is not convincing that the rigor is always there. Hidden errors
may lurk where the interrelations of equations are not clearly shown. C+K consider var-
ious limiting forms assumed by the complete ambipolar diffusion equations when certain
parameters go to zero or infinity. In each case the limiting process results in dropping
one term in each of several three-term equations. In any physical problem where param-
eters and variables may have values ranging over orders of magnitude it is generally
true that, to some approximation, the smallest term out of three may be neglected. In

this problem the three terms A, B, C, will be of the same sign, so that the full equation
can be written

A+B=C (AB)
with two simplified forms

A=C (A)
or

B=C (B)

These simplified forms will be called "limits" in the sense that some physical process
has become inoperative when a term can be dropped. This is different from the math-

ematical meaning of "limit" used by C+K, although the result is generally the same. The

%
This work was supported by the United States Atomic Energy Commission (Contract
AT(30-1)-1842).
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full equation (AB) will be called a "transition" and must be used in the neighborhood of
A = B. In a "transition" two physical processes are competing.

As there will be 3 three-term equations, there are 8 possible limits, but as we shall
assume that the positive ions are both heavier and colder than the electrons, only 4 of
the limits actually occur. They will be named, somewhat arbitrarily, the Ambipolar (a),
Boltzmann (b), Cosine (c¢), and Diffusion (d) limits. These will be discussed in reverse
order. They are separated by the Space-Charge (ab), Electron-Flow (bc), and Ion-Flow
(cd) transitions. We also consider the sheath limit (s) in which ionization is neglected.

It must not be assumed that the same limit holds throughout a given plasma. In gen-
eral, the transition condition A = B will cut across the diffusing, and therefore nonuni-
form, plasma so that several limiting and transition forms must be used. It is our
purpose to sketch the way in which these limiting and transition forms fit together in a
given plasma. This leads to our final diagram (Fig. X-3) which summarizes as much
information as can be collected in a single figure.

In order to facilitate comparison with the work of C+K their equation number (D._. )
or the page reference (Eq. _p._) will be given next to ours whenever we have found the

appropriate reference.

(e) Basic Equations

The physical parameters of this problem are the ion and electron temperatures Ti
and transport coefficients o Di = piTi, the ionization frequency v and the diffusion
length A = L/n. Parallel plane geometry will be considered. These physical parameters

are combined in the following dimensionless parameters:

T=T. /T_<1
p=p /e <1
(e 1) (p. 15)

6= D+/D__ = 1o« 1

_ 2
v = viA /T_u+

and use will also be made of the electric field 6“1 defined as

2 _

é{)i = viT_/p+. (e 2)

(Note that our T is 1/7 in C+K.) The first three parameters are less than 1, the fourth
is a characteristic value obtained from the solution of the equations. Its free and ambi-
polar limits are 1/p and (1+7)/(1+u); C+K claim that this last limit is approached from
below. We claim this has not been proved.

We then introduce the dimensionless variables
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n, =Nep, /€

s=n, -n_

E=¢6/6, {e3) {p. 15}
J = 1-‘e/Eogivi

x = X6 /T_

and use the same variables throughout. They differ slightly from the variables used by
Allis and Rose2 (referred to here as A+R). C+K rescale variables on pp. 33, 37, 38,
45, 59, 60, 71 and this makes their equations difficult to compare. Our single set of
variables resembles their barred variables but differs from them by factors of m/2
because of the use of the diffusion length A in the dimensionless parameters (e 1). Ours
are chosen so that v and p tag those terms in the equations which are going to be neg-
lected and that v not appear explicitly in the equations. They are all of order 1 at the

space-charge transition.

In terms of these variables, the ion flow, electron flow, Poisson and ion generation
equations are

J = —'rVn+ + En+

ptd = -Vn_ - En_
(e4) (B. 1)
V:E=n,-n =s
+ -
VeJ=n_
with the boundary conditions
n_=n_ n,=n,_ atJ=E=x=0
(e 5)
J=Jd,E=Ed,x=xd atn_=n_=0

The reason for the subscript d at the wall will appear later. Here, n, is quite arbitrary
but ni_o/nO is determined a posteriori by requiring that n, and n_ go to zero at the same
place. Jd’ Ed’ and X4 have whatever values result from the solution. By requiring that
X4 correspond to X = L/2 at the wall, it follows from (e 1) and (e 3) that in these variables

NV = Zxd/n. (e 6)

Thus the characteristic value is computed directly without the need of any fitting.
The set of equations (e 4) is assumed to be valid all the way to the wall, which implies

that the collision mean-free path is much smaller than the thickness of any boundary
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layer. This is rarely true, but the assumption provides definiteness to the mathematical
problem.

Because the equations are invariant to translations in x, it is convenient to eliminate
it as independent variable in favor of the current, J (p. 38). This is done by use of the
ion-generation equation and leads to the set of 3 three-term equations mentioned above.

Primes are used for derivatives with respect to J.

- LI —
Tn_n, J En+
-n_n' =pJ + En_ (e?)
' = -
n E'= n, -n_

The space coordinate is then obtained by quadrature

n

g
~Jn_ pJ + En_° €

(o]

Certain exact relations can be derived from the set of equations (e 7), and in order to
be perfectly clear as to which equations are exact, they are all summarized here. Limit
solutions can then be compared with them to see explicitly what has been neglected.
Taking the derivative of the ion flow equation and combining with Poisson's equation gives

n

oy
- -1}n, =1-En} + 7(n_n}). (e 9)

Combining the equations in different ways yields the two relations that are useful near
the ambipolar limit

(1-6)J = (1+7)En_ = Es - 7n_s' (e 10) (D. 3. 5)
(1+p)J + (147)n_n' = Es - ™_s' = . (e1l) (D. 3. 8)

Eliminating J from the flow equations, combining with Poisson's equation, and inte-
grating gives

3 WE + (1+p) S‘ EdJ=n_-n_- én

+O-n+). (e 12)

[0}
A somewhat different combination of the equations yields, upon integrating,

) n
_l+'r( 2 1 -~

(o]
nE
T T T s Moo By * Ty g (ny n ]+ g5 S (n, dn_-n_dn,).
(e 13)

J
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For an isothermal plasma Tt =1, so that the integral in (e 13) drops out and the
remaining terms are a first integral of the equations.

Finally, n_ can be divided out of (e 11) so that it integrates with respect to dJ = n_dx.

2
(1+p) S Jdx = E /2 + n, -n_ + T(n+o—n+) (e 14)
o

(e 15)

Xd 2
(1+p) So Jdx = Ed/Z tng+m .

(d) Diffusion Limit Bo=p, =0 n_«s

In the limit of very low densities the quadratic terms En, and En_ can be neglected
so that the limiting equations are

/8 d

be
/e

n, /no

ab

acd
n_/ n,
ab

i/

Fig. X-1. Plasma profiles.
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it
o

-Tn n'
-y

_n—n' = 'J_J (d l)

n_E' = n+ -n_,

and the solution is

6n+ =n_

6E = (1-8)J (d2) (D. 4. 3)
sz = ni - nE
n_=n_ cos Np x (d 3)
v = Vd = l/l"--

It will be convenient to plot n_/n0 and n{_/n0 against J/Jd (see Fig. X-1). Both plots
are ellipses in this limit and remain identical for all sufficiently small values of n.. As

C+K show quite generally that

én, €n <n (d4) (B. 6)

+ - +’
all future curves of n_l_/no will fall between these two limit curves.
Putting the value of E from (d2) into the electron flow equation (e 7) yields the first-
order departure

1-38

N =1 -2 122 (d5) (p. 75)

":|os

(cd) Ilon Flow Transition b n_/n+ -0 n =56

As En_/|.LEn+ ~ t, and we assume T < 1, the ion mobility term will, with increasing
density, become equal to and cross the ion diffusion term before the electron mobility
term need be considered. In an active plasma the electric field assists the ions to flow
out before it effectively retains the electrons. This is the Ion Flow Transition. It occurs
before the Electron Flow Transition in an active plasma, although they occur together
in an isothermal plasma. We shall consider them separately. The appropriate equations

for the Ion Flow Transition are

- L -
™m_n, =J - En,

-nn' = pJ (cdl)

' =
n E'=n,.
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From (e 12) we see that

1+ 2 _ _ B _
—z—pE =n -n_ 6(n+o n+). (cd2) (D. 2.4)

. o I e . R N o s
darid 10l LU1e €LeCLli o 110w c{uarilil, ad UciIoTrE,

2 2 2
pJ= = n,-n_
(cd 3)
pv = 1.
(c) Cosine Limit D, - n_/nJr -0 6<n <p
After the ion flow transition, the appropriate equations are
J = En+
-n_n' = pJ (cl)
|
n_E'= n,.
The electron profile is the same as before
|.1.J2 = ni - ng
(cd 3)
pv =1,
but now we have
1 2 _ *
sz =n_ -n_ (D. 2. 8)
n? = (n_+n )/2 (c2)
+ o -
nJl_='\Jno cos N x/2. (D.2.7)

[*In going from (D. 2. 4) to (D. 2.8) C+K neglect 6n+o but keep 6n+. This seems incon-
sistent.]

This limit has been called the Cosine Limit because n, is a cosine function; but it
is of twice the base, so that it does not vanish at the wall. Clearly this limit, as all of
the regions that follow, are not valid beyond the point where their plasma profiles inter-
sect the curve (d) of Fig. X-1. The solutions (c 2) must be broken off at a coordinate

x, < X4 at which the conditions of validity of (c 1) break down and a single new boundary
condition of the form

n_,/n_'_ =c (c3)

must replace (e 5).
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The impossibility of satisfying the double boundary condition n =n_= 0 arises
because in dropping the ion diffusion term the order of the equations has been reduced
by one, and hence there is one less disposable constant of integration. This becomes

obvious when we drop the diffusion term in (e 9). This then becomes

n l - En'
—+-=1+——I-]-—+>1+ﬁ-1— (c4)
n + +
and
n
—%=1+~HL.' (c 5)
o +0

Thus ng and n,  are related by (c 5) and only one of them may be chosen arbitrarily.
Thus we no longer have the flexibility to require both n, and n_ to go to zero. In fact,
neither one can go to zero before the conditions of the equation set (¢ 1) become invalid.
(The appropriate constant in (¢ 3) will be discussed below in (s) Sheaths.) We also have

a bound on n+/n_ and it is now convenient to represent the solutions as plots of n_/n+

AMBIPOLAR LIMIT

SPACE CHARGE TRANSITION

PLASMA

6
= O"\\:c
2 ) PRE-SHEATH

zg o

oF b Q\'P

o Ed

z-—]

<u.

EZ
o

2=

Qg SHEATH

a8

Zd

Q

.
S I SKIN
3 Vi Vi Z
|| l | DIFFUSION LIMIT | |
0 8y JE 1/2 1 2

ny

Fig. X-2. Plasma ratios.
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against n, (Fig. X-2). For n _>é all of the integral curves start on the hyperbola (c 4)
atn_=n +o and remain below it. Eventually they curve sharply to the left, because of
the ion diffusion term, and meet the axis of ordinates at n_/n + = 6. Inpractice, it may
often be sufficient simnly to cut the curves off at n_/n_i_ = § without computing the ion dif-
fusion part.

Note that (c 4) and (c 5) remain valid through (c), (b), and (a). Similarly, the electron
profile (cd 3) remained valid through (d) and (c). The formula (d5) produces a hardly
noticeable change in v