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ABSTRACT 
t 

I .  When ionograms are sampled to provide input data for  a true height - 

electron density reduction program, e r r o r s  ,which a re  dependent on the Sam- 

pling accuracy and on the quality of the ionograms, are introduced. The e r ro r s ,  

introduced in the sampled values, a r e  transformed by the reduction program 

to give e r r o r s  in the estimation of the layer shape. 

The relationship between the e r r o r s  in the virtual height profile and 

in the resulting true height profile has been examined by consideration of a 

parabolic layer model. This allows the layer shape to be characterized by 

three basic parameters: a layer thickness, a maximum iayer density and a 

height at which this maximum occurs. 

Relationships between the distribution of the sampling points with 

respect to one another and to the layer maximum critical frequency are 

examined. Conclusions are drawn about the effect of incomplete ionograms 

in the region of the layer maximum on the estimate of h F m 2 '  

distribution of sampling points is given for  fitting a parabola to the layer 

A suggested 

maximum for the estimate of h F and "SCAT". m 2  



I.  INTRODUCTION 

t 

A , .  General Statement of the Problem 

Estimates of the maximum electron density, the height at which this 

maximum occurs and the curvature In the electron'deasity-height profile at 

the region of the p,ak are of copsiderabk importance to the study of the 

physics of the F region of the ionosphere. 
*. . 

Rishbeth and Barron (l960), Nisbet (19631, Tornatore (1964) andothers 

have shown that the electron density in the region of the peak is proportional 

to the m t i ~  of the production coefficient to the recombination coefficient of 

the ions, and that the height of the maximum electron density is related tb 

the ratio of the diffusion coefficient to the recombination coefficient of the 

ions &der equilibrium conditions. Tfie curvature of the profile in the regioh 

of &e peak was shown ky Dmgey (1956), Stubbe (1964) and others to be re- 

lated to  the temperature of the neutral atmosphere. . 

The'oldest and most widely used method for measuring the distribu- 

tion of electrons in the ionosphere is by means of an ionosonde. While the 

ionospheric electron distribution can now be measured by other methods ,such 

as direct rocket and satellite probes, rocket propagation methods, and incohe- 

rent scatter soundings, these methods can only be used at isolated times or 

locations, and they are relatively new,thus data from them is not presently 

available for an entire solar cycle. Ionosonde records are available from 

locations all over the world fo r  several solar cycles and are thus of conside- 

3 

rable interest. This paper is concerned only with ionosonde measurements. 
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Ionosonde measurements consigt of ground -based vertical incidence 

soundinis made by transmitting vertically upwards pulses of radio waves 

whose carrier frequency is slowly varied, and recording the time delay 

of the pulses returned from the ionosphere as a function of the logarithm 

Of the carr ier  frequency. "he time delay is recorded as a "virtual height", 

which is the height from which the pulses would have been reflected if they 

had traveled at the free space velocity for the same time interval. This 

record of virtual height V e r S U 8  the logarithm of the car r ie r  frequency, 

known as an ianogram , 

When ionograms are sampled to provide input data for a true height - 
electron density reduction program, e r r o r s  are introduced dependent on the 

accuracy of the samples, the number of samples, the distribution of the 

samples, and the general quality of the ionograms , These e r ro r s ,  intro- 

duced in the sampled values, a r e  transformed by the reduction program 

to give e r r o r s  in the estimate of the &ape of the true height-electron 

density profile. It i s  of interest to study how these e r r o r s  in the ionogram 

are related to e r rors  in the prdfile for the case neglecting the effects of 

the magnetic field. Even though the magnetic field causes great changes 

in  an ionogram,as compared to 8n ionogram from the same electron 

distribution with no magnetic field, the mapping of the ordinary and extra- 

ordinary rays with a magnetic field is similar to the mapping of the rays 

with no magnetic field. Since the e r ro re  in virtual height are transformed 

llrto er ror8  in true height in a similar manner in either case, the case 

1 

t 



where the magnetic €ield is neglected is studied, fo r  the expressions in this 

case are analytic and simpBCr to use. 

Past efforts to reduce these e r r o r s  have consisted mainly of ih- . - 

creases in the number of samples taken, usually along equal frequency incre- 

ments; and in the refinement of the reduction technique. Kelso (1952), Budden 

(1955), Jackson (1956), Thomas (1959), Titheridge (1961), Doupnik (1963), 

Brown (1964) and Doupnik and Schmezlina (1965) give some excellent examples 

of the refinements of the reduction technique. Some work has also been dohe 

to improve the quality of the ionograms (Barry and Fenwick, 1965). Little, 

however, has been done to find an optimum distribution of the sample points 

at the region of the peak. 

In present practice, ioaograms are  usually plotted on a logarithmic 

frequency scale, and since the frequency at which reflection occurs is propor- 

tional to the square root of the electron density at the height of reflection, 

the top 20% of the truq height -electron density profile corresponds to only 

the top 5% of the ionobam.  This distortion of the scale occurs in a very 

important region of the ionogram-the region where the virtual height is 

changing most rapidly and where the e r r o r s  are greatest. Figure 1. illus- 

trates this distortion. The t h e e  psints on the true height profile correspond 

respectively to the three points on &e ionogram. 

1 

In the lower regions of an ionogram, the slope of the virtual height 

profile is increasing at a nearly constant rate. It is shown in Appendix A, 

that under these conditions it is sufficient to sample the ionogram at equal 
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frequency intemals . 
In the region of the peak, however, the virtual height and all its 

derivatives rapiqy approach infinity, It is thus a m r e a t  t$at the consid- 

ations affecting the choice of sampling pobts  when reducing ionoaams 

to electron density profiles are very different in  this region from those 

relevant to the'lower regions of the ionogram, The main topic of this paper 

is the study of the effect of the choice of sampling points upon the e r r o r s  

produced in the reduction of ionograrns, with ~e object of minimizing 

these e r r o r s  by a judicious choice of sampling frequencies. 

B. Sources of Er ror  

The pulses sent out by an ionosonde have a duration of the order of 

50 microseconds, corresponding to a virtual height resolution of about 

15 kilometers. The pulse width will be increased slightly by the narrow 

bandwith of the receivers and the average height of the interval wi l l  be 

modulated by small random fluctuations of recorder gating time irreg- 

ulariWs in the resolution of the film on which the ionograms are  recorded, 

the noise at the receiver input, and irregularities in the ionosphere close 

to the peak. Thus, the ionogram will consist of a virtual height "band" 

modulated by !'&iae". 
,- 

When an ionogram is sampled and one value of virtual height is 

chosen from this noisy band, er-e result which are generally independent 

of sampling frequency. 
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When the pulses used in obtaining ionograms a re  represented by a 

Fourier integral, it is found that they contain a spectrum of different 

frequency components in  the vicinity of the car r ie r  frequency. Since 

the slope of the virtual height profile is high Fn the r edon  of the peak, 

the lower frequency components of the pulse will be reflected from a 

substantially lower virtual height than the higher frequency components. 

Rydbeck (1942) shows that the pulse shape is modified to that of its own 

Fresnel diffraction pattern, and the pulse is dispezsed over a larger 

virtual height intern81 than would k v e  been otherwise expected. Budden 

(1961) h a s  Shown that attenuation in the atmosphere is proportional 

to the difference between the virtual b i g h t  and the phase height. The 

phase height at a given frequency is the mean value of virtual height 

up to that frequency, and the virtual height is an increasing function which 

rapidly approaches infinity at the region of the peak. Thus, the absorption 

a160 approaches infinity in the region of the peak. 

This combination of absorption and dispersion usually causes some 

of the upper portion of the ionogram to be lost. Estimates of the peak 

of the ionogram must then be made from information derived entirely from 

the lower regions. It  is of interest to determine what type and what 

magnitude e r rors  result when this occurs, and bow such e r r o r s  a re  to 

be minimized. 
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11. RELATION BETWEEN ERRORS IN VIRTUAL 

HEIGHT AND TRUE HEIGHT 

In the case of a monotonic electron density versus height profile, for 

the simple case neglecting the effects of the magnetic field, the relation 

between the true and virtual heights is given, according to Appleton (1930) 

and de Groot (1930), by the transform pair, in normalized coprdinates: 

f 

(2.1 ) 
d H  1"" J F2 - F N  2 

H (F) = F 

0 

U 

2 N - F N  

+/ FAN - F4 

N = H where F = F HR 

The terms are defined in Appendix E. 
I f 

If +I is assumed to be in e r r o r  such that H ' = X + YH (ZF) 
( 2 . 5  ) 

E 

where X represents an e r r o r  in the zero height marker, Y represents an 

e r r o r  in vertical scaling and 2 repreaents an error in horizontal scaling, 

and X, Y, 2 a re  independent of F; then we find the corresponding value of 

H from equation ( 2.2 1 
e 
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H = - J  2 F N  X + YH1(XF) d F  

2 
E 7r 

0 J F i  - F 

= -  2 p  X d F  +"s F N  YH1(XF)dF ( 2 . 7 )  
ff 

0 J 2 ' - F  2 J F 2  - F 2  
T I  

FN N 

Solving the first integral of equation ( 1.7  ) and multiplying the 

numerator and denominator of the second integral by Z yields: 

E 
H = x  t 2 - 

7r 
Y i 0 FN 

H1(ZF) d (ZF)  

'Z2F; - Z  2 2  F 

Except for  the dummy variable and the limits , the integral in 

( 1 . 8 )  is seen to be the same as In ( 1 . 2  ); therefore 

( 2 . 9  1 
2 H = X t Y H ( Z N )  

E E 

Thus comparing ( 2 .5  ) to ( 2 . 9  ) i t  seems apparent that an 

e r r o r  in the zero height marker and vertical scale of an ionogram trans-  

form into identical e r r o r s  in the true height profile. An e r r o r  in 

horizontal scaling changes to an identical e r r o r  in the scaling of F = N l/2 . 
Since these e r ro r s  transform linearly from one profile to the other, 

in order to minirqize the e r r o r s  in the electron density profile it is 

sufficient to minimize the e r r o r s  in the ionogram Samples, provided the 



. 
9. 

reduction program is perfect . 
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111. APPLICATION OF SAMPLING THEORY 

TO THE MINIMIZATION OF ERRORS 

A. General Theory 

In order to reduce the e r ro r s  appearing in the electron density - 

height profile, it is necessary to reduce them at the source ... There are but 

two sources of error -the e r ro r s  may be introduced by the ionogram reduc- 

tion program, o r  they may be found on the sampled values taken from the 

ionogram for the reduction program, Much work has been done recently by 

Titheridge (1961), Doupnik (1963), Brown (1964), Grebowsky (1965) and many 

others, to improve the ionogram reduction techniques to the point where the 

e r r o r s  due to reduction a r e  very small. For the purpose of t h i s  paper the 

reduction technique is assumed to be perfect so that all e r ro r s  are assumed 

to come from errors  in the ionogram samples. 

Present reduction techniques, such as those of Thomas (1959), 

Titheridge (1961) and Doupnik (1963) do not use the full ionogram curve, but 

break the curve up into M sample points. These M points are then reduced, 

either one by one o r  in groups, to give points in the true height profile, which 

are then joined together by some assumed relation between these points. The 

shape of the electron density profile, and of the ionogram, is therefore 

assumed to be completely determined by a curve which contains only n inde- 

pendent parameters, where the value of n depends on the reduction technique, 

but is never more than M .  Let the virtual height on an ionogram be express- 

ible by a function H (F), where H (F) is a curve with n independent para- 
1 1 
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1 

n-mers. This curve has the value H i  at frequency F . When 

is sampled at  the frequency Fi, 811 er ror  is introduced and the sampled 

value fe @en by 

ionogram i 

1 * 

H ti = H i t €  i 

where e. is *e e r r o r  introduced at frequency F . 
1 i 

I 

me lonogram reduction technique takes M of these H where 
ri 

* 
b = I, 2, 3, 4 . . . . . .M, and fits them into a curve H , whicb is derived 

ftom H'fF) by adjusting the hi parameters of H'(F).  This adjusthent may be 
E: 

tb ' 1 1. 
gepreeqted by multiplying the k"' parameter of Y (F), &y ( 1 + % **ere 

k = a,  2, 3, 4 - . - ~ , . I I  

IS a least square error curve fitting technique is ueed, the % are 

adjueted t .~ .  miaimize the function. 

M I -  2 

6E 

resulting simultaneous equations in ak , ci and Fi to give the values for 

t he$ssa func t ionof  e. andF i  i = 1, 2,  3, 4 ...... M. 

This is done by settina - = Q fox & 5, @ solving the n 
:? ' ak . _  

1 
1 

Tfne % represent the deviation of H from the actual ionogram, 
E 

I " .  
H (P); thurp they can be repregented a s  e r ro r  terms, giving the e r ro r s  

in the n papametere of H (F). For H 

be made shall. 

1 * 1 

to be cloere to H (F), all the % must 
f 
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This may be done by choosing the sampling frequencies so that the 

2 
will be minimized. 

( 3 . 3 )  for all ax and for  all Fi - 8ak 
- r O  'k 8F1 Therefore, 

This unfortunately gives n x h4 equations in M unknowns. Clearly 

all these equations do not in general have a simultaneous solution, therefore, 

all &k can not be minimized by the sa= set of sampling frequencies. In 

general, only one of the a ' 8  can be minimized in this way. k 

Since all ?e ak C a n  not be minimized simultaneously, a function 

must be chosen to relet0 the according to their importance. This function $r 
muat be such that a@ a11 a approach zero, the function approaches zero.  One k 
such function may be 

M 
2 pczI ' 1 'k ak ( 3.4) 

Where the Ck weight the ak2 according to their i m p o r t ~ c e  ip the 

fifial electron denstty profile. The fuction I D  ($' !nay be minimized by 

setting. 

and solvipg the gasultlng M equations for the Fi . 
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C .  Eliminating the e i 

The ak, and therefore the F a re  functions of e . Since the ei i’  i 

are unknown e r r o r  values, the’ solutions for the F. will contain unknown 
1 

values and thus F. can not be found directly. 
1 

The ei can, however, be represented statistically by their 

2 variances D . ( E . ) ,  which may be given as 
1 

2 2 2  
D (ei) = Gi aE 

2 xhecre represents the general estimated variance of the e r ro r  terms,  
E 

2 and G2 gives the frequency dependence of a ( e . ) ,  as determined by an exam- 
i 1 

ination of the sources of e r r o r ,  

2 With the new representation for ei, a is replaced by u (a ), k k 

the variance in a which has  the form k’ 

2 A function P( u a ) may be formed corresponding to the P(a ) of k k 

2 equation (3 .4) .  Then if 
( u  “k) 

6 Fi = o  3 . 8  1 

2 is solved for the F the ,F. are found to be independent of o i’ 1 E 
and, since 

2 a . is a known function of F 
1 i’ 1 

t he  F. may be determined exactly. 

D .  Linear Function Case 

The minimization problem can be simplified, if it is possible to 
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as a h e a r  function 1 
(F) 

represent the difference between H1 and H 
E 

n 
1 1 .il 

= L b . B  
(F) J J  

- HA 
€ 

HA ( 3 . 9 )  
j = 1  

where b. is some function of a such that as b. approaches zero,  a k  

approaches zero also. 
J k J 

Equation ( 3.2 ) can then be written as 

Since E 'is to be minimized by adjusting the b 
j 

This is a system of n simultaneous linear equations which has 

solutions of the form 

Here the denominator is independent of E and is common to all i 

b therefore all the b can be decreased simultaneously by maximizing 

i '  
D ( F i )  , if the N do not change much with the F 

J 

I 1 

j 

Under these conditions the minima of b .  lie somewhere near the 

maximum of D (F i )J  and the solution to the equation 6D ( F i  ) = 
6 Fi 

( S . i 3  j 
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gives the sampling frequencies. 

3. Conclusions 

A general metbbd of approach for minimizing the errors in an 

ionokam was outlinecl, since it is not practical to study all possible 

variations of h o g r a m  sampling schemes in detail. It is of interest to apply .- 

this method of approach to a particular type of profile in order to study the : 

means for' minimizing the errors appearing in that profile. m he profile 

which is studied here fa a monotonically increaaing function expressible 

by Olree prameters . 



In some regions bf the ionogram, such as the k e g M  Urhllch cotter 

sponds to the peak of the electron density profile, the iono@ramS may be 

represented by a monotonically increasing function which can be complete$y 

specifled by thtee parameter$. In such a reglon the virtual height may be 

written as 

where S ie a €motion which goes monotonically from zero to Winlbp as t 

p e e  from zero to fc .  The three variable parameters are h , t and fc . m 
The value of the virtual height read from the ionograw by the 

experimenter: Nl l  be in error, and can be elrpressed as 

.h  = h. t ( 4 . 2 )  

where the error E i s  expressed as a fraction of h + q e  read values, m 
I 

h are flmd by a dsstul heigbt curve in which the three parameters r 

hava m4 varied 
( 4 . 3  ) 

Here a, p and y represent the fractioql changes in b t and fi m’ 
renpectively . 
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Equations ( 4 . 1  ) , ( 4 . 2  ) and ( 4 . 3  ) c a n  be normalized to: 

( 4 . 4  ) 

( 4 . 5  ) 

A square difference function corresponding to equation ( 3.2 ) can 

be formed 

' ) 2  
E = - 7 ( H  Ei - H -  r i  

i = l  

S-&stitutizg! 4 , 4  ) ?  ( 4 . 5  )and ( 4 . 6 )  in ( 3 . 2  ) gives 

This equq,tian may be simplified by substituting 

into the equation. 

is aseymed tq be indepeqdent gf y .  This is tru@ to a f k e t  order Ai 

apprqximation if y 4s vary small, s 4 c e  



d Si 

i Y -0 Ai 1 d F  = T F.2 - Lirn ( 4 . 1 0  ) 

which is independent of y. 

Substituting ( 4 . 8  ) and ( 4 . 9  ) i n  ( 4.7 ) 
M 2 

E = [ ( a -  p r ) + ( p + r + P r ) q +  Y ( 1  + Y ) ( l + 8 ) A i - 4  

i =l 
( 4 . 1 1  ) 

This can be Warized by substituting 

These meet the criterion mentioned in Chapter 111, that as 7, h and p 

approach %em; a, /I and y must approach zero also. Equgtion ( 4.11) 

then becomes 

(4.13 ) 
i E = [ q + h R .  1 + pAi  - E 

i=1  

The least square diffemnce formulation requires that E be 

minimized. Then 

These are three 

,QE - = o  ( 4 . 1 4  ) 6 E  
6 h  6 P  

- 

simultaneous equations: 

( 4 . 1 5  ) 
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which becomes 

M 

M 

which becqps B 

These, eqMations ( 4.16 ), ( 4.18 ) and ( 4.20 ) axe linear equations in 

, h q d  f l ,  and their solutions are therefore of the form: 

where 

three egror terms can be decreased by increaeing D . 

denominator is common to all three error terms, Therefore, all 
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2 D is the delenpinant of the cwfficients ofthe error tetms; siffaej 

the solutions ( 4.28 ) actuaUy are of the form: 

W D  
m L  

D2 
q ( 4 , 2 2  ) 

Then 

( 4 . 2 3  ) 

It is shown in Appendix C that this equation reduces to: 

2 

2 I M d  2 

wherei # k { e ( 4 . 2 4  ) 

Equation ( 4.24 ) may be further reduced to give : 



8 

2 1, 

i = 3  k = 2  e = l  

2 

( Ri - Rk) ] 
where i > k > e 

Comparing equatiohs ( 4 4  ) and ( 4 8  ) gives the relation 

1 1 

Substitutlng this in ( 4.25 yields 

( 4 . 2 5  ) 

( 4 . 2 6  ) 

M &I-1 M-2 2 

D2 = 1 1 1 [ ('i - %r )("k- "e) -(Ak- Ae>(H'i-H;)]f 
k = 3 . i = 2  e = l  

( 4 . 2 7  ) 

This is the equation which is to be maximized by adjusting the F , 
i 

If the numerators of equation ( 4 .a ) can be shown to remain nearly constant 

a s  the sampling frequencies are varied, then, the e r r o r  functions q , A and fi  

will have a minimum very close to the place where D has a maximum, and the 
2 

above values of F axe the optimum sampling frequencies. i 

The behavior of the functions in this section a re  hard to visualize in 

the general case.  In order to see if the numerators remain approximatyly 

constant and how the optimum sampling frequencies depend on H and A, some 
1 
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elementary cases were studied. 

B .  Three Point Case, the Numerators 

The simplest solution to the sampling problem occurs in the degenerate 
t 

case where there a r e  only three sample points. The fuhction H in this case 

goes through all three of these points, and the square difference function has a 

E 

minimum value of zero ,  

For the theory of section IV A .  to be applicable, the numerators of 

equation ( 4.21  ) must remain nearly constant a s  the frequency of the center 

point is varied. These numerators can be found by solving equations ( 4.16), 

( 4.18 ), ( 4.20 ); for the three point case they are: 

(4.28 ) 

( 4 . 2 9  

( 4 . 3 0  ) 

These are functions of E and since ei are unknowns, can hot be i 

calculated directly. The E. can ,  howevex, be given in terms of their variances 

0. el, &ce u 

1 

2 
represents the probable range of E . .  T&Z, aditlfig eie vari; 

E i  1 
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. --2 ances by the laws of statistics, and denoting the variance of N as N 
rl 77 

the equations become 

, 

2 2 2 

%-2 rl = [ (A3-A2) t (A3 - A l )  + (A2-.,)- ] 
( 4 . 3 1  ) 

2 2 .  2 

= [ (H'3 d .H12)  +(H'3-AH'1) t ( H ' 2 -  H'l  ) ]  cr2 E 

- -2 N 
cr 

( 4 . 3 2  ) 

( 4 . 3 3  ) 

if the e r r o r  i.a assumed to be independent of frequency. 

To we how the variances of the numerators vary with F equation 2' 

( 4.31  ) is examined a$ a typical case.  Equation ( 4.31 ) is minimum when: 

= o  ( 4 . 3 4  ) 6 G2x a (2A, - A 3  - A 1 )  - 6A2 

F2 
1 !2 

F% 

L is not zero, since A is a monotonically increasing function 

or F. Then the first term on the right hand side must be aero, and the value 

of A at minimum is : 2 
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I 

(4 .36 )  

Substituting this into equation ( 4 .31  ) gives 

3 
A min 2 

- 2  N - - - ( A3 - A1 )"2, 
- 2  The maximum value of N occurs at  the endpoints, where F = F or  A 2 1  

F 2 =  F3, and where 

( 4 . 3 7  ) - 2  N = 2 ( A 3 - A 1 )  u E  2 
A max 

F 2 =  F3, and where 

- 2  N = 2 ( A 3 - A 1 )  u E  2 
A max ( 4 . 3 7  ) 

- 2  The ratio of the minimum to the maximum values of N A  is only three to 

four, thus the numerator of A remains nearly constant, and A has a minimum 

very close to where D 2 has a maximum. 

- 2  Since the equations for N and i2 are identical except for  the 
A H 

- 2  
c1 

variable, N is also expected to remain nearly constant as F 2 is varied. 

In the same manner N2 can also be shown to vary only slightly with F 2 '  77 
Thus all the numerators remain nearly constant a s  the center frequency 

is varied between F1 and F * and in order to minimize the error terms 3 '  

it is sufficient to maximize the denominator of these terms. 

C . Three Point Case, the Denominator 

The denominator of the e r r o r  terms for the three point case is : 

D2 = K * , - A l ~ & - ~ ; ) - (  A~ - A 2  )(H!2 - H: ,1' 
( 4 . 3 8  ) 

which can also be written as 
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( 4 . 3 9  ) 
I 

h and H are both monotonic functions of F, and it is assumed 

that A does not equal H , and that F3> F2 2 F1.  DL is a function of 

( Hg - H1 ) and ( A3 - A1 ) , both of which increase monotonically N t h  

( Fg - F1 ) ; thereboie the larger  ( Fg - F1 ) becomes, the larger will 

3 be D2. Therefore, in order to decrease the size of the e r r o r  terms,  F 

should be as large, and F1 as  small as is practical. 

Equation ( 4 . 3 8  ) shows that D2 = 0  hen F = F. and when 2 1 
2 F2 = F3. As F2 goes from F1 to F D must either remain zero 

throughout the interval o r  have at least one maximum in the interval. 

D is zerQ throughout the interval only in the trivial case where H = 0 

3 '  

2 1 

or A = 0 . In the general case there 

some valw of F2. This maximum is 

- 6D2 = 2~ ( H ~ - H ~ ) ~ ~  ' 6A2 

6F2 

2 must then be a maximum of D for 

given by the relation: 

I 

)6% = 0 ( 4 . 4 0 )  - ( A 3 - A  1 6F2 

'2 
$~ the non-trivial case, in order to maximize D , F2 must satisfy the 

relation: 

( 4 . 4 1  ) 

This is recognized a6 the W e l l  known law of the mean of calculus when it 

is written as: 
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Thevalue of F found as the solution to this equatiQp is the optimum value 

for ihe center sarnpung frequency. 

2 

The equations which have been developed determine: the optimum 

values €or the sampling frequencies in the case where there are  only three 

samples taken. If the sampling is done on these f r e w n c t e s ,  the er rore  

introduced into final electron density profile in the region of the peak 

SviH be filinimized. 

D, Solutions for M > 3 

The first non-degenerate solution occurs when there a re  four 

trample points - when M = 4 .  Since there a re  more sample points than 

variable parameters in the matching curve, the curve does not generally 

go throU@ all of the sample points and a true "leaet square er ror"  situation 

ie established. 

The denominator of the e r r o r  terms is shown in equation (4.26 ), 

and in the four point case is given by: 

( 4 . 4 3  ) 



This equation has four terms of the type found in the three sample point case.  

In general, if there a re  M sample points and the H curve has n independent 

variable parameters, the equation for D has 

I 

2 

M :  
n !  ( M - n ) ' .  (4.44 ) 

such te rms .  

For the three parameter curve n = 3, and this function has the 

progressive values of 1 ,  4, 10, 20, 35, 56, 84, and 120 as M goes from 3 

to 10. The solutions for the optimum sampling frequencies become increas- 

ingly difficult to find as the number of sampling points is increased. 

The denominator of the e r r o r  terms for the four point case is 

maximized in the same way as it was for the three point case.  Using the 

same argument that was used for the three point case,  it can be shown that 

F should be made as large, and F as small, as is practical. The optimum 4 1 

values of F and F a re  found by setting 2 3 

(4.45 ) 

2 To simplify the notation somewhat, the terms of D in equation 

2 2 
i '  1 

( 4.43 ) a re  written as the sum of J' mere J.' indicates the term which 

is independent of F . Equation ( 4.43 ) may then be written as : i 

2 2 2 2 
D2 = J4 + J3 + J, + J, (4.46 ) 



Then equations ( 4.43 ) become: 

These are w9 eimultanequs equtlona which are soluble for F2 suld F3.  The 

three solutiqne to them pquations are: 

independent center erarnpling point,-dorresponds in each case to 

the centeF sampling point for the three sample solutiops, and it can therefore 

be found by Use of equation ( 4.42 ) . 

The Value of the depominator of the error terms is the same for all 

three solutions, @and to find which of the three solutinqg gives; thq smaiiest 
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values for the e r ro r  terms TJ, 

be examined. 

A and p ;  the numerators of these terms must 

The numeratore of the error terms,  under the conditions given in 

( 4 -4 '9  ,-- *become the same as the numerators for the three p i n t  case, 

except the e r r o r  for the double point is given as 9 . If the e r ro r s  are 

independent of frequency, the variance of the e r r o r  for the double point is 

halved. An examination of equations ( 4.31 ), ( 4 . 3 2  ), and ( 4 . 3 3  ) shows 

that the numerators will be the smallest if the term to be halved is the middle 

term of each equation, $ince the middle term is the largest in each case .  

The ratio of the maximum of the numerator to the minimum then becomea 

3 to 2 .  

The middle term corresponds to the center sampling point, thus the 

condition for  the optimum sampling point distribution corresponds to having 

Fq 88 h g e  and F1 as small as practical, and having F = F3 be the same 

frequency as the center frequency of the thfee point case.  

2 

If there are more than four sampling points, the equations corres-  

ponding to equations ( 4.46 ), ( 4.47 ) and ( 4.48 ) will still have solutions 

of the form of equation ( ,4.89 ). Thus ,  fqr any number of sample points, the 

optimum distribution of these! points is for them to coincide with the three 

optimum sampling frequencies found for  the three point ca se .  

It is not useful to take several samples at the same frequency 

unless all theae samples a r e  independent. One ionogram will not yield two 

independent samples at the sampling frequency, thus nothing will be gained 
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by sarnpfhg twice at this frequency. This difficulty can be overcome by 

taking both samflles llear the optimum frequency, one on either side, but 

keeping these samples f a r  enough apart for them to be independent of one 

another. In the limit where there a re  many sample points, clusters of samples 

can be taken arouhd each optimum sampling frequency keeping the samples far 

enough apart that the er ror8  of each are  independent of the e r ro r s  of all the 

others. 
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V. MODEL STUDIES OF THE PEAK REGION 

A .  Model of the Peak Region 

In order to illustrate the techniques of Chapter IV, a simple model 

is adopted to represent the electron density profile at  the region of the peak. 

Since the purpose of the model is to merely illustrate the techniques, the 

model must necessarily be, kept aimple . Qn the other hand, the model must 

have all of the characteristics of the profile that it represents, otherwise 

the results obtained from the model studies a re  meaningless. A good model 

of the electron density. profile at the region of the peak can be derived by 

forming a Taylor series approximation of the curve at the peak. 

3 3  
+ ... (1 -H)  d H 

2 dN2 dNa 
- -  (1-HT , d2H N = 1 - (1-H)- d H  t dN 

= 0 .  In the region close to the peak AH = (1 - H) is d H  At the peak d N  

small ,  thus all terms in (1-H) can be neglected for  n greater than two. xl 

This leaves the approximation 

( 5 . 2  ) 
(l-Hq d 2 H  

d N2 2 N . I  1 +  

. The 2 is, for simplicity, written as - - The term - dA H 
4 T2 

approximation for N then becomes 
2 
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which is the equation for a parabola. The electron density versus height pro - 

file can therefore be represented by a parabola at the region sufficiently close 

to the peak. 

The virtual height profile, if the magnetic field is neglected, is 

found by substituting equation ( 5.3  ) into equations ( 2.1 ) and ( 2 . 3  ), 

giving 

Substituting 

1 - H  2 v = -  , = 1 - F  a n d V R =  @ 
T 

into equation ( 5 .4  ) yields 

1 
which gives 

I 

H (F) = 1 - T f FT arc tpnh F 

( 5 . 5  1 

(5.6 ) 

This equation corresponde to equation ( 4 . 4  ) of chapter V . when 
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Then R of equation ( 4 . 7  ) becomes 

R = T F arc tanh F 

B.- Calculation qf A 

The quantity A is important because it appears in the final equations 

giving the value of the optimum sampling frequencies. 

A is defined by equation ( 4 . 8  ) and ( 5 . 7  ) as 
t 

- c 
I 

A E -  TF 1 S (1 +ye) F - S(F) 
Y 

Making the substitution 

8 E arc tanh F 
(5.10 ) 

9 + A@ Z akctanh(Ff  yP) 

in equatisn ( 5 . 9  ) yields 

A ( 3  (5.11 ) TF 
Y 

A E .  

From equation ( 5 . 1 0  ) 

F = tanhe  
f /  

F + tanh A 8 
l + - Z t a n h A ' e  F + y F  = 



Solving this yields: 

Y F  
2 

tanh A 0 = 
1- ( 1 t Y ) F  

( 5 . 1 2  ) 

This is expanded in a Taylor series about A 8 = 0 to give 

3 
f . . .  . . .  A 8  

3 
tanh A 8 = A 8  - 

( 5 . 1 3  ) 

If y is small, A 8  must be small and tanh A 8 equals approx- 

imately A @  . Then 

2 
yF - - Y F  

1 - F 2 ’  
A 0  = 

2 1 - (1 + y )  F2: 1 - F  

(5.14 ) 

2 and if y i s  much smaller than (1 - F ), 

T F2 

1 - F  2 
A S  (5.15 ) 

This result agrees with equation ( 4 . 9  ) . The optimum dis t r i -  

bution of the sampling frequencies can now be calculated. 

C . Optimum Sampling Frequencies 

The optimum sampling frequencies can be calculated by substi- 

tuting 

(5.16 ) 
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into equation ( 4.40 ) or  ( 4.41 ) to give 

This may be written a s  

(1 - F:) [ 1 + - 

( 5 . 1 7  ) 

(5 .18  ) 

and can be solved for F by use of an iterative technique. 2 '  

D .  The Three Point Case 

In order to get numerical results it is necessary to examine the 

factors controlling the choice of sampling points. In general, F1 should be 

as small and F as large as possible. The parabolic approximation for the 
2 

region of the peak of the electron density profile is valid only near the peak, 

say for N greater than ,81. The corresponding region on the ionogram is 

the region where F is greater than .90.  On the other end of the scale, some 

of the top of the ionogram is usually lost due to dispersion and absorption of 

the ionosonde signal; say the ionogram above F = .98 is lost. Under these 

conditions F = .90 .and F3 = . 98 .  1 
-2 -2 -2 2 

. The values for the quantities N , NA , Np , andD canthenbe  
rl 

calculated for various values of F2 by use of equations ( 4.29  ) , ( 4.30 ), 

( 4.31 ) and ( 4.37 ).. .Figure 2 shows.the variation of those quantities with 

F when'T F 1. The numerators of the e r ro r  terms are seen to vary only by 2 



36. 

2000 

1000 

600 

200 

100 

50 

20 

IO 

5 

2 

I 

I I I I I I I 

-2  

N7) 

NX 

- 
- 0  

.90 -91 .92 .93 .94 .95 .96 97 .90 FI 

2 2  
loo WITH F2 WHEN VARIATION OF 3 ,AX,Np, AND 02 

FIGURE 2 



3 7 .  

the ratio 4 : 3 from maximum to minimum. The value of - loo , however, 

has a minimum at F = .96 and approaches infinity as F approaches F o r  

Fg . Since these curves are plotted on a logarithmic scale, the variance of 

D2 

2 2 4 1 

an e r r o r  term can be found by adding the curve of - loo to the curve of the 

corresponding numerator. 
D2 

The same quantities a re  shah again . on figure 3 ,  except that the 

top of the ionogram is assumed to be at F = .99. The numerators are 
3 
1 ' 1000 again nearly constant. The minimum of - (plotted here as -- 

shaxpr thm it vas when F, was .98. The optimum value of F = .974, 

1 is 
D2 D2 

3 2 

when F1 = .90 and F3 = .99. 

The curves shown on figure 2 and figure 3 give the variances of the 

modified e r r o r  terms q , A and 1.1. The variances of the e r r o r s  in the three 

pwameters of the virtual height curve are found by use of equations ( 4 .13  ), 

( 4.28 ), ( 4 .29  ), ( 4 . 3 0  ) and ( 4 * 38 ), to give the approximate relations: 

CY s q  + T ( A - p )  

Y S P  ( 5 . 1 9  ) 

P - P  

h max = ( l + c r )  h m a x  

n max = ( l + y )  n e m a  

E 
2 

E 

t = ( 1 + @ ) t  
E 

( 5.20 ) 
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The statistical e r ro r s  in h max, n max and t can be found by con- 

verting c y ,  y.  and p into vqriances , 

Figure 4 shows how the e r r o r s  in the ionogram depend on F when 
2 '  

F3 = .99. In this figure these e r ro r s  a re  expressed directly in terms of the 

ratio of the variances of the e r ro r s  in the three parameters of the ionogram 

to the variance of the e r r o r s  in the ionogram samples, 

The notation of figure 4 is found from eqtlation ( S,20 ) to be 

2 .  2 2 2 2 = a  - 0  = 1 / 4 a  (5.21 T P OH a '  N Y 
= f J ,  

2 
U 

A comparison between figure 3 and figure 4 clearly shows that the 

dominant factor in determining the optimum sampling frequencies is the de - 

nominator of the e r ro r  t e rms ,  The minima of,the e r r o r s  of the three para-  

is meters do not coincide exactly, but if the sampling is done where - 

minimum the deviation of the e r r o r s  of the parameters from minimum is 

1 

D2 

negligzble 

E .  Loss of the Peak 

If the peak of the ionogram is lost so that the position of the peak 

must be estimated from data which is taken at the lower regions, the e r r o r s  

in the parameters of the peak region are expected to increase. Figure 5 shows 

the e r r o r s  produced in the ionogram when the peak is lost. The lower sampling 

point is kept constant, since below that point the approximations which were 

made for the peak region are not expected to be valid. The center sampling 
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point wae in each case taken &t its optimum frequency. The graph clearly 

chows that the errors increase rapidly as the pak is last - a0 F is forced 3 

to decrease. This %tresses the fact that ttie top sample pint must be as ba 
88 possible if a good estimate of the parametem of the peak reen i s  to be 

made. 
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 VI:^. ' C~NCLUSIONS 

It W a s  found that the e r rors  in virtual height on an ionogram 

trlvehrh quite linearly into e r ro r s  in the true height profile. Therehre ,  

Qf tord  In &e zero height ma er and e r r o r s  in the vertical scale on an'ionom 

i'" pa& dm transformed ink0 identical e r r o r s  in  true heights derived from this 

' hhbgkarn. 

The distribution of sample points was found to be very i m p r t a n t  in 

'the minimization of ionogram errors in the region of the peak. The common 

,' method of sampling at equal fieqiiexcy intervals produced results which were 

far from optimum. Figure 6 shows the e r r o r s  produced in a typical ionogram 

b ~ +  €our sampling schemes - sampling at equal frequency intervals, at equal 

distances along &he virtual height curve,  at equal virtual heigbt intervals, and 

at the optimum samplhk'frequencies . In order to make good estimates of the 

+ height of E& maximuni electron density o r  the curvature at the region of the 

peak, it was found necessary to have a high density of sampling points close 

to the critical frequency. 
' . ,  

W e n  ionograms%o not extend to the critical frequency, large e r r o r s  

Can'& introdMed in  the estimates of the height of the maximum electron 

density and the curvature of the true height proffie in the region of that 

maximum. This is particulary important because indications are that this 

oacurs at some stations quite regularly at certain rimes of day. Syste - 

W c  errors can thus be introduced in the estimates of the parameters in tbe 

. * )  

). 
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region of the peak. 

The samples presewed here are extremely simplified. I$ is 

hopad that an extension of this method to. more practical applications will. 

enable a tedudqtle be developed far-* Wusicmm.of a program to calcu- 

late realit&eerrez estimates for the peak parameters into the practical 

t p q  height reduction programs. 
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APPENDIX A. 

SAMPLING A F.WC"ION WITH CONSTANTLY INCREASING SLOPE 

If the slope of the virtual height profile is increasing at a constant 

rate, then 

= 2 c 2  rS2 H' 

6 F2 

Successive integrations of this yieids 

* 

= C1 + 2 C2F b H  
6 F  

I .3 

hrnparing this with equations ( 4.4.  ) and ( 4.10 ) gives 

S(F) = C1 + C2F 

and 

A = C2 F2 

differentiation of this gives 

= 2 C 2 F  6 A  
6 F  
- 
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Equation ( 4.42 ) may be rewritten as 

1 1 1 

*2 

( A . 7  ) 

s&stituting equations .( A.2  ), ( A.3 ), ( A , $  ) and ( A . 6  ) into ( A.7 ) gives 

t 1 3 ,-I 

( ’A.8 ) 

+ 1  c1 C1. + 2C2F2 - - - - 
c2 F2 c2 F2 

mce eqcratfon ( A .  8 equah equation ( A 9’ ) 

2 F 2  = ( F 3  + F1) ( A.10 ) 

Thus, if the slope of the virtual height profile is increasing at a 

, uonstant rate, optimum sampling is done at equal frequency intervals. 
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A P P E N D I X  B. . 

__ . LIST OF SYMBOLS 

th 
ak = e r ro r  in the k parameter of the virtual 

D = denominator of the e r ro r  terms 

E = square diffexence function 

f .= csitical frequency 
C 

F = -  IE normalized frequency 
f . c  

height equation. 

= normalized plasma frequency of ionosphere 

= ! b i g h t  of peak of electron denoity profile 

'N 
h 

h = riaualbight 

normalized true height & = -  

m 
t 

h 
h 

t * 
-?I = - h fionnalizedvjrtual h e i e t  

m h 

= nonnalfied height of reflection -HR 
? t 

H = value of H read from ionogram. r 

H = erroneous value af true height 

H = erroneous value of virtual height 

i 

E 
t 

E 

= subscript denotins the value of a function at a point where F = Fi - 
= total number of @ample points 

= total number of variable parameters in H fF) curve. 
t 

Q 
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n = maximum electron d e n s - ~  

N S S -  normalized electron density. 

m 
- n  

’ *  rn 
th 

.. N = numerator of the j error term 

. j  

= variance of N., 
;t 

J 

= functiog giving the frequ-n 
9 

y depndent part of H . 
1: =I thickness parameter $Fi.ving curvature in the region of the peak. 

ngrnalized thickness parameter. t 

m 
T ? = -  h 

a! lr term @ving the errax in hm 

.f! = term @ring  the error in t 

IE e norrnslized e r r o r  in the ionogram 

21 
(r = variance of E 

E 
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APPENDIX C 

1 

DERIVATION OF EQUATIONS (. 4.24 ) AND ( 4.25 ) 

The determinant of the coefficlents of the error terms is given 

by equation ( 4.23 ) as : I 

i=l i=l i=l , i=l i=l i-1 

* M  
- t " A ; ( f R i ) P  - ! R i ' ( > : A J -  ( 4 . 2 3  ) 

i= 1 .i= 1 k l  

Each of the products of &e bummations can be converted intu 

summations of products by separating each product into its component 

parts. Id i C k # e ,  then 
5 1  

M M M M  

131 i=1 i=l i=l i=l k=l 

M M M  

I 

'M ' M  M M M  

~ A ~ ~ R ~ = ~  i i  
i= 1 i= 1 i=l i=l k=l 

A.'R t 1 A: %2 ( C . 2  ) 



. 

M M M M  1 Ai 2 2  Ri $. 1 Ai 2 Rk (2R. t Rk) 
i*l i=l. is1 i=l k=l 1 

M M  

i=1 k=le=l 

By a procedure similar to the gne used above, the right side of 

equiatiqp 1 4.24 ) is separated to give 
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M M  M 21 ( A i - % )  2 ( R i - R k ) 2 = 4 ( M - 1 ) F A i  2 2  Ri 

i=l k=l 

M M  
i=l 

( C . 7  ) 

i=l k 4  

M M M  M 

i=l k=l e=l 151 

M M M  
r-7 r l  v 

i=l k=l  e=l 

When equations ( C .7  ) and ( C , 8  ) are substituted 

( 4.24 ) and the terms are collected, the result is identic4 to equation ( C,6 ). 

Since equation ( C .6 ) -.was shown to be equal t&{D .in equation ( 4.23 ) 

and to the right side of equation ( 4.24 ) , it then follows that 

2 

M M M  M M  

i=l k=l e=l i=l k=l 

This is equation ( 4.24 ), and the identity between equations 

(4.23 ) and ( 4 . 2 4  ) . is established. 

If the assumption is made that i > k > e,  then equation (4,24 ) 
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can be written as 

M M-1 M-2 

( Ai - Ae ) and ( Ri - Re ) can be yrit ten as 

(gi  - Re) = ( R i  - Rk) t ( Rk - R;) ( C . 1 1  ) 

Subaituting equations ( C.  10 ) and ( C.  11 ) into equation ( C .  9 ), and 

coliecting the terms yields equation ( 4 .25  ) : 

MM-1 M-2 

Tho? identity ktweerl equations ( 4.23 ), ( 4.24 ) and ( 4.25 ) is established. 


