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FOREWORD

This report summarizes work carried out at the Electronic Systems Research
Laboratory of Purdue University in the Communication Sciences area during the
period July 1, 1965 through December 31, 1965. The research reported herein

was supported in full or in part under NASA Grant NsG-553.

C. D. McGillem, Director
Electronic Systems
Research Laboratory
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-1 COMMUNICATION SCIENCES
I. LEARNING SYSTEMS

A. NONSUPERVISION AND PARAMETER-~CONDITIONAL MIXTURES

N66 20094

J. C. Hancock
E. A, Patrick

1. Mixbures and Parameter Conditional Mixture

In the last Semi-Annusl report we defined a parameter-conditional mixture. ‘The
type of the mixture depends upon the a priori knowledge used in its construction. By
gpproaphing nonsupervisory problems through first defining mixtures, we are able to‘define
precisely different nonsupervisory problems and the a priori knowledge they utilize. For
example, the mixture defined in Pt. 4 p. 3 can be used to apply histogram concepts to the
nonsupervisory problem. The mixture defined in Pt. 4 p. 2 corresponds to the "classical”
nonsupervisory problem. The mixture defined in Pt. 5 p. 4 arises when more thén one class
can be active on the same sample.

A mixture results when a vector X can be partitioned W ways, Mo Tpy enrs Mo If, for
example, X = {Xs}g~v+l with a single pattern class active causing each X_, there are W = M
ways the pattern classes could be active to cause X. If, as another example, X = XS with
a singie pattern class active causing Xs’ there are W = M ﬁays the pattern classes could

be active to cause X. Since the partitions are mutually exclusive and exhaustive,
. - :

R(X) = Z P(X| %) B(x_) | (1)

r=1
vhere F(X) is called the mixture c.d.f., F(X |ﬂr) the rth partition-conditional c.d.f., and
P(ﬁr) the rth mixing parameter.
When we speak of a family of gaussian c.d.f.'s or a family of multinomial c.d.f.'s, we
have in mind the nature of the parameters which characterize the family. It is, therefore,
appropriate to define a paremeter-conditional mixture c.d.f. F(X | B) constructed using the

femily [F(X Iﬂr, Br)} of rth partition, parameter-conditional c.d.f.'s. To do this, define

B = BUB,U ..., UBUB, . (2)
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- W .
Buep = PO} (3)
Since (X, ni), (X,ﬁz),..,,(x,uw) are mutually exclusive and exhaustive events,
W
F(x|B) :Z F(X,ﬁr!B)
r=1
W
- Z F(X|x,,B) P(x |B) (%)
r=1

Wow, the rth partition-conditional c.d.f., is characterized by Br’
F(Xlnr,B) z F(Xlﬁr,Br) ) (5)

and since B contains P(nf),

P(x_|B) = B(x_) (6)
Thus, (4) becomes
W
F(X|B) =Z F(x|x,,B,) P(x ) (7)
r=l

If we are given F(X), W, and the family {F(Xinf, Br}’ then when can B be uniquely
found? Or, put another way, given F(X), when does F(X) = F(X|B) have a unique solution
for B? The answer is that B can be uniquely found when the class of parameter-conditional
mixbures is identifiable, sufficient conditions for which are given in Ref. 1.

In the following sections we proceed to relate Eg. 7 to nonsupervisory problems arising

in practice,

2, X = XS with Single Class Active

Let X = Xs with one of M pattern classes possibly active. Then W = M and Eq. (7)

becomes

M
F(xSlB) = ZF(XS!wi, Bi) P, : (8)
r=1
This parameter-conditional mixture, Eq. (8), arises when samples X)s Xpseees X are

parameter=conditionally independent.
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3. v Samples Parameter-Conditionally Dependent

Let X = {X } with a single pattern class active causing each sample Xs’ Then

~pEL
W =M. Equation (7) becomes

M’V’

(XY p18) =) RO 12, lx B ) B(x) (9)
r=1

A mixture of this form arises when meking a decision on sample Xn if Xn9 givennf and Br’
is statistically dependent on the previocus (v-1) samples. The distribution function of

X , conditioned on {X 3R and B, can be expressed as

Yl v+l

M’V

), R [BY,) B(a)
pin) : ;&l (10)

5" -1 v-l V-1
Y R, ml P C
rzl

F(X |B, (X, 1

where nz denotes the rth partition for samples Xndv*lgooogxn, and nz»l denotes the rth

partition for samples X 90003k

n-1"°

Thus, when the v samples are statistically dependent, a priori knowledge must include

n=-v+l

the family {F({X } lB g )} of multidimensional rth partition, parameter-conditional

n=v+l
c.d.f.'s, the dimension of each member increasingas v increases. Furthermore, the number

of terms in this mixbure grows as v increases.

b, X=X = (X }X with Single Pattern Class Active

pd

k

Let X = XS = Xs s XS 9000y XS with class wi active for all v samples, The parameter-

1 2 v
conditional mixture c.d.f. F(XS]B) is
M ,
- vy,
LADESRLCAHPEREX (12)

i=1
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This mixture does not grow with increasing v as did the previous mixture because the
statistically dependent samples are supervised. The a priori knowledge used to construct
this mixture is knowledge of M, the family, and the fact that XS = {XSK}I with one pattern
class active for all samples.

We find in Ref. 1 that this type of mixture arises when applying the histogram concept
to nonsupervisory problems., By taking v samples at the sth observation with pattern class

wi active, the class of mixtures may be identifiable whereas it would not be with only one

sample taken.

5. X = X with Interclass Interference

[

Let X = XS with any number of M classes possibly active causing XS, a situation we
will call interclass interference. The a priori knowledge also includes knowledge of M,
the family, and that a class w, is active on the sth sample with probability Pio Since
a class W, is either active or not for each sample ng there are éM metually exclusive
and exhaustive ways that the sth sample can occur, Thus the parameter-conditional

mixture c.d.f. F(X_ IB) is

2

F{XSIB) :Z F(Xsiﬂr,Br) P(x) (12)

6. Twe Possible Sets of Mixing Parameters

Let X = Xs and a single class w, active for Xso The a priori knowledge includes
knowledge that M = 2, the family is known, and that there are two possible sets of mixing

parameters defined as follows:

1

(lel) = P with probability (1-Q). Since the events P,

exclusive (assume P # %)9 the parameter conditional mixture c.d.f. is

It is known that either P. or (lel) is equal to P; Pl z P with probability Q; and

= P and (17-91) = P are mutually
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P(K,[B) = QLER(X,f0y,B) + (1) )F(X, [ay,B,)] +

(-QLA-P)F(X, [w,B) +PF(X_|o,,B))] (13)

where

B=(q P, B, BZ) Co(as)
Define

Fl(XSIB) = PF(XS[wlBBl) + (1-P)F(xslw2,132)

FZ(XS|B) - (:L-P)F(xslwl,Bl) + PF(XSIwz,BZ)
Equation (14) then simplifies to

F(x[B) = ary (X [B) + (1-Q)F,(x,[B) (15)
As the problem is formulated, § is either 1 or O since only one of the two sets of mixing
parameters is active at a given time. Thus, (15) is a parameter-conditional mixture with
one zero mixing parameter. The sufficient conditions given in Ref. 1 require all mixing
parameters to be greater than zero but less than one. We, therefore, cannot conclude
sufficient conditions for identifiability in this present problem. On the other hand,
the fact that one of the mixing parameters has value P is a priori knowledge, and thus
should not impose greater constraints on the class of resulting parameter-conditional
mixtures for identifiability. This shows the need for a study of identifiability when
a mixture has one or more mixing paramebers of value zero, and corresponds to the

‘nonsupervisory problem with an unknown nuwber of pattern classes M.

T. Gilven a Set of Families

Consider now a situabion where there are R possible families, Fj = {Fj(Xsluh,Bi)],
J = 1,25...,R. This might correspond to a problem where the class-conditional c.d.f. depends
upon some parameter, for example phase, which changes from sample to sample, and takes on R
possible values. Or, it might correspond to a problem where the noise statistics change
from sample to sample, being represented by one of R possible c.d.f.'s. We will now assume

that the samples are classified but that the families are not. That is, let X = XS with W
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known active tausing Xs’ and the jth faﬁily active with probability Qj‘ Then

R
F(x,) =z Q 7 (Xslmi), w; known (16)
J=1
Thus the probability distribution of X s is given by a mixbure c.d.f. even though the
samples are classified. In this case, the’families active in causing the samples are
unclassified,
REFERENCES
1. Patrick, E. A., "Learning Probability Spaces for Classification and Recognition of

Patterns with or without Supervision,"” Ph.D. Thesis, Purdue University, November,

1965.
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B. COGNITIVE SIGNAL PROCESSING

J. C. Hancock o

W. D. Gregg %éé 2@@%9

1. Summery .

This report is a summary of the research on unsupervised signal pattern recognition
under the above title performed since the second semi-annual reportl with the following
progress to date:

(1) A time series anslog of the miltivariate "distance statistic" discussed
previouslyl has been developed for successively testing the (i+l)st vector observation
against the ith vector observetion for statisticel similarity of class parameters. A
computer simulation of a noisy signal pettern format subjected to the "separation test"
demonstrates quite relisble results for signal to noise ratios (defined below) down to
=k, 5db.

(2) An asymptotic form of the Bayes decision boundary as constructed from unsuper-
vised or unclessified vector samples has been developed. The effect of no preclassification
or supervision appears as & bias in the asymptotic error probability; and for signal-to.
noise ratios less than O db, the asymptotic error probebility for the model considered is
on the order of two to four times greater than that of the known ﬁarameter Bayes matched
filter.

2. A Prioii Mode

The a priori mode consists of the separation of the observed vectors into two
classes on the basis of statistical similarity and combination to provide a priori

estimates, 6, _9_20, eo of the class parameters. A time series analog (of Eq. (1}1f)calls for a

=1

linear combination of the elements of Z;s , to be tested against a threshold for

24

similerity or dis-similarity about the mean. Maximization of the distance function with
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respect to g by the Schwartz inequality for probability has

PN ) (@

H $
Max d[ (hi 2y ) @-iﬂéiﬂ >] = Max - (1)
. S EHCY A2(a) |
A H A= H
o] 1
and for the anti-polar case, §5‘= ﬁgz,
By =240 By =% (2)

yielding a minimex decision rule

, }
7‘Ai = (25 234) 20 Hy (3)
<0 H

The hypotheses are: (a) H , that the ith and (i+1)th vector observations are both
from w, or wz, and (b) Hi, that one vector observetion is from wl while the other

one is from w,. For the anti-polar case, (see Fig. 1b, Ref. 1) the corresponding
computer—-simulated sampled noisy signal pattern for a SNR of 3db is illustrated in
Fig. le.* SNR for white noise is defined as ”—9-”2/0’2o For equal class covariances,
the timenslot (vector) semples can differ only in the pulse shapes (mean vectors Ql’
gg)o The & priori estimates of the elements of the vectors, 6,, 6,, as & function of
the number of time slots observed are illustrated in PFigs. la, b, c, and &for one
computer simuletion experiment. The parameter values are extracted from tﬁe noisy
signal pattern (mixture) without any pre-classification or supervision and without any
a priori knowledge of the signal parameters. Various computer simulation experiments
are in progress in order to establish and confirm bounds on dynamic performance.

3. Classification Mode

The development of an asymptotic form of the unsupervised Bayes decision boundary

proceeds as follows. The parametric Bayes formulation of the classification mode

against an a priori distribution P({GT), with parsmeters 6

8100 &2 ’eo provided by an

*Refer to page 12 of this report for part a, b, ¢, d and e of Fig. 1.
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e priori mode, yields the decision rule
(Mzgpy|2) -2 ) 20 (1)
<0 o
where for equal risk

f { ?P(z.mﬂwl, {e1) p(z|{0}) P({e}) ale}

Ri6

Mag,, 12) = "
and H
o 2/ py; {9} = (91;__2,@), 9 = Noise Covarlance Matrix (6)

For the multivariate gaussian case, assuming no pre-classification of Z, the forxﬁai

expressionz for P(_Z_l {61) can be factored into

N
(2l (o)) = v 7(2l 02N T [1 7t 2, 1103 1/mc 1)) (1)
1= .

The bi;polar and off-on signal pattern models can be treated simultaneously by introducing
the a priori information about the populations as
| 8, =k &5 P(le}) = P(Olg,,6,) P(e le,) 8(e, - k) (8)
The substitution of (7) and (8) into the numerator and denominstor of (6), followed by
a factoring end completion of the square with respect to the gi of the exponents in

the integrand and integration, yields for (5) a ratio of a series of Pearson Type VII

terms, e.g.

(o) N N : . X
P(ZN+llmi’Z_) "'(l + Elﬁli> 2 2t (l 4 %1 2 it X;N <1-F(:1+' "+N)Ell%li> 2
i=1,2 (9)

(€)

The elements Q‘iN are quadratic forms composed of combinations of the observed

Vector samples. The decision boundaries for the bi-polar and off-on cases are obtained
N+liz) as kK - -1 and O respectively. A subsequent appliceation of the

law of large numbers to the sequences of observations in each term of (9) has

by teking lim A(z
k
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g
(€)y, -2 ‘(_)ff_i.é
;im C1+ «%) _— C 2 (10)
(&),

where the QiL are quadratic forms with perameters comprising the asymptotic values

(€)

of the sequences of observations in the QiN terms. Thus in

P {i;i-nj Mgl =5, } -1 1)

for the bi-polar case, k = -1, letting KL =Ln A, the asymptotic expression for the

"unsupervised decision boundary" is

By () = [ 2 (p) - pp) 2: ) ]" [5 -2 ] A (12?

which has the same form as the known parameter decision boundary

-z V) erelen, (13

Since E;ié the true noise covariance matrikwand z: is the asymptotic form of the
matrix in (g)QiN’ the discriminant function coeffi%ients differ in (12) and (13).
For n = 2 (two semples per time slot), "
lo® + 60,2,60,) {0 0" + hoyp,0,,0,,)
_ (1k)
[0 0" + by p,0,0,5) {0 + 6p12,60)
The presence of (14) in (12) tends to "color" white noise and not exmctly whiten "colored"

noise with the effect of biasing the probability of classification error away from that

of (13). This difference in probebility of clessification error can be expressed as
h

h
1 2

AP, =D i £(x)ax + p, I £(x)dx (15)
By By

where f(x) is the gaussian P.D.F. For square bi-polar pulses of amplitude ¢ in white

noise,
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o . |
h = =2 _E(_E{P_L)_i n }(C/c) (16)
24z (°/a)

b= ‘pl:p " Im(pz/Pl) 1(°/e)* + 12p, P, (U/¢)2 + 20(P1P2)2].i 2"

e

242" | [(°/e)? + 2p;p,]

(%o

with the subscripts 1 and 2 in (15) associated with the + and - signs in (16) respectively.
An illustration of (15) is shown in Fig. 2 as the class p;obability weighted‘sum of the
’shaded areas. Both |h|‘and lﬁ] increase with SNR and thus

tn o |~ln] - 05 SR~ (%)% 1 =152 (17)

SHNR = e g
with;the éffeCt"that the probability of error for the asymptotic unsupervised decision
boundary approaches that for the known parameter deciéion boundary as SHR becomes large.
A comparison for a particular case appears in Table I.

TABLE I
(pl=7/8, p2=;/8, Square Anti-polar pulses)
SNR(db) Pe(Khown Parameter) Ee(Asymptotic Unsupervised)

Case Case

=h.5 .36 48

=3.0 .30 45
-1.5 - .23 R}
0.0; <15 .36

1.5 - .09 .33

3.0 .05 .29

REFERENCES

1. Hancock, J.C. and Gregg, W.D., "Cognitive Signal Processing"”, Purdue University
School of Electrical Engineering, Second Semi-Annuel Research Summary, Jah.-July
1965, pp. 15-22, Section 5.1.

2. Rao, C.R. Advanced Statistical Methods in Biometric Research, J. Wiley and Sons,
New York, N.Y., 1952.
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C. ADAP&IYE DETECTION WITHOUT SYNCHROGNIZATION N

J. C. Hancock ﬁﬁg

T. L. Stewart | :g@jgﬁ

1. Introduction f T e

The detection theory area of the communication sciences has been concerned with
‘the classification and recognition of signals in the presence of noise. In the general
M-ary detection problem, the signel sequence is constructed from a family of M possible
waveforms. The detection problem then consists of determining, in each signal interval,
which of the M possible waveforms was transmitted. Disturbances to the transmitted
signal which prevent correct identification of the signal are of two general types:l

l) Additive disturbances characterized by an additive noise term at the receiver.

2) Multiplicative disturbances which directly alter the transmitted waveshape.

The receiver structure for detecting deterministic signals in gaussien noise has
been extensively studied.2’3’u These techniquee are heavily dependent on the availability
of complete a priori information on the transmitted signals and on the effects of the
disturbences. Generelly, the receiver musf know the waveshape of all possible transmitted
signals and their exsct arrival tiﬁes. Recent work has been concentrated in the areas
of supervised and unsupervised detection methods.5’6’7 In these cases, incomplete
knowledge of the signal waveshapes is assumed and the receiver must adapt to the actual
transmitted waveshape.

A particularly troublesome problem in the area of adaptive detection, and also in
the conventional detection case where the signal parameters are completely known, is
that of locating the arrival time of the transmitted sequence. Lack of synchronization
gives poor or else completely meaningless performance in the cases mentioned previously.
Uncertainty in determining the signal baud can occur in several ways. An unknown time
delay in the channel results in a synchronization error. Special techniques for

obtaining synchronization have been developed, i.e., sending synchronization pulses
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or else synchronizing codes; however, there is still uncertainty due to the presence
of noise in the received data.

This study is devoted to the adaptive detection problem, with the lack of time
synchronization as a fundamental assumption. Of major conéern is the establishment of
a receiver structure that will simultaneocusly adapt to the unknown signsl parameters
and unknown synchronization. It is alsévassumed that no suxiliary synchronization
symbols are transmitted. Since imé]ementation of the more sophisticated detection
techniques in use today necessarily involves digital processing, it will be assumed
that the data presented to the receiver is in digital form. The model for the system

is shown in Fig. 1.

x(t)
n(t, €)
Transmitter [~ V(tl’T\ B Receiver
Changg}
o,(t)
Fig. 1 Noise n(t)

Every T seconds, the transmitter selects one of a finite set of waveshape Gi(t),
1< i<M. The channel alters the transmitted waveshape such that y(ﬁ) = l h({:E)ei(g) ag.
Noise, n(t), is added, and the resultant signal X(t) is presented to the ;eceiver° The
receiver must now decide which of the M possible signals was sent.
2. Approach
The receiver is presen%ed with a sampled time sequence, x(tl), x(tz), x(t3),..b.ﬁ
The duration or baud length is known at the receiver; however, the receiﬁer does not
know the instant of time, ti’ that the signal sequence begins. Assume/fhat the signal
is characterized by N time samples. Index the first N samples by Tl’ Tz,,nn,TN. It
is clear that Tor the conditions assumed, one of these points, Ti’ is the correct reference
time for the sequence. The time series will be partitioﬁed into bauds of length N and
the symbol Xk will designate the pe baud. The symbol Z, will be used to designate the

observation sequence Xl, Xé,.oa,xk, The problem is to pick which of the possible Ti is
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the correct reference time. This will be done by choosing the Ti that maximizes the a

posteriori probability

P(T = Tl/zk)
(T = 1/2,)

After the kzh baud is received, it can be shown that

P(ﬁs/g, _ Ti’Zk«-l) P(T = Ti/zk:-l)
. : %
Y rx/  RT=1/ )
1 —T=T T

P(T=17/ )=p(T=1/ ) =

e S

Therefore, P(T = Ti/ ), can be computed from P(T = Ti/ ) if P(Xk/ )
Aol S e
can be determined
M

P(x, / ) = ) B(x/ ) ®(o,/ )

—T=Tphy o TR0 ST =Tnh
If the signal vectors, 6,, are known, then P(Xk/ ) and P(6./ ) can

—j.— o P o= T (2] ....':1 M=
- ' 1751793 1721
be determined. If the vectors Gj are unknown, then an iterative scheme must be used to
"y 5,657

determine these functions. Iterative solutions to this problem have been developed.

Thus, an iterative approach exists for the adaptive detection problem without
synchronization. The solution is optimum in the sense that at each decision instant,
the reference time is chosen that minimizes the risk. In addition, the proposed method
provides a means of synchronization for the conventional detection problem without using
any additional synchronization signels. Figures 2, 3, 4, and s¥illustrate computer

simulations of the proposed technique for various assumptions on the signal and noise.

#A11 shown on page 17 end 18 of this report.
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Anti-podal Case
P(T)- Averaged Over 20 Experiments
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II. ADAPTIVE SYSTEMS o :;

Mbst'of the fesuits concerning the transmission of informetion via digital com-
municafion.systems are based on certain assumptions concerning the channel environment.
In particular, thevchannel statisties are usually assumed known so that the problem
of finding optimum detector struétures cen be solved, at least in princip%e, by the
nethods of statistiéal inference. When adequate & priori information concerning thé
channel enviromment is not availablé, however, the standard decision theory formulation
of the détection problem is not applicable. Under these circumstances, it is reasonablé
to consider receivers capable of extracting knowledge of the channel conditions directly
from the information bearing signals as they emerge from the chamnel. Systems that
attempt to measure the unknown properties of the channel, and use these measurements
in the processing of the received data, are sometimes termed "adaptive." 'the, however,
that it is not really necessary to learn the properties of the channel characteristics.
Since the purpose of the binary receiver is to make decisions as to which of two signals
is present in the reeeivéd data, the receiver need only learn how to distinguish between
the signals - i.e., the distinguishing features of the two types of received data. Both
thebretical and experimental investigations of this adaptive receiver approach to the
problem of communicating through unknown channels are presently in progress.
A. PROBABILITY OF ERROR FOR CORRELATORS WITH NOISY REFERENCE SIGNALS

P. A. Wintz

Correlation detection is an optimum strategyvfor detecting signals in noise
for various combinations of criteria of goodness and aésumptions concerning the
observed data. A simple correlator is shown iﬁ Fig. 1. The input wavefarm x(t)

consists of a deterministic signal s(t) of T seconds duration plus a random perﬁurbation
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n(t) called noise. The reference waveform y(t) also consists of a deterministic signal

r(t) of T seconds duration plus a random component m(t) also called noise. Ordinarily,
both n(t) and.m(t) are assumed to be gaussian random processes. The output of the

integrator z(t) is sampled at t = T, and the statistic z(T) used in the decision process.

Hence, the average performence of the correlation detector depends on the statistics

of the variate z(T). An attempt to determine the probability law governing z(T)

T
input waveform: x{t) = s(t) + n(t) z(T) = f x(t) y(t) at
Integrator [ © ‘

reference waveform: y(t) = r(t) + n(t)

Fig. 1.

directly from

T
z(T) = f [s(t) + n(t)] [r(t) +m(t)] at
O

leads to severe mathematical difficulties. However, by employing an appropriate
| set of orthonormsl basis functions {wi (t)}, the required waveforms can be approximated
by finite dimensional vectors which, in turn, can be used to write

j:

2N

z(T) = z xjﬁj(t) dt
1

3=
2N 2N

= Z X, =‘Z (sj + nj) (:r‘j +;m-3')
J=1 J=1

The problem of determining the probability lew governing z(T) and/or z has already

been investigated for some special cases. However, no results for the cese of unequal
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signal-to-noise ratios in the input aﬁé reference channels have been reported in the
published literature. The statistics of z(T) and/or z for this case are important
since, in most practical situations, it is possible to obtain a reference waveform
of considersbly higher signal-to-noise ratio than the input weveform. Another'import-
ant case, not previously considered, is that of non-identical signals in the two
chennels, i.e., r(t) # s(t). This situation may arise due to imperfect time synchroniza-
tion, e.g., r(t) = s(t-%), or when it is necessary to estimate s(t) from previously
received data and an unbiased estimate is not available. The characteristic function,

probability density function, and the probability distribution function for the random

variasble z have been computed for the general case, subject ogly to the fo%%rciﬂing

restrictions: both signal vectors have finite energy, i.e., sjz <@, z r jg < o
j:l j:l
the random varigbles nj ; J=1,...,2N form a set of 2N mutually independent gaussian

. = e .
random variables of identical variances, i.e., (n j-nj) (nk nk) =0, sjk’ the random

variables m 3 form a set of 2N mutually independent gaussian random variables of
— : 2 ,
identical variances, i.e., (m j-mj) (mk-g) =0, Sjk" Note, however, that no loss of

generality results from assuming thaﬁ both the n'j and mj have zero mean and unit variance.

For an unbiased correlation detector the probability of a decision error is simply

the probability that the correlator output does not exceed zero, i.e.,

2N
P =Prob[2 s, +n, r, +m, <O]
J=1
It has been shown that

- ™ k =) J+1 J

P =i . exp[ Ea] z (Ea/h) z <Ea/2> z(j+2k+2N+n)<,j) (__J;)n

E 2 22N k! (5+1) k+N+n n 2
k=0 *° g=0 VTt pe0 - -

where
2N
1 2
B, =3 z (:ssJ try ) = average of the energies of s(t) and r(t)
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2N - '
E = E: s, Ty = cross energy of s(t) and r(t).

=1
Note that performance of the correlator does not depend on the waveshapes of the
signsl components in the two channels. All waveform pairs s(t), r(t) having the
same average and cross energies perform equally well. It is aiso inferesting that
the correlator éutput does not depend on the two signal energies E:sjz and.Ezrjz,

but only on their average.

The probebility of error PE is easily evaluated for various values of N, Ec,

and Ea on a digital computer. Fig. 2 illustrates the dependence of PE on N, Ea,

and Ec for selected values of these parameters. DNext, consider the case of identical
signal components, but different signal-to-noise ratios in the input and reference

channels. For this case

2N
z = Z (s; +n,)(ps; +m)
J=1
If we let E represent the signal energy, i.e.,

2N

Jj=

then

E 2
Ea""é(l""a );

In Fig. 3,PE is plotted vs. E for selected values of B and N.
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%. PURDUE CHANNEL SIMULATOR

P. A. Vintz é é g
R. A. Markley - g§fz éﬁég

This project is concerned with a water tank simulator of randomly time;varying
communication channels. Hydrophones are used to connect the transmitter and receiver
to the “channel" just as antennas are used to couple transmitters and receivers to
atmospheric channels. The advantage of the water tank simulator is due to the effective
scaling of path lengths, antenna beam widths, etc. by a factor that allows the channel
to be contained within the laboratory. Hence, experiments under controlled laboratory
conditions are possible. For example, the ratio of the velocity of electromagﬁetic
rediation in free space to the velocity of sound in water is spproximately 2 X losn
Therefore, distances, wavelengths, delays, etc. are scaled by this factor. We find
that kilometers are scaled to centimeters and transducers (antennas) of a few centimeters
dismeter produce beam widths of a few degrees at megacycle frequencies. Although
the attemuation of sound in water increases with frequency, the path lengths are short
enough that signaling at megacycle fregquencies requires a transmitter power of
approximately 100 milliwatts. The tank, incidentally, is lined with sound-absorbing
material so that reflections from the sides of the tank are not a problem.

By adjusting various parameters, the channel characteristics can be adjusted to
fit the user's needs. Placing the transmitter and réceiver transducers facing each
other at two points in the tank results in an arrangement that produces a strong
specular component. The transit time can be adjusted by changing the distance between
the trensducers. Scatter components are easily introduced by releasing air from
nozzles at the bottom of the tank. The scatter cmmponeht introduced by the air-
bubble-water interfaces can be controlled by regulating the air nozzles. For example,

the strength of the scatter component depends on the number of bubbles, while its
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spectrum depénds on the size of the bubbles. The specularvcomponent can be removed
completely by a slightly different arrangement of the transducers. For example, &
scatter path can be simulated by placing the transducers side by side at one end of

the tank with the air nozzles in front of them. The spread of the multipath strﬁcture
(range of delays) can be adjusted by changing the distances to the closest and fartherest
nozzles. This arrengement also allows for one or more specular components (fixed

paths of different lengths) to be introduced by inserting one or more reflectors at
selected distances from the transducers. The strength of the specular component

relative to the scatter component can be adjusféd.by adjusting the size of the fixed
reflector relative to the number of bubbles. Finally, doppler shifts can be introduced -
by moving the medium relative to the transducers. Products of maximum doppler shift
(cycles/sec) times maximum delay (seconds) on the order of 5 can be cbtained.

Peripheral equipment already constructed includes a transmitter, receiver, and a
device for measuring the statistics of the channel output. The receiver contains a
linear envelope detector that can be switched either in or out. The "gtatistics"
circuit employs two Schmidt triggers with slightly different firing levels followed
by a logic circuit. The logic circuit determines the fraction of time the waveform
spends in the window between the two firing levels and presents this information as
a reading on a counter. By changing the DC level of the input signal a fraction of time,
histogram of the signal\amplitude (or envelope amplimnkgiﬁ easily constructed.

The Purdue Channel simulator is évailable for use by any interested person. It
is expected that some users will attempt to simulate real-life channels.

~ Other users will use the simulator as a convenient source of perturbed signals
to test adaptivé receivers designed to operste efficiently for a variety of channel

environments.
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ITI. SIGNAL DESIGN
A. EXPERIMENTAL RESEARCH ON COMMUNICATION SYSTEMS SUBJECT TO INTERSYMBOL INTERFERENCE
J. C. Lindenlaub
C. C. Bailey
In order to experimentally determine the effects of intersymbol interference
phenomena on the performence of digitel communication systems, two experimental models
of binary digital communication systems subject to intersymbol interference are being
developed. The two models are 1) & laboratory mogel and 2) & computer simulation
model. The purpose of these models is to investigate the degradation in probability
of error in metched-filter type digital communication systems when controlled amounts
and types of intersymbol interference causing distortion are introduced. Methods of
- reducing the effects of such distortion can also be investigated with these systems.

Comguter Model

The digital computer simulation model is designed to simulate the following system:

Signal x(t) Channel ygﬁg\ .| Matched z(t) Decision > Output
Source Filter \f’ Filter Device
n(t)

The progrem includes a counter to detect and count the detection errors made by the

system. The actual computer program is based on the following block diagram.
Frequency Domein Computation

— N -
3
signal P Ghanne |9(®) [Hatonea  |7(®) .| Inverse Fourier
Source Filter Filter Transform 2. (o)
o G0 4y
n(t z,{nT 3
Noise Generator Matched 2 - o 5+
Filter + Z(nT)
A\ S/ |
~
Time Domein Computetion Decision

l Output



The computations made on the signal as it passes through the system are done with
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frequency domein specifications--the magnitude and phase functions associated with the

signal's Fourier transform. This wes done since it was desired to specify channel

filters which may not be representeble as finite lumped-parameter or simple distributed-

parameter circuits. Thus the spectrum of the signal portion of z(t), zl(t), is computed

and transformed into samples of the appropriate time-domsin signal component at the input

of the decision device. The noise process is most easily simulated by the use of time

samples derived from pseudo-random number generation on the computer.

This is followed

by convolution of the time samples with the impulse response of the matched filter to

produce the noise component of the input to the decision device.
This computer simulation model is presently being used in an investigation of

binary two-phase synchronous systems and binary unipolar AM systems.

In each case a

raised cosine spectrum for the transmitted signal is used and an ideal matched filter

for this receiver is employed at the receiver.

Laboratory Model

The laboratory model communication system was designed according to the following

block diagram-

Signal Electronic . |zt Channel | /Ty Approximate e
Source 7 .| Switeh Amplifier Filter | +[+ | Matched Filt Sempler
Neise
. - Cenerator . .
g;ﬁ?ig 9 Pseudo-Randon ——~1_4> Error I g:i;i:on
Sequence Gen. Detector =
| Counter AJ
This model was built with transistorized electronic circuitry, and operates with a
center frequency of 455 kc. The system presently operates with unipolar AM square
pulse modulation. It can be modified to operate as an FSK or PSK system. The signal

spectrum is shaped at the transmitting amplifier by a single-tuned RLC circuit.

The
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approximate ﬁétched filter consists of a single-tuned RLC circuit followed by an
envelope detector. The error detector meskes logical comparisons between the output of
the pseudo~ran&om sequence;generator and the output of the decision device, and
produces two sets of pulses for input to the counter, one set indicating false alarm
errors and the other indicating false dismissal errors.

Both of the communication system models described above allow probability of error
performance to be determined for a wide range of channel distortion filters and modulation
schemes for varying signel-to-noise ratios. This ensbles the study of the effects of
intersymbol interference under the influence of controlled amounts of signal distortion
and noise power. The digital computer model utilizes & more ideal representation of the
signal transmission and detection processes, and allows somewhat more freedom in the
specification of the nature of the channel distortion. The laboratory model utilizes
& more practical representation of the signal transmission and detection processing

found in existing systems.
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B.  OPTIMUM WAVEFORMS AND RECEIVERS FOR CHANNELS WITH MEMORY

J. C. Hancock
E, A, éﬁincy .
N66 20104

1. Statement of the Problem N B

The specific préblem considered in this research is the optimization of entire
binary communication systems, i.e. joint optimization of the transmitted pulse wave-
forms and the recelver when the channel response is time-invariant and known. Also, -
the channel is assumed to exhibit sufficient memory such that intersymbol interference
results at the receiver. The criterion of optimality considered is minimum average
probability of detection error. For recent literature pertinent to this problem, see
Refs. 1,2,3, and 4.

Figure 1 shows a model of the binary communication system considered in this
research. The additive noise is assumed stationary, gaussian with zero mean and
covariance gnf NI such that the noise samples are assumed to be statistically in-
dependent with variance (or noise power) N. Also, the received signal is assumed to be
representable by a finite sum of weighted basis functions such that the weighting

coefficlents form a K-dimensional vector denoted by a bar beneath an upper-case letter.

s, (%)

\——4 Known Z(t) ol ) X(t) S o | Hl
. Channel z X Recelver .
s,(t) h{+t) — 2
n(t), N
gn = NIg'ﬁ =0
Figure 1

Binary Communication System Model
2. Assumptions ‘

The following assumptions were employed in this research:
1) N is zero-mean gaussian with independent samples.
2) z(t) is representable by K numbers, Z

3) h(t) is time-invariant, known and exhibits M bauds of memory; i.e., an input
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pulse of duration T is stretched to (M+1l)T at the output.

4) BSignaling rate is 1/T.
5) Receiver synchronized to transmitter.

6) Receiver has zero-memory with observation period [0, (M+1)T].

3. Approach

Ideal Approach

An ideal approach to this problem is to derive the Bayes receiver from the Maximum
Likelihood Ratio, A(x), for arbitrary transmitted signal waveforms, sl('b) and 52( %), of
length T and an 'érbitrary time-variant channel with impulse response h(t). Then,
the average probability of error :Pe would be derived for this receiver. The resulting
functional, Pe » would depend on the signal parameters:  energies E, all possible |
cross-correlations p of the two desired signal waveforms, with all possible combinations
of received waveforms of overlapping pulses. Pe would alseo depend on the noise power
N and the channel impulse response h(t). However, these quan’cities would be fixed

for any given problem. Hence, we can denote the probability of error by

P (s),8,,E, p) = £ £(u)du | (1)

With an explicit expression available for P,s 1t would then be a matter of applying
variational techniques to minimize Pe with respect to the transmitted waveforms, with

possible physical constraints applied, i.e.,

Min P (s),8,,E p = A 2(s,58,) = A, g(s;,8,) | (2)
1’72
- with
: f(sl, sg) = £ (3)
g(él:ﬁg) =8, | (&)

This would produce the optimum waveforms for a specified channel.

Approach Used .
The approach used in this research differed from the ideal above since an

explicit for Pe in terms of signal parameters could not be obtained. However, the



=31~ COMMUNICATION SCIENCES
integral in (1) was numerically integrated; and by plotting a family of curves, the

effect of the pertinent signal parameters on Pe was obtained. The two significant
signal parameters obtained for bipolar signals and M=l were Eo and Eht;i°e" the energy

out of the channel o
2 .
E, =j‘ z°(t) at (5)
5]
and the head-tail cross-correlation energy

By, = 'sz(t) z(t + T)dt (6)
L _

The family of curves showed that Min Pe was equivalent to Max Eo’ with constraints on
' 8
the energy into the chamnel and on the head-tail cross-correlation energy; i.e.,

. .
El = I sz(t)dt = constant (7)
o

E . = constant (8)

Hence, the optimum waveferm was obtained from the following expression.

Max B A, By - By B o ' (9)

s

Bayes Receiver

The generalized, zero-memory, non-linear Bayes receiver (maximum

likelihood ratio) was derived for M bauds of channel memory and shown to be

Mx) - PEIED B (10)
P(x]s,) B
and
P .a, .e
(x) = Jgi 1J.13" . B (11)
- T = (xizz,) =
L P, .a N = 72 1
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or the equivalent modified likelihood ratio is

T =(x )
AX)=1n|% P, .a eng:"'j
- Ls_ J1J
J=1
-T %SSTZZJ)
-ln|¥ P, .a,.€ ]
Loy, 2372
Pz
-1n (-1-,-> : 0 (12)
1
where
r = 2 (13)
T
1
- 5=(2, .2, .)
agy= e a1 gane,r (14)
5. Average Probability of Error for Bayes Receiver
General Case
.The average probability of error, Pe’ for the general receiver described in Eq.
(12) was formulated and shown to be
[3,<n—~ | s ] P, + P{A > == 2 ] SZJP (15)
12 12
._z[uljj' J P(w )u av,
)
er
) 24 24
+ By [ [P 1 aw B ] (16)
=1
where P(Egz) are gaussian multi-variate densities and the regions of integration are:
r 12
14 18 14 z 1 &¥
R,, = { Wa W,y eeesW IR = In [k J
4 1 2 2r 2r 2r j -1 j
2r-1 A
-——5 b, e l]} “(17)
2r j=r+l Y
: 24
_ .24 _ 28 2 . 24%, 24 [kl x W
R z - {wl ,'WZ ’noa,wzr ' war < Wzr ot fvn Z b e Cj
ar=1
- bl 5 22]} (18)
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Special Case; Adjacent Band éverlap (M=1), Equi-Probable, Bipolar Signals

For this special case,P_in (16) reduces to

2 2
-3 z Z Eijyiyj .
e

® o 1=1 j=1 . (33 .
1 1
Fe=z-8 [ = — L (A% m, ) vy (19)
- Zx\Ja | 2, | 2=1
where %
2, = f(yi,yé) (nonlinear) S (20)

The expression in (19) was numerically integrated on the computer to yield

where

EO = f Zz(t)dt (22)

T
(t) z(t+T)dt
Jo ) = (23)

o}

Ppt =

The sketch in Fig. 2 shows the dependence of Pe on these parameters.

P
1. No intersymbol inter- €
ference

Zo ph‘t; = Ools

0.2

i

3 ® ph‘t
L, pht

i

003

-2
10 0.35 db

0.3 db

Fig. 2
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From Fig. 2, we note that the nonlinear Bayes receiver is not very sensitive

to changes in pht and its performence is very close to that of no intersymbol inter-
E . :

ference. Also, we note that for a fixed.jfy Pé is a monotonic increasing function
of pht;-and for a fixed pht and N, Pe is a monotonic decreasing function of_Eo° Hence,
we would like to maximize EO and minimize f:)h.t for a fixed energy into the channel.
Since, Eof;;\a fpnction of pht we conclude thet we should maximize Eo for a fixed
energy input and fixed Phi”
6. Signal Design
Problem

In the previous section we concluded that the signal design problem is to

Msx I(s) = E f ;lEl - Kz E . (24)
where
3T

2
E = J_T z (p)at (25)

T 2
E, = J s“(t) dt = constant (26)
-T .
. _ L
By =J‘ z(t) z‘(‘vb-bzb‘l'.“,)dt = constant (27)

o6

and Xl, Xg are Lagrangisn multipliers.
The signal is transmitted on (-T,T) and observed on (-T, 3T) for M = 1 in order to

take é&vantage of the symmetry. Eq. 2k can be rewritten as

Max I(s) = jT, [ jT‘s(t) s(r) K(t;7) ar - & s2(¢) ] a (28)
B - - =T o

where o
CK(e57) = [ )| I0(t-7) 4

-\, T o o

"'E?" I_T [H,(x-»'z{) h(x+’2Tk-= t) + h(x-t) h(xfzp-'x)]u .(29»);

and h(t) is the channel impulse response. H(f) is the Fouriér transform of h(t).
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General Solution

By applying a first variation to s(t) in (28), the solution for the optimum s(t)

was obtained in terms of the following Fredholm integral equation of the second kind:

s(t) =X j‘T s(t) K(%,7)ar . , (30)
-T
where _ f
X =K 31
%; ()
and
K(t:T) = K(7,1t) (32)

. RC - Lowpass Channel Solution

For this particular channel

we) = [@=T L E20 (330)
0 , t<0 (33p)
where
=L (34)
=% ,
Substituting (33) into (29) and (29) into (30), an expression was obtained which can
be differentiated twice with respect to t to obtain
v 2 =y
s’ () + a” (A-1) s(t) = 0 (35)
Hence, the form of the solution for the RC channel is
| t *t
s(t) =2 L+ 4% L ° p <t < (36)
where
s, = J o A-1 (37)
*
Sl = =8 (38)

and A and T are determined by substituting (36) back into the integral-(30).
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. SIGNAL SELECTION FOR TELEMETRY CHANNELS N66 201 05
R. E. Totty

In the telemetry problem, a waveform x(t) is to be transmitted in such a féshion that
the received waveform x,(t) is a scaled replica of x(t). It is assumed here that a digital
transmission scheme is used. That is, the waveform x(t) is "sampled"; the samples are
quantized; the quantized samples are associated one-to-one with a set of transmission
waveform; and the receiver decides which one of these possible waveforms was transmitted.
The received "samples" are then used to producevtheAreconstructed waveform x*(t). There
are three sources of error, First, there is the initial approximation error, denoted by -
E:{ which is the error incurred by describing the waveform by a finite number of samples.
A guantization error, denoted by Ez, is incurred by quantizing the samples. Another
source of error is the error due to incorrect decisions made at the receiver, which we
call channel error, and is denoted by EZ, It would be convenient, as it is sometimes
erroneously assumed to be, if the total error, 62, were represented by

“=dieig (1)

In this report, we show conditions under which Eq. (1) is valid for a particular
error criterion. If x(t) is the original waveform and x,(t) the reconstructed waveform,

2
we define € to be the mean-integral-square error between x(t) and x,(t), i.e.,

2 _ 2 |

€ =B ([ [xt) - x(6)1%8) (2)
where E denotes expectation and I is time interval over which x(%) is defined. We assume
that x(t) is a sample function from a random process with a countable basis., The

"samples" here are taken to be the generalized Fourier coefficients 8,5e0.s8, Of the

N
)i .
expansion %(t) = 2: aiﬁi(t), where the gi(t) are an arbitrary set of orthonormal (over I)
i=l

basis functions. The approximetion error is then given by

N
eZ = Ef f [x(t) - Zaigzi(’c)]z at} . (3)
I
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Now, if the éi are chosen to minimize 62, 8, = f x(t)ﬁk(t)dt; and for this best set of a,,
I

J (o) - 22,0, (8)] w8, (6)a8 = o ()
I -
for any choice of real numbers bil. We assume in the sequel that the approximation is

*
done optimally. Denoting the received samples by &, the reconstructed waveform x,(t)

has the form

i}
x,(t) :Z aip’i(t) . (5)
Now izl
2 _ 2 '
€ = B( | [x(t) - x,(£)1% at) (6)
I
- ¥ x 2
= g J [x(t) - Ta g, (6)1° at) (7)
I N
Adding and subtracting the term X = T aiﬁi(t) inside the brackets in Eq. (7), we have
N N N
€ = 5( [ [x(t) - T2,8,(¢) £ Zayg,(8) - Tajg, (£)1° at) 8)
I

.
B( [ [x(t) - 3oy, (6)1%at £ [ [Bayp, () - Dy (6)1%as
I I

# [ Ix(s) - Ba,0,(6)7 [2(a -2 )g(8)Das) - (9)
I

However, from Eq. (4), the last term in Eq. (9) is zero. Then, using the ortho-
normality of the ;Zfi(t), we have
= € v E{g(a -2 )% (10)
a i i
We denote by ﬁi the guantized version of as. Then

62

q

B

N N 2
B( [ [Za0,(t) - T, (8)] 0
I

LR}

N 2
E{ (a;-4,)%) (1)
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In the last fterm in Eq. (10), we add and subtract the term é:i so that

N N
B(S(a;-2;)°} = B(2(a,-8, # &,-2,)") (12)

N, N 2 N N .
E(Z(a;-4,)") / B{Z(4;-8,)") / 2B(Z(a;-4,)(4;-2;)). (13)

* s 3 » o 3
Now, a; differs from a'ii« only due to incorrect decisions of the receiver, so that

*m
13

N N
B( [ [28,0,(5) - Zajp, (+)1%at) (1)
I

b
B(2(4;-2;)° 3 (15)

13

Equation (10) then may be written as
i) .
2 _ 2 2 2 aysa ¥ .
€z 6 /€ F g f om(He;-8,) (8, -a))) (16)
Now, if the last term in Eq. (16) were zero, the total error would indeed be the sum of the
approximation error, the gquantization error, and the channel error.
We now concentrate on a single term ‘
- . ¥
E{(a-4,) (4 a)} (an
and, for simplicity, drop the subscripts. To compute Eg. (17), we need the joint density
functions pl(a,é), pz(a,a*), ps(ﬁ,a*), The quantization scheme used here is the usual
one where the number Xs is transmitted (or rather a waveform corresponding to xi)
whenever zg <a< zi%lg so that
z

I ifL

P& = Xj] = P[zi <a< Zj%l] = p(a)da where p( )

Z,
i .

is the probability density function of the sample a., Nobte that the type of transmission,
noise characteristics, and receiver structure are completely arbitrary., The effect of
all these factors is described by the conditional probability matrix [Pij] where the
element Pij is given by

= F* o= a4z x.
Pij Prob [a xj/a x; ] (18)

and is the probability that a transmitted point x, is interpreted at the receiver as on
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For ease of notation, we will denote by P; the junction which is equal to p(a) for

and is zero elsevhere, and call

3 %n
7= [ p(aae. o (9)

J Z,

J

We find after some straight-forward calculations that the various probability

density functions are given by

p,(2,8) = z 8(&-x, )p; (20)
pa(a,a*) = 5 8(a*~xi) § ijji : (21)
p3(£,a*) = § §‘§;?ija(a-xi) 8(&*—xj) (22)
p, (&) = '2135'1' 8(d-x, ) (23)

Equation (17) may be expanded (omitting subscripts) to yield

E((a-4)(4-a*)] = E[ad] - E[4]° / E[4a*] - E[aa*] (24)
Denoting
sz%l ap(a)da by‘Eﬁg, we find that
%3
E[ad] = ? x,8p, (25)
IS 2 - 2—_'
E[d] =z ¢ X, Dy (26)
E[&a¥*] = ? ; xixjpiPij (27)
iJ
Efaa*] = Z xS ap.P.. . 28
laa*] =% ; PsPis (28)

Now it can be shewnz9 that the optimum (minimizes E[a-é]z) choice of the x, is

obtained when

jzj%lap(a)da

Zj apJ
X. = - -—5-— (29)
J

jzj%lp(a)da

zZ,
d
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Substituting xi"f); for E'ﬁ'i' in Eq. (25) yields Eq. (26) so that Elad] - E[a’i]z = O whenever
the x, are chosen optimally. Also, substituting Eg. (29) into Eq. (28) yields Eq. (27).
Hence, E[da*] - E[aa*] = O whenever the quantization is done optimally, so that

€ :ef eqz F el | (30)
whenever both the approximation and the quantization are optimally performed. No
assumption regarding the independence of the "quantization noise" and the "channel noise"
is made nor required. Equation (30) neither implies this independence nor (what is more
important) is implied by this assumption.

Results concerning tradeoffs between approximation, quantization, and channel error,
together with waveform selection and finite-time coding, will be presented at a later date,
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IV. PHASE LOCK LOOP STUDIES
J. C. Lindenleub

J. J. Uhran

The overall purpose of this investigetion is to study the threshold properties of

a phase lock loop using various phase detectors. So far, the investigation has been
restricted to the first order case. The results are being extended to higher order
systems to determine if the hierarchy of improvements gtill results.

The second semi-snnual report showed the relative improvements that could be

obtained by changing the form of the phase detector for a first order phase lock loop.

Still meny aspects of the threshold problem remain unresolved. Therefore, &s an aid
to continuing the study, an experimental phase-lock loop system has been built and is
being used to observe the threshold properties of the systems considered. Results
from the first-order system using a sine comparator, shown schematically in Fig. 1,
will be reported here. The addition of an analog divider to this system forms a
tanlock receiver, Fig. 2.

Static and dynamic tests made on the components and the entire lst order system
of Fig. 1 indicate that the physical plant conforms to the theoretical model, Fig.
in the regions of interest.

The phase detector has a static characteristic very close to the desired cosine
function, Fig. 4. The VCO has a large adjustable gain factor, B, linear over 5% of
the genter frequency 450kc. A typical gain curve of the VCO, combined with a large
resistive divider, m, is shown in Fig. 5. The combined gain--mp--is z.l}kc./vol‘c°

When the system of Fig. 1 is synchronized to an unmoduleted carrier, the d.c.
contfol voltage, e, should‘ﬁe proportional torthe offset frequency A w as.in Eq.
(1), while the

A
e, =ASing = 5 (1)

€&

|

=

3s
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meximum offset frequency, 4 Qmax’ is proportional to the input signal level A &s in

Eq. (2). Figures (6) and (7) are typical plots

Lo =hpn (2)

of these equations for our system. Both m and B were fixed for the sbove situation. .

A thorough investigation of the system has been underteken since it has been shown
to conform to our model. Some of the preliminary conclusions esre summerized in the
following three sections. It should be noted that both the carrier end modulating signal
are sinusoidal while the interference is band-limited, white, gaussian noise.

Preliminery Conclusions

A. Frequency Modulated Carrier--No Noise
(1) Provided the signal rate is within the loop bandwidth, signal breakup or
distortion is caused by the frequency deviation, not the signal rate. The maximum
deviation 1is approximately equal to fhe open loop gain when A w = 0, If A w % 0,
the meximum deviation is proportionstely reduced.
(2) The rms signal output will increase linearly with deviation until breakup
occurs. At that point it will begin to decrease if deviation is increased as shown
in Fig. 8. This effect will slso appear at threshold in the presence of noise.
(3) The plot of the output signal vs. frequency indicates the shape to be the
same as expected from a smell signal linear analysis, with the Sdb point occurring
at the open loop gain.

B. TFixed Carrier--White Noise
(1) Within the equivalent noise bandwidth the output spectrum is parabolic for
high carrier +to noise ratio (C/N). |
(2) The total output power varies linearly with C/N in db.
(3) Not evident in the total output power is an additional noise component with
a spectral width approximately equal to the inverse of the sync time. This component

appears at threshold and is due to the system randomly losing sync and causing
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spikes in the output. When the noise is measured only in the information band,
this component has a significant effect.
C. Frequency Modulated Carrier--White Noise
(1) The standsrd demodulation curves are shown in Fig. 9 for two cases of modulation
index. They are similar to the standard discriminator curves. It should be noted
that the threshold is due to two simulteneous effects: (a) a large increase in
noise due to the sync spikes, and (b) a sharp decrease in signal power as discussed
sbove .
A model of the phase-lock loop is being formulated to more adequately explain
the threshold effects. It should be noted that for the analog signel case, the output
information is practically useless below threshold unless . it is extremely redundant.
However, in the case of digital signals, where & probsbility of error'criterion is useé;
operstion might be quite useful below threshold for data rates less than the loop

bandwidth.
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