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EDITORS' PREFACE 

THE Jet Propulsion Laboratory Conference on the Solar Wind , which 
was held on April 1 -4, 1964, was first organized as an occasion to present 
the collected and analyzed results of the M ariner-2 interplanetary 
experiments to scientists interested in the solar wind. The value of the 
Conference was increased enormously by the launching and successful 
operation of the IMP satellite (Explorer 18) and by the release of large 
quantities of preliminary data obtained from its experiments. 

The ultimate aim of the Conference was to promote extensive discus­
sions on one or another aspect of the solar wind by representatives of alI 
the disciplines concerned with the subject. To accomplish this aim, it was 
necessary, first of all, to limit the attendance to a small fraction of the 
total number of scientists interested in the subject. Secondly, the number 
of formal papers was held to a minimum; each session included one or 
two invited review papers. The remaining papers, some of which were 
generated spontaneously at the Conference, were limited in time. As a 
result, informal and -spontaneous discussions became a major feature of 
the Conference. 

The participants represented 27 different scientific institutions in 4 
countries. More important, they represented the fields of theoretical and 
experimental interplanetary physics, astrophysics , radio astronomy, solar 
physics, plasma physics , and aerodynamics. Perhaps one of the most 
impressive results of the Conference was the development of significant 
physical insights that arose from the exchange of views between scien­
tists with quite different backgrounds. 

This volume was prepared primarily from stenotype transcripts, 
although a few speakers submitted manuscripts. The illustration were 
taken from the slides shown during the Conference, and from the black­
board diagrams drawn by the speakers during their presentations. 
Unfortunately it was necessary to omit from the book H. Zirin 's excellent 
discussion and accompanying movie of solar surface phenomena. Also, 
some comments by mumbling speakers have been lost completely. 

We have tried to retain much of the colloquial and conversational 
flavor of the verbal presentations, while making enough changes in the 
transcript to keep the text readable and unambiguous. I n some cases, the 
material has been rearranged to promote clarity and logical order. Refer­
ences have been added wherever they seemed to be appropriate. The 
speakers were given an opportunity to review the manusc~ipt at a late 
stage in the editorial process, and were encouraged to update the infor­
mation presented ; significant modifications to the original presentation 
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have been identified in footnotes. We hope that the number of technical 
errors is insignificant, but of course we accept full responsibility for those 
that exist. 

That the Conference took place at all is primarily due to the energy and 
tenacity of Leverett Davis, Jr. The Conference owed much of its tech­
nical excellence to the planning activities of the Organizing Committee, 
to whom we are grateful. They are: 

L. P. BLOCK 

H. S. BRIDGE 

L. DAVIS , JR. 

R. LUST 

R. J. MACKIN, JR. 
E. N. PARKER 

C. W. SNYDER 

Royal r nstitute of Technology and Jet 
Propulsion Laboratory. 
Massachusetts I nstitute of 
Technology . 
California Institute of Technology. 
Max-Planck-Institut fUr Physik und 
Astrophysik. 
Jet Propulsion Laboratory. 
University of Chicago. 
Jet Propulsion Laboratory. 

Finally, we wish to express our gratitude to R. M. Van Buren who, in 
addition to supervising the technical aspects of preparing the manuscript 
for publication, played a major role in translating much convolute scien­
tific prose into (it is hoped) readable, precise English. 

The JPL sponsorship of the Conference represents one phase of the 
work carried out by J PL under NASA Contract N AS 7-100. 

Jet Propulsion Laboratory 
Pasadena, California 
July I, 1964 

ROBERT J. MACKIN, JR. 

MARCIA NEUGEBAUER 

_J 
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FOREWORD 

THE conference reported in this volume dealt, in terms of our present 
knowledge and understanding, with various aspects of events, originating 
mainly In the Sun, that occur in interplanetary space and in the neighbor­
hood of the Earth. Two main kinds of data are described and discussed. 
One kind is the data relating to the matter that exists in those regions - the 
solar plasma, the Moon, cosmic rays , comets - and describing the proper­
ties of that matter such as (in the case of the solar plasma, for instance) 
density, speed, direction of motion, composition, and temperature. The 
other kind is the data relating to the magnetic field there present- its 
strength, direction, distribution (for instance, its degree of uniformity or 
non-uniformity), and its time changes. Facts and theories are described­
the former according to observations (the best available, though sti ll 
imperfect and incomplete) made by the most reliable and advanced instru­
ments carried on such spacecraft as Mariner 2 and the ExpLorer series of 
satellites, especially IMP I. Some comparisons are made between space­
craft data and data obtained from the surface of the Earth, such as auroral 
and magnetic data. The magnetic data appear in the form of either a 
description of the current system of polar magnetic substorms or the 
Bartels planetary 3-hr summarizing index , Kp, which is a measure of the 
activity of those geomagnetic changes that are caused by solar corpuscular 
action upon the Earth. 

1. THE SOLAR WIND 

The magnetic fields measured are those on the Sun (Paper I I by 
Leighton), those carried away from the Sun by ionized gas (Paper 2 by 
Snyder and Neugebauer; Paper 3 by Davis , Smith , Coleman, and Sonett; 
and Paper 6 by Ness), or the field that comes up from the core of the 
Earth and is modified by wave and particle radiations from the Sun. The 
external and internal fields interact in the region around the Earth in ways 
by no means fully understood at present. 

The solar magnetic fields reach toward the Earth with an appreciable 
intensity because they are transported by solar plasma. Hence the solar 
plasma is the primary feature to be considered. It is the subject of Paper I 
by Neugebauer and Snyder, and of Paper 8 by Bridge. The plasma comes 
from the Sun in three fairly distinct ways. The first is by perpetual general 
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XVI FOREWORD 

outflow from the solar corona all over the Sun: I suggest that the ter 
solar wind may be most appropriately reserved for this type of flow. It 
was first inferred by Biermann from his cometary researches (see Papers 
24 by Biermann and Lust, 25 by Biermann, and 26 by Beard). It may be 
called an escape flow. Although atmospheric escape was first envisaged 
by Johnstone Stoney, the solar wind appears to have a special character, 
elucidated theoretically by Parker. The Mariner-2 observations (Paper I) 
confirm the existence of this continuing plasma flow. I n Paper 13, Scarf 
discusses the solar-wind theories developed by Parker and Chamberlain, 
and indicates some of the difficult and complex questions still unsettled. 
The bearing of diffusion on the composition of the corona and of the solar 
wind is discussed in Paper 14 by Jokipii. The second and third kinds of 
solar pia ma flow may be called ejected flows, although we do not know 
the mechanisms of the ejections. 

2. SOLAR CORPUSCULAR STREAMS 

The second mode of solar-plasma emission is in the form of laterally 
limited and intermittent jets, for which the term solar (corpuscular) 
stream has long been used. This mode of emission was postulated more 
than 50 years ago on the basis of the 27-day recurrence tendency in 
geomagnetic disturbances: Maunder and Chree were leaders in the investi­
gation of this phenomenon, and Maunder gave the first cogent interpreta­
tion of it in terms of a solar stream. Though intermittent, the emission 
often continues for weeks or months, apparently from the same region on 
the Sun. The strength of the evidence for such streams has long been 
recognized, despite our inability to explain the emission (cf. the remark by 
Gold, relative to a different situation, in the discussion of Paper 9: " ... in 
science one often has to proceed on the basis that a theoretical process is 
necessary to account for the observations, even if one cannot trace out 
the process in detail"). The areas of stream emission, called M regions by 
Bartels, still have not been identified with certainty. That such streams 
must have a spiral form as a result of the Sun's rotation was made clear 
about 35 years ago. The interest of this form, for streams that are carrying 
a magnetic field, and the possible influence of the streams on cosmic rays 
(see Paper 4 by Anderson, Paper 5 by Cline et ai., and Paper 12 by 
Parker), were not recognized till later. These questions have been dis­
cussed by Alfven, Gold, Meyer, Morrison, and Parker. In Paper 2, 
Snyder and Neugebauer raise interesting points concerning the nonradial 
emission of streams and concerning the interference between the solar 
wind and solar streams having different speeds. 

__ J 
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3. SOLAR-FLARE EMISSIONS: PLASMA SHELLS 

The third kind of solar-plasma emission is much more limited in time, 
since it occurs during solar flares, whose usual duration is about an hour 
or less. At least in some cases, the emission can be far from radial, because 
some flares produce terrestrial effects even though they appear quite close 
to the edge of the Sun. The short duration of emission implies that the out­
flow is radially limited, though a dispersion of the emission speeds will 
cause the radial extent to increase as the gas travels onward. The emission 
may be in the form of a cone, and the cone may sometimes have a wide 
angle; or the emission may possibly occur in a cluster of jets, forming a set 
of travelling clouds lying roughly on a spherical surface. Lateral expansion 
may cau e the clouds to merge into a spherical shell (of less than hemi­
spherical extent). In any case, plasma thus emitted may appropriately be 
called a pLasma sheLL or solar sheLL. In this connection I may quote the 
following passage about the corona: "There is a growing suspicion among 
observational astronomers that the corona itself may be composed of fine 
dense streamers, unresolved in contemporary instruments to give the 
appearance of a more or less homogeneous coronal atmosphere."1 Paper 7 
by Wyndham has some bearing on this question. 

Although the action of the Sun is vital to the phenomena discussed at the 
conference, there was comparatively little discussion of the mechanism of 
the stream and shell emissions. Differences of view came to light concern­
ing the level from which these emissions come. Parker seemed to regard 
at least the flare material as coming from the corona, like the wind. Gold 
remained ready to consider different levels of emission, at any rate down 
to the chromosphere (see the discussion of Paper 9). No decided stand 
was taken on this question by the solar experts present: Athay, Leighton, 
and Zirin. 

4. SOLAR-PLASMA IMPACT ON THE GEOMAGNETIC FIELD 

Theimpactof charged solar particles upon the Earth was first investigated 
experimentally by Birkeland (later by his followers in this field, Briiche 
and Bennett), and theoretically by Stormer, for streams of solar gas 
supposed to consist entirely of electrons. Schuster was prominent in 

I Parker. E. N .. I nterplanetary Dynamical Processes, I nterscience Publishers, a division 
of John Wiley and Sons, Jnc., New York (1963) p. 20 (footnote). Evershed indicated long 
ago that the chromosphere is by no means a uniform envelope: " ... it consists of jets and 
miniature prominences ... " See Evershed, J. , The Observatory 48, 45 (1925) 
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criticizing such a hypothesis of solar action, because of the electrostatic 
repulsion and consequent dispersion of the particles. Lindemann (1919) 
proposed that the solar gas is neutral and ionized; namely, a plasma, in the 
terminology introduced (in a quite different connection) by Langmuir 
(1928). Lindemann's proposal, now generally accepted, was a constructive 
addition to a paper that demolished an ill-judged magnetic-storm theory 
that I proposed in 1918 - itself an addendum to a useful morphological 
study of such storms. 

5. THE CAVITY, MAGNETO PAUSE, AND MAGNETOSPHERE 

Naturally when the first primitive attempt was made (1929) to infer the 
consequences of the impact of solar plasma upon the geomagnetic field, 
the simplest idealized conditions were considered. These conditions also 
corresponded with the state of knowledge at that time. Thus no account 
was taken of any matter in interplanetary space or in the pace around the 
Earth, where the chief effects occur. The random motions in the plasma 
were assumed to correspond to a temperature of the order of 6,000 OK, but 
they were not taken into account to any extent in the theory. Nor was any 
magnetic field in the stream considered - the weak dipole field of the Sun 
was ignored, and the concept of the transport of magnetic fields by plasma 
had not yet appeared. Alfven (1940) later proposed a very different solu­
tion to the problem, laying stress on the pre ence of the general solar 
field in the gas, and of an accompanying electric field. 

Satellite exploration seems to have confirmed many of the results 
inferred by Ferraro and myself. Our main conclusions were that a cavity 
is formed in the plasma by the positively- and negatively-charged particles 
turning aside and back, and that the geomagnetic field is confined in this 
cavity - a region now known as the magnetosphere (the term was first 
proposed by Gold). Also, the compre sion of the field within this cavity is 
to be viewed as the result of the superposition of an additional field, which 
in turn is caused by electric current flow over the cavity surface. This flow 
results from the slightly different motions of oppositely charged particles 
at the surface of the cavity. The additional field annuls the geomagnetic 
field in the plasma outside the boundary of the cavity - that is, the plasma 
is shielded from the Earth's field, except in its surface layer. Within the 
cavity the field is increased above the surface of the Earth. This feature 
provides an explanation of the first phase of a typical magnetic storm, 
namely, the initial increase of the field, especially the horizontal com­
ponent, over most of the Earth. Charged solar particles seem unable to 
enter the cavity, except possibly across small areas of its surface around 
two neutral points - one north and one south of the dipole equatorial 
plane-where a field line meets the cavity surface perpendicularly. 
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We determined the scale of the cavity , but not the form of its boundary 
surface; nor did we determine whether the cavity would be open or closed 
on the side of the Earth away from the Sun. These questions were dealt 
with much later by Zhigulev and Romishevskii, Hurley , Dungey , Beard, 
Spreiter and his colleagues, Johnson , and in this conference by Mead 
(Paper 23). Their results, which seem to be generally confirmed by satel­
lite exploration, were based on the concept , introduced by Martyn , of a 
balance between the plasma pressure on the boundary and the magnetic­
field pressure within the cavity. 

All this work, however, is controverted by Alfven in a recent article. 2 

The great contributions he has made to magnionics - the branch of science 
dealing with the motions of charged particles in magnetic and electric 
fields3 - entitle his views to serious attention. His depreciative comment 
on the calculations of the plasma-cavity form expresses perhaps more 
strongly an opinion voiced in Paper 16 by Axford. Dr. Alfven and his 
colleagues have made and are making interesting experimental as well as 
theoretical researches on this general subject. Paper 19 by B.u.b. Son­
nerup~ from Dr. Alfven's I nstitute, touches especially on the question of 
whether that part of the cavity behind the Earth i open or closed ; he 
suggests that it is sometimes one, sometimes the other. Axford, in Paper 16, 
concludes that it is closed at a distance of more than 60 RE ; Slutz also has 
an interesting comment on this subject in the discussion of Papers 16-18. 

6. THE SHOCK FRONT AND THE TRANSITION REGION 

Satellite exploration has revealed an important feature that did not 
appear in the analysis by Ferraro and myself, because we did not consider 
any magnetic field tran ported by the plasma. This feature is a transition 
region outside the above-mentioned cavity boundary, lying between it 
and an outer shock-wave boundary. A shock wave was first suggested by 
Gold in 1955. I n Paper 16, Axford gives an illuminating expo ition of the 
conceptions shockfront, continuum, and supersonic as applied to a plasma 
in a magnetic field. The influence of the magnetic field in the plasma has 
been investigated on aerodynamic principles by Kellogg (1962) and by 
Spreiter and Jones (1963). Paper 10 by Sonett , Colburn , and Briggs; 
Paper 21 by Lyon ; and Paper 22 by Ness describe recent satellite observa­
tions of and in this transition region. I n this branch of science, where so 
many mysteries confront us , it is pleasing to be told (Paper 22) of "remark­
able agreement" between the observations and the results predicted by 

2Alfven, H ., Space Science Reviews 2, 862 (1963) 

"For an application , see Paper 20 (Hones) and its discus ion 
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the aerodynamic treatments referred to. Scarf, in the discussion of Papers 
16-18, indicated various complicating factors that must be considered in 
the theory of the transition region. 

Gold's original suggestion of a shock wave made reference to the 
suddenness of the commencement of many magnetic storms. The behavior 
seems to have an adequate explanation in the analysis by Ferraro and 
myself, and it is not clear whether the shock front at the outer margin of 
the transition region bears on this suddenness. The cavity and the trans­
ition region must always be present, like the solar-plasma flow; but the 
sudden beginning of flare-produced magnetic storms implies a sharp 
enhancement of the plasma flow. 

7. MAGNETIC STORMS WITH A MAIN PHASE: 
THE RING CURRENT 

In many storms in which there is an initial increase of the surface field 
at the Earth, indicating increased flow, this first storm phase is followed 
by a larger decrease of the surface field. This decrease is often the main 
phase; it has a longer duration before the minimum field is attained, and 
a still longer period of recovery to normal. The main phase implies that 
there is a westward electric current, or an enhanced westward current, 
around the Earth. This is known as the ring current, first envisaged by 
StOrmer in the form of an incomplete circuit of electron flow at a distance 
from the Earth beyond the orbit of the Moon. His suggestion of a ring 
current was made to remove a difficulty in his auroral theory. Schmidt, 
who later revived the idea on a more solid basis of geomagnetic evidence, 
did not speculate about how far from the Earth the ring current is located. 
Ferraro and I placed it within the plasma cavity , hence within a few RE 
from the Earth. We tried hard , entirely without success , to infer its 
growth as a necessary consequence of the plasma flow upon and around 
the geomagnetic field. It was later recognized that there are many storms 
with a notable first phase that do not develop the typical main phase, 
which shows that the ring current does not inevitably accompany the 
plasma flow. But several satellites have confirmed that, in storms with a 
main phase, the kinetic energy stored in the Van Allen belts is enhanced; 
and magnionic theory, particularly as developed by Alfven and Parker, 
shows that the main-phase decrease of the field at the Earth's equatorial 
surface is proportional to the kinetic energy stored in the belts. The cur­
rent flow is not wholly westward; in that part ofthe ring current nearest to 
the Earth the electric flow is eastward - but farther away the westward 
flow is dominant. Akasofu and I have recently described geomagnetic­
storm evidence whic~ we interpret as indicating that the ring current may 
at times flow in part through the ionosphere. 
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8. DOES THE SOLAR PLASMA CONTAIN A 
SIGNIFICANT NEUTRAL ATOMIC COMPONENT? 

xxi 

There has been much discussion as to whether solar particles can get 
into the cavity in the plasma. The particles that enter our atmosphere and 
produce the aurora come from the magnetosphere. Formerly no one 
doubted that these particles came from the Sun. Attempts have been made 
to show that some solar particles can diffuse across the cavity boundary, 
possibly helped by random variations of the plasma or of the magnetic 
field. Axford (Paper 16) considers that particles must bring into the 
magnetosphere from outside the extra energy present during magnetic 
storms. But the entry of particles from the Sun is doubted by many 
workers, who as an alternative propose that background particles belong­
ing to the Earth's far-reaching atmosphere are in some way accelerated 
and energized. This problem was briefly discussed at the conference (see 
the remarks by Parker, Block and Axford in the discussion of Papers 
16-18). Processes suggested by Kellogg, Alfven, Parker, and Gold were 
mentioned. 

Not very much attention was given at the conference to the question of 
why plasma flow leads to a main phase in some magnetic storms but not in 
others. One possibility, suggested by Akasofu and myself, is that the 
difference concerns the solar magnetic fields transported by the plasma; 
but no clear understanding has been reached as to how such differences 
could either govern or obviate the growth of the ring current. A quite 
different and perhaps more promising explanation of the differences in the 
development of storms has been proposed' by Akasofu and McIlwain. 
Their explanation is that the ionized component of the solar plasma is 
sometimes accompanied by a small amount of neutral hydrogen atoms 
from the Sun, travelling with similar speed. If so, these atoms can without 
hindrance cross the cavity boundary, where their charged companions are 
turned away. Thus the neutral atoms can introduce kinetic energy far into 
the magnetosphere. There, by a transfer of their electrons to atmospheric 
particles with which they collide, the fast-moving hydrogen atoms become 
energetic protons, subject to the magnetic field, and members of the Van 
Allen belts. Thus they can contribute to the ring current and to the main 
phase of the storm. It is very desirable that future satellites investigate 
whether the solar plasma does contain neutral atoms, and if so, how many. 

9. OPTICAL AND CORPUSCULAR SOLAR ECLIPSES 
OF THE IONOSPHERE 

About thirty years ago I suggested that neutral atoms might playa 
significant part in the ionization of the ionosphere (on the sunlit hemis 
phere, of course), like the solar wave radiation that falls on the Earth. 
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Appleton suggested that solar eclipses might indicate whether or not this 
idea is valid. I showed that if the neutral particles have a speed similar to 
that of the plasma that causes magnetic storms - that is , of the order of 
I ,000 km/ sec - then there would be a corpuscular ecli pse at a place more 
than 1,000 miles away from the optical eclipse, and an hour or so earlier. 
Observations during eclipses showed conclusively that the E layer of the 
ionosphere is ionized by wave radiation from the Sun. Some people claimed 
to have observed corpuscular eclipses of the F layer, but these claims 
have remained doubtful. It is clear that particles with a speed of 1,000 km/ 
sec could not penetrate to the E layer; the fact that the particles that produce 
auroras do penetrate to the E layer, and even a little below it, is taken as 
an indication of accelerative processes affecting ionized particles in the 
region adjacent to the Earth. At the time, the possibility that charge ex­
change might affect the neutral particles was not considered; in those 
days the atmosphere was thought to extend not nearly so far out as it is 
now known to do. It now becomes of interest to examine whether the 
neutral particles suggested as contributing to the ring current, especially 
during the greatest magnetic storms, could appreciably affect the ioniza­
tion of the F layer. Even if such an effect appears only above the F2 peak. 
it may be observable now by top-level ionospheric sounders on satellites, 
such as those carried by Alouette and Ariel. The thermal motions of the 
neutral hydrogen atoms (which need not be the same as those of the 
plasma ions) would tend to blur the corpuscular eclipse. Even so, if there 
is a flux of neutral solar atoms, then a properly instrumented spacecraft 
would detect a corpuscular-eclipse track provided it passed through such 
a track not far from the Moon on the earthward side. Finally, it is possible 
that some of the kinetic energy introduced by the neutral atoms may be 
transformed into heat in (or conducted down to) the layers where Jacchia 
and his colleagues have found variations of atmospheric temperature and 
distribution closely associated with the Kp index. 

10. SOLAR-EMISSION PROCESSES 

The morphology of auroras and magnetic storms indicates that the 
particles causing them are subject to the geomagnetic field. I n his original 
solar-plasma proposal, Lindemann tried to calculate how much of the gas, 
if it were originally partly neutral, would become ionized by the Sun's 
radiation on the way to the Earth. Kahn later investigated such ionizing 
effects more thoroughly - in connection with attempts to detect the plasma 
between the Earth and the Sun by Doppler change of absorption lines, 
such as those of singly ionized calcium. Akasofu has extended Kahn's 
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ana lysis to the ionization of neutral hydrogen atoms that are on their way 
from the Sun. The problem remains as to how neutral hydrogen atoms can 
escape from the Sun. If the plasma comes from high in the solar corona, 
like the solar wind, the absence of any hydrogen atoms there would pre­
clude any neutral component in the so lar corpuscu lar flow. It is possible 
to imagine the violent ejection of fl are matter from much lower down, 
where there is neutral hydrogen , though we do not know any mechanism 
for such ejection . Another possibility is the Milne process ( \ 926) for the 
acceleration of chromospheric particles such as ionized calcium and 
neutral hydrogen, which produce strong-absorption lines in the Fraunhofer 
spectrum. Milne claimed that his process could give speeds of the order 
of 1,000 km/sec to a sma ll fraction of the absorbing atoms, but we have no 
quantitative estimate of the flux that this process cou ld provide under 
different so lar conditions ; the problem seems worthy of attention. Milne 
considered that Ca+ ions , which produce two of the principal absorption 
lines in the solar spectrum , would give the most plentiful component of 
the flow produced by his process. He did not consider the change of these 
ions to Ca++ ions by further ionization on their way fro m the Sun ; Kahn 
later inferred that a considerable fraction would be thus changed. This 
would modify the limiting speed of the Ca ions reaching the Earth. How­
ever, it is the neutral atoms ejected by the Milne process that are of chief 
interest here. 

The nature of solar fl ares is still a great mystery. Parker, after careful 
investigation (1963), ruled out t"he mutual annihilation of magnetic fields 
as the source of the energy manifested in fl ares. In Paper 15, Petschek 
proposes a wave-propagation mechani sm as a new and important element 
in the problem; this mechanism gives a much faster rate of reconnection 
than any heretofore estimated. It seems appropriate to call attention to the 
ideas, put forward over many years by Bruce, concerning the importance 
of electrical discharges in the cosmos, and in particular in the Sun's 
atmosphere. Bruce agrees that the Sun offers his ideas perhaps their 
greatest challenge, because of the very high electrical conductivity of the 
solar material at a ll levels. Any electrical discharge in the Sun's atmos­
phere demands an exceptionally rapid and strong means of generating 
differences in electric potential. For some years he made no suggestion as 
to how such potential differences could be built up in the Sun. Later he 
proposed as a possibility that small aggregations of the most refractory 
material form at the level of the Sun's atmosphere where the temperature 
attains its minimum value of about 4,000 oK. An expert on electrical dis­
charges, he asserts that wherever there is dust (particu late matter) and 
convection in a gas, separation of charge and the buildup of electric 
potentials will occur. He regards e lectrica l discharges as a perennial 
feature a ll over the Sun, and as responsible for the emission of the solar 
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streams anJ shells lhal cause magnetic storms. At my invitation, he con­
tributed a brief account of his ideas on this subject to the published version 
(de Witt, Hieblot, and Lebeau , 1963) of my 1962 lectures at the Les 
Houches summer school. At present it seems difficult to assess the merits 
of these ideas because of the lack of any quantitative estimates of some 
of the factors that, according to his views, must be involved. It is pertinent 
to note, in this connection, that there are still many unsettled questions 
concerning the lightning storms that occur only a few miles above our 
heads in our own atmosphere. 

11. SOLAR-PLASMA FLOW AND COSMIC RAYS 

The discovery of cosmic rays half a century ago rev\!aled the presence 
in Nature of particles whose energy· ranged up to values far beyond any 
previously contemplated. It gave a new stimulus to nuclear physics by 
leading to the discovery of new kinds of particles , and by prompting the 
invention of devices to produce high-energy particles for controlled 
research . Gradually it became evident that there were connections between 
cosmic rays and solar and geomagnetic phenomena, including the sunspot 
cycle and the 27-day recurrence tendency. These connections provoked in 
some laboratory physicists a novel interest in the long-continued .record­
ing of natural events , common in meteorology and geomagnetism, about 
which their attitude had often eemed supercilious. Thus the variations of 
cosmic rays came to be viewed in a new light- as indicators of conditions 
on and around the Sun, and out to great distances from it, that add to or 
influence the flow of the high-energy particles onto the Earth. The advent 
of satellites increased the value of cosmic rays as such indicators by 
enlarging the regions of space over which we can record their variations. 

This subject is discussed in Papers 4, 5, and 12 by Anderson , Cline 
et at., and Parker, respectively. Many theories of the relations between 
cosmic rays and solar and geomagnetic phenomena have been proposed. 
These theories link cosmic rays with magnetic fields drawn out from the 
Sun by plasma in solar streams of spiral form , and also with disordered 
remnants of such fields well beyond the Earth's orbit. Paper 5 concludes 
that the cosmic-ray changes give evidence of long-continued, laterally 
limited solar streams and their magnetic configurations , quite independent 
of the powerful evidence for such streams afforded by statistics of geo­
magnetic disturbance. 

Some uncertainty and difference of opinion appeared concerning the 
continuity or disconnection of field lines drawn out from the Sun's atmos­
phere, and concerning the rate of mutual annihilation of adjacent magnetic 
field s lying in opposed directions. This question , raised by SweeJ and ,,--
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arker several years ago, bears on the cosmic-ray variations. The 
mechanism for magnetic-field reconnection proposed in Paper 15 by 
Petschek provides a means for much more rapid disconnection of field 
lines from the Sun than has previously been estimated. 

The discussions of cosmic rays concern both those that were originally 
discovered (now called galactic) and those of less energy later found to be 
occasionally emitted by the Sun. The galactic cosmic rays bear on 
phenomena whose scale is far greater than that of the solar system, as 
indicated by Parker in Paper 12. 

Perhaps I may be allowed this opportunity to comment on the nomen­
clature of the subject, which has long seemed to me to be needlessly 
cumbersome, somewhat antiquated, and almost reminiscent of popular 
ideas like death rays. I suggest the following substitute terms for the 
consideration of those concerned with the subject: 

cosmic ray 
galactic cosmic ray 

solar cosmic ray 
nebular cosmic ray 

alpha particle 
beta particle 

gamma ray 

cosmon 
galactan 
helion 
nephelon 
alphon 
beton 
gamon 

The adoption of such terms would shorten discussion; for example, "the 
number density of galactic cosmic rays" would become "the number 
density of galactons" or "the galacton number density." 

12. SOLAR PLASMA AND COMETS 

Papers 24, 25, and 26 discuss the action of the solar plasma upon 
comets. Since comets have no magnetic field, the interaction involves 
considerations different from those concerning plasma impact upon the 
geomagnetosphere. Nevertheless, the production of ions around the 
nucleus and tail(s) of a comet, partly by charge exchange with solar 
plasma, creates a conducting region that affects the travel of the magnetic 
fields carried away from the Sun by the plasma. Some of the magnionic 
and hydromagnetic problems thus raised are discussed by Beard in Paper 
26. Surfaces with some of the characteristics of shock fronts are formed 
on the sunward side of the comet nucleus, as inferred by Biermann in 
Paper 25. 

Biermann and Lust, in Paper 24, stress the value of comets as probes of 
the solar plasma and interplanetary space, especially in regions far from 
the Earth, and far from the near-ecliptic regions traversed by space­
craft engaged in planetary exploration. Such use as probes, however, is 
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contingent on a fuller understanding of the nature of comets and theIr 
tails , and of the action of solar plasma upon them. 

One present inference drawn in Paper 24 is that the interplanetary 
plasma does not rotate with the Sun at the distance of the Earth's orbit, 
nor beyond half this distance. This is not inconsistent with previous 
studies by Lust and Schluter, which had suggested that the rotation of the 
general heliomagnetic field would carry the plasma around with it up to 
distances of about 50 Rs or 0.25 AU. 

Paper 24 also suggests the use , as probes, of artificial comets in the 
form of ion clouds ejected from satellites. 

13. SOLAR PLASMA AND THE MOON 

The Moon offers an obstacle to the flow of solar plasma-a type of 
obstacle very different from either the Earth or comets. U .S.S. R. space­
craft observations suggest a low upper limit Lo the strength of any lunar 
magnetic field, and this is in accordance with the general view that the 
Moon is solid to the center-a hypothesis recently questioned by Runcorn 
(1963). In Paper 27, Gold considers the plasma action on the Moon on 
the basis of the usual view, neglecting any lunar magnetic field. He infers 
that the magnetic-field lines carried with the plasma will be forced some 
distance into the sunward face of the Moon; electric forces will be associ­
ated with their distortion. The crowded field lines on the sunward side 
will be bounded by a shock front. Variations of the solar-plasma flow and 
the field carried with it will produce considerable variations in the shock 
front. (Alfven emphasized the great difference between the Moon's effects 
on a plasma entirely without a magnetic field, and its effects on one with 
even a very weak field; see footnote 2.) 

One of the many original conclusions drawn in Paper 27 is that the 
magnetic measurements made by a satellite orbiting very close to the 
Moon may reveal the time hi tory of long-past solar-plasma flow. Another 
is that the impact of solar electrons may produce X-rays dangerous to 
lunar explorers. Yet another is that the impact of the solar plasma will 
preclude any buildup of a lunar atmosphere from gaseous radioactive­
decay products exhaled from within the solid body of the Moon. 

Paper 28 by Ness reports remarkable observations that indicate the 
existence, on the dark side of the Moon, of a long, field-free tail. This tail 
may be called a magnetic corpuscular eclipse region, bordered by an 
irregular magnetic field. It is apparently not blurred out by random 
motions of the solar particles, a possibility mentioned in Section 9 in 
connection with another variety of corpuscular eclipse region. Figure 8 , 
Paper 28, suggests that the magnetic eclipse region is of considerable 
extent, but it remains for future satellite exploration to reveal whether the 
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eclipse is ab le to affect the magnetosphere and to cause any observable 
magnetic change at the Earth's surface. If the effect occurs , it will be a 
corpuscular ecl ipse effect - perhaps more often observable than the 
optical eclipse effects, because the magnetic-eclipse region may be wider 
than the optical shadow region, and so may affect the Earth when the 
optical shadow may fail to reach us. 

Paper 28 also mentions various views regarding the effects of the Moon 
on the Earth. T he semidiurnal lunar atmospheric ti de undoubtedly affects 
certain meteorological elements (especiall y pressure and wind), and also 
affects the geomagnetic field and cosmic rays. Many determinations of 
these lunar tidal effects have been made with suitab ly small probable 
errors. By contrast, few if any reports claiming to have identified lunar 
monthly changes in meteorological and other geophysical data have with­
stood critical examination. Bartels ( 1963) ha given what seems to me an 
effective dismissal of one of the latest of such claims, affecting the sta­
tistics of geomagnetic di sturbance (Bigg, 1963). 

14. SOLAR PLASMA, THE AURORA, AND MAGNETIC 
STORMS 

Perhaps the longest discussion, and one of great interest, deals with 
Papers 16 (Axford), 17 (Dungey), and 18 (Petschek). These papers 
di cuss the phenomena that occur across, at, and within the cavity bound­
ary of the magnetosphere. Paper 18 concerns the connection or recon­
nection of field line of the interplanetary plasma with those of the 
magnetosphere. Paper 17 also deals with the interplanetary plasma field , 
and with neutral points from which proceed field lines that cover whole 
surfaces. The latter part of Paper 16 describes a system of magnetospheric 
circulation (cf. Axford and Hines, 1961 ) suggested by, and regarded as 
linked with, the polar electric current sys tem. The configuration i shown 
in Fig. I, Paper 16, in an idealized form (for which I am responsible-
1935). Vestine and Obayashi and others have drawn somewhat similar 
diagrams based on better polar data than were avai lable to me at the time. 
The current system usually has a rather different orientation, which is 
variable ; but in general form the pattern has been thought to resemble 
the one shown in Fig. 1, Paper 16. 

All this work bears on the aurora, the ring current, and on auroral and 
magnetic ubstorms, which are phenomena proceeding from the magneto­
sphere. Of all the regions discussed in this co nference, the magnetosphere 
(above the ionosphere) is the one nearest to the Earth . It is a region much 
traversed by rockets and satellites. But the events occurring there are so 
complex and variable that, as may be considered natural, there is as yet no 



XXVIII FOREWORD 

accepted comprehensive theory of these events. Moreover, our recog­
nition of important features of these events is still developing. For 
example, we are only now approaching a general conception (Fig. 2, 
Paper 17) of the morphology of so important a magnetospheric event as 
an auroral substorm (Akasofu , 1964). This morphology is closely con­
nected with magnetic substorms and with their electric current system. 

I confess with regret that I am often unable to follow arguments and 
speculations proposed on these subjects by my colleagues, including 
some of those given in the papers and discussions considered here. These 
arguments represent partly an a priori development of the kind attempted 
by F erraro and myself, but going far beyond where we were able to 
penetrate. Such an approach is very desirable, but also very difficult: it 
must be combined with a comprehensive knowledge and study of the 
magnetic , auroral, and ionospheric phenomena observed from the Earth 's 
urface and from satelli tes and space probes. The combined investigation 

is now occupying many very able minds, but the debate is likely to 
continue in lively fashion for at least some years longer. 

Boulder, Colorado 
Jul y, 1964 
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CHAPTER I 

MARINER-2 MEASUREMENTS OF THE 
SOLAR WIND 

MARCIA NEUGEBAUER AND CONWAY W. SNYDER 

Jet Propulsion Laboratory, Pasadena, California 

(Presented by Marcia Neugebauer) 

THE first publication concerning the Mariner-2 plasma experiment was a 
rough preliminary account of the data presented by Neugebauer and 
Snyder (Ref. I). The correlation between plasma velocity and geomag­
netic activity was pointed out by Snyder, Neugebauer, and Rao (Ref. 2). 
I will quickly review a few points from these papers because they are 
pertinent to what I have to say. 

Most of you know that Mariner 2 carried a single curved-plate electro­
static spectrometer that always pointed at the center of the Sun. Figure I 
shows the analyzer's resolution function, which is defined as the fraction 
of particles that reaches the collector as a function of energy and angle 
of incidence. The aberration due to the spacecraft's motion was generally 
in the range of 2 to 6 deg. The area under the 6-deg curve is about one­
third of the area under the O-deg curve. The plasma was always in the 
range of angles that could be seen by the instrument, but sometimes we 
had to make large corrections to account for the aberration effect. 

For each of the spectrometer's ten voltage settings (channels), the 
spacecraft transmitted a number proportional to the logarithm of the cur­
rent measured for that particular range of energy per unit charge. The 
channels were scanned sequentially, with measurements spaced every 
) 8.5 sec, so that from 37 to I I I ec were required to obtain a pectrum 
(depending on the width of the spectrum). Successive spectra were 
separated by 3.7 min, which was the basic time resolution for the measure­
ment of plasma properties. 

Method of Calculating Velocity and Temperature 
Figure 2 is a sample spectrum. The logarithm of the measured current 

is given for each channel of energy per unit charge. The channels are 
equally spaced on a logarithmic scale. Many spectra have two peaks; 
when there is no obvious second peak, there is frequently a shoulder 
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Fig. I. Mariner electrostatic analyzer resolu tion function, or the fral: tion of a 
parallel beam of ions which reaches the collector as a function of energy and 

angle of incidence 

where you can imagine a second peak. We have interpreted the left-hand 
peak as protons , and the right-hand peak we call alpha particles, although 



MARINER-2 MEASUREMENTS OF THE SOLAR WIND 5 

heavier bare nuclei may be present. If the alpha particles were moving 
away from the Sun with the same velocity as the protons, they would have 
twice the energy per unit charge of the protons , which is what was ob­
served . I will talk more about alpha particles later, but first I should like 

§ f---------------iI~1 
lW 

I I I 
230 345 515 750 1125 1665 2475 3690 5510 8225 

E/Q, volts 

Fig. 2. Sample spectrum obtai ned by the Mariner plasma spectrometer 

to outline the method we used for calculating velocity, temperature, and 
density from the data obtained. 

For the first calculation, we as umed that the currents in the peak 
channel, and in the channels on each side of it, were due solely to protons 
with an isotropic Maxwell-Boltzmann distribution in the moving system. 
We defined the parameter 1/ as the ratio of the bulk velocity v to the 
velocity corresponding to the center of the peak channel v"" and the 
parameter e as the ratio of the thermal energy kT to the bulk energy 
mv2/2. We defined 1111 _ 1> 1"1> and / 111 + 1 as the currents in the channels just 
below the peak, at the peak, and just above the peak , respectively. 
For given values of the aberration angle (of a plasma arriving with velocity 
v".) and the yaw angle (the angle between the spacecraft velocity vector 
and the analysis plane of the instrument) , we integrated the proton 
distribution over the resolution function shown in Fig. I. This integration 
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gave a unique relation between the pair of measured parameters (I",1l m _
1 

and 1m/I m+l) and the pair of parameters (v and 8) describing the plasma 
protons. Figure 3 illustrates this relation for a few specific values of v and 
8. The shaded areas are the envelopes of all different values of the aberra-

sr----r----,----.----,----,----,----,r----,----,----.----, 

PROTONS ONLY 

= CONSTANT II 

4 
= CONSTANT 8 

CALCULATIONS 

3 

o 
<5 2 
o 
...J 

o 

o 3 4 

Fig. 3. Contours of con tant v and (I as a function of the current in channels 
m I , m , and m + I , assuming no contribution from alpha particles 

tion and yaw angles for constant values of either v or 8. The effect of the 
digitalization of the logarithm of the current is also indicated in Fig. 3 
to show roughly the accuracy of the calculated parameters. 

For the actual calculation of v and 8 from the observed ratios 1,,)/"'- 1 
and 1"/'11/+1' we used the straight lines which approximate the shaded 
envelopes. You may wonder why some lines, v = 0.925 for example, 
aren't very close to the corresponding shaded areas. This displacement 
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was made in an attempt to correct for the effect of alpha particles. If it is 
assumed, say, that there are five alpha particles for every 100 protons , 
there is a considerable contribution of alpha particles to the current in 
channel m + 1 when lJ < 1, so that the curves of Fig. 3 are distorted to 
give those shown in Fig. 4. 

sr---,,---,,---,----,----,----,----r----,----r---,,---, 

4 

1.100 

3 

o 

o 

Va • Vp 
8a = 8p 

na : 0 .05np 

Em:!! CONSTANT" 

ElZl11I CONSTANT 8 
CALCULATIONS 

o RESOLUTION 

4 

Fig. 4. Contours of constant v and e, assuming five alpha particles for every 
100 protons 

5 

We used the straight lines shown in Fig. 3 or 4 to calculate all values 
of lJ and to calculate 8 when lJ is greater than 1.000. The differences 
between the curves in Fig. 3 and those in Fig. 4 demonstrate that it is 
hopeless to calculate 8, and thus temperature, by this simple method when 
there is a considerable mixture of alpha particles in channel m + I. 
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Another point I want to make here is that, if the flow from the Sun 
is not radial, this nonradiality can be expressed as different effective 
aberration and yaw angles, which merely changes the values of v and 8 by 
amounts roughly indicated by the sizes of the shaded envelope areas. 
So in the determination of velocity and temperature, the fact that the 
solar wind may not be exactly radial is not very important. Nonradiality 
might affect the value of velocity by roughly 1 %. 

Time Dependence of Proton Velocity, Temperature, and Density 
Figure 5 is a plot of velocity and temperature as a function of time. The 

time scale is based on January I, 1962 as Day I. I n most cases the upper 
curve is velocity. Each point is a 3-hr average. The plot is on a 27-day 
scale so that you can see the recurrent peaks of hot, high-velocity 
plasma. The velocity varied from about 320 to 770 km/sec , the average 
for the entire mission being 505 km/sec. The temperature ranged from 
3 X 104 to 6 X 105 OK. The average proton temperature was 1.5 X 105 oK. 
As you can see, the temperature more or less followed the velocity; when 
velocity increased, the temperature generally increased , too. 

Temperature and velocity were calculated from the width of, and the 
energy per unit charge at, the peak of the proton spectrum respectively. 
Then we used the magnitude of the measured current, together with the 
aberration and yaw angles and the on-board electrometer calibration, 
to calculate proton density. I n this calculation of density, the fact that 
we assumed the plasma flow to be radially outward from the Sun has a 
large effect on the values obtained. 

In Fig. 6, the heavy line represents velocity and is the same as in Fig. 5. 
The lighter line represents density, its scale being on the right. You can 
see that density was generally highest between the high-velocity streams 
or at a leading edge. For example, on Day 280 we observe a high-velocity 
plasma catching up with a low-velocity plasma, and the density increased 
at this inteliace. We also see, over and over again , that in the middle of 
the streams the density was quite low when the plasma velocity was high. 
The range of the 3-hr averages in density was from about 0.2 to 70 
protons/cm3. 

Figure 7 shows a point-by-point plot of velocity , temperature, and den­
sity at the leading edge of the stream which corresponds to the magnetic 
storm of October 7, 1962 (Day 280). Conditions were very quiet until 
about 1547 UT, when there was a sudden jump in velocity. The velocity 
kept on increasing for about 2 days until it approached 800 km/sec. There 
are not as many temperature or density points as velocity points , because 
temperature and density were not calculated when alpha particles inter­
fered with the calculation. 

It is interesting to note that, on occasion, velocity and temperature 
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had simultaneous, sudden jumps. By " sudden" I mean anything less than 
3.7 min . There is an example of such behavior a t 0737 UT on Day 28 \. 
At 1547 UT on Day 280, though, the temperature didn't change very 
much , although there was a large velocity jump. At about 2000 UT on 
Day 280, the jump in velocity preceded the jump in temperature by about 
24 min. 

Density appears to have started increas ing about an hour before the 
shock front arrived , and eventually it got as high as 77 protons/cm3 , 

which is the highest density we saw. The density than decreased and 
stayed low until the high-ve locity stream had gone by completely. 

Effect oj Change in Distance From the Sun 
You may have noticed in Fig. 6 that the density was higher at the 

end of the flight than at the beginning. Figure 8 shows roughly how the 
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Fig. 8. Logarithmic plot of proton density vs. distance from the Sun. T he density 
has been averaged over a so lar rotation 

density varied with distance from the Sun. The absc issa is the logarithm of 
the di stance from the Sun. Each bar is an average over a whole solar 
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rotation; the averaging was done in an attempt to take out the effect of solar 
activity. You can see that density decreased roughly as 1/,-2, maybe a bit 
faster. 

Similar computations were performed for the flux, J = nu. From Fig. 9 
you can see that the flux showed a 1/1.2 behavior a little better than did the 
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Fig. 9. Logarithmic plot of proton flux vs. distance from the Sun. The flux has 
been averaged over a solar rotation 

density. However, when we plotted the similar velocity and temperature 
averages, we could find no obvious dependence on distance from the Sun. 

Correlation with Kp 
In Ref. 2 we concluded that there was a very good correlation between 

the Kp index, which we used as a measure of geomagnetic activity, 
and plasma velocity. The top rows of Fig. 10 and II show the daily 
average plasma velocity , while the midd le rows are the sum of the Kp 
indices for a given day. These two quantities followed each other quite 
closely. 
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Earlier predictions of the dependence of geomagnetic activity on the 
solar wind generall y were concerned with the plasma energy density 
or pressure. We have plotted the daily average of the energy density 
of the plasma bulk motion at the bottom of Fig. 10 and II. You can see 
that the energy density was generall y highest at the leading edge of a 
stream where the ion density was high . 

Alpha-Particle Temperature 
Let's return to the discussion of the alpha-partic le part of the spectrum. 

What we have done so far is to take the current just below the peak 
(1", - ) , the current at the peak (1m) ' and the current just above the peak 
(1111+)' and from these three numbers to calcu late the density of protons, 
the bulk plasma velocity, and the proton temperature. Using these three 
parameters, plus the assumption that the alpha particles are moving away 
from the Sun with the same velocity and temperature as the protons, 
plus the value of the current in channel m + 2, we calculated the ratio 
na/np, which is the relative alpha-particle density. 

Next we tested the validity of these assumptions to see how good this 
model was. To do this, we used the va lue of the proton and alpha-particle 
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Fig. 12. Hi stograms of the ratio of the measured to the predicted currents in 
channel /11 + 3, assuming that the protons and alpha particles had the same 
temperatures (upper histogram) and the same thermal ve locities (lower histogram) 
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velocities, temperatures, and densities just calculated to predict the 
current in channel m + 3, and then we compared the prediction with the 
measured value. In performing this calculation, we cheated a bit. We 
only considered the subclass of spectra for which v was near 1.051. 
When v equals this magic number. I .051, the alpha-particle peak should 
be centered on channel m + 2 (the fourth point in the spectrum), thus 
permitting a more accurate determination of nOtI nl ) than could be obtained 
if the alpha-particle spectrum were steep at this channel. Furthermore, 
when lJ = 1.05 I, there was a negligible contribution of alpha-particles to 
the first three channels. Therefore, for the range of temperatures we 
observed , the assumption we used in finding nil> v, and T (that there were 
only protons in the first three channels) is valid. 

Figure 12 contains two histograms of the ratio of the measured current 
in the fifth channel to the calculated current. If the model were acceptable, 
the upper histogram would be centered at a value of I. The area shaded 
with lines represents spectra for which we couldn't really calculate the 
ratio ; all we could get was a lower limit. Thus all the points represented by 
shaded lines should be even farther to the right. There is obviously too 
much current in channel m + 3 by a factor of 103 or more. We conclude 
that the model isn't very good. 

The calculation was repeated for the assumption that the alpha particles 
were four times hotter than the protons, which means that the two kinds 
of ions have equal thermal velocities instead of equal temperatures. The 
lower histogram in Fig. 12 shows the results of this calculation. The model 
is still not perfect, but is off by a factor of two or three instead of by a 
factor of 103. 

There are several models that might better fit the measured spectra. 
One model would be: Va = Vp and Ta > 4TJ)' Since we couldn't see any 
physical basis for such a model, we didn't bother to calculate the amount 
that TOt must exceed 4Tp • Another model would require equal thermal 
velocities, with the alpha particles moving away from the Sun slightly 
faster than the protons. We couldn't see any physical reason for this 
model either. 

Professor Davis has suggested that perhaps we could move the histo­
gram a little to the left by assuming that the spacecraft had a large 
positive charge. We could move the bottom histogram to the correct 
place by assuming the spacecraft was charged to something like 100 to 
200 v. There is no hope of sufficiently shifting the upper histogram by al1Y 
reasonable amount of charge. 

We think probably the real weakness of our model lies in assuming 
that the ions have an isotropic Maxwell-Boltzmann distribution. How­
ever, we don 't have enough points in our spectra to calculate a complex 
model in any detail. 
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Alpha-Proton Ratio 
We took the points on the bottom histogram, for which log [I m+3(meas.)/ 

Im+3(calc.)] was between -0.2 and +0.2, and determined the value of 
na/l1p for these spectra, which seemed to fit the equal-thermal-velocity 
model fairly well. Figure 13 shows the ratio nat np as a function of m (the 
peak channel number, which is proportional to the logarithm of the 
velocity). 

The average ratio of alpha-particle density to proton density was about 
0.046, which was lower than we had expected before we performed the 
calculation. There didn't seem to be any energy dependence of this 
ratio. 

Dependence of Temperature Upon Magnetic Field 
We have seen that the alpha-particle temperature seemed to be approxi­

mately four times the proton temperature, or that the two kinds of ions 

na/np 

0.15 

0.10 

I 
.. 

0.05 I ! I AVG.=Q046 

0 
3 4 5 6 7 m 

(10) (26) (62) (16) (2) No. OF POINTS 

Fig. 13. Ratio of alpha particle to proton densities for those spectra which fit 
an equal-thermal-velocity model , plotted vs. tn, the number of the peak channel. 

m is proportional to the logarithm of the plasma velocity 

had equal thermal velocities. Also interesting is the fact that these 
thermal velocities were very closely equal to the Alfven velocity. We 
took a representative sample of 212 spectra for which we knew both the 
density and the magnetic field, and found that the ratio of thermal velocity 
to Alfven velocity was 1.2 ± 0.5. This ratio is also the square root of the 
ratio of the kinetic-energy density of the thermal motions, nkT, to the 
magnetic-field energy density, B2/87T. So, saying that the Alfven velocity 
and the thermal velocity were approximate ly equal is the same as sayi ng 
that there was equipartition of energy between thermal motions and the 
magnetic field, which some people might have predicted to start with. 
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I think this result suggests that the solar-wind particles have the random 
motions they do , not because they were heated to some temperature back 
near the Sun and have cooled since then due to adiabatic expansion, 
but because the ions are interacting with the magnetic-field disturbances. 
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The plasma is turbulent and has magnetohydrodynamic shock waves 
moving through it. Ions are reflected from a shock with a velocity of the 
same order of magnitude as the velocity of the shock. 

I think this speculation is somewhat verified by the plots in Fig. 14, 
in which the heavy lines are again the 3-hr averages of velocity. The 
dashed line is the variance in the magnetic field, or the standard deviation 
about each 3-hr average. The variance of the magnetic field was highest 
at the leading edges of the streams. There are good examples of this 
behavior on Days 255, 261, and 280. The field was a lot noisier where you 
might have expected turbulence; that is , where a high-velocity stream 
apparently overtook a slower moving plasma. The upper curve in Fig. ]4 
is the ratio of thermal energy to directed energy, which is the quantity 
e discussed earlier. 

Figure 14 shows that when there were many magnetic disturbances 
(shocks running around in the plasma) , e was high. I n other words, as the 
spacecraft was overtaken by a hot, high-velocity stream, the temperature 
increased even faster than the velocity. There was generally a quite good 
correlation between (J and the variance in the magnetic field. Figure 15 
shows the same type of data for the last three solar rotations sampled 
by Mariner. Here again you see that (J had increased and had then de­
creased again by the time the velocity reached its maximum value. Day 
351 is a good example. 

In conclusion, we think we have proved that the temperature of the 
solar-wind plasma is not simply related to the temperature at the base of 
the coropa and that shock-wave heating may be an important process. 
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DISCUSSION OF NEUGEBAUER PAPER 

BIERMANN: You have not discriminated between temperature and turbulence. 
Since the turbulence probably has a fairly high frequency, I think the proper 
conclusion is that you essentially have equipartition of energy between turbulence 
and magnetic-field fluctuations. I don't recall any convincing reason for relating 
these fluctuations to temperature. 
NEUGEBAUER: It may be that purely thermal motions are very small, and that 
only turbulent motions are observable. I don't think we will be able to sort out 
these quantities until we get spectra with many more points in them. 
PARKER: Over what period of time do you make the samples in the different 
channels? 
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NEUGEBAUER: It takes a second or slightly less. I don't think we are seeing the 
envelope of any hydromagnetic waves that may be present, because the cyclotron 
period is about 10 seconds for protons. 
PARKER: If you are seeing turbulence , then it has a frequency of J cycle per 
second to get what you call the temperature. Do I understand you correctly? 
NEUGEBAUER: Yes. 
NESS: With regard to Parker's tatement, isn ' t the important time scale the time 
it takes to scan a spectrum , which is 3.7 minutes, rather than the time it takes 
to take each sample? 
NEUGEBAUER: Not entirely. It takes 3.7 minutes to make a whole set of meas­
urements. Each particular current measurement, however, takes less than I 
second. If there were eddies with periods lying between J second and 3.7 minutes , 
then the readings wouldn't repeat themselves from one measurement cycle to 
the next as well as they do. There was only one interval in the whole flight during 
which we got drastically different values of velocity and temperature from one 
3.7-minute cycLe to the next. Except for this one interval of a few hours , the 
plasma behaved reasonably well. 
SNYDER: I think it is important to emphasize this point. It's very common to 
observe the same currents in all ten channels for 20 consecutive measurements. 
I think this does rule out the idea that we are seeing only turbulence. 
BRIDGE: There is no reason to expect coherence between the phase of the fluc­
tuations and your measurement period. I n other words , I agree that if the plasma 
flow is steady, your time scale is moved down from 3.7 minutes to about I second, 
which is the time for one measurement. 
PETSCHEK: Is the energy in the magnetic-field fluctuations comparable to the 
energy in the average magnetic field? 
DAVIS: It depends on the frequency of the fluctuations. If you ask about fluc­
tuations with a period of about 5 to 7 minutes, then most of the time the energy 
in the fluctuations i not nearly as large as the energy in the average field. If you 
ask about fluctuations with a period of a day, then the energy in the fluctuations 
is quite large. . 
PETSCHEK: But, if you make correlations on a short time basis , as wa done, 
then apparently the thermal energy is higher than the fluctuating magnetic energy. 
Therefore, the observed particle velocity spread cannot be simply a reflection 
of hydromagnetic turbulence. 
LUST: How does the time response of the plasma instrument compare with that 
of the magnetometer? 
NEUGEBAUER: The magnetometer makes six complete field readings for every 
complete plasma spectrum. Both instruments require about I second to make a 
single measurement. 
NESS: Have you performed any spectral analysis of the magnetic fluctuations 
to determine the shape of the spectrum? I infer from your comments that there 
is a lot of energy at low frequencies and not very much at high frequencies. 
DA VIS: There is a lot more energy at low frequencies than at high frequencies. 
I think this will be clearer when Dr. Smith shows us his slides.! 
DEUTSCH: What about the possibility that an appreciable number of the particle 
now identified as alpha particles are really ingly ionized helium atoms? 
NEUGEBAUER: Since singly ionized helium would have an energy per unit 
charge four times that of a proton , it would not appear i.n the same place in the 

'See Paper 3 
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spectrum as the alphas. Since we did nCr see a peak at the appropriate value of' 
energy per unit charge, there is probably at least an order of magnitude more 
doubly ionized than singly ionized helium. 

Just a little singly ionized helium, however, would help shift the histogram 
(bottom of Fig. 12, Paper I) slightly to the left and thus result in better agreement 
between the measured spectra and the model. 
CHAPMAN: Professor Parker, I was wondering if the ratio of pl-otons to helium 
is a cause for concern , or if it could be explained by the way in which the solar 
wind develops. 
PARKER: If you ask whether the expanding solar corona has a true solar abun­
dance , of course you are confronted with the possibility that the heavier elements 
may have ettled out. If you make a simple estimate of the rate at which the 
helium can be settling out and compare it with the rate at which the corona is 
expanding, then the two rates are about equal and you are left on the fence. 

I think , in fact , that the corona probably does have a true solar abundance, 
but one can't be sure of that. The only real solution to the problem would be to 
measure the helium abundance in the solar wind day after day , and if you found 
it to be always the same, you could conclude that it was the true solar value. 2 

NEUGEBAUER: Our ratios of alphas to protons did vary widely - from 0.0 I to 
0.30, roughly. 
JOKIPll: I have recently carried out a fairly detailed investigation of the abun­
dance of alpha particles, and it eems to me that there are two possibilities. Either 
the alpha particles don't fall out of the corona fast enough to keep a solar abun­
dance, in which case their coronal abundance is increased ; or else they do fall 
out fast enough to keep a olar abundance in the corona, in which case the solar­
wind abundance is reduced. The actual situation is probably a mixture of the two. 
I would like to discuss this problem in detail tomorrow.3 

2See Parker, E. N., The Solar Corona, ed. by J. W. Evans, Academic Press, New York 
(1963) p. II 

3See Paper 14 
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CHAPTER II N66. 3.8. 9.4 a. 
THE RELATION OF MARINER-2 PLASMA 

DATA TO SOLAR PHENOMENA 

CONWAY W. SNYDER AND MARCIA NEUGEBAUER 

Jet Propulsion Laboratory, Pasadena, California 

(Presented by Conway W. Snyder) 

WE have seen a very good correlation between the velocity of the solar 
plasma, as measured by M cu'iner 2, and the amount of magnetic distur­
bance on the Earth. But what about the correlation between the velocity 
of the solar wind and things that are happening on the Sun? 1 have tried 
various ways to make some progress on this problem, and about all 1 can 
say is that the situation seems to be confused. I could perhaps sit down and 
leave it there, but I want to belabor the point just a little, if I may. 

Extrapolation Procedure 
On the a sumption that the solar-wind velocity is constant from the 

Sun to wherever we observe it, we can calculate exactly where any given 
bit of plasma should have come from on the Sun. This is, of course, the 
assumption that underlies the Archimedes-spiral model. The spiral-field 
line connects the spacecraft to the source. The equation of the Archi­
medes spiral in its simplest form is ,. = v(c/Jo-c/J)m, where n is the solar 
rotation rate at the so lar latitude from which the particles are ejected . 
When the velocity increases, a spiral can catch up with the one ahead of 
it, but such a picture is rather hard to draw. Since the equation for the 
spiral is linear, let r = y and c/J = x ; then these complicated spiral become 
straight lines and are a little easier to show. 

Figure I hows these spiral-field lines in rectangular coordinates. The 
top line, E, represents the orbit of the Earth; the horizontal scale is in 
days and gives the Earth's position in a coordinate system that rotates 
with the Sun. The bottom line, S, represents the surface of the Sun, with 
the scale in days giving the time of passage beneath the Earth. The scales 
are adjusted so that the slanti ng lines, representing field lines, have the 
slope of the Archimedes spiral at the Earth, and the field lines shown 
represent the observations of velocity at 12-hr intervals. 

The top section of Fig. I depicts a simple situation in which the region 
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between A and B on the Sun emits plasma having a velocity of 30 
km/sec. Between Band e the velocity rises gradually (in 8 days) to 900 
km/sec, and then falls back to 300 km/sec between D and E (again in 8 

l~ 
A • 

F ig. I . Rectangular representation of r vs. </> plot for Archimedes-spiral field 
lines, showing the effects of changes in solar-wind velocity 

days). If we look at the situation from the viewpoint of the Earth (where 
the corresponding letters are primed) , the ri se in velocity took only 4 
days , and the subsequent drop took 12. 

The lower half of the figure depicts a situation that was often seen by 
Mariner. The letters have the same meaning as before, but now the 
velocity rise takes place in a narrow region on the Sun (between B and e), 
corresponding to a difference of 4.5 days in central-meridian passage 
(eM P). The faster plasma sweeps the slower plasma ahead of it, so that 
the first line of high slope reaches the Earth less than 12 hr after the 
last line of low slope. The intermediate lines are shown dashed in this 
figure , but in the maps to be shown later they will be omitted, and a blank 
triangle , with its base at the bottom, will appear. The situation between 
0' and E' is even more confusing, for here the velocity decrease occurs in 
4 days as seen at the Earth, and field lines observed during the decrease 
extrapolate back to points on the Sun to the left of the line O-D'. Omis­
sion of the dashed lines in this case will leave a blank triangle on the map 
with its base at the top. Such rapid drops in velocity, which appear more 
than a dozen time in the Mariner data, show that at these times, at least, 
the simple spiral model was not an accurate representation of the facts. 

General Correlations 
Figure 2 is the familiar picture showing one of the indices of magnetic 

disturbance, e9 (Ref. I). From about the sixth through the tenth days of 
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Fig. 2. Daily geomagnetic character figures C9 and su nspot numbers R for solar 
rotation Nos. 1759-1780 
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the solar cycle, there was a persistent magnetic distu rbance tha t appeared 
on every rotation for a year or so; it started back in sola r cycle No. 1766, 
a month before Marin er was launched. Similarly , the most pers istent 
stream of high-velocity pl as ma th at we saw on Marin er was detected 
every time we were in position to see it, and it occurred on the sixth 
through the tenth days of the solar rotation cycle. Because of the unique­
ness of that stream and the uniqueness of this particular recurrent 
series of magnetic storms, and because of the fact that a t about the proper 
pos ition on the Sun there is a series of calcium plages that start about 
this time and continue over the same period, it is extremely enticing to 
say there is some causal relationship between these phenomena. 

When you try to determ ine the re lat ionship in detail, however, about a ll 
you end up with is confusion. 

Problems of Detailed Correlations 
I n the top third of Fig. 3 is plotted the 3-hr ave rage plasma velocity 

shown in the previous paper for so la r rotat ion No. 1767. The lines at the 
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F ig. 3. Time plots of magnetic storms (bars), solar-wind velocity (3-hr average), 
extrapolation lines (1'- <b plots) to the Sun's surface, counting-rate increases on 
Mariner G M counters (v), and features of the so lar map. So lar rotation No. 1767 

top indica te magnetic storms; these are the major magne ti c storms of 
the year (Ref. 2) . The numbers 239 through 268 are the days of observa­
tion , starting with January I , 1962 as Day I. 
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In the center of Fig. 3 are the straight lines representing the spiral 
magnetic-field lines. These are plotted exactly as those in Fig. I except 
for one thing-the slopes of the lines represent velocities measured not 
on the Earth but on Mariner. The spacecraft orbit is indicated by the line 
marked M, which is coincident with the Earth line E for the first few 
weeks. 

The features in the solar map at the bottom of Fig. 3 are represented in 
terms of the time of their central-meridian passage (as seen from the 
Earth). This map of the Sun is drawn more or less to the proper scale and 
shape, and includes all of the plage regions that either had a magnitude 
of 3 or more, or had an area of 1000 millionths or more of the solar disk. 
Plages that belong to long-lived sequences are marked with the last two 
digits of their McMath number; plages that appeared on only one rotation 
are labeled with their intensity at CMP (2 , 2.5, 3, or 3.5). The horizontal 
line represents the locus of points on the solar surface directly below 
the spacecraft. 

If you ask: where did the high-velocity plasma observed on Day 245 
come from?-by following the proper field line from Mariner to the Sun, 
you end up at a blank area on the map that had its CM P early on Day 243. 
The long-lived plage region that at first glance might be thought to be 
associated with the high-velocity plasma, is centered on Day 245 , about 
2 days to the right of the apparent origin of the field line. The plasma 
velocity would have had to be much greater than was observed to connect 
the central-meridian passage of the plage region with the observed 
velocity peak. 

This was not universally the case, but there was a tendency in this 
direction: the source of the high-velocity streams seemed to be a day or 
so ahead of where you would like it to have been. I think the conclusion 
is simply that it is still true that the M regions are not visible on the sur­
face of the Sun. There i really nothing new in this statement, but I think 
it is more direct than previous statements have been. 

One other thing is indicated on Fig. 3. The little v 's indicate the apparent 
sources of the increased fluxes observed by Van Allen's 213 Geiger 
counter, which was also on Mariner. The particles could have been either 
protons above 0.5 Mev or electrons above 40 kev. There were about 
13 such peaks, and they also don't seem to fit too well with anything 
visible on the Sun. 

In Fig. 4, which shows the next solar rotation, the magnetic-field line 
associated with the small velocity maximum early on Day 274 does 
appear to connect with the plage region labeled "?"; while the next peak, 
late on Day 274 and early on Day 275, appears to be connected with 
plage region 62. If these were the only cases we had, I think all you could 
say is , "Well, isn 't that beautiful!" Immediately following these peaks, 
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however, on Days 281 and 282 , there is a very large peak that doesn't 
connect clearly with any mapped feature, although plage region 66 lines 
up fairly well with the midpoint of the steep rise. The plage regions with 
central-meridian passages on Days 284 and 285 were of reasonably good 
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Fig. 4. Time plots of magnetic storms (bars), solar-wind velocity (3-hr average), 
extrapolation line (r -cP plots) to the Sun 's surface, counting-rate increases on 
Marin er GM counters (v), and features of the solar map. Solar rota tion No. 1768 

size and corresponded fairly well with the peaks on Days 287 and 288. 
The peak on Day 292, however, fell almost halfway between two plage 
regions. 

The data for the next solar rotation, No. 1769, are displayed in Fig. 5 
and show much the same behavior as that seen in the earlier rotations. It 
is interesting to note here that during the time that we had no data 
(because the spacecraft was turned off), there was no magnetic storm, 
even though there were magnetic storms at this same time both in the 
previous solar cycle and in the following solar cycle. Maybe we were 
lucky and didn't miss a stream in that particular region. 

The data for solar rotation No. 1770 are given in Fig. 6. On Day 325 
there was a very sharp 'rise in plasma velocity. If you follow back the 
field lines associated with this peak, you end up in a very clean region 
between visible plage regions that you might consider to be the source. 
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Fig. 5. Time plots of magnetic storms (bars), solar-wind velocity (3-hr average) , 
extrapolation lines (r - <p plot ) to the Sun's surface, counting-rate increases on 
Mariller G M counters (v). and feat ures of the solar map. Solar rotation No. 1769 
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Fig. 6. Time plots of magnetic storms (bars), so lar-wind ve locity (3-hr average), 
extrapolat ion lines (r -cp plots) to the Su n's sUlface, counting-rate increases on 
M ariller G M cou nters (v), and fea tures of the so la r map. Solar rotation No. 1770 
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F igure 7 shows solar rotation No . 1771, the last one observed by 
Marin er. Again, the peak on Day 354 calculates back to a point on the 
Sun that is fair ly c lean, except for a little activity (not shown) well south 
of the spacecraft. 
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Fig. 7 . Time plots of magnetic storms (bars) , so lar-wind velocity (3-hr average), 
extrapolation lines (r -cP plots) to the Sun's SUiface, counting-rate increases on 
Mariner G M counters (v) , and features of the sola r map. Solar rotation No. 177 1 

The data seem to indicate that there is no close correlation between the 
plage regions and the solar streams, unless either (I) the ve locity is not 
constant, or (2) the high-velocity plasma is not shot out from the Sun in a 
radial direction, so that the simple Archimedes-spiral model is incorrect. 
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D ISCUSS ION OF SNYDER PAPER 

BRANDT: Have you tried correlating plasma velocity with coronal data? 
SNYDER: ot in enough detail to be sure of the answer. However, I think the 
answer will be the same as for the plage regions. 
DAVIS: One thing I would like to emphasize at the moment is Dr. Snyder's 
concluding remark that perhaps the Archimedes-spiral model is not quite pelfect. 
I think that the field strength is trong enough close to the Sun that it could 
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easi ly govern the mot ion of the wind. It doesn't seem at a ll surprising to me that 
the wind and the features o n the Sun fail.to correspond by a day or two, one way 0, ' 

the other. ' 
ATHAY: A lot of work has been done in correlati ng M-region storms with surface 
features of the Sun. Mustel' find s that if yo u cou nt a ll active regions within one or 
two days of central-meridi an passage, then yo u can, in fact, correlate most of the 
M-region sto rms with an act ive region on the Sun. This does not prove, however, 
that the corre lat ion has physical significance. 

When you look at the sUlface of the Sun optically, very often the matter in a 
given active region will show high-speed motions that are preferentially in one 
quadrant rather than in all quad rants. Thus it is not unlikely that matter leaving the 
Sun wi ll leave in a nonradial direction. 
WILKERSON: Is there any correlation of the helium-hyd rogen abundance ratio 
with solar rotat ion? 
SNYDER: I don't think that we can see any. Our information on the helium­
hydrogen abu ndance is really very sparse. 
BLOCK: How compelling are the reasons for assuming that the velocity is 
constant all the way from the Sun to the Earth ? 

Let us a sume that the magnetic-energy densi ty is pro portional to the inverse 
fourth power of the radius, and that the density , acco rding to Neugebauer's data, 
goes as the inverse second power, so that the kinetic-energy density decreases 
as the inverse second power. T hi s means that close to the Su n the magnetic­
energy density is quite a bit stronger than the kinetic-energy density, and the 
plasma on the way out has to do some work against the magnetic fie ld and is 
slowed down. 
SNYDER: Ho wever, we need an acce lerat ion to improve our correlat ions. 
DEUTSCH: Let me ask Dr. Parker for an estimate of the transit time for a 
stream that, in the absence of a magnetic field, moves along one of his critical 
solutions and becomes a radial supersonic flow. Wouldn 't this consideration be 
likely to c hange the trans it time by just the day or two that is needed ? 
PARKER: That depends upon where you started cou nting time. [f you started 
at a distance of about 2 Rs from the center of the Sun, you would have to add 
about a day. [f yo u started from the top of the photosphere, you would have to 

add severa l months, because the gas takes so long to move from the photosphere 
to the corona. 
DEUTSCH: So a si mple gas pressure effect, even in the absence of magnetic 
fields, could conceivably account for the delays that the data seem to show? 
PARKER: Yes. [n fact, I don ' t see that the magnetic fields play any significant 
role here. They have energy, but the energy is more or less stationary. 
DEUTSCH: We have been told that the flow does not seem to be a simple adiabatic 
expans ion. However, both the velocity profile and the temperature profile, I 
believe, correspond very well with such a model. 
PARKER: O ne does not expect the flow to be adi abatic. But the temperature 
beyond 20 or 30 Rs is rather irre levant to the final velocity of the wind, so for 
mathematical si mplicity the flow is often considered ad iabatic a t large distances 
from the Sun. If you aren't interested in the temperature of the gas at I AU, then 
you may as well consider the flow to be adiabatic. If you do want to know the 
temperature, that is another problem. ' 

'See discuss ion in E. N. Parker, Interplaneta ry Dynamical Processes, Interscience 
Publishers, a div ision of John Wiley and Sons , I nc., N ew York (1963) 
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DEUTSCH: Does this mean it is coincidental that we observe temperatures 
' corresponding to adiabatic flow? 
PARKER: The temperatures th'at are observed seem to be way above the 
adiabatic values. If I remember the graphs that Mrs. Neugebauer showed, it 
seem that the temperature was sometimes close to a million degrees, which 
would be almost isothermal. 
SLUTZ: Do the observations give information on the direction as well as the 
velocity of the flow? If they do, there may be some experimental evidence to 
support some of these conjectures . 
SNYDER: There is absolutely no information about direction, because we were 
always looking directly at the center of the Sun. 

It i clear that there are two major aspects of the plasma that are not very well 
determined: the alpha-particle abundance and the directional characteristics. 
Neither of these aspects has been well determined by more recent spacecraft 
either, I might add. This information will come along in the future. 
NEUGEBAUER: Since we always saw a plasma flux, we do know that the flow 
wa never more than 10 degrees from the radial direction. 
SNYDER: Yes, I think this i a very important point. Although the flow may 
never have come directly from the Sun, it was never very far from radial. 
ZIRIN: I have two remarks. First, with regard to the plage regions, I don't really 
see what is magic about CMP-although it is a very handy position on the Sun. 
These active regions really vary in their activity: on ome days they are very 
active and on other days they are very quiet. CM P may not necessarily coincide 
with the day that the regions are most active. 

Secondly, I think you have convinced me that in measuring the Kp index, one 
is measuring the velocity of the solar plasma. We therefore have 50 years of data 
to which we may now apply the same analysis. 
SNYDER: The Mariner data represent the first time we have had an accurately 
known velocity with which to perform such an analysis. We should have been 
able to pinpoint the responsible solar regions within a degree or two, but we 
couldn't. The velocities that could be calculated from the Kp indices for the la t 
50 years would be a lot less accurately known. 
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Among the instruments aboard Mariner 2 was a triaxial fluxgate mag­
netometer with three orthogonal sensors (Ref. I), one along each of three 
axes (X, Y, Z) fixed in the spacecraft. The readings of each of three mag­
netic-field components were separated by 1.9 sec, and a complete set of 
readings was relayed to Earth every 36.96 sec. Although the accuracy of 
each reading was about 0.5 y (I y = 10-5 gauss), the observed field was 
really the vector sum of the interplanetary magnetic field and a nearly 
constant spacecraft magnetic field; so this accuracy applies only to changes 
in the interplanetary field. The spacecraft field must be subtracted 
from the combined field in order to give the true interplanetary field ; but 
determination of the spacecraft field, or "bias," depends on certain 
assumptions, and the bias may therefore be known significantly less 
accurately than to within 0.5 y. The data described in this paper were 
obtained in interplanetary space during late 1962 and far enough from the 
Earth to be unaffected by the Earth's presence. No magnetic measurements 
were obtained either inside the geomagnetic field or in the transition region. 

The orientation of the spacecraft, and therefore of the magnetometer, 
was controlled so that the positive Z direction (roughly, the spacecraft 
axis-of-symmetry) pointed away from the Sun. The orientations of the 
other two axes, X and Y, depended upon the mode of operation of the 
spacecraft. From August 29 to September 3 the spacecraft was allowed 
to roll about the Z axis. On September 3 the spacecraft was stabilized 
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with the Y axis in a plane defined by the Sun, the Earth, and the space­
craft; at that time the X axis was nearly paJ-allel to the direction of the 
north ecliptic pole. 

The variation in the X- and Y- component readings during the period 
preceding the stabilization can be attributed principally to the roll of the 
spacecraft. The contribution of any quiet transverse interplanetary field, 
when averaged over many complete revolutions, should be zero. Thus, 
the averages of the observed field values represent the X and Y compo­
nents of the spacecraft field. Fortunately, the interplanetary field was 
relatively undisturbed during this period, permitting a precise evaluation 
of these components. The center-to-peak amplitude of the variations in 
the X and Y components during roll represents the transverse component 
of the interplanetary field. 

Preliminary analysis of the M ariner-2 data revealed a large-scale 
interplanetary field with characteristics similar to those expected on the 
basis of theory. Specifically , the field tended (on the average) to lie in the 
ecliptic and to make the expected spiral angle. However, one could not 
just look at the data and derive such conclusions immediately , the problem 
being that the measurements were not absolutely accurate. The accuracy 
of the measurements was affected by the substantial spacecraft magnetic 
field, which changed both during and after launch. I mmediately after 
launch , the spacecraft field was found to be much larger than had been 
indicated by measurements made prior to launch. We believe that all 
components also changed slightly during the flight. 

Consequently , in order to derive the characteristics of the interplanetary 
field, it has been necessary to try to construct a reasonable model that is 
consistent with the observations. A preliminary look at the data indicated 
that the usual model of the interplanetary field was valid; so we decided 
to use this model, together with our data, to infer the spacecraft-field 
components to a reasonable degree of accuracy. This procedure obviously 
has important implications, not only for studying the large-scale field and 
its characteristics, but also for studying the smaller-scale field fluctuations. 

PreLiminary Results 
I will begin by reviewing some of the preliminary results (Ref. I). This 

will refresh the memory of those who have seen them before, and will, 
I hope, indicate that the techniques used to determine the spacecraft field 
were not completely arbitrary. I n discussing the data, we shall use alter­
nately the magnetometer coordinate system (X , Y, Z) and one (R, T, N) 
based approximately on the ecliptic; in the latter system, R is radially 
outward from the Sun, T is in the azimuthal direction (positive in the 
direction of planetary motion), and N points close to the north ecliptic 
pole (see Fig. 2, Paper 9). 
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Figure 1 shows the measured variation of the radial magnetic-field 
component (t:J3 R = !::.Bz), not corrected for spacecraft field . Each point 
corresponds to an hourly average, and the data cover the period from the 
end of August to the middle of November. There are a couple of very 
interesting features in these data. The first is the extreme scatter in the 
data, which was due, it seems clear on further analysis , to the irregularities 
in the interplanetary field, that is, to the roughness of the field or to the 
disordering of the spiral structure. Another very marked feature is the 
periodic variation that coincided with the 27-day rotation of the Sun. 
This feature can be seen in two of the three components. 

Figure 2 shows the data for only the first solar rotation (1767). The 
data for the period just prior to the start of Fig. 2 were obtained when the 
spacecraft was rolling. During this time it was possible, as described 
above, to determine the two spacecraft-field components that were 
perpendicular to the spacecraft-Sun direction; and averaging over the 
several days during which the spacecraft was rolling, we could obtain a 
fairly high degree of accuracy (±O.25y). 
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The structure following September 9 is interesting, because as the radial 
component 6.Bz changed , the transverse component 6.B y tended to change 
imultaneou Iy in the oppo ite direction. This is just what you would have 

expected on the basis of the spiral model. You can see this correlation a 
little better by plotting the two components against each other, as shown 
in Fig. 3 in which the plane of the paper represents the ecliptic. 

Each of the points represents a "smoothed" hourly average- the 
average value of five successive hourly averages. Despite this averaging, 
one can't help being impressed by the disorder and irregularity in these 
measurements. 

We have drawn the coordinate-system origin so that the dashed line, 
which represents approximately the expected spiral-field direction, 
appears to fit the data points. The value of the Y component of the 
spacecraft field , consistent with this selection of the origin, is reasonably 
close-say within 5y or so-to its value as determined during the roll 
period. Thus the data points represent the endpoints of the interplanetary­
field vector only. Wherever the true origin may be, this figure shows the 
way the end of the vector moved, and one can say at the very least that 
there was a tendency to cluster in the first and third quadrants. There 
does seem to have been a preferred direction that was at an angle of 
approximately 45 deg to the radial direction from the Sun. Thus the 
results look very much like the expected piral angle. 

Correction for Spacecraft Fields and Zero o.ffset 
I shall now describe briefly what can be called a second-order approxi­

mation to the interplanetary magnetic field - an attempt to infer and 
subtract all components of the spacecraft field throughout the flight. Since 
preliminary indications are that the average solar field does lie in the 
ecliptic and doe make the expected spiral angle, one can derive the 
spacecraft components at all times on the basis of three assumptions . 

. The first assumption is that the spacecraft fields in the X and Y directions 
were known at the start of the data interval. These data were obtained 
from the roll period. The second assumption is that the components in 
the ecliptic, averaged over several days , took the streaming angle that was 
based on the solar-wind velocity as measured by the plasma experiment. 
The third assumption is that the Z component of the spacecraft field 
remained constant throughout the period prior to the first solar-panel 
failure (October 31). A preliminary look at the data indicated that this 
last assumption is valid, and the results are consistent with this assump­
tion. The Z component seemed to be much less susceptible to change than 
either of the other two components. 

If for each day we compute the values that the X and Y components of 
the spacecraft field would have to have if the average interplanetary field 
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for that day were to fit the ideal spiral model , we get a rather irregular 
structure superimposed on some kind of slow drift. The irregular structure 
is presumably associated with the deviations of the interplanetary field 
from the spiral, but the slow changes, based on averages over several 
days, were taken to represent the spacecraft magnetic field itself. 

Figure 4 shows the results of these calculations for the first 60 days of 
the flight. The solid curves represent the required corrections, that is, 
the negative of the inferred spacecraft fields. You can see not only that 
the spacecraft field was apparently changing, but that sometimes it 
changed very abruptly. It is important to note that the e changes have 
little to do with, and are not responsible for , the correlation of the Y and Z 
(or T and R) components mentioned earlier. On the basis of our best 
evidence (although it is not completely conclusive) these changes 
seem to have been associated with some kind of currents flowing in the 
spacecraft- either ground-return currents as'sociated with the space­
craft power system or some kind of thermoelectric current. 
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Fig. 4. Calcula ted corrections for Mllril/er-2 spacecraft fields 

The C r and CN curves (dotted) show the corrections in solar-ecliptic 
coordinates. Notice that the spacecraft rolled through nearly 90 deg 
between Day 280 and Day 300 as it overtook the Earth in solar longitude. 
This roll helped in determining the spacecraft fields . 

The main thing that one notices from the figure is that the spacecraft 
field was very stable for the first 6 weeks or so. The changes along both 
axes were apparently less than 1 y. Then there were both abrupt changes 
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and periods of gradual change. The maximum corrections were about lOy. 
It is difficult to know just how accurately one can do this sort of thing. 

If you consider the accuracy of the measurements and the accuracy assoc­
iated with the digitalization of the data, and if you allow for the irregulari­
ties in the interplanetary field and so forth, then hopefully you can 
determine the spacecraft field to within perhaps I y- but this may be 
a little optimistic. 

Corrected Data 
The following figures show the corrected Marin er-2 data over the same 

period of about 60 days. This period was prior to the time at which a 
rather catastrophic event occurred on the spacecraft: on October 31 , one 
of the solar panels shorted. At the time the solar panel stopped providing 
power for the spacecraft, a very large but not-precisely-known change 
in t:1e spacecraft field occurred. The spacecraft field was large enough that 
the magnetometer switched to the insensitive scale and gave less useful 
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data. When the panel recovered , the field returned to normal and the 
magnetometer returned to its sensitive range- until a second failure 
occurred a week later. 

The upper part of Fig. 5 shows the radial component of the inter­
planetary field. Each of the bars represents a daily average in the value 
of that field. The notable feature here is that the radial component did 
show a very strong periodic variation associated with the rotation of the 
Sun. (Solar rotation, in days , is shown at the top.) 

One could conclude that the picture shown here suggests a solar 
magnetic-field configuration in which field lines come out of the Sun on 
one side, while the net outward flux is essentially zero on the other side. 
But since the values shown may well be uncertain to the extent of about 
I y, any such conclusion must be made very carefully. 

WILCOX: This base line is different from the base line in the earlier figure, is 
it not? 
SMITH: That is correct. 
WILCOX: Is this one more accurate? 
SMITH: This one is more accurate: this picture is the result of a careful analysis 
of the data. I n the earlier figure , the zero base line was more or less arbitrarily 
placed through the middle of the pattern , which made the field look as though it 
were pointing outward on one side of the Sun and inward on the other. When 
Fig. I was first shown, we tried to explain that the resu lt shown here (Fig. 5) 
would also be essentially consistent with the data, since there were uncertaint ies 
in the pacecraft field. 

The lower part of Fig. 5 shows the standard deviations in the field; the 
different symbols represent standard deviations taken over different time 
increments. The lowest l:urve corresponds to a period of 3.7 min , during 
which time six measurements of the field were made. The circles corres­
pond to a period of a half-hour. The difference between the circles and 
the lower curve gives you some idea of those fluctuations having periods 
between 3.7 min and a half-hour. The crosses correspond to a period of 
3 hr, while the upper curve corresponds to a period of a whole day. The 
data indicate that there was a fairly wide distribution offrequencies. 

Comparing the amplitude of the fluctuations with the amplitude of the 
field provides a quantitative measure of the scatter seen in Fig. 3. The 
field was very typically about 4 y; the rms value of the fluctuation s over 
a period of a day was perhaps 2 y or slightly more than 2 y. 

NESS: What was the noise level associated with the digitalization ? 
SMITH: It corresponded to about t y rms. That was the electrical noi se level in 
the instrument, and wa about the same as the uncertainty in the digitalizat ion. 
The step size between the binary-coded integers was about t y. [The digitalization 
should not have significantly increased the mean of the standard deviations: it 
seems more likely to have reduced it.l' 

'Added in manuscript 
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NESS: I s the lower curve con istent with the noi se level In the sense of a 
digitali zation error? 
SMITH: Very close to it : some of the values are ! y. Presumably some of the low 
value could have occurred at times when the fluctuations in the interplanetary 
field s could not be distinguished from the noi e in the instrument. There were 
periods (though not very many) lasting as long as several hours during which 
there were no changes - in any of the components - larger than just one digital 
number: thus there were times when the field wa ex tremely quiet. Such periods 
were used in estimating the noise in the instrument , and the estimated value 
agreed with expectations ba ed on working with the instruments on the ground. 
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Figure 6 shows the tangential component, which is positive in the direc­
tion of planetary motion. You can see again the presence of the 27 -day 
pattern. The picture looks quite a bit different from that of IlB y shown 
in Fig. 2, because not only has it been transformed to a different co­
ordinate system , but significant spacecraft fields have been subtracted. In 
both thi s and the preceding figure, you can see that there was some kind 
of single, large source on the Sun that seemed to overshadow the other 
disturbed solar regions. 

T he lower half of the figure shows the standard deviations as before, 
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using the same symbols. Now, the interesting feature about these devia­
tions is that they appear to be substantially larger. I n Fig. 5, values of 
perhaps 2 y were typical, and the standard deviations only twice exceeded 
4 y, even in the I-day averages. The tangential component, as shown in 
Fig. 6, was apparently more disturbed than the radial component. 

This aspect of the data is also seen in Fig. 7, which shows the normal 
component, B.I-, perpendicular to the ecliptic. Here again you can see that 
the standard deviations were larger than those of the radial component 
by a factor of about 2. This figure has two other important features. First, 
this component shows no large effect associated with the rotation of the 
Sun. This fact tends to indicate that the calculated values of the space­
craft fields were reasonably accurate. At least, we would expect that there 
would be no effect associated with the solar rotation remaining after the 
corrections for spacecraft fields were made. 

Another interesting and somewhat troublesome feature is that while B.I' 
averaged near zero over this entire period of 60 days or so, there was 
a period, lasting just slightly over a month, in which there definitely ap­
peared to be some average component that was out of the ecliptic - to the 
extent of about 1 y. Now, this component was negative, that is, opposite 
to the north ecliptic pole. The zero level for this period, which immediately 
followed lhe time that the spacecraft had been rolling, is believed to have 
been very accurately determined. During later periods, this southward­
pointing component gradually vanished. 

WILCOX: Did your corrections tend to make BN average to zero? 
DAVIS: Yes , the corrections could easily account for BN going to zero in the last 
half of the diagram. 
COLBURN: Does the part of your analysis involving the spacecraft rotation 
depend on the assumption that the spiral angle was in the ecliptic during the 
spacecraft roll period? 
DAVIS: All you have to assume is that, over a period of 4 days , the interplanetary 
field did not have a variation that correlated with the rotation of the spacecraft. 
SMITH: It turned out that over this period of about 4 days, each of the half-day 
averages of the spacecraft field agreed to within t y; the spacecraft field didn't 
change during this time. 
GOLD: Can you tell us what the angle was between the spacecraft and the 
equatorial plane of the Sun during that period of time? 
SNYDER: The solar latitude of the spacecraft was fairly constant during the 
first half of the mission, when the magnetometer data were most reliable. Starting 
at 7.1 deg north , it reached a maximum of 7.8 deg during the last half of Septem­
ber, and then decreased at an accelerating rate. It passed 6.0 deg on November 1 
(Day 305), and 0.0 deg on December 7 (Day 341). 
SMITH: Regardless of that, qualitatively , what you would expect at nonequa­
torial latitudes is inconsistent with the data. If the direction of the normal and 
radial components is determined by the general solar field, then there should be a 
positive normal component corresponding to a positive radial component. But the 
normal component was not positive, it WR<, negative. 
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Figure 8 represents the interplanetary field in polar coordinates. In 
addition to the total magnitude B, the figure shows the angles f3 and A, 
defined by: 

(B.\" ) = (B ) sin f3 

(B N ) = (B) cos f3 cos A 

(B7") = (B) cos f3 sin A 
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Thus A is the azimuthal angle of the projection of (B) in the ecliptic, 
and f3 is the ecliptic polar angle. The azimuthal angle A is compared with 
the theoretical streaming angle, 

A stream = -tan- l(rOJv) 

This ideal streaming angle is shown by the circles on the A plot. You 
must remember that the good agreement is one of the assumptions used 
in eliminating the spacecraft field . However, you can see that there were 
periods during which the angle A deviated substantially from the expected 
spiral angle, even after a fair amount of smoothing. 

The bottom of Fig. 8 gives a fairly clear picture of how the magnitude of 
the field varied over this period. The average value, about 4 y, seems 
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quite reasonable , but variations extended all the way from about to 
10 'Y. There are no obvious nulls in the data, although the averaging time 
is too long for this fact to be significant. 

Figure 9 shows 3-hr averages, plotted over a period of about 2 weeks. 
Here the average field magnitude was about 5 'Y. There is no indication 
that the field really went to zero for any period as long as 3 hr. Now, when 
you compare the data with the calculated value of the spiral angle, 
you can see quite a bit of roughness of the field. Also, the field was out 
of the ecliptic for periods lasting severaJ hours. 

Figure lOis a comparison between the fluctuations in the total field, 
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the solar-wind velocity , and the Kp index of geomagnetic activity (see 
Papers I and 2). The standard deviation shown here is for the vector field 
(the square root of the sums of the squares of the standard deviations of 
the three components), and the symbols used are the same as tho e used 
in Fig. 5 through 7. The figure shows that there were fairly broad fre­
quency spectra for these variations. Although there are some fairly pro­
nounced peaks in both the daily and the 3-hr standard deviations, there is 
no direct correlation between these peaks and the peaks observed in the 
solar-wind velocity. I nstead , the peaks in the fluctuations of the inter­
planetary field seem to correlate better with the periods of rapid increase 
in the solar-wind velocity. This is a fairly consistent result and seems at 
least physically plausible, because during this period of time one would 
expect fast-moving plasma to have been overtaking lower-moving 
plasma. It is not obvious that there should be any correlation with the 
Kp index, other than that implied by the correlation between the Kp 
index and the velocity . 
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DISCUSSION OF SMITH PAPER 

NESS: I have a number of comments . Although I am very sympathetic to the 
problems of spacecraft contamination fields , I think that the assumptions you 
have made severely restrict your results. For in tance, I think the assumption 
that the magnetic-field streaming angle is the one determined or deduced from the 
solar-wind velocity is a particularly bad assumption, because I think that all you 
get out of your polar diagram , then, i essentially what you put into them: 
specifically , the data give you exactly the streaming angle, because that was the 
assumption that you made at the beginning. 

I think you have made another bad assumption with regard to the radial com­
ponent of the spacecraft field being constant. Finally , you have completely 
omitted the problem of whether the zero levels of the instruments have them­
selve shifted. I think the overall conclusions from the data are less significant 
because of the physics you build in to your attempt to solve the spacecraft 
contamination problem. 
DAVIS: Well, I agree wholeheartedly that a substantial part of the agreement 
with the spiral-field model is a result of the initial assumptions, and it would 
certainly be much better if we didn't have to make any assumptions. But it is 
nevertheles true that the Mariner observations provide definite support for the 
presence of a spiral field in the Fall of 1962. 

There is one slightly complicated point that Dr. Smith didn't emphasize particu­
larly, namely, that we did not use three degrees of arbitrariness in our assump­
tions. Essentially only one degree of arbitrariness was used because of the 
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'lssumption that any changes in the spacecraft field would affect the Y and X axes 
in the ratio of 9 to 7 , but would not affecnht Z axis. The reason for thi s assump-. 
tion would take 10 minutes to discuss , and I am by no mean completely c(}nfident 
that the a umption is correct. However, in several events it seemed clear that 
the changes were about in these proportions, and the assumption was made 
merely to be somewhat less arbitrary than we might have been. Thi means that 
if you want to juggle the tangential component around, you can do so perfectly 
freely; but then you are going to be stuck with some changes in the normal 
component. Or if you want to juggle the normal component around, you will have 
change in the tangential component. By using this assumption, which ha some 
merit , we were able to find a spacecraft field for which both components agreed 
fairly well with the spiral model. 

The other comment that you made was that we can't tell whether these difficul­
tie were due to the instrument or to the spacecraft field, and I agree with thi 
too. But it doesn 't really matter whether it is the zero of the instrument that 
shifts, or the zero of the spacecraft field - they both contaminate the measure­
ment of the interplanetary field. We were trying to remove this contamination 
regardless of its source. As a member of the magnetometer team who hates to see 
the magnetometer blamed, I think (in spite of the fact that it doe n't make any 
difference) the indications are clear that the worst of these troubles were due to 
spacecraft fields rather than to trouble with the magnetometer. 

I don't know if there is any moral for people who have different kinds of mag­
netometers on different kinds of spacecraft, but it is clear that the olar-panel 
troubles were part of the cause of this contamination. When the solar panel failed , 
we got an enormous shift in the field : when it repaired itself, the shift vanished. 
All I hope i that nobody el e has solar panels that do the same things to them that 
these did to us. 
ZIRIN: We were wondering if there may not be a reasonable connection between 
the predominantly plus sign of the radial component of the magnetic field and the 
fact that solar activity during thi period (in fact, for the last couple of years) 
wa virtually limited to the northern hemisphere of the Sun. 
DAVIS: I think there is a connection. But this brings us back to the model of how 
the gas rises from the surface of the Sun, fills up the corona, eventually decides 
it will become a solar wind , and blows out into space. I would argue that pos­
sibly the gas, as it wells up from the surface of the Sun, can't rise uniformly 
because of the magnetic fields in orne regions. If you want to tell me that the 
solar wind comes predominantly from the northern hemisphere, I shall be very 
happy. 
WILCOX: As far a the polarity being right is concerned, the peaks came during 
the tenth day of the solar cycle and eemed to be related to a recurring active 
region that was shown to last over many cycles; and there wa , on the Sun, a 
large unipolar region in the northern hemisphere (as you mentioned) whose CMP 
approximately coincided with these peaks. But here there is a disagreement of 
signs, because the unipolar region in the northern hemisphere is formed from the 
trailing half of the dipole region, which is negative-whereas you were finding 
positive field . The field could have been positive if the plasma velocity were 
caused by this unipolar region, but only if the magnetic field that was picked up 
by the solar wind came from some other region. 
DAVIS: I am somewhat uncomfortable about this remark, but since the subject 
has been brought up, I think perhaps we should di cu s it. I have talked with 
Dr. Howard, who has magnetograms from the Sun that should be very useful 
in discu sing this point. The data are not so easy to interpret, however, because 
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he was in the Crimea at the time and the magnetograms didn't have his sympathetic 
attention while they were being taken:" . 

Of course, we recognized this trouble with the sign. The prominent, negative, 
unipolar region on the Sun was, at this time, at approximately the correct location 
to explain the regions we saw, although it was off by about haifa week. 

Dr. Howard says that just before this period, earlier in the year, there was a 
large positive unipolar region on the Sun. Unfortunately, he didn't remember 
exactly where it was located. This large positive region had disappeared by 
September, but it had disappeared presumably by expanding and becoming 
weaker; so although the flux was not easily detectable, it hadn't necessarily 
vanished. Therefore this region may be the source of our positive flux. 
GOLD: I don 't really understand why there must be a straightforward correla­
tion between the direction of the field observed in space and the sign of the 
unipolar region, or any kind of sunspot sign ; because if the streaming occurs as 
the result of a rather small region on the Sun filling a large region of space (and I 
think that in many ca es this is very likely) , then of course it will bulge the lines 
of force that it takes with it and produce radial components that have both signs. 
It is just luck that determines which of these components the spacecraft happens 
to observe at anyone time. I can't ee that a unipolar region would fill all of space: 
any fast plasma that came out of the region would have to carry the lines offorce 
from either side of it, so the lines of force would go out and come back again. 

Therefore, it seems to me that you must not interpret as conflicting data the 
fact that the sign happens to be wrong. If you had been in the ecliptic, or a little 
above it , or a little below it , or in another place, you would have seen the other 
sign. I think that is all there is to it. 



~ 66. 3. 8. 9. 5 Q 
I ,.. 

CHAPTER IV 

THE RELATIONSHIP BETWEEN 
HIGH-ENERGY PARTICLES IN SPACE 

AND THE SOLAR PLASMA 

HUGH R. ANDERSON 

Je t Propuls ion Laboratory, Pasadena, California 

Introduction 
Mariner 2 carried an ionization chamber and two Geiger-MUller 

counters. The 'e instruments measured the total ionization in a volume 
of argon gas and the average omnidirectional flux of all the radiation able 
to penetrate 0.2 gm of shielding. This amount of shielding corresponds 
to a threshold of 10 Mev for protons or about 0.5 Mev for electrons, 
which have a so mewhat less sharp cutoff. More extended accounts of the 
measurements made with these instruments are given in Ref. I and 2. 
Energetic particle measurements were also made on Mariner 2 by Van 
Allen and Frank (Ref. 3 and 4) whose instrument was a thin-window GM 
counter sensitive to electrons above 40 kev and protons above 0.5 Mev. 

I t is well known that the kinetic-energy density of galactic cosmic 
radiation is of the order of I ev/cm3

, which is very small compared with 
the kinetic-energy density of the solar wind. It is also sma ll compared 
with the energy density of the interplanetary magnetic field (except during 
certain increases of the radiation in interplanetary space resulti ng from 
the injection of particles by the Sun). Although these large differences in 
energy density do not always hold true, they prevailed throughout the 
time that we were making measurements with Mariner. We are therefore 
more o r less justified in assuming that the motion of the energetic particles 
was wholl y determined by the existing magnetic field , and that the 
presence of the energetic particles did not appreciably affect the field. 

The effect of the magnetic field on the radiation measured by the 
Mariner -H1struments can be separated into two categories: (I) the 
modulation of galactic cosmic radiation , which we suppose amounts to 
the magnetic field allowing greater or lesser quantities of the radiation to 
reach a given position in the solar system, and (2) the determination by 
the field of the propagation and storage of charged particles injected into 
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the interplanetary medium by the Sun. I am going to discuss the Mariner 
data insofar as it illustrates these two types of modulation. 

Modulation of Galactic Cosmic Radiation 
During the 120 days of its operation, the Mariner spacecraft approached 

the Sun from I AU to approximately 0.72 AU, and in so doing it attained 
a maximum distance of about 81,000,000 km from the Earth. By com­
paring the radiation measured at the location of the spacecraft with that 
measured in space near the Earth at the same time, we can determine the 
so-called solar gradient, meaning any systematic change in the amount 
of radiation as the spacecraft approached the Sun. We can also observe 
the correlation of short-time variations in the radiation level (over periods 
of a few days) and see if the degree of correlation depends upon the 
separation of the two points of observation . 

Ideally, we would like to have made the near-Earth measurements from 
an observation station outside the magnetosphere but near the Earth, 
using instruments with the same sensitivity to radiation as those on 
Mariner. Since this was not possible at the time, we have used two types 
of measurements made from Earth: (1) the pressure-corrected Deep 
River neutron monitor counting rate which, because it is very high, has a 
correspondingly high degree of statistical accuracy, and (2) the ionization­
rate measurements made by Prof. Neher at Thule, at an atmospheric' 
depth of 10 gm/cm2 and at a magnetic latitude of 90 deg. These Thule 
balloon measurements were made only once a year; the ones made inJuly 
and August of 1962 and 1963 are the two sets I am going to mention here. 

The idea is to determine the relationship between variations in the 
neutron counting rate and variations in the ionization rate in interplanetary 
space. This is done by comparing the neutron counting rate with the 
ionization rate measured by M CI/'iner early in the mission, when it was 
close to the Earth, and then by comparing the neutron counting rate with 
the measurements made at Thule. Then we can use subsequent Deep 
River data to compute the ionization rate expected in interplanetary 
space near the Earth for comparison with the Mariner data taken during 
the latter part of the mission, when the spacecraft was far from the Earth. 
(l emphasize the ionization rate over the omnidirectional flux, because 
the ion chamber on Mariner was more stable and accurate than the OM 
tubes.) 

Figure 1 (top) shows the hourly counting rate at Deep River, averaged 
over each day and plotted against time. The rate is scaled by a factor of 
100. The standard solar rotation numbers and the interval during which 
measurements were made at Thule are indicated on the abscissa. Time 
is measured from January 1, 1962, which is taken as Day 1. Figure 1 
(upper center) shows the daily averages of the ionization rate in the 
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Mariner-2 instrument , referred to a standard atmosphere of air; below 
are shown the counting rates of the two G M tubes, divided by their 
omnidirectional geometric factor. 

Except for the increase after Day 350 and the increase on Day 296, the 
average ionization rate appears to be quite constant. The fluxes increased 
gradually. I am of the opinion that the increase of the flux measured by 
the Be-shielded tube after Day 350 is an instrumental effect resulting 
from the increasing temperature associated with our approach to the Sun. 
The large increase on October 23, Day 296, will be discussed in the next 
section. 
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Fig. 2. Comparison of imultaneous recordings of the balloon-borne inn chamber 
at Thule, and the Deep River neutron monitor 

A superficial look at the Mariner ionization rate indicates that it is 
reasonably well correlated with the neutron counting rate. I would like to 
show this result a little more quantitatively. Let us consider the relation­
ship between the neutron counting rate and the measurements made at 
Thule; both are shown in Fig. 2. The Thule data are taken from a paper by I 
Neher and Anderson (Ref. 2). The ratio of variations in the two rates is I 
about 2.36 for this particular measurement time, which is omewhat less I 
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than that found by Nerurkar and Webber (Ref. 5). I think the difference is 
probably due to the fact that we were looking at a different part of the 
solar cycle. 

In Fig. 3, we show the rate measured by Mariner plotted against the 
neutron counting rate. The slope of the curve from the previous fi gure, 
normalized to the point indicated , is also shown . The least-squares fit 
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line has about the same slope as the line for the Thule measurements; 
indeed, the slope of the least-squares line is just a little more than 2, as 
opposed to about 2.4 for the Thule data. One tentative conclusion drawn 
from this figure is that the relationship between the Thule measurements 
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and the Mariner measurements is indeed a linear one, which is not too 
surprising. 

Figure 4 is a similar plot for the subsequent solar rotation. Here the line 
is somewhat steeper. One reason the correlation looks so good in this 
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figure is that there was a Forbush decrease during this period, which 
gave a greater spread of intensities to work with. 

Figures 5 and 6 show the third and fourth solar rotations during the 
Mariner flight. In these two periods , the slope decreased and the correla­
tion deteriorated. '[he neutron counting rate increased I % while, on the 
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average, the ionization rate remained fixed. I n Fig. 6, the correlation is so 
bad that I don't think the slope is very meaningful. In the last rotation, 
shown in Fig. 7, the slope returned to approximately its value at the 
beginning, while the ionization rate rose about 2%. 
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I had hoped to demonstrate, when I started out, that, as the spacecraft 
became more and more separated from the Earth, the degree of correla­
tion between the measurements would decrease. The results we actually 
obtained are summarized in Table I. 
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p is the usual correlation coefficient given by 

1."= 1 
p = -----

(K - I )CT/CT.lI 

where I = ionization rate and M = neutron counting rate. If there is no 
correlation , p = 0, and jf there is perfect correlation, p = ± I. 

I t can be seen from Table I that p does more or less decrease through 
the first four rotations. Note, in particular, that the average ionization 
rate in space around Mariner appeared to be almost constant even though 
Mariner was approaching the Sun, while the average neutron counting 

740 

730 

720 

710 

0 

Cl. 
700 I-

<J) 

a 
'" 690 

5 . . 
u ., 680 .. 
'-~ -., ·0 . .. 

Co 670 

" LEAST SQUARES 
.~ FIT LINE 

W 660 

!;( 
a: 
Z 650 
0 

~ 
640 N 

z 
Q 

630 

620 

610 

Fig. 7. Daily averages of the Mariner-2 ionization rate vs. the Deep River 
neutron monitor rate : solar rotation No. 1771; Day 347 to 364; distance from 

Earth, 55.4 to 80.2 X to· km 



62 HUGH R. ANDERSON 

rate increased 0.75% Hence, according to our assumptions, the ionization 
rate in space near Earth increased 1.7%. The difference in ionization 
rate between the two regions was 14.2 ion pairs/sec cm3 of STP air, 
corresponding to an apparent gradient of+9.3%per AU. This result was 
discussed by Prof. Neher at the Jaipur conference la t Fall (Ref. 6). 

What apparently happened during solar rotation No. 1771 was that 
the region of space around the spacecraft and the region around the Earth 
became magnetically connected again in some sense, so that the correla­
tion increased. During this solar rotation, the radiation level rose, so that 
the apparent gradient was -2.6%per AU. 

These results mean that, over this range of distances, the dependence 
of average flux on distance from the Sun and also the dependence of the 
degree of correlation on the separation of observation points are as much 
a function of time as they are of position in space. Presumably this isn't 
true if you go to a great enough separation, and it might not be true during 
other epochs of the solar activity cycle. I do think we have demonstrated 
that there can be a systematic dependence on distance from the Sun over 
about 0.3 A U during this part of the solar cycle. 

Modulation of Energetic Particles from the Sun 
I would like now to give an illustration of the second type of modulation 

which was observed by Mariner. Large increases in the ionization and 
counting rates were observed by the Mariner instruments on October 23 
(Day 296, Fig. 1). The overall history of this event was rather charac­
teristic of solar events. Figure 8 shows the excess flux (background 
subtracted), the excess ionization rate, and the inverse ratio of these two 
quantities, which is the average specific ionization of the particles 
observed during this event. 

The initial increase occurred sometime between 18 and 30 min after 
a Class-2 flare on the western part of the Sun, which we will tentatively 
say was responsible for this increase. The rise time was about 142 min. 
The lIe times of the decay, which changed from time to time, are also 
shown. 

A particularly interesting feature of this flare event was the presence of 
a number of large oscillations shown in Fig. 9, which is a portion of the 
rising phase of this event. There were about 12 of these oscillations with 
an average period of approximately 18 min, so that the whole oscillation 
interval lasted a little over 220 min. The period covered in Fig. 9 shows 
the maximum amplitude, a factor of 2. The oscillations then gradually 
died out. 

I think there are at least three possible ways that this type of variation 
could have been generated. The first possibility is that there were repeated 
impulsive injections at the Sun, so that we were seeing the resultant 
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blasts as they went by our detector. The validity of this explanation is 
strengthened by the fact that the apparent propagation time from the flare 
was not much longer than the time required for a direct straight-line 
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trajectory. However, in order to preserve the bunching of the impulsively 
injected particles, there is a maximum allowed spread in the energy or 
velocity of the particles and in the path length s follo~ed by the particles 
in reachi ng the spacecraft. The specific ionization we observed at the 
peak is consistent with the detection of protons of about 12 Mev, which 
have a velocity approximately 0.1 times the speed of light. Using thi s 
velocity, and the fact that Mariner was 0.9 AU from the Sun when the 
particles were observed, I calculate that, in order to keep the bunches 
from being co mpletel y washed out in the propagation fro m the Sun, the 
energy range of the particles at injection would have had to lie between 
0.25 and 2.25 times the central energy. Taking into account the instru­
mental cutoff, we can say that the energies of the detected particles would 
have had to lie between 12.5 and 27 Mev to preserve any bunching 
originating at the Sun. Conversely, if the particles a ll had the same energy 
of 12.5 Mev, their distance of travel between the injection point and the 
spacecraft could vary by less than 0.18 AU out of a total distance of 
about 0.9 AU. 

The second possibility is that we were seei ng a si ngle bunch of particles 
which oscillated in a kind of trap, and that we repeated ly saw the same 
particles as they went by. If the length of the trapping region were 
0.34 AU or less, then in order to preserve bunching for 8 cycles after 
the maximum, the energy spread could not be more than ±1 .5 Mev 
about 12.5 Mev. It should be noted that the ion-chamber sensitivity peaks 
in the energy range between 12 and 20 Mev , so that a steep energy 
spectrum could produce a response similar to a nearly monoenergetic flux. 

Both of these explanations implicitly assume that the magnetic-field 
configuration was static. A third possibility , of course, is that the field 
was not static, and the bunching was somehow the result of a wave-like 
phenomenon in the magnetic field. I n view of the rather stringent require­
ments of the first two possibilities, I should like to inquire about the 
likelihood of such a dynamic bunching. 

A simi lar type of oscillation , but with a longer period, can be seen in 
Fig. 8 during the decay phase of the event. The rate of ionization appears 
to be pumped up every 180 to 360 min and then to decay with a 380-min 
time constant. At least five such pumping actions can be seen in the data. 

While the detai ls of the physical processes are not clear, I believe we 
have shown that the magnetic field imbedded in the solar wind probably 
does modulate the galactic cosmic radiation inside the orbit of the Earth, 
and that it has an important effect on the propagation of particles from the 
Sun. I would like to thank Prof. Neher for the use of his faci lities and 
time in making and calibrating this joint J PL-Caltech experiment. I am 
also indebted to Prof. Van Allen and Louis Frank for the use of their 
electron calibration facilities at the State University of Iowa. 
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DISCUSSION OF A DERSON PAPER 

PARKER: There are two correlations that one might rea onably expect from a 
very simple model. First , when the pacecraft and the Earth are on the same 
radius from the Sun, then field and pia rna and so forth coming from the Sun must 
pass first the spacecraft and then the Earth. You might consequently expect a 
correlation between the galactic cosmic rays detected at the spacecraft and those 
detected near the Earth. Secondly, since the spacecraft moves more rapid ly 
around the Sun than does the Earth, there comes a time when you might expect 
a correlation between solar particles detected at the spacecraft and those detected 
near the Earth. The latter case corresponds to both bodies lying on the same 
spiral flux tube. 

Could you comment on how these ideas fit into your correlations, ifat all? 
ANDERSON: I think that , from the analy is I have presented here, you cannot 
distinguish an increase in the allowed number of galactic cosmic rays from an 
increase in particles from a small solar injection. If an increase occurred at both 
the spacecraft and the Earth during the time interval over which I averaged the 
data, which was a day , you would see a correlation for both of your cases. 

By looking at the detailed time history of an event, you might be able to see, in 
some cases, a shorter rise time at the spacecraft than at the Earth, or some other 
distinguishing feature. However, since we don't get a very sensitive measure of 
the spectrum, I think it is going to be difficult to get definite results. 
PARKER: Can you tell us when the vehicle crossed the spiral? 
ANDERSON: I'm orry, I haven't calculated that. It crossed in front of the Earth 
right at the beginning of solar rotation No. 1769. 
SNYDER: I would guess it crossed the spiral many times, because the spiral 
changes. 
NEUGEBAUER: In a recent publication' we plotted a function T, the expected 
time delay between the spacecraft and the Earth . When T = 0, Mariner and the 
Earth would be on the same spiral. [T passed through zero on Days 334, 335, and 
345 , and was very near zero throughout Days 338, 339, and 340.]2 
BIERMANN: Were there any fluctuations in the magnetic field coinciding with 
those in the energetic radiation? 
SMITH: Yes. The period was one in which the magnetic fields were extremely 
disturbed. This condition had existed for at lea t a day preceding this Class-2 
flare, which also had Type-IV radio emission associated with it. It seems quite 
clear that these particles were coming through quite disturbed interplanetary 
fields and plasmas. However, we were unable to convince ourselves that there 

'Snyder, C. W. , M. Neugebauer, and U. R. Rao, Journal of G eophysical Research 68, 
6361 (1963) 

' Added in manuscript 
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. . 

were any direct correlations between the particle flux and changes in the magnetic 
field. . . 

We have attempted to do ome power-spectral analyse of interplanetary field 
variations, but we don't have any results yet. For this particular time period , we 
performed a relatively crude analysi , searching for characteristic periods by 
measuring the time intervals between successive maxima. A histogram showing 
the preliminary results of this analysis indicated that the most common period in 
the magnetic field was about 2 to 3 minutes, which is different from the 18 
minutes obtained by Dr. Anderson. We next looked at these fluctuations in terms 
of some kind of characteri tic roughnes scale, which corresponds to about 105 km 
for a 3-minute fluctuation period. 
BIERMANN: A period of 2 or 3 minutes is interesting, because the fluctu at ions 
may be directly related to turbulence and oscillations on the solar surface, which 
have characteristic periods in this range. 
BRIDGE: Wouldn't you expect the transmission of a shock aero s the vehicle 
to take a minute or so? This is the time observed for a shock at the Earth. It 
seems to me that the time scales for the arrival of particles at the spacecraft 
should be of the order of minutes, and it is therefore not clear that things go wild. 
We don't have enough time resolution on the spacecraft to see what is going 
on in detail. 
SMITH: We don't see anything in the magnetic-field data which looks like a 
shock or a transition from a relatively quiet condition to a disturbed condition. 
The field were large and very irregular throughout a whole day or so. 
VOGT: My question concerns the cosmic-ray intensity gradient in the solar 
system. One would expect that, at the time of your observations , the time 
variations due to solar modulation would be most pronounced in the low-rigidity 
region. Your ion chamber is most sensitive to these low-energy particle , whereas 
neutron monitors are essentially insensitive to protons below about I Bev. Con­
sidering the fact that you used neutron monitor data to correct for time variations, 
and in view of a possibly inadequate procedure in correcting for time variations, 
how large an uncertainty do you assign to your result? 
ANDERSON: It would depend on the energy spectrum that you assumed. I have 
not made a numerical estimate. Obviously what you say is true, but I doubt if 
one can really resolve the problem without another identical detector at the Earth. 
CLINE: With regard to the normalization of the low-energy particles detected on 
Mariner, I would suggest comparing the Marin er data with those of Explorer 14, 
which wa up at the same time. Explorer carried a differential energy analyzer 
with the ame energy coverage, and we could compare Marin er in deep space with 
Explorer near the Earth. The data might then make more sense. 
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CHAPTER V 

SATELLITE OBSERVATIONS OF MEV 
PHENOMENA RELATED TO THE SOLAR WIND 

EXPLORER-12 OBSERVATIONS 

D. A. BRYANT, T. L. CLINE, 
U. D. DESAI, and F. B. McDoNALD 

Goddard Space Flight Center, NASA , Greenbelt, Maryland 

(Presented by T. L. Cline) 

THE topics I wish to discuss are relevant to a conference on the solar 
wind in that they concern observations of particles in the Mev range­
particles that provide new information about the interplanetary medium. 
In this paper I shall present some new results and shall briefly review 
other Explorer-l 2 results that have recently been published (Ref. I and 2). 

Periodic Solar-Proton Fluctuations 
Periodic modulations of solar-proton intensity were discussed by Dr. 

Anderson (Paper 4), in connection with observations made by Mariner 
far away from the Earth. Explorer 12, which had an apogee of 83,000 km, 
spent a lot of time outside the magnetosphere but inside the shock front. 
I must therefore qualify my remarks, because our detectors were not 
completely away from the Earth's influence. 

Figure I shows a solar-proton event seen by Explorer 12 on September 
10, 1961. The differential intensities of two components are plotted in the 
upper half of the figure on a linear scale. These plots show a modulation 
consisting of approximately periodic oscillations. If we replot these 
fluctuations by deriving the percentage deviations from the running 
means , we have the curves shown in the lower half of the figure. These 
differential energy components , from 5 Mev to about 100 Mev, cover a 
wide range of velocities. You will notice that there are uniformly-spaced 
minima that are in phase through all of the plots. 

These fluctuations appear to be greater than statistical fluctuations. 
They are sir.1ultaneous over too wide a range of proton velocities to hav'e 
been caused by direct solar influence: if they had originated at the Sun, 
the transit-time distribution would have destroyed the coherency. There­
fore , either they are of local interplanetary origin, or they originate 
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specifically in the region between the magnetopause and the shock front. 
Such I.S-hr variations have been seen near the Earth before (in balloon 
observations by Winckler, for example), but the range of proton velocities 
over which they were previously measured was not wide enough to show 
this lack of dispersion. 
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Fig. I . Explorer-J 2 observation of the solar-proton event of September 10, 1961 
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We made measurements of three or four solar-proton events in 1961 
and 1962. We find that the variations occur in all of the events; that they 
have periods ranging from 1.0 to 1.5 hr, depending on the event; and 
that they show up better during the rise period of the event than during the 
decay period. I would like to point out that the 1.5-hr period in Fig. I is 
different from the time periods quoted by Dr. Anderson in connection 
with the Mariner observations. This difference may be due to the fact that 
his detector was in deep space while ours was near the Earth. The fact 
that these intensity fluctuations are roughly periodic must be significant, 
although we do not yet have any theoretical explanation for the effect. 
LEIGHTON: Are these fluctuations measured inside the magnetosphere? 
CLINE: No: the measurements were made between 60,000 and 80,000 km, 
outside the magnetosphere but in ide the shock front. 
BRIDGE: At what local times were they observed? Was the measurement region 
close to the subsolar region? 
CLINE: The satellite was on the sunward side of the Earth, toward noon. 

Recurrent Particle Events 
The second topic I should like to discuss is the 27-day variation in the 

intensity of very low-energy protons, as observed by Explorer J 2. This 
effect was mentioned previously today, but I think it is worthwhile to 
elaborate on it, since it is relevant to another topic that I shall discuss 
later. 

On September 28, 1961, there was a primary, velocity-ordered, solar­
proton event. Figure 2 shows the integral intensity of protons with ener­
gies greater than 3 Mev. Two days later, during the decay of the primary 
proton event, the intensity increased to a new peak that was an order of 
magnitude above the previous one. We can trace the intensity decay of 
the primary event for about a week, before it gets into the noise. Then we 
see another increase on October 27 , 27 days after the 2-day delayed 
increase. At the time of this new event, the solar region that caused the 
September-30 event was again near the central meridian. The recurrent 
event was about two orders of magnitude less intense than the event of 
September 30. Because the second delayed increase occurred at the time 
of a recurrent cosmic-ray decrease and between the two recurrent geo­
magnetic storms of October 26 and October 28, we considered it to be an 
M-region effect. 

This recurrence pattern was also exhibited after the solar-proton event 
of November 10, 1961, which originated from a flare on the west limb. 
A delayed increase took place on December 1, 1961, and was very simi­
lar in character to the delayed increase of October 27 . The fact that it 
occurred 3 weeks after the primary event, rather than 4 weeks, was due, 
~e believe, to the fact that the Sun had to rotate only l of a turn to bring 
the parent plage region to the central meridian. 
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There is , therefore, evidence for the existence of long-lived solar 
streams, plasma-magnetic-field configurations capable of either accelerat­
ing the protons locally, or of storing the protons from the original event 
for long periods of time - even for months. The other possibilities are 
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Fig. 2. Explorer-12 observation of the solar-proton events of September 28, 
September 30, and October 27 , 1961 

either continuous proton emission from the same plage region on the Sun, 
or a new emission of protons which are then guided from the solar 
atmosphere by this streamer configuration. I should call your attention 
to the fact that the energy spectra of the September-30 and October-27 'j 
events were very dissimilar. The differential energy spectrum of the 2-day 
delayed event was about £ - 3 to £ - 4, whereas that of the later event was 
steeper than £-5. Now, primary, velocity-ordered, solar-proton events 
show a transit-time dispersion; the low-energy protons arrive later than 
the high-energy proton , and thus the observed energy distribution of 
these events becomes steeper with the passage of time. Since the spec-
trum of the 27-day delayed event was steeper than the spectrum of the 
preceding one, one suspects that fresh emis ion from the Sun did not 
continue over a period of months, and that the observed protons were 
in fact "old" ones which had been trapped. In this case, it would be 
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necessary either that the trapping mechanism be more efficient at low 
energies or that the loss rate be an increasing function of energy. 

The interesting facts are that this streamer can persist for months, and 
that it can continue to be narrowly confined. We are unable to tell whether 
there is another peak 27 days after October 27; at least, no such peak is 
obvious above our noise level. The intensity increase on October 27 is 
quite sharp, even after this long time delay; the width at half-maximum is 
only a day or so. Of course, the width increases as the sensitivity thres­
hold decreases, and if our thresholds had been considerably lower, we 
might have observed another recurrence a month later. 

IMP OBSERVATIONS OF PRIMARY 3-MEV 
ELECTRONS 

T. L. CLINE, G. H. LUDWIG, and F. B. McDoNALD 
Goddard Space Flight Center. NASA , Greenbelt, Maryland 

(Presented by T. L. Cline) 

SHOULD like now to present some new results from the IMP satellite, 
and to discuss the implications of thes(' results in connection with the 
solar wind. I contend that we have detected, in interplanetary space, 
electrons of extraterrestrial origin, with energies of about 3 Mev. 
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Figure 3 shows a detector carried by IMP. I t measures both the energy 
loss and the residual energy of a particle, which are indicated by a coin­
cidence between the thin scintillator (t::.E) and the thicker one (E-t::.E). 
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Anticoincidence with a plastic scintillator at the back requires that incom­
ing particles be fully stopped in the second crystal. When an event satis­
fies the coincidence-anticoincidence requirements , then both the t::.E and 
E - t::.E signals are fed to 256-channel pulse-height analyzers. Due . to 
the low bit rate of the telemetry system, pulse-height analysis is possible 
only once per minute-the count rate is monitored independently. This 
instrument has good resolution, but it has one limitation. It is sensitive to 
some secondary emissions from the spacecraft: a neutral particle coming 
through the back can create a particle in the E - t::.E scintillator, and the 
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particle may then pass through the !1E scintillator. We shall demonstrate 
that the effects of secondary emission have been eliminated in the data 
interpretation. 

The data are studied by plotting a matrix of the number of events 
vs. !::.E pulse height vs. £ -!::.£ pulse height. If one takes constant-energy 
slices along the E -!::.E columns in the matrix of intensities, one sees 
(Fig. 4) a minimum-ionizing intensity peak that is prominent in each 
E -!::.E slice. This minimum-ionizing peak rides on a low-energy-Ioss 
background that is greatest at the lowest values of E - !::.E. The back­
ground, we believe, is caused by the gamma rays that come from the 
spacecraft and that produce electrons in the cesium-iodide (E - !::.E) 
crystal. 

We shall tentatively assume that the low-energy component of this 
minimum-ionizing contribution to the counting rate represents electrons. 
This component is plotted as a function oftime for November, December, 
January , and February (Fig. 5, top curve). To demonstrate that these 
particles must be primary electrons, we investigate their time variations 
and compare these time variations with those of the primary protons. 
The graph AB shows telescoped galactic cosmic-ray protons, and the 
graph ABC shows those particles , both low-energy protons and electrons, 
that stop in the counter. 

The relevant fact shown by this figure is that there are three increases 
in the electron counting rate , with about a 28-day separation between 
them, and there are no such increases in the medium-energy or high­
energy protons. We have normalized the top three counting rates, so that 
the same increase could be compared from one graph to another. For 
example, when there is an increase on the ABC graph from about 12 to 13 
counts/readout, that entire contribution (I count/readout) to the increase 
in intensity is accounted for by the electron increase from 3.5 to 4.5; the 
proton increase was essentially zero. 

We cannot claim that these are primary electrons merely because 
their modulations are unlike those of medium-energy or high-energy 
protons. For example, if low-energy protons to which our instrument is 
not sensitive were incident on the spacecraft, they could produce gamma 
rays which in turn could produce electrons in the detector. However, if 
there were 27-day recurrent increases of such low-energy protons, they 
should occur at the same times as the recurrent cosmic-ray decreases 
(on December 4, for example). Fortunately, IMP carried a detector that 
indicated no increases in the low-energy (> I-Mev) protons on these 
days (Ref. 3). Such proton increases were observed, but they were dis­
placed by about 2 weeks from the observed electron peaks, and they 
produced no discernible effect in our electron rates. These arguments 
seem to provide conclusive evidence that we detected primary electrons. 
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Figure 6 shows the !1E distribution for the January 14-15 increase. 
Here we see that even at the very low energies, there is a very distinct 
minimum-ionizing peak: that is, the quiet-time gamma-ray background 
is not seen. This indicates that the observed increase was not even partly 
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caused by gamma rays from the spacecraft. The top half of Fig. 7 shows 
a pul e-height distribution of the integrated minimum-ionizing counts/ 
readout for the January 14-15 intensity increa e. The distribution has 
been converted (in a relatively uncorrected way) to an approximate 
intensity in electrons/cm2 sec ster Mev. The quiet-time distribution is 
shown on the bottom half of the figure: there is a teep slope, followed 
by a departure that we can attribute to protons if we claim that there is a 
power-law distribution of electrons. The proton component has a pulse­
height distribution which is peaked at about 13 Mev; the protons do not 
fire the guard counter - either because the counter is inefficient or because 
the protons turn into neutral particles when they interact in the detector. 
The protons that cause these counts are secondaries; if we di regard 
them, we are left with an electron excess. 

The January 14-15 increase gives us a counting-rate distribution with­
out any secondary effects: there are no protons at the high-energy end, 
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and there are no spacecraft gamma rays at the low-energy end. So we 
believe that the intensity increase is caused solely by primary electrons. 
The intensity is very low indeed . 
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Fig. 7. Pulse-height di stribution of electrons. Top: during the increase ; bottom: 
during the quiet time 

The three increases of electron counts are plotted in Fig. 8 for com­
parison with the Kp index. The three sections of the plot are at 27-day 
intervals. The three increases correlate roughly with very quiet solar 
times; in fact, they occur when the Kp index is near zero. However, the 
three quiet solar times indicated by the Kp index are 27 days apart, while 
the electron increases show some phase slippage because they are about 
28 days apart. The first two increases occurred at quiet times, but the 
third increase seems to come after a quiet time - it occurs at the same 
time as a sudden commencement. One is tempted to believe that the 
electrons in these increases are galactic, because the intensity increases 
when the interplanetary region becomes quiet; but I admit we are not 
convinced. If they are galactic, then the solar modulation is such as to let 
particles of 3-Mv rigidity diffuse to I AU. 
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If these electrons are from the Sun, and we suspect that they really are, 
then they have an unexpectedly high intensity. Unlike solar protons, 
which are present only during certain events, the electrons are present 
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Fig. 8. Plot of electron cou nting rates during increases. The Kp index is plotted 
for comparison 

every day - and this fact is significant. I n any case, the electrons and 
protons exhibit qualitatively different modulation effects. Further study 
should be very promising. 
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DISCUSSION OF CLINE PAPER 

VOGT: I have two question. My first question concerns your interpretation 
of the partial anticorrelation of electron intensity and solar activity, which leads 
you to conclude that the e electrons may be of galactic origin. Isn ' t it possible that 
originally a certain electron intensity (galactic or solar) existed in the solar system, 
and that this intensity wa periodically depressed a a result of olar activity; 
while on the third passage of the active region the modulation was completely 
wiped out by the injection of solar electrons? 
CLINE: Any increa e by itself is not too significant statistically, but the fact 
that these three event occurred with a 28-day period lends credence to a relation 
between them. 
VOGT: It may be the same active region, which modulates on the first two 
pas ages then produces only on the third. 
CLINE: I think I can answer that only by saying that one should not invoke as 
many causes as there are effects. 
VOGT: My second question concerns your discussion of the recurrent proton 
events. You sugge ted that the change in the spectrum of the recurrent events 
argues against continued production of solar particles. I think that this idea is 
quite tempting. However, we actually do not yet have a satisfactory under-
tanding of solar-particle acceleration and injection. It seems possible to me that 

upon the return of an active region, some of its physical characteristics may have 
changed; consequently, particle emission of different spectral character would 
occur. This still could be continued production. 
AXFORD: In the October event, are you associating the 27-day peak with the 
September-30 event or with the original flare? Also, at the time of the September-
30 event there was a lot of fluctuation on the peak, and I think that at one time you 
interpreted this fluctuation differently. Are you changing your mind on that now? 
CLINE: I was speaking today of the fluctuations of the primary olar-proton 
events such as that of September 28, not of the delayed events such as that of 
September 30. The intensity of the recurrent event of October 27 wa too low to 
follow the details of the event statistically, whereas the intensity was high on 
September 30. 

Returning to your first question, possibly two completely different phenomena 
are taking place. It is possible that the September-30 event is not phenomenolo­
gically identical to the October-27 event, but differs frotn it only in that the Sun 
ha to rotate once more. The former is probably a delayed shock front coming 
from the September-28 olar-proton event. I would like to point out that the 
November-IO solar-proton event, which occurred on the west limb, was followed 
3 weeks later by a recurrent event; but it wa not followed in 2 days by a sudden 
plasma event. 
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BRIDGE: Isn't it perfectly rea onable to imagine that the September-28 event 
essentially produced particles by the ditfu ion \1rocess; that 2 days later, when the 
plasma arrived, you saw the particle trapped in that flare; and that 28 days later, 
you then saw the flare come around again? 
CLINE: Yes. 
BRIDGE: It i really stretching things to give it any other interpretation, isn't it? 
CLINE: This is the simple t approach. 
MEAD: What wa the position of the Moon during the electron peaks? 
CLINE: The Moon? I don't know. 
SNYDER: There are too many things with 2l:l-day periods-that's our problem. 

------- ---
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CHAPTER VI 
N 6 6. 3.8.9.5 2 

INTERPLANETARY MAGNETIC-FIELD 
MEASUREMENTS BY THE IMP-I SATELLITE 

N. F. NESS 

Goddard Space F light Center, NASA , Greenbelt , Maryland 

I WANT to discuss today the results of the interplanetary magnetic-field 
measurements taken by the 1M P- J satellite. This particular experiment 
involved the joint effort of myself, C. S. Scearce, and J. B. Seek of the 
Goddard Space Flight Center, NASA. 

The IMP-l Satellite 
Figure I is an artist's conception of the I nterplanetary Monitoring 
Platform and shows certain salient features that are directly related to 
the experiment carried out on board. The ba ic pacecraft structure is 
octagonal , 8 in. high, and 27t in. between the flat surfaces of the octagon. 
Four antennas , which transmit at 136 Mc, and four solar paddles are 
arranged symetrically around the octagon. The other appendages, one 
along the axis of the octagon (spacecraft spin axis) and the two long, 
diametrically opposed booms perpendicular to this axis, support mag­
netometer sensors . The 13-in. sphere on top contains the absorption 
cell of a rubidium-vapor self-osci llating-type magnetometer. The two 
bottom appendages support fiuxgate magnetometers. All of the magneto­
meter supports are twice as long as conceived in the original payload 
design because, as the spacecraft hardware was developed and its mag­
netic properties determined, it became obvious that the magnetic-field 
experiment would be severely compromised if the sensors were not 
placed at a more remote distance from the basic structure. 

Certain instruments are mounted around the octagon faces of the 
spacecraft body. The device that looks like a smok·estack performs the 
same function as a conventional smokestack, except that it removes heat 
from the prime converter by radiation rather than by convection. 

The satellite was launched on November 27, 1963 , in a highly elliptical 
orbit (period = 93.5 hr) with an apogee of approximately 31.7 RE• The 
orbit had an apogee-Barth-Sun angle of 25.6 deg, so that the initial 
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apogee was on the sunlit side of the Earth. Indeed , on the first inbound 
pass on November 30, 1963, the satell~te came very close to pa sing 
through the subsolar point of the magnetospbere. 

Fig. I. The IMP satellite 

The Magnetic-Field Experiment 
The purpose of the magnetic-field experiment was to investigate four 
principal phenomena in space: ( I) interplanetary magnetic field s - olar 
origin; (2) solar-terrestrial "transients" (magnetic storms) ; (3) collision­
less shock wave (solar-wind interaction with the geomagnetic field) ; (4) 
geomagnetic cavity boundary (magnetopause). 

Today I will discuss items 1 and 2; discu ssion of items 3 and 4 will be 
deferred to a later session (see Paper 22). 

Figure 2 is a schematic cross-section of the satellite, showing the loca­
tion of sensing elements relative to the main body of the spacecraft. Each 
of the fluxgate magnetometers is located approximately 7 ft from the 
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center of the 138-lb spacecraft, and the rubidium-vapor magnetometer is 
mounted at a distance of 65 in. Extreme efforts were made in the develop­
ment of the spacecraft instrumentation to avoid spacecraft magnetic­
field contamination due to two principal sources: (1) ferromagnetic 
materials and (2) fields generated by circulating currents. We partici­
pated in the solution of these difficult problems with the technical staff at 
GSFC, and with the co-experimenters on board the spacecraft. 

SPIN AXIS 

fs.'45 

65" 

f4---L.-.2~.t' ;~ 
MAIN BODY , 

FLUXGATE B FLUXGATE A 

Fig. 2. Schematic cross section of IMP, showing in trument locations and 
orientations 

Other aspects of the instrumentation are illustrated in Fig. 2. The f1ux­
gate elements are not both mounted at the same angle to the spin axis. 
As the satellite spins , the magnetic field detected by each mono-axial 
sensor is spin modulated. The ability to detect vector magnetic fields 
in space at various inclinations to the spin axis depends upon the orienta­
tion of the sensor to the spin axis. Fluxgate A, mounted at 30 deg to the 
equatorial plane, is more sensitive to magnetic fields that are perpendicu­
lar to the spin axis, since a larger component is projected along its axis. 
On the other hand, ftuxgate B is more sensitive to magnetic fields that are 
oriented parallel to the spin axis of the satellite. 

The rubidium-vapor magnetometer measures only the magnitude of the 
magnetic field. On the sphere atop the spacecraft, there is a set of bias 
coils that creates a known vector magnetic field. The response of the 
instrument depends on the magnitude of the vector sum of the known 
field and the unknown field. By proper analysis, one can uniquely deter­
mine the magnitude and direction of the unknown ambient field. A simi­
lar bias-coil arrangement was used on the Explorer-IO satellite. It also 
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was used on the instruments carried by Ranger 1 and Ranger 2, although 
in different configurations because the R anger satellites were not spin­
stabilized but were laboratory platforms oriented in space. 
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Fig. 3. Spacecraft coordi nate system and detector outputs 

Figure 3 present the coordinate system which is most appropriate 
for interpreting anisotropic phenomena with a spin-stabilized spacecraft. 
We define the spin ax is of the spacecraft to be the Z axis, and the XZ plane 
to be the plane containing the satel li te- Sun vector. The magnetic-field 
vector B is then described in terms of it magnitude and two angles, the 
polar angle IX and the azimuthal angle t/J. 

The detected output is the dot product of the sensor axis with the 
magnetic field , and consists of a dc component and an ac component (at 
the spin frequency). The dc component of the detected output measures 
B cos IX, which is the component of the field parallel to the spi n axis. The 
ac component of the detected output i dependent upon the component 
of the field perpendicular to the pin axis. T hus B sin IX = B :Cu. 

In the analysis, we use linear numerical operators to determine the first 
and second ti me deri vatives of the spi n-modulated signal. From these two 
time derivatives and the spin frequency, we can determine the angle t/J and 
the component of the magnetic field perpendicular to the spacecraft spin 
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axis. Substituting BXY and t/J back into the equation for the detected out­
put, the parallel component of the magnetic field can then be determined. 
A similar analysis procedure applies to the rubidium-vapor-magnetometer 
data, although the modulation of the detected output is no longer linear. 
The rubidium-vapor magnetometer is not a particularly sensitive device 
for vector measurements when compared with the fluxgate magneto­
meters , which are direct vector devices. We therefore instrumented the 
spacecraft and scheduled the telemetry transmission to favor the data 
from the fluxgate magnetometers, in order to provide definitive vector 
measurements of the interplanetary field . 

Fluxgate magnetometers, however, are only relative devices, and their 
zero levels are not absolutely known. They may be calibrated in the 
laboratory, although one has no assurance that the zero level will be 
stable over an extended period of time. The variation is associated with 
properties of the core material used in the basic sensor itself. The use 
of a rubidium-vapor magnetometer, which is an absolute device, has 
allowed us to calibrate the zero levels of the fluxgate magnetometers in 
flight. In addition, the rubidium-vapor magnetometer has a much more 
extended dynamic range and permits measurements up to 300 y. 

Figure 4 represents a sample of the telemetry format and provides an 
indication of the schedule used for sampling the outputs of the three 
magnetometer sensor . A telemetry sequence is defined to be 81.9144 sec 
long. Following a sample of f1uxgate A, there is a sample of f1uxgate B, 
with a total of four amples uniformly spaced in time at approximately 
20-sec intervals. Each sample is 4.80 sec in length. The peaks and valleys 
do not line up as time progresses from Sequence I to Sequence III , 
because the telemetry format period is not the same as the spin period of 
the satellite. The spin rate of the satellite has varied between 22.1 and 
25.2 rpm, or a period of a little less than 3 sec. I n one transmission of the 
f1uxgate magnetometer, about I t rolls of the satellite take place. 

Every fourth sequence, the rubidium-vapor magnetometer data occupy 
the entire telemetry transmission, and no other scientific data are com­
municated to the ground. The data accumulated by the other sensors on 
board are interlaced in the gaps shown in Sequences I , II, and III. 
Sequence IV was included in the format primarily because of the manner 
in which the information was transmitted from the rubidium-vapor 
magnetometer. The output frequency was applied directly to phase 
modulate the carrier. Subsequent digitalization of the rubidium-vapor 
magnetometer data was done with ground equipment. 

In addition , Fig. 4 illustrates the programming of the bias-coil system 
which adds the known vector field of 201' to the unknown field. During 
the second and third quarters of Sequence I V, the bias coil is turned off, 
and we measure only the magnitude of the unknown magnetic field. The 
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particular data sample in Fig. 4 was made at a distance of approximately 
100,000 km , far beyond the magnetopause boundary and the shock wave, 
and shows the magnetic-field strength in interplanetary space to be about 
5 y. There is , however , another feature of these data which explains why 
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\ ,.. 
V\ 

l~ 1\ r . 
A 

, 
IV 

, 
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FRAME NUMBER 

Fig. 4. Typical data sequence. Sequences I - III contain alternating intervals of 
data from the two flu xgates. Sequence I V records the rubidium-vapor magneto­

meter with positive, negative, and zero bias 

we have selected this period for illustration. If there were spacecraft 
magnetic fields present, then when the bias coil wa off, a spin-modulated 
component associated with the contamination field would be seen. From 
a number of samples of data, we have estimated this spin-modulated 
component to be less than 0.5 y, peak-to-peak. We feel that, on an absolute 
scale, the uncertainty is ±0.25 y. This is an inflight determination of 
spacecraft magnetic fields with an absolute magnetometer. 

During the last quarter of Sequence I V , the current through the coil 
system is reversed and the bias is called negative. The spin modulation 
has a visually different appearance. The motivation for the reversal is to 
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distribute our sampling so that we do not preferentially detect certain 
fie lds because of a sensitivity that depends upon orientation. If the spin 
modulation is significant in the first quarter, it may well not be significant 
in the fourth quarter. The converse may also be true. T he particular 
sample in Fig. 4 indicates good spin modulation over both positive and 
negative biases, indicating a relatively significant perpendicular com­
ponent of the magnetic fi eld relative to the spin axis. 
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F ig. 5. Comparison of data from the three magnetometers 

Figure 5 illustrates the results of comparing the zero level of the 
fluxgate magnetometers with the rubidium-vapor magnetometer. In this 
case our telemetry sequences are uniquely identified by a serial number, 
21963; four sequences later , the serial number is 21967; and so on . The 
triangles represent the rubidium-vapor-magnetometer data, the circles 
represent fluxgate A, and the crosses represent fluxgate B. FII and Fl. are 
the components of the magnetic field parallel and perpendicular to the 
spin axis. 

In this presentation of the data, the results from fluxgate A have not 
been adjusted. The data associated with fluxgate B, however, have been 
adjusted for the parallel component by -2.1 y. Over the time interval that 
we have analyzed these data, which is approximately 70 days, this zero 
offset on fluxgate B has changed from -2. 1 to -2.5 y. We are confident 
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that our calculation of the ftuxgate zero levels is also consistent with the 
noise level on the spacecraft (±0.2S y). 

Figure 6 presents the coordinate system in which the data will be 
presented. The origin is located at the center of the Earth , but the axes 

X 
SUN .e 

COMPONENT .1 TO 
ECLIPTIC 

EARTH 
CENTER ------+)011:: 

./' 
./' 

ECLIPTIC COMPONENT 

Fig. 6. Solar ecliptic coordinate system 

are chosen to reflect the fact that the phenomena under investigation are 
associated with the Sun. X se is directed from the center of the Earth to 
the Sun. The Z se axis is defined to be perpendicular to the ecliptic, and 
the Yse axis is cho en to make a right-handed coordinate system. The 
data are actually presented not in component form, but in magnitude and 
two angles. It is unfortunate that the symbolism and the characters we 
have chosen are not consistent with those chosen for the Mariner data 
previously discussed (Paper 3). e is the latitude angle of the field vector 
above or below the ecliptic; cp is the azimuthal angle which is zero for a 
field vector pointed toward the Sun, and 180 deg for one pointed away 
from the Sun. 
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The IMP-1 Orbit 
The characteristics of the orbit are particularly important with respect 

to sampling interplanetary magnetic fields and the solar wind, undisturbed 
and undistorted by the presence of the Earth and its magnetic field. In 
Fig. 7, the plane of the paper represents the ecliptic; the Sun is off to the 
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Fig. 7. First four IMP orbits , projected on the ecliptic. Di stance is in RE 

right. The first four orbits of the 1M P-/ satellite are plotted, and the points 
on the trajectory indicate universal time. A double zero means zero hours 
on a particular day: for example, the first labelled point is zero hours on 
November 28. 

One of the unique aspects of a highly elliptical orbit is that the satellite 
spends most of its time near apogee. Thus our sampling of the inter­
planetary medium is very long compared to the sampling time in the 
vicinity of the Earth, where the data would be prejudiced and com­
promised by the effects of solar wind-geomagnetic field interactions. 

It can be seen from Fig. 7 that the line of apsides, or apogee-Earth line, 
starts out at about noon minus 25 deg and steps around about 4 deg per 
orbit, since each orbit takes about 4 days . The data to be discussed are 
taken from the first through the nineteenth orbits . 
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Figure 8 illust rates the orbital characteristics projected on a plane 
perpendicular to the ecliptic, the X seZ se plane. The sate llite , on the 
outbound pass, is some 5 or 6 RE below the ecliptic. At apogee, the 
satellite is below the ecliptic, and on the inbound pass, the satellite ri es 
above the ecliptic. As the orbit progresses , the projection of the trajectory 
on the X se Z se pl ane in Fig. 8 become foreshortened. At the present time, 
the projection of apogee onto this plane is at a negative valu e of X se' 
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Fig. 8. Projections of IMP trajectory on a plane perpendicu la r to the ecliptic. 
Distance is in RE 

Features of the Interplanetary Magnetic Field 
I would now like to discuss the interpla netary magnetic-fie ld data from 

Orbit I I. I n Fig. 9, F is the average of 12 meas urements of the magnetic 
field made by the ftuxgate magnetometers over a time interval of approxi­
mate ly 5 min. Each point represents the 5-min average thus obtained , F is 
plotted from 0 to 20 y, a nd e fro m -90 to +90 deg, the center line being 
the ecliptic. cf> is 0 and 360 deg toward the Sun , and 180 deg in the 
antisolar direction . 

For the time being, I will not discuss the bottom half of F ig. 9, but will 
concentrate on the magnetic-field data o n January 6, 1964. Although the 
magnitude of the magnetic field (which was about 4 y in this case) does 
vary , in general it is quite table. When we look at the angular informa­
tion, we see that the magnetic field , at least at this particular time, was 
direc ted below the ecliptic, at a ngles ranging from 10 deg to 40 deg, but 
the angle appears to be more variab le than the magnitude on the time 
scales that are di splayed. 

The azimutha l a ngle cf> started o ut at approximate ly the theoretical 
streaming angle associated with solar-wi nd velocities of 400 km/sec. It 
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then changed to point back toward the Sun, then varied a bit, then pointed 
away from the Sun, then back toward the Sun, and so on. But in general, 
the magnetic field was as impressive in the local coherency of its direc­
tion as of its magnitude. It did not vary randomly back and forth, but 
seemed to present a very sensible picture of a relatively stable topology 
offield lines. 

I n an attempt to investigate the stability of the magnetic field in inter­
planetary space and in the transition region, we have also included a 
computation of the 5-min rms variance of the solar-ecliptic components 
of the magnetic field. These variances are plotted in the bottom half uf 
Fig. 9. The magnitude of the variance was very low - slightly larger than 
the 0.25 y associated with the basic sensitivity of the instrumentation in 
the spacecraft. In general, it lay between 0.25 and 0.40 y. 

There are occasional samples in interplanetary space in which the 
variance appeared quite large. The data that are plotted in Fig. 9 have 
not been culled for wild shots or noise (spurious samples associated either 
with the telemetry system or the ground digitalization equipment) except 
where the ground digitalization equipment was able to specify unam­
biguously that a sample was in error. We have not omitted a point simply 
because it doesn't lie close to all the other point in its immediate neigh­
borhood. However, I feel that, at least for the particular data shown here, 
these large-variance samples are wild shots, because there is indication in 
other samples of our data that coherent variations of the field do exist. 
When such coherent variations are found, they generally exist for more 
than the 5-min interval that each point in Fig. 9 represents. 

Orbit I I is continued in Fig. 10. Early in the day, the field was still 
about 4 or 5 y. It then increased to 6 or 7 y and subsequently decreased 
slightly. First the field was directed 70 or 80 deg below the ecliptic, then 
it came up to 10,20, or 40 deg. The angle 1> originally was pointed toward 
the Sun, then moved away from the Sun, and later took the very charac­
teristic angle, predicted by Parker (Ref. I), associated with a solar-wind 
velocity of approximately 400 km/sec. 

In Fig. 10, the variance was again quite low, although in this case we 
note that there appeared to be some coherency on the time scale in which 
large variances were observed. We also note that at approximately 1100 
UT, for example, the field didn't change in magnitude when the variance 
was large. 

Let us now inspect the particular sample at approximately 2230 UT, 
when the field was at the streaming angle and then suddenly- changed to 
approximately the antistreaming angle. The antistreaming angle is the 
angle at which the field line is in the ecliptic and at the proper inclination 
to the solar direction, but points toward, rather than away from, the Sun. 
We have seen this behavior repeatedly in our data and interpret it to be 
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representative of filamentary structures of the interplanetary magnetic 
field. At the same time that the field changed direction abruptly, you will 
notice that the magnitude seemed to decrease. 

We have looked at these 5-min time averages in detail, and indeed in 
certain cases the strength of the magnetic field became as small as about 
0.5 'Y. We interpret these periods to be associated with neutral surfaces 
at which the magnetic field went to zero. 

Figure II indicates the theoretical angle ¢ and its associated angle ¢' , 
which would be predicted from an axially symmetrical , uniformly stream­
ing wind. The important point of Fig. I I is that , in general, the angles ¢ 

18or-----"'T"""-------.,.------~----,360 

I!lOt-----+-----:"-f-'+--=_""""'=--I-~330 

1~r--~~1-------_+------------+_~~ 

~~-~~~-~-~-~~~--~-~~~ 
300 600 900 

" • SOLAR WINO VELOCITY. km Isec 

Fig. I I. Theoretical interplanetary magnetic-field s treaming angle as a function 
of sola r-wind velocity 

and ¢' are fairly insensitive to velocity - insensitive in the sense that 
¢ changes from 125 deg at a velocity of 300 km/sec to about 140 deg at 
600 km/sec. 

Figure 12 illustrates data from Orbit 15 . Again, the field was stable in 
magnitude at 4 or 5 'Y and then increased to 6 'Y. In this case, the field lay 
in the ecliptic for an extended period of time and then started to move 
below it. At the same time, the field was directed radially away from the 
Sun and then was close to the theoretical streaming angle for an extended 
period of time, although it was below the ecliptic. The variance again was 
small. There are no obvious examples, in Fig. 12, in which the filamentary 
structure of the field is indicated. 
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have presented the data we have only briefly. I would like to sum­
marize the interplanetary-field data by saying that it suggests the com­
bination of the ideas of a uniformly expanding solar corona (Ref. I) with 
the ideas that the magnetic-field sources must indeed be indi vid ual and 
discrete sources, either in the photosphere or at greater heights in the 
solar corona (Ref. 2). What we have seen is evidence that the general 
filamentary structure very strongly reflects the cont inuous expansion of 
the olar corona, remarkably in agreement with the theoretical models. 
We have not yet had an opportunity to investigate the details of the 
neutral sutfaces to determine exactly what the ramifications of thi 
phenomenon are or what the other sensors on board may be observing. 
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Fig. 13. Regular-run magnetograms near the beginning of the storm of 
December 2, 1963 

Magnetic Disturbances 
I would now like to go to the portion of our data which deals with 

solar-terre trial transients. The cross near the apogee of Orbit 2 in Fig. 7 
marks the location of the satell ite at the time of the sudden commence­
ment of a magnetic storm on December 2, 1963. I am certain most of you 
are well aware that the past few months have been a very quiet time in the 
solar cycle, and we were very fortunate to observe this one magnetic 
storm just a the satellite approached apogee. Except for the Earth 's 
heliocentric orbital motion of approximately 30 km/sec, the satellite was 
essentiall y stationary in space when the storm occurred. 
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Figure 13 shows the regular-run magnetograms obtained on the surface 
of the Earth on December 2. This collection of standard-type magneto­
grams indicates the characteristic of this particular storm. One unusual 
aspect of the storm is the fact that its onset time and its onset characteris­
tics were amazingly identical from station to station. The important point 
here is that the onset time can be established at 21 17 UT, not only by this 
data from around the world in latitude and longitude, but also by the data 
in Fig. 14, which is a selected set of rapid-run magnetograms. 

COlLEGE, ALASKA 

SITKA, ALASKA 

FREDERICI<SBlR;, VA. 

TUCSON, ARIZONA 

HONOU.UJ, HAWAII 

SAN JUAN, P. R. 

GUAM, M.I. 

2100 

2111 
SC • 

Fig. 14. Rapid-run magnetograms of December 2, 1963 

2200 

Figure 15 illustrates the data, in our normal 5-min averages, of the 
interplanetary magnetic field preceding and slightly after the sudden 
commencement of the geof!1agnetic storm indicated by the line SC. Early 
on December 2, the field was approximately 7 or 8 y, and it then increased 
in magnitude to 10 y. You will notice that, at the sudden commencement, 
the magnitude took an abrupt drop to 2 or 3 y, a slight increase back up to 
about JOy, and then another abrupt decrease to 2 or 3 y. From then on, 
the field generally increased in magnitude and resumed its earlier charac­
teristics, not unlike the interplanetary fields we had seen either previous 
to or subsequent to these data. 

Continuing on December 2, the field appeared to be pointed back 
toward the Sun but showed considerable variation. The variance was also 
noticeably higher as we approached the storm time, rising to I, 2, or 3 yin 
each of the components. 
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Figure 16 shows the magnetic-field data in the payload coordinate 
system. 1J; is the azimuthal angle, and FJ. and Fil are as defined previously. 
To determine the onset time of the magnetic storm as observed at the 
satellite, Fig. 16 presents the data on an expanded time scale. The circles 
and crosses mean exactly the same as before ; they represent distinct 
samples of the magnetic field, 4.8 sec in length. Each of the points is 
separated by 20 sec from the adjacent measurement. The gaps are 
associated with the rubidium-vapor magnetometer transmi sion whose 
data have not yet been folded into this particular representation. 

The magnetic field angle 1J; showed a very stable configuration until 
about 21 14 UT. The magnitude F .L decreased slowly while F II became 
more negative up to this same time. The break in the character of the 
magnetic field is very clear in 1J;, less clear in F .1. ' and even less clear in 
Fli • Nonetheless, the identification of the onset time is clearly unique. 

The other point to note about the data is that - and I do not consider 
this only coincidental- the magnetic field changed in such a way that at 
the same time that Fil goes through zero, F J. also goes to zero. Thus we 
have another neutral surface. Following this period, the field strength 
increa ed somewhat, returned to zero (although not as distinctly as 
before), and then recovered. 

If we identify 21 14 UT as the time at which the spacecraft sampled the 
storm front, we have a 3-min propagation time between the satellite and 
the Earth. If we assume that the motion was radial from the Sun to the 
surface of the Earth , and if we neglect any variation iil the velocity of the 
disturbance through the transition region and the magnetosphere, we 
arrive at a propagation velocity for the first disturbance of approximately 
700 km/sec. This velocity is in reasonable agreement with energies of 
plasma associated with magnetic storms as measured in the past by other 
satellites. It is also consistent with the general transit time of magnetic 
disturbances which are uniquely associated with identifiable solar-flare 
activity. The assumption we have to make is that transit-time measure­
ments really make only an estimate of the velocity of propagation. 

Another important point is that there were neutral surfaces associated 
with the storm front. Finally, the magnitude of the field was not large. 
It increased to only about 10 'Y. No large increase were detected, at least 
on the time scale on which we sampled our data. 
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DISCUSSION OF NESS PAPER 

PARKER: Did I understand you to say that the December-2 storm was associated 
with a solar flare and was not one of the recurring type? 
NESS: No: the storm appeared to be the fifth in a recurrent series. Its identifi­
cation with a solar flare is not clear. 
BIERMANN: I didn't quite understand what you said about the filamentary 
structure of the magnetic fields as determined by your measurements. 
NESS: A full explanation requires statistics that we have not as yet accumulated. 
However, the data suggest that we have seen fields that are oppositely directed. 
The time required for the polarity to change from one sense to the other, and back 
again, is sometimes as short as one or two hours. At other times, a polarity 
reversal takes 12 or even 22 hours. The time scale is quite variable. The only 
dimension that we can say anything about, at the present time, is what we inter­
pret to be the thickness of the December-2 storm front. If we take a propagation 
velocity of 700 km/sec and the interval of time between the onset of the storm and 
the recovery of the angle t/I, we arrive at a thickness of about 0.005 AU for the 
storm front. U nfortunatelv. this estimate was made independently of the plasma 
data. Clearly we are going to have to investigate the detailed correlation of these 
phenomena before we can establish the thickness of such storm front~ in space. 
MEAD: In considering whether the field is predominently in the ecliptic or not, 
if you use any spherical coordinate sy~tem and look at the latitude distribution, 
I think you will find that a random series of directions will tend to be concentrated, 
by a factor of cos 8, around the equator. There is zero probability for 8 to be 
90 deg. The distribution in your data appeared to be somewhat concentrated 
in this manner, even though the field appeared to be predominently below the 
ecliptic. I would like to see. sometime, a latitude distribution compensated by 
the factor of cos 8. 
NESS: I think the problem here, which we are working on, is one of statistics. 
We want to wO'rk with a real physical field rather than with a field constructed 
from the time averages of the field's components. We also want to do a histogram 
analysis to determine the preferred orientation. For instance, we might divide 
the sphere into I O-deg or 20-deg" buckets" and count over, say , I to 3 hours. 

I admit that the data we have illustrated here indicate the field to be directed 
preferentially below the ecliptic. I think this is a reasonable statement. We do not 
yet know what the association is between the field direction relative to the ecliptic 
and the angle <t>relative to the solar direction. We will be working on that. 
DUNGEY: I think you said you haven't had time to compare data, but I wonder 
if you have anything to say about any association of your data with Dr. Cline's 
data, which was discussed this morning.' What happened to the magnetic field 
at the time he observed these electrons? 
NESS: I don't know. 
COLEMAN: You suggested that quiet, steady fields were relatively unique when 
con idered in terms of previous results. I would like to point out that steady fields 
have been observed on numerous occasion by both Mariner and Pioneer 5. 
Quite frequently the fields observed by Mariner remained steady within about 1 y. 
and with Pioneer, we had many transmission periods when the field didn't change 
by more than a small fraction of this value. 
NESS: It is my impression that, of all magnetic-field data that have been collected, 

'See Paper 5 
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our result is the first to show steady conditions lasting from 6 hours to several 
days. 
SMITH: I think it would be fun to try to make some comparisons between the 
Mariner and IMP results. Such comparisons may be a bit premature, but I hope 
that we would at least approach a condition where the picture would become 
consistent, so that we could see what the interplanetary fields look like. Part of 
the problem, I think, is that we have an optical illusion. We have plotted data in 
very different ways and to different scales, which makes comparison a little 
difficult. 
NESS: I think the field configurations seen by IMP are amazingly stable relative 
to the configurations from Mariner that you have published and presented today. 
Eventually, we will have longer term statistics so that we can compare data; but 
there appears to me to be a considerable difference in the interplanetary medium 
between then and now. 
SMITH: That may well be true, because I think conditions were generally more 
disturbed during the Mariner flight than they have been during the IMP flight. 
During the Mariller Right, for example, we had a dozen magnetic storms over a 
period of about 4 months. How many magnetic storms have you seen on IMP 
so far? 
NESS: We have sampled only one. There have been a total of three magnetic 
storms over the 4-month period since launch . 
SMITH: Also, we saw several fairly large torms as well as several small ones. 
The Kp indices during the IMP magnetic storms indicate they were fairly small. 
So condition were, I think , much more variable during the Mariner Right. On 
Mariner, we saw several storms during which the interplanetary magnetic field 
increased by an order of magnitude. The strength rose from a typical value like 
5 'Y to something closer to 50 'Y. 
NESS: Then we are in complete agreement. Either the interplanetary medium 
has drastically changed, or the results are not comparable for other reasons. 
SMITH: But I think the change i quantitative. [n your data, when you look over 
a I-day period, you don't see the spiral angle. The same is true of the Mariner 
data. It is only when we average over a period of several days that we can begin 
to see a persistent direction in space which corresponds reasonably well to the 
streaming angle. 

Can you say, from your results, that the interplanetary magnetic fields appear 
to have some preferred orientation in space? How would you characterize the 
direction of interplanetary magnetic fields based onjust the IMP results? 
NESS: The first feature is the filamentary structure at the streaming and anti­
streaming angle. Another feature is that the field is pointed away from the Sun 
for extended periods of time, which is compatible only with an infinite solar-wind 
velocity. 
SMITH: We saw this too. [f you averaged your data over a period of 15 orbits, or 
something like that, wouldn't you find that the interplanetary field tends to lie in 
the ecliptic? 
NESS: No, I don't think so. Since we are being qualitative, I have the impression 
that we have so far seen in our data a preferential value of O. 
GOLD: I don't agree with the point of view that it is possible to deduce the field 
configuration from the streaming. Mr. Ness said that the field configuration is 
not compatible with anyth ing other than infinite velocity . That is a very naive 
interpretation of what is going on and an interpretation that cannot be right in 
any case. The outstreaming from the surface of the Sun of any kind of messy 
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field that is occurring there, will carry into space a field with all kinds of directions. 
The interplanetary field will depend on the field that existed in the vicinity of the 
Sun in the first place. If the field near the Sun had noise, it is going to march 
through space possessing that noise. Such a field configuration is compatible with 
any kind of solar-wind speed. 

I agree, of course, that there would be a statistical tendency for the field to be 
aligned along the garden-hose angle. But one cannot deduce the speed uniquely 
from the magnetic data. Perhaps, from heavy statistics , one could determine the 
average speed; but this is a very doubtful procedure, because if the average speed 
varied widely , you wouldn't get a very good resu lt. 
NESS: I am not certain I understand our disagreement. 
GOLD: My disagreement with you only concerns the phrase about an infinite 
velocity. 
NESS: That was a facetious statement. I thought I made the general remark in 
the formal presentation that the direction of the streaming angle really doesn' t 
measure the velocity very well at all. I agree with you that what we are seeing is 
structure in the medium, rather than waves. 
GOLD: Your observation that the strength of the field stays very constant while 
the directions are very variable is surely indicative of a flow pattern in which the 
magnetic pressures dominate over gas pressures , turbulent pressures , and every­
thing else in the reference frame of the gas. 
HESS: Such a model doesn't really work though, does it , if you consider the 
measured temperatures and the measured fields? 
NEUGEBAUER: The thermal and magnetic pressures are comparable, but there 
is a question as to how much those data are contaminated by the alpha particles, 
and how accurately the thermal broadening of the plasma spectrum is known. 
It is not very clear what the thermal situation is - how the temperature of the gas 
compares with the turbulent pressure. 
BRIDGE: I would like to ask Prof. Gold if he would elaborate a bit. If you 
stretch out fields of opposite sign from limited regions, and this goes on for a 
long-enough time, then I don ' t understand how the result essentially differs from 
Parker's stationary models . 
GOLD: In Parker's model the velocity vector is radially outward from the Sun, 
and there is a pre-existing field which is being moved in a phonograph-groove 
manner by the outflow of the gas. 

Now, in my model, there is some complex field, of whatever shape you Ijke, 
in the vicinity of the Sun. The outflow takes that field into space with whatever 
configurations the flow pattern will produce. This model is not capable of leading 
to a steady-state situation, because new field lines are being dragged out from the 
Sun. In Parker's model no new field lines are drawn out from the Sun, therefore no 
cutting-off of field lines is required, and a steady configuration is allowed to exist. 

]n my model it is apparent that the pole strength of the Sun is being increased 
every time there is an outburst, so it is necessary to have a way of cutting such 
things off. This means there must be dissipation in the interplanetary gas, and I 
have supposed this to be associated with the neutral planes that necessarily are 
formed in such a situation. The lines get themselves cut off and leave individual 
clouds that flyaway, with the lines jumping back in order not to increase the pole 
strength of the Sun indefinitely. 

I regard it as very significant that one sees all directions present and a great 
tendency toward neutral sheets, which I think is exactly what this model demands. 
PARKER: In his attempt to propagate his interplanetary Cyrano de Bergerac, 
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whose nose (magnetic tongue) marches on before by a quarter of an hour, Tommy 
(Gold) has stated the correct properties of the configuration according to my 
model, but he has overlooked the fact that you will find most of those same 
characteristics in his configuration, too. My model, in which the magnetic lines 
of force have an underlying Archimedes spiral, makes no attempt to put arrows 
on the lines of force; the lines generally point both in and out. Filaments with 
reversing senses are just as intimate a part of this picture as they are of his - with 
one difference: in my model one is not playing with the problem of continually 
severing rather massive fields. 
GOLD: How would your model have any field component normal to the ecliptic? 
PARKER: Your picture of my model was drawn from the idealized case of a 
perfectly uniform radial wind, which was known to be a fiction at the time it was 
first pointed out. As soon as you have any variations whatever in the wind (and 
these were anticipated and have now been measured) , you get fields which 
fluctuate in any direction you like. 

I would also like to comment on your remarks about the relative magnitudes 
of the magnetic and gas pressures. I don't think they have any theoretical grounds. 
You ought to work out the dynamics of this model sometime. 
DAVIS: I think there is one thing that shouldn't be overlooked in this discussion. 
Regardless of how one wants to shift the zero levels in our Mariner magneto­
meter data, one cannot avoid observing a structure in the magnetic field which 
reappears every 27 days. You can change the character of this recurrence, but 
you can't get rid of it. I think this means there is something imbedded in the Sun 
that lasts for at least a month. I think this recurrence has nothing to do with what 
Prof. Gold has suggested, unless it is the remnant of something that started a year 
ago and has persisted all this time without being cut off. 
BRIDGE: I want to ask one question of the Mariner plasma people. You said 
you have seen several magnetic storms for which the energy increased gradually 
over a long period of time after the beginning of the storm. Was this same effect 
present for all magnetic storms? 
NEUGEBAUER: Yes: in every case, it took one or two days for the velocity to 
reach its maximum value. However, we weren't observing these streams head-on; 
they were overtaking us, because their motion about the solar axis was much 
greater than the spacecraft's. I am not sure we ever saw any plasma connected 
with a sudden outburst or solar flare. 
BRIDGE: 1 think it is significant that the observed plasma energy increases so 
slowly across the boundary of a stream that gives you a sudden commencement. 
It seems to me that, in moderate events like these, you wouldn't expect such a 
great azimuthal extent of Gold's magnetic bottle regions, even though his model 
may be correct for higher-energy events . I think that, for most events, it is quite 
possible to get the filamentary structure from the model that Parker proposed. 
NESS: You are quite right in that the directional characteristics of the field 
structure are dominated by the Sun's rotation, and all we are seeing here is a 
reflection of this fact. 
LUST: Since during the Mariner flight there was apparently a 27-day structure 
in the magnetic field, which may be in contradiction to the IMP measurements, 
I don't think that one can exclude either Parker's or Gold's model right away. 
SMITH: I don't think there is any question about the existence of real structure 
in the interplanetary field . As I understand it, you will get the spiral configuration 
provided the field lines attach to a rotating Sun. If one allows for the fact that 
sometimes the field sticks out from the Sun more strongly than at other times, 
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then in spite of its limitations, the . I I 0 days of Mariner magnetic-field datli""are 
consistent with a wiggly spiral structure- . that is, spiral lines with smaller-scale 
irregularities superimposed. 
GOLD: So far as the Mariner data are concerned, was the field always pointed 
outward from the Sun and never in toward the Sun? 
SMITH: No, that is not true, but the sign seemed to be persistent for a solar 
rotation on the large scale. On the smaller scale, there are possibly null points in 
the field and reversals in the direction associated with the irregularities. 

___ .. J 
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RADIO ASTRONOMY OBSERVATIONS IN 
RELATION TO THE SOLAR-WIND PROBLEM 

J. D. WYNDHAM 

California Institute of Technology , Pasadena, California 

THIS paper is concerned with the application of the techniques of radio 
astronomy to the study of the interplanetary medium, and is largely based 
on a recently published paper by A. Hewish and J. D. Wyndham (Ref. I). 
At present, these techniques permit an investigation of the broad features 
of the solar corona and interplanetary space. We can say something about 
the radial variation of electron density ; we can put limits to the size of the 
coronal irregularities (the fluctuations in electron density); and we can 
say something about the mean direction of the coronal magnetic field. 

Observational Procedure 
The method used is to look at radio sources through the corona. Radio 

waves from these sources undergo a process of irregular refraction 
due to the existing non-uniformities of electron density, which results in 
an apparent increase in the angular diameter of the source. The angular 
size of the" scattered distribution" (" scattered distribution" is defined 
as the brightness distribution produced when a point source is viewed 
through the corona) can be measured for various relative positions of Sun 
and source using a radio interferometer. The effect is most pronounced at 
meter wavelengths, and in this wavelength range, interferometer spacings 
of several kilometers are needed to detect the small scattered distributions 
(angular size - minutes of arc) which occur at large radial distances from 
the Sun. Using this method , we have now detected scattering out to 
distances of the order of 1 00 Rs, so that we are in effect investigating the 
interplanetary medium. Slee (Ref. 2) has also detected radio scattering 
at similar distances. 

Figure I shows the paths, relative to the Sun, of two radio sources that 
have been used in making observations. One is a well-known radio source, 
the Crab Nebula, whose path lies almost entirely in the equatorial regions 
of the Sun. The other, 3C 123 , provides a scan across the polar regions 
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of the Sun at a distance of about 30 Rs. The following discussion will 
concern mainly the results obtained using the Crab Nebula, and will 
therefore apply to the Sun's equatorial regions. 

Equator _ 

Pole 
I 

601 
r/Rs 

'Crab 
Nebula 

Fig. I. Positions of the Crab Nebula and 3C 123 relative to the Sun in 1962 

Radial Variation of Scattering 
Figure 2 shows the variation with radial distance from the Sun of the 

angular size of the scattered distribution in 1959. ¢o is the angular half­
width (to 1/ c) of the scattered distribution in a direction perpendicular to 
the radius vector from the Sun. As shown later, this is the direction in 
which maximum scattering occurs. These observations were made at 
frequencies of 38 and 178 Mc using the Crab Nebula, and the 178-Mc 
points have been scaled to 38 Mc according to the law ¢o ex: (wavelength)2 
as shown by Hewish (Ref. 3). If ¢u is assumed to vary as the xth power of 
the radial distance, then the best straight line fitted to these points reveals 
a value for x of -2.24. 

Similar observations made during an intermediate phase of the solar 
cycle, 1960-62, are presented in Fig. 3,4, and 5. The 26.3-Mc points in 
Fig. 4 have been scaled to 38 Mc, while in Fig. 5, ¢o denotes scattering 
in an east-west direction. These observations indicate a less steep radial 
variation of scattering, with a mean value for x of about -1.4. 
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Magnetic Fields 
The radio scattering is anisotropic, and observations using inter­

ferometers with three different axes enable us to define the scattered 
distribution in the form of an ellipse. 'Such scattering indicates the 

o 
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2 
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• • . \ .. 
. ~\ 

r/RS 

-2.24 ± 0 .15 

Fig. 2. Radial variation of scattering at 38 Me and 178 Me in 1959 

existence of irregularities in the shape of elongated filaments, which 
scatter preferentially in a direction perpendicular to their length. By 
observing a source as it moves relative to the Sun, a series of ellipses is 
obtained whose minor axes trace out the mean direction of the filaments. 

Figure 6 shows the mean directions of the filaments in 1958, J 959, and 
1960 from observations of the Crab Nebula. The 1958 measurements are 
due to Hogbom (Ref. 4) and those in 1959 to Gprgolewski and Hewish 
(Ref. 5). The directions are largely radial from the Sun, especially close 
to the equatorial plane. 

The filamentary irregularities are maintained by magnetic forces, and 
their direction is also the mean direction of the coronal magnetic field. 

-" 
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This provides independent evidence for a radial magnetic field , though the 
lines of force could be curved in the equatorial plane. 

Latitude Effects 
The two sources, 3C 123 and the Crab Nebula, provide scans across 
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Fig. 5 . Radial variation of scattering observed at 38 Mc in 1962 

different regions of the corona and allow a comparison to be made of the 
polar and equatorial regions. The variation of the scattering angle CPo with 
heliographic latitude is shown in Fig. 7. The scattering is plotted as a 
polar diagram for three different radial distances in Fig. 7a, while Fig. 7b 
is a contour of constant scattering (CPo = 1.8 min). The scattering becomes 
more pronounced towards the equator, indicating a greater concentration 
of filaments and/or higher electron densities. 

Solar Cycle Effects 
In common with most other solar phenomena, the magnitude of the 

radio scattering varies markedly with the phase of the solar cycle. This 
variation is illustrated in Fig. 8, where the scattering at several radial 
distances has been plotted vs. year. The effect is observable out to a 
distance of 40 Rs, with the scattering peaking around sunspot maximum 
and decreasing toward sunspot minimum. 

Upper Limit to the Scale of the Irregularities 
It can be shown, using a ray theory due to Chandrasekhar (Ref. 6) , 
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that when a point source is viewed through the corona, the scattered dis­
tribution of radiation is not mooth. It contains fluctuations in intensity 
on a scale comparable to that of the coronal irregularitie them elves. 
In this case, a multiple-scattering mechanism is operative, for which 
cf>() ex: (wavelength)2, and any observed value of cf>() sets an immediate 
upper limit to the angular size of the irregularities. 
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0 3C 123 . Crab Nebula 

Equator 

(a) 

o 3C 123 
• Crab Nebula 

Equa tor 

20 30 
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Fig. 7. (a) Values of the scattering at three radial distances, plotted as a polar 
diagram, and (b) a contour of constant scattering, forcf>o = 1.8 min 

The smallest scattering angle yet observed was measured by Slee 
(Ref. 2), who used an east-west interferometer with a 10-km spacing and 
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a frequency of 85.5 Mc. Using the source 3C 273, he measured a value 
of CPo of 6 sec at a distance of 65 Rs. A comparison of this value with our 
own results for the same period at a frequency of 38 Mc shows that the 
scattering angle CPo did indeed depend on the square of the wavelength. 
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Fig. 8. Variation of scatteri ng with the phase of the solar cycle at 20, 30 and 40 Rs 

Hence the angular size of the irregularities is less than 6 sec. At the 
distance of the Sun , this angle corresponds to a physical size of less than 
5 x 103 km, which is an upper limit for the lateral scale of the filamentary 
irregularities. If we extrapolate back to the surface of the Sun, assuming 
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the lateral scale to be proportional to radial distance, we find that these 
filaments would have a size of about 100 km, which is of the same order 
as the scale of the photospheric granules and chromospheric spicules. 
Our observations would indicate, therefore, that the fine structure we 
see on the Sun extends far out into the corona. 

The value of 5 X 103 km is to be regarded as a definite upper limit for 
the width, at 65 Rs, of the filamentary irregularitie responsible for the 
radio scattering. 

A Model of the Solar Corona 
A simple model of the extended corona, consistent with the radio 

Line of SIght 

(bl 

Fig. 9. (a) The model adopted for a restricted outflow, as seen from the equatorial 
plane, and (b) the geometry of the scattering model , as seen from above the 

North Pole 
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data, has been constructed in the following manner. The corona is 
regarded as a collection of filaments. I n the equatorial plane (Fig. 9b) the 
filaments are radial from the Sun, with a lateral scale proportional to the 
radial distance. It can be shown that over the range of distance covered 
by the observations (20 to 80 Rs), the conclusions reached are not affected 
by curvature of the filaments in the equatorial plane. I n a perpendicular 
plane (Fig. 9a), we have allowed the possibility of curved flow lines , the 
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Fig. 10. Radial vari ation of scattering for several theoretical model s compared 
with the observations: 

A. Parker a = I 
B. Chamberlain a = I 
C. Parker a = 0.7 
D. Chamberlain a = 0.7 
E. Parker a = 0.4 

lateral cale of the filaments varying as distance to the power 0', where 
0 :0;;; 0' :0;;; I. For 0' = I, the corona is spherically symmetric; while for 0' = 0, 
it is disk-like in the equatorial plane. 

Assuming the equation of continuity to hold for flow along a filament , 
we have calculated the radial law of scattering for a series of models. In 
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these models the velocity of outflow varies between a rapid solar wind, as 
proposed by Parker (Ref. 7), and a gentle expansion in which the material 
just escapes from the Sun, as proposed by Chamberlain (Ref. 8). For the 
case of the solar wind, the velocity is assumed to be constant beyond 
20 R. , the point at which our observations begin. 

Figure 10 shows some results. The shaded region gives the range of 
slopes (values of x) in which a model must lie to be consistent with the 
observations made during the period 1960-62 (Fig. 3, 4, and 5). Some 
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Fig. I I. Radial variation of electron density for different models of the corona: 

A. Ingham (Ref. 9) 
B. Parker a = I 
C. Parker a = 0.7 
D. C hamberlain a = I 
E. C hamberlain a = 0.7 
F. Chapman (Ref. 10) Ttl = I OH oK 

theoretical models are also shown. It is apparent that a spherically sym­
metric outflow, according to Chamberlain (a = I, model B), and a re­
stricted solar wind (a = 0.7, model C) are both in accord with observation. 
A spherically symmetric solar wind (model A) is not in ~greement with 
our results for this intermediate phase of the solar cycle. The steeper 
slope obtained in 1959 (Fig. 2) would, however, point to a solar wind with 
spherical symmetry close to sunspot maximum. 



l 

120 J. D. WYNDHAM 

Using our model and the 1960-62 results of the variation of scattering 
with radiaJ distance, we have calculated the limits within which the radial 
law of electron density must lie. These are illustrated by the shaded region 
of Fig. 11, together with some other models for the electron density 
variation. As a steady solar wind is now well supported by space-vehicle 
measurements, these results indicate that density depends on radial 
distance as r - 1.7 for distances from 20 to 80 Rs and probably beyond 
(model C). 
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DISCUSSION OF WYNDHAM PAPER 

LUST: have one question concerning the electron densities. Your re ults are 
concerned only with slope, but if you assume the scale of the irregularities which 
you have given , 5 x 103 km, would it not be possible to determine the absolute 
variance of the density? 
WYNDHAM: No, because you have to know the number of irregularities through 
which the radiation passes. 
LUST: What if you put in your scale and make some assumptions about the 
number of irregularities? 
WYNDHAM: There are two possibilities: you could have closely-packed 
filaments, or you could have just a few widel y-spaced fil aments. These two cases 
give widely different figures for the variation in electron density , and for the mean 
density. 

In order to obtain limits between which the electron density must lie , we have 
made some calculations in which we assumed either closely-packed filaments or 
just a few filaments in the line of sight. At a distance of 20 Rs, assuming a scale of 
5 x 103 km, the density in a filament lies between 7.5 x I 03/cm3 and 300/cm3, and 
the mean density lies between I 0/cm3 and 300/cm3. 
DEUTSCH: Did you not tell me in private conversation that the density irregu­
larities could correspond to a deficiency of electrons? 
WYNDHAM: This is true. The irregu larities could be holes in a continuous 
corona. We don't know what the mean density is. The filaments could be all there 
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is of the corona, or the filaments ,;ould be small fluctuations of a'much ljl;rger 
mean density. 
DAVIS: You speak of the curved-flow pattern out to distances of 20 or 30 R or 
more. This pattern would seem to require, with a high-velocity wind, very sub­
stantial forces to produce the resulting acceleration. 
WYNDHAM: Yes . 
DAVIS: There is another interpretation possible. Could you get away with 
another structure that has the curvature of the filaments without having to have 
the velocity follow the same pattern? 
WYNDHAM: I am unable to answer that question. 
GOLD: Why can we not measure the mean refractive index, at the nearest 
approach, for a source that is crossing somewhat above the Sun? Why can we 
not find the source displacement as it goes across? 
WYNDHAM: These observations relate to distances greater than 20 Rs. Only at 
distances of the order of 5 Rs does refraction become large enough to be measured 
by our techniques. 
GOLD: Even with widely-spaced antennas? 
WYNDHAM: At large radial distances, the scattering effect would mask any 
refractive effect. 

At distances of closest approach, you have a complicated situation in which 
refraction and scattering can occur together ; furthermore, a complicated scattered 
distribution results because the lines of force are radial rather than parallel. It is 
difficult to disentangle all these effects. 
BIERMANN: You mentioned that your filaments have , at most, a diameter of 
5,000 km. I think we see about the same size in the plasma tails of comets. I 
wonder whether the evidence from the IMP included anything that could be 
compared or related to this. 
NESS: The length scales implied by the IMP magnetometer data are strongly 
p'rejudiced by the local solar-wind velocity, since the instrument only observes 
the structure streaming past it. 5,000 km is about the smallest scale one could 
take as being indicated by our data. 
PETSCHEK: I thought the data from IMP showed variations on much longer 
time scales (implying larger distances), while your statement is that you have no 
fluctuations over larger distances. Is there some disagreement here ? 
WYNDHAM: We fancy a model in which the filaments responsible for the radio 
scattering tend to have a structure no greater than 5,000 km at a distance of 
65 Rs. They can be as long as you like, but this is the lateral scale. 
PARKER: Would larger structures actually interfere with your interpretation? 
WYNDHAM: Yes. We could not explain our observations by scattering from 
coronal filaments whose scale was greater than 5,000 km. 
PARKER: Suppose you had a scale of a million kilometers, would you see it at 
all? 
WYNDHAM: If we had a scale that large, all we would see, I should think, is a 
displacement of the source without any increase in diameter, depending upon the 
density. 
PARKER: But you wouldn 't see displacement because it would be less than your 
resolution? 
WYNDHAM: Probably. 
PARKER: It would not interfere with your interpretation , is that correct? 
WYNDHAM: This is true. 
GOLD: I think all you really meant to say is that you cannot interpret your 
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observatiJJns with large structures. Howeve", your observations have nothing to 
say ~bout whether large structures aJ;e present or not. You can only say that there 
is a sufficient number of small structures present. 
WYNDHAM: That is correct. 
WILKERSON: You mentioned that the scattering was checked at two wave­
lengths at least. Was it checked at more than two? 
WYNDHAM: This particular observation was only checked at two wavelengths. 
WILKERSON: To what extent can you justify looking at only two wavelengths? 
WYNDHAM: In previous observations made at several different frequencies, it 
has been shown in all cases that the scattering depended on the square of the 
wavelength. This same dependence on wavelength was found to hold in the 
present instance, to within our experimental error. 
HESS: How long does it take to make one measurement? What kind of time 
variations might one try to look for'! 
WYNDHAM: We look at the amplitude of the source once each day for a period 
of a few minutes to a half-hour, depending on the resolution of the antennas. We 
have observed no time variations with periods less than a day, although other 
workers have published accounts of rapid events with time scales of the order 
of minutes. 
BRATENAHL: I was curious about the map of the orientation of filaments. These 
things probably are changing with time, although different filaments are mapped 
on different days, of course. 
WYNDHAM: Each line is a single day's observation. A line represents the mean 
direction of the field on that particular day. 
LUST: Has this filamentary structure been detected so far using only the Crab 
Nebula, or are there data available from the other source? 
WYNDHAM: The observation of radio scattering, using any source, points to an 
irregular structure. Whether this structure is filamentary can only be determined 
by making observations with resolution in different directions. So far, only the 
Crab Nebula has been used for this purpose, so observations with other sources 
say nothing about the shape of the irregularities. 
LUST: Or about the size? 
WYNDHAM: Simultaneous observations at different frequencies with any radio 
source will enable us to say something about the size. Observations of the source 
3C 123 were made at one frequency only. 
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WHAT WE KNOW AND WHAT WE DON'T 
KNOW ABOUT THE SOLAR WIND 

H. S. BRIDGE 

Massachusetts Institute of Technology, Cambridge, Massachusetts 

Theoretical Setting 
I n order to have a basis for discussing what we know (or don't know) 

about the solar wind, I should like to cast these remarks in the framework 
of Parker's theory. I don't mean to imply that Parker's theory is the cor­
rect one, or that there is any feature about it that is correct; but I think 
that it does provide a frame of reference in which we can examine both 
the experimental results and the theory. 

Figure I, from Axford, Dessler, and Gottlieb (Ref. I), shows an exten­
sion of Parker's ideas. It is a solution to the hydrodynamic equation giving 
a flat velocity profile from near the Sun out to some boundary. The flow 
pattern produces spiral magnetic-field lines that co-rotate with the Sun. 
In this model the termination of the spiral structure at the outer boundary 
of Region I is supposed to result from the balance of some dynamic pres­
sure that the wind is running into. In Region II , the field presumably gets 
wound up ; this region is some sort of turbulent region. Ultimately the 
field becomes detached by dissipative processes and wanders off into the 
stellar system, thus preventing the turbulent fields in Region II from 
increasing their intensity without limit. 

The interesting feature of this picture, of course, is that there must 
be some sort of turbulent structure in Region II. A situation of this kind 
provides a possible explanation of the I I-yr modulation cycle of galactic 
cosmic rays. The idea is that the general radial motion of the plasma 
pumps out magnetic-field irregularities , and that the cosmic rays diffuse 
into the solar system against the flow velocity. Furthermore, the transit 
time of the gas up to this point is of the order of a year or so, so that, 
if the plasma velocity changes, there is a relaxation time involved that 
may help to explain some observed details of the cosmic-ray cycle. 

What We Would Like to Know 
Let me summarize briefly the plasma properties that we would like to 

measure experimentally. We would like to measure: the bulk velocity of 
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the plasma motion ; the direction of the flow; the longitudinal spread in 
velocity, which gives us some idea of the temperature; and the trans­
verse velocity spread, which tells us whether the distribution in the rest 
system is isotropic. We would like to know the electron energy distri­
bution; we would like to know the' magnetic-field directions and magni­
tudes; we would like to know something about the correlation between 
the magnetic-field fluctuations and the motions of the electrons, a subject 
about which we know very little at the present time. Then, of course, we 
are concerned with the general spatial features of all these properties, say 
in azimuth and in radial distance; and we would like to know how these 
features vary with time. 

Now let me make just a few comments about these quantities-about 
how we mea ure them and why. The energy of the bulk motion is mostly 
contained in the positive-ion component; in fact , for reasonable plasma 
velocity, the kinetic energy of the free electrons is so small compared to 
that of the positive ions that it can be neglected . Consequently, most of 
the experimenters have devoted their attention to the positive ions. 
According to various theoretical models and experimental evidence, one 
wants to measure protons in the energy range from about 10 ev to perhaps 
20 kev. Most of the energy measurements at present cover only a frac­
tion of this range. Later I shall explain my reason for thinking that these 
limits are important. 

Various schemes have been used for measuring the proton energy; all 
of these schemes involve electrostatic analysis, and so they measure the 
kinetic energy per unit charge. When we try to identify the composition 
of the particles , however, we need in addition some sort of velocity analy­
sis, which so far has not been made. But even with a velocity analysis, 
one cannot determine the mass uniquely: one can determine only the mass 
per unit charge. So the identification of particle composition has barely 
begun; much additional work sti ll needs to be done. 

I should like to point out, too, that the energy resolution and coverage 
of present instruments are really not sufficient to do the job, particularly 
in respect to the overlapping of energy ranges by samples whose spacing 
is comparable to the energy window. One would really like to determine 
the energies to within about I %, and one would like to have energy win­
dows that overlap so that they lead to a good measurment of the total 
plasma flux. If you then consider an energy range that extends over more 
than three decades, you have an impossible problem in technique. In­
herently, then, the plasma measurements require a long time and are 
difficult measurements to make. 

Good energy resolution is important, because the temperatures and 
velocities of the plasma can vary widely, depending on where the plasma 
is. If the plasma goes through a shock transition from a region of highly 
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supersonic flow, you ex.pect the angular distribution to become isotropic; 
so you want to measure a rather high temperature, which is concurrent 
with perhaps a rather low mean drift energy. 

I think these problems are being attacked at the present time, but the 
fact is that our present instruments are far from ideal. 

What We Have Learned/rom Early Experiments 
To summarize the solar-wind experiments is quite ajob, and the really 

relevant experiment have been explained in a detail that I could not 
possibly give them. Nevertheless, I should like to reiterate some of the 
main features of these experiments. 

Table I (Ref. 2) summarizes solar-wind measurements up to and 
including the recent IMP satellite (Explorer 18) , with emphasis on the 
properties of the particles rather than on the properties of the magnetic 
field. I have omitted the Russian Mars shot from this table, because I 
didn' t have much information about it. 

Figur~ 2 summarizes graphically the various measurements that have 
been made by spacecraft. Some of the orbits have been rotated about the 
Earth-Sun line into the ecliptic - the aim was to get an appropriate 
representation of the orbits relative to the position of the Sun, which 
controls what goes on around the Earth. The procedure would be valid if 
the flow were axially symmetric about the Earth-Sun line. 

Pioneer 1 carried a magnetometer, and from about 12 RE to perhaps 
14 RE it recorded a magnetic field with rather large fluctuations . Beyond 
14 RE, the field dropped off to quiet values. There was a lack of trans­
mission at distances less than 12 RE, so that the fluctuations probably 
extend farther back toward the Earth than shown. 

The same behavior was observed by Pioneer 5, whose orbit was toward 
the evening side. Here again the magnetic field showed large fluctuations 
from lORE to about 15 RE. 

A number of relevant particle measurements have been made, such as 
the Ru sian measurements made by Lunik 2 on the night side of the Earth. 
During the Lunik-2 flight, data concerning positive- and negative-ion 
flux.es were transmitted until the spacecraft hit the Moon , although 
between 30 and 40 RE there was unfortunately no transmission of data 
because the spacecraft was not within range of the receiving stations. 
An interesting feature of this flight is that, in the region between 12 and 
30 RE, no values of positive flux were recorded. Since the absolute 
sen itivity of the Russian instruments appears to be about IOs/cm2 sec, 
it is not surprising that the Russian workers didn't observe anything in 
this region. Lunik 2 did observe an electron flux at a distance of about 
IO RE, and a flux of positive ions beyond 40 RE. It is important to remem­
ber that the Russian experiments really measured the flux of positive ions 



Vehicle Date 

Pirm('er l Oct II 
1958 

Piolleer4 Ma r 3 
1959 

Lnnik 2 Sept 12 
1959 

LllllikJ Oct 4 
1959 

Pioneer 5 r.lar I I 
1960 

Venu, probe Feb 12 
196 1 

Mar 25 Explorer 10 
196 1 

Explorer 12 Aug 15 
196 1 

Mtlriner 1 Aug27 
1962 

Explorer 14 Oc t 2 
1962 

Nov 27 Explorer 18 
1963 

TABLE 1. SUMMARY OF SOLAR-W INO MEASUREMENTS' 

D irection 
Apogee Principal r.-ults. plas ma and fi elds 

Az( hr) Incl (deg) R. 

+~ 
Large tl.B/B. ?- 13.5 R" 12.2 18.6 

B ini < 6y if nonn,dial 

8.5 - 18 

2 1 -7 
7.9- II.S R,:- </>- = ( 1.5-4) I 0" 

I I.S-30 RE • 0' - 0 

16.2 -8 Ma ny cases cI> ' < 10' 
19.5 R •.. </> ' =4 x 10' 

16.5 +2~ 
Large olB/B. 9.4- 15.7 R,. 
BJ.. - 3y quie!. 5-6Oy disturbed 

17.5 + 10 26 R".</> ' - 2 x 10' 
297 R".d' - I x 10" 

" - 300 km/sec 
20.K -35 46.6 0+ - 2 x I O'/cm' sec 

T - 5 x 10" K 

( 13--+S) -33 13.1 

Typical values: 
" = 360-700 km/sec 
II = 0.3- 1 O/c m' 
T = 6 x 10'-5 x I(}" K 

(8.5--+ IS) -33 16.4 

r -. 25()-440 km/sec 
(12--+6) -J] 31 

0 ' - 3-K x I O"/cm' sec 

'See Ref. 2 
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200ev < E < 20 kev 
Roll modulated 

Roll modulated 
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E > 50 ev 

Detailed observation or B in magnetosphere 
boundary region 

Detai led observation of magnetosphere 
boundary 

Plasma detector solar orie nted. 104 days of 
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Fig. 2. Graphic summary of solar-wind experiments, showing spacecraft tra­
jectories in Earth-Sun coordinates 
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above about 15 ev. From that flux you must subtract any flux of electrons 
with energies high enough to pass the negatively-biased outer grid. The 
kind of trap that was u ed (Fig. 3) really measured the difference between 
the electron flux above a certain energy and the proton flux above a 
certain energy. 

The Lunik-2 result for posi tive ions is, of course, consistent with the 
results obtained by Explorer 10. Figure 2 doesn't show the fluctuations in 

4 

I OUTER GRID 

2 COLLECTOR 

5 

4 SCREEN (ALUMINUM) 

5 INSULATOR (TEFLON) 

3 INNER GRID (TUNGSTEN) 

Fig. 3. Russian ion trap 

plasma properties observed by Explorer 10; but starting at 22 RE and 
continuing throughout the rest of its useful life, Explorer 10 observed 
alternate periods of" plasma" and" no plasma." 

Lunik 3 also encountered positive-ion fluxes, this time amounting to 
about 4 x I08/cm2 sec. Unfortunately, these measurements were not 
continuous, so the plasma flow cannot be mapped as a function of the 
position of the probe. Again in this measurement, the ion energies were 
not well determined. 
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The same sort of results were obtained on the Russian Venus shot. The 
left section of Fig. 4 is a" transmis ion" of the observed currents inside 
the magnetosphere, which were very low; the center section shows the 
currents observed outside the magnetosphere; and the right-hand section 
shows the currents observed at an even greater distance. The fluxes shown 
in the right-hand section correspond to something like 4 X 10s/cm2 sec, 
and the two currents are the readings of two different traps with different 
bias conditions. 

Extensive measurements were obtained on Explorer J 2 regarding the 
magnetic conditions at the boundary of the magnetosphere. Since the e 
measurements do not pertain to conditions in interplanetary space, 
however, they will not be discussed further. 

Explorer 14 certainly penetrated the magneto pause and may have 
penetrated the shock transition upon occasion, although the results that 
have been reported so far for the transition region are not very definitive. 
The lifetime of Explorer J 2 extended from 13 hr (with respect to the Sun 
at 12 hr) around to about 8 hr: Explorer J 4 has gone es entially all the 
way around, I believe. 

The main point to be drawn from this resume is that all of these results 
are consistent with our present picture, namely: a shock created on the 
sunward side of the magnetosphere by the plasma flow; inside the shock, 
a transition region a few RE thick: and inside the transition region, the 
magnetosphere. This picture tends to be confirmed by the J M P plasma 
results. Rough positions for the shock front and magnetopause , according 
to these results, are shown in Fig. 2 by the appropriately labelled solid 
lines. These lines connect the points where changes in plasma properties 
were observed. If you look at the positions at which the various earlier re­
sults were obtained, I think you will see that everything agrees moderately 
well. 

What We Have Learned From IMP 
Now I should like to talk about the results that were obtained by the 

MIT plasma probe on the IMP satellite and that pertain to the interplane­
tary region of space. The IMP results that pertain to the magnetosphere 
and to the transition region will be discussed later (Paper 2 I). I shall 
summarize only the main features of the data - there is little more I can 
do until more work has been done in the way of analysis. For a detailed 
description, we need to know the continuous time history of the flux and 
of the energy values; up to now we simply have not considered this kind 
of data. 

Figure 5 shows the character of the roll modulation observed outside 
the magnetosphere (the satellite rotated at - t rps). The probe is mounted 
so that the direction of view is perpendicular to the spin axis. As the 

J 
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satellite rotates, the plasma flo w in the azimuthal plane is sampled about 
every 20 deg, and the directional character of the flow can be seen by 
examining the current as a function of time (tha t is, as a function of rota­
tion angle). The graphs correspond to different energy windows, and the 
arrows indicate the position 'Of the Sun. You will notice that in a particu­
lar energy region the flux peaks at a particular angle : it is apparent that in 

SUN TIME 

2 

u ., 
'" 

'" E 
u 108 
"-.;; 4 
u 
:;: 

15 
Co 

X 
:::J 
-' 
"-

108 lOB 

5 (ELECTRONS) 6 

107 

TIME 

Fig. 5. IMP solar-plasma measurements for different energy windows . Data are 
from Orbit 10. outbound. taken at 17.8 RE• a normal-Sun angle of 36 deg. an 

ecliptic latitude of -20.8 deg. and a solar eclipti c longitude of 286.3 deg. 

the azi muthal plane the direction of plasma flow is within 20 deg of being 
radially outward from the Sun , just as we assumed it would be on the 
basi of previous results. 

Figure 6 shows a section of the" summary" data from the inbound pass 
of a later orbit. On the first (top) line, an average value of the energy in 
ev i plotted as a function of time. The next (lower) sec tion shows the 
plasma flux observed when the probe is pointed toward the Sun, compared 
with the minimum flux observed during the rotation. The values have been 
summed over the measured range of energies, so these lines represent 
the maximum and minimum total flux observed. ' You will notice that in 
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this particular section of data, conditions are quiet indeed; the energy 
and the flux are both fairly constant. In the next line we have plotted some 
electron data, which I don't want to discuss. (There is one electron energy 
window on the plasma-probe bias schedule. We hope it will give us some 
significant information, but we don't know what the data mean yet.) 
Finally, on the bottom line we have plotted something that is supposed 
to represent the plasma temperature. What you see on the right half of the 
figure is the transition into the magnetosphere . The initial jump in elec­
tron flux, for instance, would be called the shock. The next discontinuity 
would be the magnetopause, which will be discussed in more detail in 
Paper 21. 

So this i the kind of summary data that we are getting, and it will, of 
course, be correlated with other satellite data as they come along. 

NEUGEBAUER: What is the temperature? Does the figure say that the random 
energy is 20 or 30 percent of the flow energy? If so. it is much higher than that 
detected by Mariner. 
LYON: You shouldn't associate the" temperature" plot with the thermal energy. 
The "temperature" is simply the second moment of the distribution, and includes 
noise. 
BRIDGE: That is a problem. We plotted this quantity to get some indication of 
the change in the width of the energy distribution function as the satellite went 
through the shock front, but I don ' t know what it means quantitatively. It does 
seem to give one a nice measure of what happens , and it provides a way of looking 
at the data and of recognizing the large changes that occur in the plasma energy 
di tribution . 
WILKERSON: The left-hand electron curve indicates that the electrons are much 
more nearly isotropic than the protons. 
BRIDGE: Yes, it does , except for the occasional little bumps between the shock 
and the magnetopause. The bottom line, which is the noise level, is about one­
tenth of the electron signal. The noise in the proton channel is a little higher, 
becau e it is the sum of the noise in all five energy windows. We are essentially 
seeing energies that vary from a few hundred ev in the interplanetary region to a 
mean energy of something like a couple of kev in the transition region. 

My discussion so far has concentrated on the direct plasma measure­
ments. Let me just summarize what I think are the important features of 
those measurements. Most of what we really know about the behavior of 
the plasma in the interplanetary region comes from the Mariner-2 results. 
The most important feature , which is now confirmed by the IMP results, 
is that the plasma really is there all the time. Its energy or velocity goes 
up and down; in fact, the IMP measurements, so far , show that the 
velocity varies from maybe 250 km/sec to maybe 400 km/sec. In spite 
of this variation, the velocity is generally very steady. However, I don't 
think one can really make general statements at this time about the 
properties of the plasma, other than the one statement that the plasma is 
always there. This is a fairly important statement. though, considering 
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the various theories of how the plasma is emitted from the Sun: it means 
that there are no large regions on the Sun that don't emit plasma. 

What We Have Learned/rom Energetic-Particle Experiments 
According to Parker's model, the properties of the plasma essentially 

determine the magnetic-field configuration that exists between us and the 
Sun. One way of studying the plasma properties is to study the motion of 
solar protons, which have been observed under a variety of conditions. 
So I would like to spend a few minutes talking about the present state of 
our knowledge concerning the propagation of particles from the Sun. 
Here I am in something of a predicament. People often remark that it is 
nice to have these interdisciplinary activities. But if you want to know 
something about the properties of plasma, for instance, you have to 
become involved in about three or four other disciplines about which you 
know nothing; this can be a bit of a handicap. So if I can't do anything else 
in this particle area, maybe by some erroneous remarks I can provoke 
comments from experts who know all about particles. 

I think that our knowledge of how solar protons reach the Earth has 
recently been advanced by systematic consideration of the ways in which 
the particles can propagate. The Goddard group has been particularly 
active in this field, and these authors have emphasized that solar protons 
can reach the Earth in essentially four ways (Ref. 3). 

First, there are high-energy flare particles that come almost directly 
from the flare to the Earth. I n this case the rise time of the particle 
intensity is essentially comparable to the transit time; the intensity rises 
in a matter of, say, 20 or 30 min to full value. 

The second mode of propagation is one in which a considerably longer 
time interval is involved, and which appears to be characteristic of a 
diffusion process; in this mode the rise time to maximum intensity takes 
hours. The types of flares that are likely to exhibit either of these first two 
types of behavior are now becoming pretty well understood , I think. 

The third type of propagation is one in which particles emitted from the 
flare are trapped in the plasma that is emitted at the same time; the 
particles reach the Earth simultaneously with the arrival of the trapping 
region of the plasma. 

The fourth type of propagation involves a class of particles whose pres­
ence apparently depends on solar rotation, and it is somewhat different 
from the third or trapping mode. 

The first three types of propagation can be illustrated by the phenomena 
observed in connection with a single solar flare. Let me remind you of the 
sequence of events that occur during a solar flare. Normally the flare on 
the Sun is visible for a period of a few hours. The particle emission, how­
ever, apparently coincides very closely with the characteristic brightening 
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and broadening of the Ha line. Thi s brightening lasts for only a few 
minutes and essentially provides a time reference for the emission of the 
solar particles from the flare. A few minutes later, the solar cosmic rays 
begin to be observed at the Earth, and the delay corresponds to a time 
roughly equal to the transit time, assuming rectilinear propagation. As I 
have said, the characteristic rise time of the particle intensity depends on 
whether some sort of direct path exists between the flare and the Earth, or 
whether the particles have to diffuse to reach us. 

Now, I to 2 days after this series of events, one observes marked effects 
on the Earth. I n general, there is a sudden commencement, and shortly 
afterward there is a Forbush decrease. One explanation of these phenom­
ena, which was advocated chiefly by Prof. Gold, is shown in Fig. 7 in 
connection with one of the more famous flare events. The right half of this 
figure illustrates what is called the magnetic-tongue or bottle concept. 
This concept explains the propagation of particles from the Sun to the 
Earth along magnetic lines of force that have been pulled out of the flare 
(b); it also explains the Forbush decrease in the galactic cosmic radiation 
(c). The point is that if this configuration exists at the time of the flare , then 
the particles propagate directly; if it doe n't exist at the time of the flare , 
the particles have to diffuse. Both of these types of propagation are 
illustrated by the flare of November 12, 1960. 

The left half of Fig. 7 is an artist's representation of the supposed con­
figuration , taken from Steljes, Carmichae l, and McCracken (Ref. 4). The 
magnetic-field configuration was supposedly produced by the flare out­
bursts on November 10 and November II. It effect was observed on 
November 12 as a gradual rise in particle flux , which was followed by 
another increase in intensity when the Earth entered the trapping region. 
Had the November-12 flare occurred at a time when the Earth was al­
ready in the fields produced by the earlier flares , there would have been 
a rapid ri e in intensity. 

An interesting fact is that approximately 2 days after the November-12 
event there was a sudden commencement, which corresponded pre­
sumably to the arrival of the plasma ejected at the time of the November-
12 flare. The delay times for the onset of the magnetic activity at the Earth 
correspond to the direct transit time of protons with energies of the order 
of a few kev-say from 2 to 3 kev up to 20 kev . Thus, I think that one of 
the questions to be answered is: what is it that arrives at the Earth at this 
time? We know that whatever it is , it passes over the Earth very rapidly­
in a matter of minute . Presumably, it is the shock front that is emitted 
simultaneously with the plasma, but what does the plasma look like 
behind this shock front? How do these shocks propagate through the 
interplanetary medium? 

I don't think that at this point we have any experimental evidence 
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concerning these questions, or concerning the plasma conditions that exist 
in events of thi s magnitude. But we must plan to provide, during the next 
solar cycle, instrumentation that is capable of measuring these quantities, 
and it is important that the theorists tell us just how to design thi s equip­
ment. Providing equipment that can measure up to 20 kev is a very 
different matter from designi ng equipment meas uring to only 3 kev . 
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Fig. 8. Protons observed on Explorer 12 presumably associated wi th the flare 
event of September 28, 196 1. (See Paper 5) 

Figure 8 is similar to one that C line presented earlier (Paper 5) and 
illustrates the fourth type of particle propagation , the type that depends 
on solar rotation. It seems possible to me that in the flux ri e of October 
27, we see the Earth enter a trapping region that contains flare particles 
emitted back on , I think, September 28. These particles reached us origi­
nally by the diffusion process. Then 27 days later, we see the same protons 
again, with energies above a few Mev. On the bas is of this evidence, I 
don't believe that these particles are continuously emitted from the Sun. 

It must follow that in the plasma flow pattern there is a magnetic trap­
ping region that contains these particles. Whether that trapping region 
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is destroyed in the next 27 days, or whether all the particles leak out, I 
don't know. However, it seems peliectly clear that on the Sun there is a 
region that was previously the site ofa flare; that the region emits particles 
that are somehow then contained in a field; and' that the field envelops 
the Earth and must have some sort of boundaries separating it from the 
rest of the plasma. Now, what does the field region look like? How is it 
set up? Does it stay there? I think that the existence of this stream must 
mean that the lines offorce are still connected to the Sun. They are rooted 
in the Sun, because if they became detached from the Sun, they would 
have had to live for 27 days, at least, within a distance of 1 AU. 

Fig. 9. Mean plasma velocity observed on Mariner 2; Kp is plotted for compari­
son. (From Ref. 5) 

There is one other point that should be emphasized, namely: when the 
Earth entered this trapping region, there was a sudden cO,mmencement. 
Presumably this sudden commencement was associated with the boundary 
between the stream and the rest of the plasma, What did that boundary 
look like? It probably looked something like the boundary that exists 
after a large solar flare, when you see a magnetic storm and a Forbush 
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decrease ; but perhaps it was quantitatively different. I think one reason 
it may have been different is that this trapping region was one that was 
overtaking the Earth as a result of solar rotation, rather than one that 
was overtaking the Earth as a -result of plasma motion outward from the 
Sun. Yet we saw a sudden commencement at this point - so we must have 
run through some sort of a transition region or shock in the plasma flow. 

The other evidence concerning the 27-day periodicities is the evidence 
mentioned by Dr. Snyder. I n Fig. 9 we see the preliminary results from 
Marin er 2 (Ref. 5), showing the 27-day periodicity and the plasma velocity 
both correlated with the Kp index. Again we have a situation where 
the plasma properties appear to change with the azimuth angle in the 
ecliptic. Now, is this behavior c lose to the steady-state behav ior of the 
flow, or are there discontinuities between the various velocity regions 
that are defined by this flow pattern? 

I n summary, then, it eem that there is a continuous gradation in the 
phenomena: we have everything from a plasma containing trapped 
protons to essentially free particles. I s the emission from the Sun really 
qualitatively different in all these cases, or is it basically always the same? 
What do the boundaries between these situation look like - in terms of 
magnetic field and In terms of particles? The evidence we have suggests 
that the properties of the plasma particles are not quite what we would 
ordinarily expect. For instance , we presumably have a situation where a 
shock propagates through the medium at a speed several times the speed 
of the positive ions. If this is true, to what extent and in what way does the 
plasma-proton energy depend on the distance of the protons behind the 
shock front? 

Our greatest need at this point is a theory that can explain all of these 
phenomena, and even a few predictions would be of great value to the 
experimenters. The satellite results should provide us with new informa­
tion concerning the magnetic-field and plasma configurations, and this 
new information may enable us to put the pieces together. 
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DISCUSSION OF BRIDGE PAPER 

AXFORD: I should like to question the suggested interpretation of Dr. C line's 
data, namely, that the recurrent proton emission on October 27, 1961 was not a 
burst of new protons, and that protons are not produced continuously in this 
active region . I n fact, there are no good reasons for saying that the emission of 
new protons does not occur all the time. 

On September 28 there was a burst of protons associated with a flare. There 
was a sudden commencement on September 30, and a new burst of particles 
somehow associated with the shock wave was observed. Some time later , on 
October 27, there was another burst associated w ith another sudden commence­
ment. Now, the October even t has been associated with the September-30 event 
because it occurred 27 days later. 

It is important to note, however, that the September-28 flare was 30 deg east of 
the central meridian. The active region took 2 more days to get around to the 
central meridian , so that it is equall y reasonable to associate the October-27 
event with the central-meridian passage of the region that caused the September-
28 event. 
BRIDGE: What you are saying is that the events are not associated. You are not 
saying that there is continuous emiss ion. 
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AXFORD: I think there is no evidence to justify saying that there is not con­
tinuous emission. 
BRIDGE: Of course , if there were continuous emission, it wouldn't alter the 
argument. What really alters the argument is to say that the two events were not 
caused by the same flare. It is a question of whether the lines of force are charac­
teristic features that essentially maintain their configuration for long periods of 
time. 
DAVIS: I am very happy to see you supporting the concept of permanent 
magnetic features that come around time after time and that possibly guide 
particles out to us from the Sun ; such features possibly mark the location of 
interesting regions on the Sun, where particles may be emitted when there are 
flares or other changes there. But for the experimentalists to put on the theorists 
the burden of making a trapping mechanism that will confine particles for a month, 
when one has all the drifts and loss mechanisms to contend with , seems absolutely 
hopeless. 
GOLD: I was going to make that same point, as usual with even greater vigor. 
Such long-period trapping is absolutely inconceivable-when we talk of such 
low-energy particles, when we know that the field is not smooth, when we do see 
these particles that are imbedded in that crinkly field, and when all that stuff is 
shooting out at a speed such that it has gone a long way past the Earth. It is 
inconceivable to have any trapping mechanism without having an extremely 
smooth field to prevent any outflow. 

The diffusion mechanisms that have been discussed will normally determine 
the location of the low-energy particles. These particles will travel very much 
with the plasma at the plasma's rate of outflow. The high-energy particles, on the 
other hand , will not see the small crinkles ; they may see a field that looks to them 
essentially like a smooth field . 
BRIDGE: I quite understand your point. I simply wanted forcibly to point out 
the consequences of Cline's conclusion. This is not the only event. 
GOLD: I would also remind you that when people plotted the flare-produced 
magnetic storms many years ago , they were led into believing just the same story. 
There was a 27-day recurrence in the flares, and it was difficult to distinguish 
what they called M-region storms from the flare storms, because there was also 
a statistical tendency for the flare storms to occur in the regions that came around 
every 27 days. 
BRIDGE: Are you saying that you can explain these observations simply by the 
statement that you saw a flare and that 27 days later you looked and you happened 
to see something? 
GOLD: I would say it more strongly than that. I would say that the probability 
of comparatively low-energy particles existing in a magnetic region that is con­
nected to a disturbed region is very high. Small flares occur all the time in the 
disturbed regions, and particles normally cannot get to the Earth except when the 
configuration is suitable. 
BRIDGE: But you don't argue , then, that the magnetic configuration is essentially 
preserved over a period of 27 days? 
GOLD: No: but I would think that the location of the source of the outstreaming 
is preserved over much longer periods; so it is from that place that a magnetic 
configuration stretches out at anyone time. They need not be the same lines of 
force. Whether it is a steady process is not at all indicated by the observations. 
PARKER: You agree that a spiral is formed quite independently? 
GOLD: Absolutely: anything pushed out from a region on the Sun will lead to 

J 
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the formation of a spiral, and the spiral will be formed by either the same lines of 
force forever or by a succession of puffs. 
CLINE: There is one interesting piece of evidence about the event of September 
28, 1961. During the previous solar rotation, there was a flare on the west limb 
on September 10. The plasma stream from that flare could have been seen 
sometime between September 28 and September 30, but it was obscured by this 
new event that occurred, of cour e, in the same plage region. The September-I 0 
solar flare produced a burst of low-energy particles, and a sudden commencement 
2 days later. But since the emission was from a region that was 90 degrees west of 
the central meridian rather than near the central meridian, the orientation was 
not right for setting up a streamer: the configuration of the 2-day-delayed events 
must have another geometry. 

J 
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CHAPTER IX N 6 6. 3.8. 9.5 5 

MODELS OF THE INTERPLANETARY FIELDS 
AND PLASMA FLOW 

LEVERETT DAVIs, JR. 

California Institute of Technology, Pasadena, California 

ALTHOUGH I cannot devise a model that will explain all of the data we 
saw yesterday, I should like to discuss various models based on that data 
and to indicate some of the important considerations neces ary for the 
construction of a satisfactory model. 

Our present kl)owledge of the solar wind includes two very striking 
facts which I think deserve to be emphasized: first, long-lived jets of high­
velocity gas are ejected from the Sun; and secondly, the interplanetary 
magnetic-field component perpendicular to the ecliptic seems to be pre­
dominantly directed toward the south. Let me begin by discussing each 
of these facts. 

H igh-Velocity Jets 
A jet of high-velocity gas may be continuously ejected from about the 

same region of the Sun for a period of at least four or five solar rotations. 
At least one of the jets observed by Mariner always had a relatively 
strong outward field. This field presumably had the classic spiral pattern, 
although the Mariner data do not definitely prove that it did. 

Figure I combines two of the figures shown by Dr. Smith yesterday 
(Paper 3). The lower curve shows the radial component of the magnetic 
field; the upper curve shows the component in the direction of the planet's 
motion. Each point is the average over I day. No reasonable assumption 
about the zeroes of the magnetometer will allow any significant change in 
the tangential component for the first 10 days or so. In the case of the 
radial component, the zero may be shifted up or down, but the character 
of the successive humps that show up at 27-day intervals cannot be 
changed. It is very plausible to place the zero of BRas indicated in the 
figure , because this produces the expected spiral field from Day 3 to Day 
12 of the solar rotation period. During this interval, the field has a strong 
outward radial component that reappears in successive rotation periods. 

147 
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The Southward Component of the Field 
I am greatly puzzled by the fact that the data from both M uriner and 

IMP indicate a tendency for the field component perpendicular to the 
ecliptic to be predominantly toward the south . Figure 2 shows , in per­
spective, the coordinate systems used by the Mariner and IMP experi­
menters. I n each case , the ecliptic is the plane of the paper. The only line 
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Fig. I. Radial and tangential components of the interplanetary magnetic field: 
daily averages from August 30 to November I , 1962 
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out of this plane is the north polar axis of the ecliptic: the N (normal) 
axi for Mariner, the Z ax is for IMP. The planets move a long the T 
(tangential) and -Y axes. For Mariner, the R (radial) ax is is radially out­
ward from the Sun; for IMP, the X axis is j'adially inward. The traditional 
spiral-field directions in the ecliptic are indicated by the longitude angles 
A and cp o 

T 

SUN X 

R 
0-------+---.-~~ 

N z 
MARINER IMP 

y 

Fig. 2. Coordinate sy terns used by the M ([riller and by the IMP experimenters. 
A ll lines except Nand Z are in the plane of the paper, which is the ecliptic. The 
latitude is denoted by f3 by the M ariller experimenters and by e by the IMP 

experimenter 

The tendency for the average value of the component normal to the 
ecliptic to be southward is evident, in the Mariner data, from the negative 
values of B N or of {3; in the IMP data, it is evident from the tendency of 
e to be negative. BN is very often as much as I y negative in both sets of 
data; it is hard to imagine that it averages less than 0.1 y. If the magnetic 
field is convected outward, and if BN averages even 0.1 y, then the out­
wardly convected flux in thi s component alone will be 1023 Maxwells/yr. 
This amount of flux , it seems to me, would be very difficult to explain: it is 
the flux of 100 typical sunspots. 

The direction of the field is as puzzling as its size. The polar field of the 
Sun has the same sign as that of the Earth at the present time in the 22-yr 
sunspot cycle. Thus an approximately dipole field blown out in the solar 
equatorial plane has a BN of the wrong sign. If you say that the spiral 
pattern should be parallel to the Sun's equatorial plane rather than in the 
ecliptic, then you find that, in December, the equatorial plane is tipped by 
7 deg and runs from north of west to south of east. A correlation then 
exists between BN and B7" with B N = B7'/8. I don 't think this configuration 
can explain the observations at all, because the most dependable Mariner 
observations were made in September, and no such correlation was 
detected. However, we should keep this configuration in mind for future 
observations. 

\ 

_J 



150 LEVERETT DAVIS, JR. 

One way to explain the negative sign is to consider Babcock's model 
(Ref. I), in which the solar wind carries field lines away from the Sun, 
thereby leading to the necessary reconnection of field lines in the corona. 
Babcock's model will give you the right sign, but a grossly insufficient 
quantity of flux. [However, if the phase lag between the change of polarity 
at the poles and the end of spot activity near the equator is taken properly 
into account, this model also yields the wrong s ign.]! 

Plasma Motion and Field Geometry 
Now I should like to talk about some effects of plasma motion on the 

field geometry. This is a very si mple-minded , naive kind of discussion. 
Suppose that a field pattern has been established somewhere in the 
corona. The gas comes out and arrives near the orbit of the Earth. What 
happens to the field pattern? Well , a lot of things may happen. As the gas 
comes out, a lot of twisting around may occur, on a not-too-big scale. We 
can call this twisting around " stirring." If uch stirring were dominant, 
then the field patterns near the Earth would show very little relation to 
those in the corona. Any systematic structures in the interplanetary field 
would be difficult to find; the normal component would not show a 
predominantly negative sign; and the field would not show an outward 
radial component that stays approximately the same for 7 or 8 days. 
Such regularities , however, are observed, and convince me that stirring 
is not important. 

Another possibility isjust the opposite behavior. Consider a rectangular 
block that comes out radially from the Sun, with neither rotation nor 
shear, but with different expansions along the three axes. It is not neces­
sary to assume a uniform spherical expansion all around the Sun ; assume 
onl y that this block moves radially in a sma ll cone. Let LII be its length 
in the radial direction , LT its length in the tangential direction, and L.\· 
its length in the normal direction. How do the e length vary with r- the 
distance from the Sun? The lengths normal to the radiu , L \· and L T , are 
proportional to r. If the velocity v of the solar wind were constant, LII 
would not change. But if v varies with r independently of time , the front 
of the block speeds up before the rear does , and LII is proportional to v. 
If this fact is not obvious , let nCr) be particle density and note that both 
nLIILTL.\. (the number of particles in the block) and nvLTL.I' (the flux out 
of the cone) remain constant. 

Since the material of the solar wind is a very good conductor, the 
magnetic flux through each side of the block remains constant, and it is 
easy to see what happens to the field strengths. The radial component 
B/I is proportional to /.- 2; and B " and BT are each proportional to (I1V) - I . To 

1 Added in manuscript 
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find how the field patterns change, consider BrIBf{ and B .I"IBu. Both of 
these ratios are proportional to rlv or, since nv,:l is constant, to nr3. Thus 
if nr3 increases , the field patterns are· flattened so that they contain mostly 
tangential and normal components. If nr3 decreases, the patterns are 
stretched out radially and contain mostly radial components. 

Any reasonable model of the solar wind can supply an estimate of n(r) 

adequate for our purposes. Without implying that the calculations of 
Noble and Scarf (Ref. 2) are necessarily more than plausible approxima­
tions , I have used their values of the solar-wind density and velocity for 
Fig. 3. This figure shows the ratio 17I.:3/n1rI3, where the subscript refers to 
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Fig. 3. Distortion function for a uniform expansion in the solar wind, and the 
solar-wind velocity 

conditions at 1 AU. As you go toward the Sun from the orbit of the Earth, 
m .3 decreases substantially, dropping to less than one-tenth of its value 
near the Earth. It returns to tills latter value at about 1.3 Rs, and below 
this point in the corona it rises very rapidly. Thus if a structure is formed 
by stirring up lines of force below 1.3 Rs in the corona, and if it then 
comes out in a pure expansion with no further stirring, it will arrive at 
I AU with its pattern stretched out radially. The pattern will be shortened 
in the radial direction compared to the starting configuration only if the 
structure was formed at a level above 1.3 Rs. 

The third feature that we should discuss is the shear. The Sun does not 
merely sit still and emit clouds of gas: it rotates with angular velocity O. 
We have been considering a block that comes out from the Sun. Let's 
follow the motion of the two faces that are normal to the radius. Suppose 
that the motions are a function of the radial distance only, and that at any 
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instant the inner surface is moving in the same way that the outer surface 
did a short while previously - when it was at this radius. The inner sur­
face shares the rotation of the Sun a bit longer than the outer surface, and 
the block is sheared through the classic garden-hose angle. This angle is: 

\fJ =tan- I 
[

(D-W)/] 
v 

where w(r) is the angular velocity of the solar wind resulting from the con­
servation of angular momentum and from magnetic stresses. Close to the 
Sun, where v is small and magnetic stresses dominate the motion, co­
rotation occurs; that is, w is very nearly equal to D. Therefore, there is 
very little spiraling close to the Sun. 

Now, combine the effect of the shear and the pure expansion to see 
what happens to patterns embedded in the gas as it comes out from the 
Sun. We find that 

B'J' = (BT) ~_ (D-w) r 

B II B II 0 (/1/.3)" v 
(1) 

If the field pattern near the Earth resembles closely the ideal spiral 
much of the time, the last term of Eq. I is dominant. We must then con­
clude that if the flow starts in a region well outside 1.3 Rs, then the field is 
very nearly radial there. If the flow starts well inside 1.3 Rs, then the large 
value of (nr 3)0 in that region suppresses the first term; that is, the field 
becomes radial near 1.3 Rs by radial stretching. On the other hand , if 
there are times when the field pattern near the Earth does not resemble 
an ideal spiral, stirring does not have to be involved; it may be that the 
first term is significant and that the pattern is the result of some field in 
the tangential direction embedded at the start. 

Possible Models 
What kind of models can we construct from all this? [ shall mention 

three possibilities. First, let's consider a model in which little irregular 
structures are formed somewhere in the corona and then blowout more 
or less as separate units. I should like them to start somewhere above 
1.3 Rs, because it takes too long for a cloud to come out if it starts at a 
lower level. Pictures of prominences and solar motions suggest that there 
is too much stirring below this level for structures to remain undistorted 
until they leave the Sun. But clouds that come out as a unit from 1.3 Rs 
(without further stirring) will be distorted in such a way that BrlBR and 
BN/Bn will increase by the time the clouds reach I AU. I don't think we 
observe this phenomenon; hence, [ don 't expect such clouds to be an 
important part of the model. 

Next, consider a model in which many short loops of field lines rise 

~l 
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above the photosphere. The tops of the loops are blown outward every 
day or two; the bottoms are left connected to the Sun. This is Gold's 
model (Ref. 3) , except that I may have been unduly specific about the time 
scale. The model produces fields in essentially the classic spiral pattern, 
except during infrequent intervals when the top of a loop is seen as it 
passes by the observer. It would be hard to distinguish these loops from 
those in Parker's model (Ref. 4). However, the radial field component 
in this model could be expected to change sign with a frequency deter­
mined by the scale of the original small loops; I certainly don't see how 
there would be a large structure showing the same sign month after month 

Fig. 4. Suggested model of a plasma and field configuration extending outward 
through the solar corona 

as the Sun rotates. Perhaps during the other half of the solar rotation 
period - when small shifts in the zero of the Mariner magnetometer would 
greatly change the interpretation of the data- this model might fit the 
observations. Even so, I am not very sympathetic toward this model. 

The model that I prefer is based on Fig. 4. Near I AU (215 Rs), the 
ratio of B 2/81T (the magnetic stress) to pv2 (the momentum flux of the 
solar wind) is very small and the wind dominates - it blows the field lines 
wherever it wants to go. But as one goes toward the Sun, the magnetic 
forces increase more rapidly than does the momentum flux; and within 
10 to 20 Rs the magnetic field dominates the situation, and there is a lot 
of magnetic structure. Thus it does not seem plausible for the gas to start 
at the photosphere, well-up uniformly over the entire Sun, rise into the 
corona, and accelerate outward to form the solar wind. A magnetic field 
of a gauss or so, if it has the right configuration, should be able to suppress 
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such motion. I prefer to think that the gas finds places where the field lines 
are smooth and nearly radial, and that there is where it wells up. When it 
reache a high enough level in the corona, where the local magnetic 
structures should become much weaker and more regular, the gas rising 
from each source can spread out and fill a substantial part of the upper 
corona. Here the heated gas begins to pick up velocity and to become the 
solar wind. Hence the wind that comes from an extended region of the 
upper corona may really originate in a small region of the photosphere, 
where the magnetic field is regular - and the polarity of the field would 
thus naturally be the same throughout the entire volume of the gas. 

Features of the Preferred Model 
The figure shows a few other features, which I shall mention but shall 

not di cuss in detail. There appear to be no reason that the magnetic 
nozzle from which the solar wind flows should point preci ely in a radial 
direction. If it is inclined slightly forward, the gas that comes directly 
toward the Earth will leave the Sun when the source is slightly east of the 
central meridian. This may explain the discrepancy which Dr. Snyder 
found (Paper 2) between (I) the velocity of the solar-wind jet and (2) the 
elapsed time between the central-meridian pas age of the apparent 
sources of the jets and the arrival at Mariner of the high-velocity gas. 

I see no reason for the solar wind to flow pelfectly smoothly and to 
sweep the field out in an ideal spiral pattern. Observations indicate a 
large variety of irregularities in the field at 1 AU, with characteristic 
times that range from a few seconds, on rare occasions, up to minutes or 
hours or days. If these characteristic times are multiplied by velocities of 
the order of 500 km/sec, the presumed dimensions of the irregularities 
will be anything from a few thousand kilometers to a substantial part of 
an astronomical unit. The irregularities should not only be convected 
outward at the solar-wind velocity; they should also propagate as magneto­
acoustic waves. It is attractive to suppose that in many cases they are 
Alfven-type waves, which fluctuate more in direction than in magnitude, 
but there may be cases in which compression is more important. The 
irregularities may be caused by a number of factors: the ga , as it flows 
out of the magnetic nozzle, may already contain some embedded magnetic 
structures; the flow may be somewhat irregular and unstable; or streams 
of different velocity and density may interact somewhere between the 
corona and the spacecraft. 

This mechanism for the origin of the solar wind allows for the produc­
tion of all kinds of structures in the interplanetary field. It is certainly 
possible to have filaments in which high field strengths and low plasma 
pressures alternate with low field strengths and high plasma pressures. To 
say more before the observations are studied will only lead to erroneous 
speculation. 
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BIERMANN: Excuse me, may I ask a question? Where would you put the 
boundary that defines the limit of approximate co-rotation? 
DAVIS: Presumably the solar wind gets started somewhere between I and 10 Rs, 
and by the time it reaches 10 Rs it has most of its velocity. If one extrapolates 
inward the conditions observed near the Earth, then a balance between magnetic 
forces and momentum flux - or equality between the wind velocity and the 
Alfven velocity - is reached somewhere between 10 and 20 Rs. I nside this 
boundary the magnetic field dominates , and it is plausible to think that co-rotation 
occurs all the way out to this point of balance. 

One way to attack such questions is to look for a steady-state solution to the 
angular motion of the gas as it flows outward in a region where the radial compo­
nent of the field has spherical symmetry. The radial motion of the uniform out­
flow is assumed to be known, and the angular motion is deduced by balancing the 
rate of change of angular momentum against the magnetic forces. The modifi­
cation of the magnetic field by the angular motion is included in the model. One 
might expect that the tendency of the gas to conserve angular momentum would 
tilt the field lines backward, in a direction opposite to the rotation direction. This 
would indeed be the case if the field were relatively weak; but where the field is 
strong, the steady-state solution shows the field lines leaning forward. The solu­
tion is really impossible, because it has a bad singu larity at the radius where the 
Alfven velocity equals the wind velocity. This singularity may possibly be elimi­
nated by including viscosity and a finite conductivity; but I would guess that the 
resulting steady-state solution, in which the field lines would still lean forward 
near the Sun, would not be stable. It may be that no steady-state solution is 
possible, and in the strong-field region there may be some kind of flapping of the 
field lines that produces the irregu larities seen farther out. Until this model is 
explored more carefully, however, any such suggestion must be regarded as a 
speculation. 
WILCOX: Do you expect the field lines to spread out to the same extent in the 
direction perpendicular to the ecliptic that they do in the ecliptic? 

I have assumed that the field lines diverge radially in both directions , as 
though coming from the center of the Sun. If you want to introduce suitable forces 
to make the wind flow nonradially, you can make the spreading in the direction 
normal to the ecliptic either greater or less than the spreading in the ecliptic. 

One other appealing feature of the model shown in Fig. 4 is that the 
magnetic nozzles may easily have a variety of profiles. In fact, until better 
observations can be made near the Sun, the theorist can suggest any 
reasonable profile he likes without fear of contradiction; thus he can pro­
duce streams with almost any desired combination of velocity and density. 
Trying to fit the Neugebauer and Snyder data (Paper 1) to the purely 
radial nozzle of Parker's model (Ref. 4) is rather awkward. Parker's 
most easily varied free parameter is either the energy supply or the 
temperature, but when either of these parameters is changed to increase 
the solar-wind velocity, it must also considerably increase the density. 
The magnetic nozzle provides at least one more degree offreedom, which 
makes it easier to explain the observations. 

Effects in Overtaking Streams 
Finally, let me mention one more feature that should be included in 

these models. We learn from the Neugebauer and Snyder results that 
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there are places on the Sun where the gas comes out with high velocities 
and other places where it comes out with low velocities. This structure 
persists for several solar rotations. We see these streams only when they 
go by the spacecraft, but it is hard to believe that they do not just rotate 
with the Sun. Now consider what happens when, due to the rotation 
of the Sun, a fast stream overtakes a previously emitted slow stream. 
Consider this phenomenon in a frame of reference that moves radially 
outward at an intermediate velocity. The fast and slow streams will 
appear to flow together and collide. The gas from both streams will pile 
up in a growing intermediate region of higher den sity, temperature, pres­
sure , and field strength. 1 n any case, two shock waves will be generated. 
If the difference in velocity between the two streams is very small, the 
shocks will be very weak , and the effects will be hard to detect; if the 
difference in velocity is of the order of twice the magneto-acoustic velo­
city for the region, the shocks will be strong, and the effects should be 
quite noticeable. Figure 5 is based on an illustration of Dessler and Fejer 
(Ref. 5) and shows a possible structure that could be formed under such 

Fig. 5. Double shock due to a fas t wind overtaking a slow wind 

circumstances. The arrows along the dotted line show the velocity of the 
solar wind in the various regions. I n the high-velocity region inside the 
spirals , and in the low-velocity region outside the spirals, the velocity 
is assumed to be precisely radial. Since the shocks are oblique, the flow 
is refracted, and between the two shocks the velocity has a small compo­
nent in the - T direction. The gas that was originally part of the fast stream 
(decelerated as it passed through the inner shock) and the gas that was 
originally part of the slow stream (accelerated as the outer shock over­
took it) may have different temperatures and densities, but they have the 
same pressure. They are separated by a contact surface as indicated. I 
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suspect that the velocity on each side of, and tangent to, the contact sur­
face may be different, leading to the possibility of wave generation and 
instabilities. I n the two undisturbed regions, the magnetic-field lines are 
shown making the usual ideal spirals appropriate to the wind velocities. 
The field lines are refracted as shown in the figure when they cross the 
shock fronts; they must run parallel to the contact surface, since they 
cannot cross it. I suspect that some elements of this double shock should 
be included in the model of the interplanetary field, but I have not 
explored the matter in detail. 
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DISCUSSION OF DAVIS PAPER 

AXFORD: I think these ideas are pretty sensible, but I would like to know 
whether the field lines close anywhere. 
DAVIS: Well, the divergence of B is certainly zero. I think it is very sensible 
to assume that the field lines close somewhere inside the Sun and that any 
line that enters must also leave. But if, as indicated in Fig. 5, Paper 9, the field 
has been blown out for several months in one of these spirals, then I think it 
is more profitable to suppose that all the lines of force connect onto the interstellar 
lines and wander off to the far ends of our galaxy. Worrying about whether these 
lines close is pointless, as long as the net flux out of the solar system is zero. 

The Origin of High-Velocity Streams 

LUST: This picture is very interesting, but it comes back to a question that was 
not, I think, really discussed yesterday. I would like to hear your opinion. 

You interpret the Mariner-2 data as indicating that there are, on the Sun, 
localized places where the outflow will have emphasis, and I think that at one 
stage Snyder was even entertaining the idea that all of the plasma comes from a 
limited number of sources on the Sun. The IMP results are very important in this 
connection, because they indicate that the solar wind is blowing all the time, even 
with no solar activity. My question is: how do you reconcile the idea of a solar 
wind blowing from everyplace with the idea of a persistent, high-intensity wind 
blowing from only certain places on the Sun? 
DAVIS: Well, different people view the solar wind in different ways, and I am 
probably not speaking for Snyder and Neugebauer at all. My view is this: there 
are many magnetic structures close to the Sun; farther away, the magnetic 
structures have all been combed out, for one reason or another, so that the field 
lines are more or less radial and have different polarities: The magnetic field 
forms various kinds of nozzles. I n some places the nozzles produce a high-velocity 
stream of one density; in other places they produce a low-velocity stream of 
another density. The solar wind comes out from everywhere on the Sun, but it 
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has different properties in different places, and this pattern is relatively steady. 
As the magnetic fields evolve over a period that is sometimes a few hours and 
sometimes a few months , the pattern changes. This evolution can probably explain 
the differences between the I MP data and the Mariner data. 
GOLD: I agree very much with the general outlook that you have presented. In 
addition, I think you have clarified what I said yesterday. 

Concerning the question of permanent , long-lived structures, I would say that 
the rate at which field lines are cut off depends greatly on the density and flow 
velocity in the entire region in which cutoff occurs. If the density and flow velocity 
are high, then a magnetic structure will not readily cut itself off. I f there is a place 
on the Sun that keeps pumping out gas at a reasonably steady rate, then I think 
it is perfectly reasonable to assume that the field lines will have a very long life. 
On the other hand, I have seen pictures of udden outbursts in which ga comes 
out from chromospheric levels where the fields are tangled. These outbursts must 
drag out new field lines , and unless cutoff occurs, the total pole strength of the 
Sun will be increa ed. Fortunately , cutoff readily occurs when an outburst 
produces a plug of high-velocity gas which is connected to the Sun only by line 
of force on which there is little or no ga . 

There is a typical coronal shape that is very important (Fig. I). I want to 
emphasize again that while you often see the plain, strung-out things, you often see 

Fig. I. Coronal cusp believed to be associated with the " necking-off" of magnetic-field 
lines. Arrows indicate thc assumed magnetic-field direction 
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cusped features also . In fact, on about half the so lar-ec lipse pictures that yo u 
look at, you can see at least one such structure on the limb. A structure of this 
kind must mean that lines of force have been drawn out and are being cut off. 
The shape clearly implies emerging lines of force on one side and entering lines 
offorce on the other side. 
DAVIS: I don't think there is much disagreement. One thing that is implicit in 
this discussion a nd that probab ly shou ld have been said explicitly, is that condi­
tions are very different throughout the solar cycle. When M ariller was flown, I 
think there were very few bursts that carried matter out from the Sun; thus, it 
is not surpri ing that we saw.no strong evidence of such bursts. At other times in 
the solar cycle, however, conditions are probably very different. 
DUNGEY: I would like to ask Dr. Dav is how he thinks pI ages fit into this picture. 
I am a bit confused abo ut whether he thinks the high-speed streams come fro m 
plages or from between plages . Plage regions have both a high temperature and a 
high value of verti cal field. On the other hand , I think that peop le have found, for 
the most part, a negative correlation between plages and M regions. 
DAVIS: I t is easy and natural to invent models in which there is a close con­
nection between the pI ages and the sources of the high-speed jets, but it is just as 
easy to invent models in which there is no connection. The smartest thing I could 
do wou ld be to say I don 't know whether there is any connection, but I am not that 
smart. I think that plages are invo lved in the photospheric fields and in suppl ying 
energy to heat the corona. I n my picture, you may think of a plage region being 
somewhere down in the roots of the tangled field s (F ig. 4, Paper 9), which may 
not be so arranged that the wind comes out easily. You may happen to get a little 
extra energy into the corona by waves coming up from the plage region . T he 
field co nfiguration could set up a nice nozzle a short di stance away, a nd then the 
solar wind would blowout strongly through the nozzle instead of at the place 
where it receives most of its energy. When the wind reaches the Earth , it affects 
the magnetosphere and causes the M-region storm. 
DUNGEY: Did Conway Snyder (Paper 2) find hi s sources between the plages? 
DAVIS: Yes, but I can al 0 acco unt fo r thi s by tilting the magnetic nozzle. 
don't think that I know just where to put my nozzles. but I think they fit in some­
where. [We now need better observations and a carefully developed theory for 
the gas flow in a magnetic nozzle ; this theory should include the effect of the 
angu lar momentum of the gas and the effect of inclined field lines.] I 
DEUTSCH: If I understand you, the energy would come up from the plage in the 
form of waves, s ince waves can penetra te the transverse field somewhat more 
easily than matter can. 
DAVIS: Yes, I agree with that. I have not considered conduction along the fie ld 
lines , although thi s process is also important. 
BRATENAHL: I would like to comment on Dr. Gold's picture (F ig. I), which 
indicates where the necking-off process takes place. I think that if one takes the 
Babcock model fairly seriously and does hi s thinking in that context, o ne can 
perhaps recogni ze structures of the same form as Dr. Gold's, but of a much 
smaller scale. One can imagine a whole hierarchy of such structures, depending on 
the previous hi sto ry of the magnetic arrangement. One can make a rather nice 
quiescent-prominence model out of a configuration like that. I think one can begin 
to recogn ize how the smaller-scale members of the" necking off" family are related 
to the quiescent prominences. I f indeed these smaller members possess the same 
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topology, they must necessarily be arranged at the edges and intersections of 
bipolar regions. This would suggest, it seems to me, that the nozzles are associated 
with prominence-like structures. The nozzles may sometimes line up with the 
tops of quiescent prominences; but most of the time they line up with larger-scale 
members of this family farther out in the corona, where the density is so low that 
they are no longer visible except in the highest-quality eclipse pictures. 
ATHAY: I don ' t really understand all the concern about trying to trace features 
observed in space back to specific locations in the lower elevations of the Sun's 
atmosphere. In most photographs of the corona, many of the features in equator­
ial regions show rather strong curvature somewhere in their structure. If you 
select one of these far out in space and trace it back to the surface of the Sun, then 
you frequently find enough curvature to shift the base by at least one or two days' 
rotation of the Sun. So I really don't think you can expect to use any simple 
theory to trace a given line from pace to a lower elevation in the Sun's atmos­
phere and find a one-to-one correspondence of features. 

Neutral Points and the Necking-Off Process 

PETSCHEK: According to Dr. Gold's picture, there should be a region where 
the wind is blowing toward the Sun rather than away from it. Should we be able 
to see that? 
GOLD: Yes. The return of arched lines of force back to the Sun does imply an 
inward-blowing wind, doesn't it? If we ever make solar probe that go close to 
the Sun , we will be interested in looking for this phenomenon. 

Of course, it is very unlikely that this necking-off process occurs on any sub-
tantial scale beyond I AU, because at about that distance the scale of the 

disturbance has become so large that the process for drawing the stuff together 
takes a very long time. 
PARKER: I would like to direct a question to Dr. Gold. He has discussed for 
some time the idea of cutting off lines of force on thi rather large scale. I wonder 
if he would be kind enough to step to the board and calculate for us how he 
proposes to carry out this cutting-off of lines of force? 
GOLD: I n the first place , let me say that in science one often has to proceed on 
the basis that a theoretical process is neces ary to account for the observations, 
even if one cannot trace out the process in detail. The fact that we are not in a 
position to calculate a certain process in detail doesn ' t mean that it is right for us 
to ignore its possibility or to rule it out altogether. 

I n the second place, I would like to refer the question to Dr. Petschek, who has 
stronger and clearer views than I have on the methods of computing this cutting­
off process. 
PETSCHEK: I wa going to discuss this problem tomorrow in connection with 
the magnetosphere boundary (Paper 18). I have made a calculation that indicates 
that the rate at which oppositely-directed field lines approach each other is of the 
order of the Alfven speed divided by the logarithm of the magnetic Reynolds 
number. Since logarithm can be only so large, the velocity at which the fie ld 
lines approach each other can be only as small as about one-tenth of the Alfven 
speed. (A fuller discussion of this basic process will be given in Paper 15.) 

If a neutral region is blown out with the wind, which is traveling at ten times 
the Alfven speed, the region would travel a distance of about a hundred times 
its own dimension before being cut off. Ness observed (Paper 6) that a reversal 
of field direction can occur within a period of about I hour, which at solar-wind 
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velocities corresponds to a distance of 0.01 AU. So it is possible for the field 
lines to be cut off at a distance from the Sun of the order of 1 AU. 

I am somewhat bothered by Gold's picture , in which a stream traveling at a 
velocity much higher than the Alfven speed is cut off at a stationary place, rather 
than at a place that is carried along by the wind. The cutting-off necessarily occurs 
at a velocity less than the Alfven speed, while the flow has a velocity higher than 
the Alfven speed. 
PARKER: That is the point that Davis made, and the one I had in the back of 
my mind when I asked Gold to make a calculation of his process. I would point 
out to him that the necessity for this cutting-off to occur at the rate he implies is 
not at all obvious. Perhaps I misunder tood how much of this cutting-off he thinks 
is necessary . At first I thought he required a lot, but later I decided he didn't 
require quite so much. 
GOLD: I think that, at a time of high solar disturbance , gas is blown up from 
regions where the field strengths are of the order of a thousand , or at least a few 
hundred , gauss. On that basis alone, if the gas comes indeed from the chromo­
sphere and from regions of a thousand gauss, then the cutting-off process is 
required in order to retain the average pole strength for the Sun. Otherwise the 
amount of gas blown out from one disturbed region could easily produce all of the 
magnetic field found in interplanetary space. A cloud of gas and its magnetic 
field would therefore need to be cut off in roughly the time it takes to be replaced 
by the next one, in order not to increase the total flux extending into space. 
PARKER: If I understand you correctly, you believe that the cutting-off is 
associated principally with flare outbursts, because fresh lines of force must be 
carried away with each outburst. Why do you feel that fresh lines of force must 
be carried away with each outburst? 
GOLD: I can't see that this big explosion in the chromosphere concentrates 
its force on only the few places where the lines of force are already sticking out. 
PARKER: Why not? 
GOLD: Because on limb cinematographic pictures you see a brightening at levels 
that are generally below 104 km. 
PARKER: The average height ofa flare is 3 x 104 km. 
GOLD: Hut the brightening occurs at levels much below that, although great 
velocities are produced, I agree, up to 3 x 104 or 4 x 104 km. I am not going to 
worry about the precise levels , but the outbursts occur in the regions where the 
magnetic fields are strong and very localized. These are region where most of the 
lines of force make a sharp loop and return to the vicinity from which they left. 
I cannot see why a big explosion would contrive to push out gas at only those 
places where the lines of force were already sticking out. 
PARKER: Are you assuming that the gas in the outburst actually comes from the 
visible tlare and does not come from, say, a higher level in the corona? 
GOLD: Yes, I would assume that. I should think the observers would generally 
agree with this point of view. 
PARKER: The arches in a flare are remarkably steady. 
GOLD: When you see a phenomenon that may be a limb flare, you often see the 
highest velocities occurring at the lower levels. 
DEUTSCH: Isn't it true that you are referring to a surge phenomenon , and that 
the material in a surge often reverses direction? 
GOLD: I think cinematographic pictures show velocities quite a high a those 
we have seen in the solar wind. The highest velocity we have seen is 1,000 km/sec, 
and we often see a velocity of 400 km/sec. Of course, you have to understand that 
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the velocity is seen in projection, and although you don't know the angle, you do 
know that , on an average, the apparent speed is less than the actual speed. I think 
these observations are compatible with the theory that gas is ejected from the 
Sun into interplanetary space. 
DEUTSCH: My point is: isn't material then usually observed to turn around and 
go back to the Sun? 
GOLD: Yes , in most surges, but one sees limb flares very rarely. Only a small 
fraction of all flares can be successful in ejecting gas; otherwise there would be 
too much gas and magnetic-field trength in space. [Furthermore, one does ee 
high-velocity surges with no suggestion of any return motion. ]2 
MEAD: I would like to ask Dr. Davi to clarify a point concerning Fig. 5, Paper 
9. To what extent can the velocity vector of the solar wind be other than radially 
outward? Can the velocity vector differ from the radial direction by , say, 20 
degrees, or is the difference pretty much limited to a few degrees? 
DAVIS: To answer your question I would have to spend a couple of hours cal­
culating the flow from the Navier-Stoke relations. Some refraction of the velo­
city vector occurs when the solar wind goes through an oblique shock, but I don't 
know how much. From discuss ions that I have heard , I would guess the change 
in direction to be more like a few degrees than like 20 degrees. Thi is a wild 
guess, although the actual change houldn 't be hard to calculate. 

Let me mention one other thing that is relevant to orne of our discussion. In 
the relations that I discussed earlier, the Mach number is given by: 

If the magnetic field has only a radial component and obeys a 1/,.2 law, then the 
Mach number is proportional to I/Yn regardless of the velocity of the solar wind 
as it is getting started down near the Sun. The density of the particles near 1 AU 
is something like 10/cm3 . The wind starts down in the corona where the density is 
many powers of 10 larger, and the Mach number there is less than I. This cutting­
off process we have been talking about can occur very efficiently at the elevations 
mentioned by Dr. Gold: so efficiently, in fact, that I should think it wou ld be 
difficult for any gas to blowout. The nozzle would be cut off before anything 
happened , unless this were prevented by certain properties of the field tructure. 
WILKERSON: I have a question for Dr. Gold. Would you indicate how your 
pattern (Fig. I) looks in three dimensions? 

Fig. 2. Plasma and magnetic-field structure believed to corre pond to the coronal cusp 

shown in Fig. I 
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GOLD: In one plane, the pattern is like the one shown in Fig. 2, which shows 
the connection of the two regions as.ilie magnetic field cuts itself off. Th~re is also 
a returning flow and a central, neutral sheet, ":hich, in the idealized case, stretches 
out to infinity in the plane perpendicular to the paper. I n the actual case, this neu­
tral sheet is probably crinkly rather than flat, and it ends in adjacent magnetic 
structures. This tendency to make a neutral sheet is interesting, because a neutral 
sheet i such a particular configuration. Every outburst that ejects gas far into 
space has a great tendency to make elongated fields. For this reason alone, such 
outbursts have a tendency to produce a very close approximation to a general 
zero-field sheet. 
BIERMANN: I have a que tion for Dr. Gold or Dr. Davis. Do the cutting-off 
process and magnetized-cloud formation in your pictures have any relation to 
the similar processes demanded by Babcock in his theory of the solar cycle? 
Listening to the discussion, I have the feeling that the extent of these processes 
may perhaps be greater than you originally stated. 
DAVIS: My comment on that is that on Mondays, Wednesdays , and Fridays, I 
believe in the drawing-out of lines of force , and on Tuesdays, Thursdays, and 
Saturdays, or perhaps only once a year when I think of Babcock's model, I am 
willing to draw pictures showing a lot of reconnection above the unspots. But 
the reconnection is not at equatorial latitude. I don't know whether thi dodge 
will keep me out of trouble, but we may very well know nothing about the latitude 
dependence of these processes. 
BRATENAHL: The Babcock model does have important reconnections between 
sunspots, but it also has an equally important one across the equator. Unfortun­
ately, there is no observational evidence for this equatorial reconnection , at least 
at the lower levels. It may be visible at higher coronal levels, if you know what to 
look for in high-quality eclipse pictures. 

So I don't see why the reconnections could not always be related to the one 
that Babcock refer to, even though only a small fraction of the reconnections 
lead to the new pole. Most of the reconnections are random and don ' t lead to a 
new dipole moment on the Sun; thus. you may draw as many reconnection as 
you want to, as long a you allow a few percent of them to produce the new polar 
field. 
GOLD: In fact, I think that, Babcock model or no, the solar-surface phenomena 
indicate that no connection pattern can be permanent. One certainly has to 
understand the physics of the reconnection process in order to comprehend the 
necessary reshuffling of sunspots. If one calculates a field decay that occurs by 
diffusion , one finds that the time constants are much too large ; obviously then , we 
are concerned with a physical process other than ohmic decay. I vote strongly 
for the theory that the changes arise from the cutting-off process which follows 
the juxtaposition of opposing field lines. We have seen this process close to the 
Sun in connection with changes of field in the sunspot-disturbed region: we see it, 
on a larger scale, in connection with the requirements for filling space with field 
without drawing out too much field afresh. I think that cutting off opposing lines 
of force is the dominant method of reconnecting solar field lines. 
BIERMANN: Of course, in laboratory experiments the constancy of magnetic 
flux is often apparently violated and, for reasons we don 't clearly understand , 
reconnection generally proceeds much faster than we would like to think. It 
seems that we have to check the effect on all scales. 

I also want to comment on a question that came up several times concerning 
the flow direction. For distances larger than, say, 0.5 AU, the evidence from 
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comets show that the flow shou ld be radial to within a very few degrees, except 
at times ~f very large disturbances. Howe~..:er, if there are storms, the deviations 
from the radial direction may be mu~h larger. 
LUST: I t is important to know the time scale for the disconnection of field lines 
in the olar wind in order to know where the di sconnection take place- inside 
the olar atmosphere, in the outer part of the solar atmo phere , or at some 
distance from the Sun. I f the disconnection time scale is about equal to or shorter 
than the time required for the solar wind to move through the inner solar system, 
then Gold's picture of di connecting field lines in the olar wind is relevant. If 
the di connection time scale i long-on the order of a year-then no discon­
nection can occur in the inner solar system. everthele ,such a picture can still 
be used in Babcock's theory for explaining the change of sign in the solar magnetic 
field . 
SMITH: I would like Dr. Dav is to clarify a point for me. Since the fields in your 
pictures (Fig. 4, Paper 9) are really three dimensional , we come back to the 
question of how the field line are connected out in space. Your model , as I 
understand it, makes it possible for the field lines to return to perhap a different 
latitude. However, if you are restricted to observation in the ecliptic, for example, 
then you may not see the lines returning. It seems to me that the possibi lity of 
field lines returning to a different latitude i consistent with the Mariner observa­
tions, yet it satisfie s the require ments of those who like to see arrows on all the 
lines of force. 
DAVIS: I think that the field line could certainly come back out of the ecliptic. 
If you take Prof. Gold 's model seriou Iy and a sume that you have lots of loops 
coming out , you would be urpri sed if you didn't see the same amounts of plu es 
and minuse . They may not be connected, but they should be somewhat equal in 
quantity . 

When we see, as we did in the M arill er data, periods of 10 or 12 days during 
which one s ign strongl y predominates, then we argue that the root of this field 
are peculiar. We can also argue that the Sun had a large, temporary, unipolar 
region on it , and we may not see the effect again until another such unipolar 
region occurs. 
THE FLOOR: I would like to make one comment concerning the reconnection 
of field lines and the question of the reconnection rate. Suppo e that reconnection 
actually occurs sufficiently far from the Sun that it can be seen by a space probe. 
The thing we would like to measure, of course, is the electric fie ld , which is 
simply a measure of the cutting-off rate. This would be a very difficult measure­
ment ; but if there is such an electric field, then particles are accelerated . An 
adequate measurement of the accelerated particles may provide you with a 
measurement of the electric field and, hence, a measurement of the reconnection 
rate. 
GOLD: When cutting-off proce se occur, they provide a certain amount of 
kinetic energy to the particles in the medium. This energy is comparable to the 
magnetic energy that was initially present in the gas in the region involved: it 
is by no means a trivial amount, for it is about 10 percent of the flow energy. A 
fraction of the turbulence of the solar wind may derive from this energy source. 
I n fact , it seems to be otherwise difficult to account for observed small-scale 
turbulence in a gas that is continuously emitted from a source that subtends a 
very mall angle. 
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EVIDENCE FOR A COLLISION-FREE 
HYDROMAGNETIC SHOCK IN 

INTERPLANETARY SPACE 

c. P. SONETT, D. S. COLBURN, AND B. R. BRIGGS 

Ames Research Center, NASA, Moffett Field, California 

(Presented by D. S. Colburn) 

THE collision-free hydromagnetic shock has been the subject of several 
investigations (Ref. I) , both theoretical and experimental. The phenome­
non is not completely understood , and most model s have been one­
dimensional. For the pre ent, our analysis of the phenomenon must rely 
upon observations, and this paper will describe some of these observa­
tions and will present some of the implications involved. 

The Observations 
The particular event considered here was ob erved almost simul­

taneously at three places: on Mariner, which was 10.7 X 106 km from the 
Earth and about 33 deg east of the Earth-Sun line ; on the Earth, using 
ground-based magnetometers ; and on Explorer 14, which was in orbit at 
the time. 

Figure J is a photograph of a model of the event. It shows the proton 
flux and the magnetic field as observed at Marin er during a 2-hr period --­
on October 7, 1962. The time base runs from left to right. There are five 
strips representing the currents observed by Neugebauer and Snyder 
in various energy channels of the proton flux analyzer (channels 3 through 
7). A comparatively uniform flux was observed until 1547 UT, when the 
predominance of the current jumped from channel 4 t9 channel 5. The 
current in the lowest-energy channel , number 3, decreased , while a 
measurable current simultaneously appeared in channel 7. This jump 
has been interpreted as an increase in bulk velocity from 380 km/sec to 
460 km/sec (see Paper I). At the same time , the particle density more 
than doubled, from 15 protons/cm3 to 32 protons/cm3, and a substantial 
increase in proton temperature (from 1.2 x 105 to 1. 7 x 105 OK) occurred. 
The temperature is defined by the spread of velocities observed by the 
plasma detector. 
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Fig. I . Representat ion of magnetic field (above) and proton f1u x (below) observed 
by M lIriller 2 during the event of October 7, 1962 
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At the top of Fig. I are shown the magnetic-field 'vectors for the period 
under consideration. 'The values shown are subject to a correction based 
on the better knowledge that we now have of the magnetometer bias ; 
however, the correction would not change the fact that until 1547 UT 
there was a uniform, steady field. A spike was observed at the moment 
of the shift in plasma velocity ; and the spike was followed by a different 
average field with oscillatory behavior, and by increasing disorder as 
time progressed. This disorder lasted for hours. 

Figure 2 shows the magnetometer data plotted in the spacecraft 
coordinate system (defined in Paper 3). Both the jump and the spike are 
characteristic of many of the theoretical analyses which have been made 
for collision-free shocks. There also seems to be structure present, with a 
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Fig. 2. Plot of magnetic-field and plasma velocity observed by Mariller 2 during 
the event of Octo her 7. 1902 

period roughly twice the 37-sec interval between magnetOJ:neter readings. 
The corresponding wavelength of the structure would be 35,000 km, 
corresponding to about 100 proton gyro radii. The shock width is some­
what larger than a gyro radius, but is of course much smaller than the 
mean free path. 

Figure 3 shows ground-based magnetometer records for this period. 
Fifty-one stations reported a sudden commencement at 2026 UT, 4.7 hr 
after the shock was seen at Mariner. This elapsed time was used to 
establish a shock speed. 
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Figure 4 shows the proton flux for the same period, measured by 
John Wolfe's Explorer-14 plasma probe. The plasma detector had been 
measuring no plasma flux; this condition was consistent with the evidence 
that the probe was inside the Earth's magnetosphere. Within 2 min of 
the time that the sudden impulse was observed on the ground, however, 
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Fig. 4. Explorer-14 plasma observations on October 7, 1962. (From John Wolfe) 

the plasma detector began to detect an appreciable proton flux. Further­
more, the proton flux wa in a direction primarily 30 deg away from the 
Earth-Sun line and from the subsolar point, which is consistent with a 
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flow of protons around the magnetosphere. Our interpretation is that the 
event created a sudden pressure change sufficient to cause the magneto­
sphere to contract- thereby suddenly putting the Explorer vehicle outside 
of the magnetosphere, where it could detect the protons streaming past. 

Properties of the Shock 
The position of the Mariner spacecraft is illustrated in Fig. 5. The 

Earth-Sun line defines the R direction; T is in the ecliptic in the direction 
of planetary motion; and N is in a northerly direction . The spacecraft was 
offset from the Earth-Sun line by the di stances shown in the figure. The 
velocities of the spacecraft and the Earth were approximately equal 
(- 30 km/sec). The shock-normal direction, obtained from the magnetic 
field in a manner to be described, is slightly oblique. If a shock plane is 
constructed at the location of the spacecraft, the point at which this 

SHOCK-NORMAL DIRECTION 
0.99 R + 0.07 T + 0.15 N 5.5xI06 km 

SPACECRAFT /' ~ SUN 

rs ~ 

e, "0' km t 
R~T EARTH 

Fig. 5. Location of Mariller-2 spacecraft in heliocentric coordinates 

plane intersects the Earth-Sun line can be determined. For the elapsed 
time (4.7 hr) and the distance from the point of intersection to the Earth, 
the shock speed is calculated to be slight ly greater than the speed of the 
plasma: the shock has a Mach number of about 4.5. 

By knowing the magnetic field before and after the event, we may 
establish the orientation of the shock plane as follows: the shock plane 
must contain the vector B2 - BJ' where BI and B2 are the magnetic-field 
vectors before and after the shock, respectively. It can also be hown that 
the plane containing B

j 
and B2 (and their difference) must be at right 

angles to the shock plane. Figure 6 shows the velocities and magnetic 
fields in the shock-plane coordinate system. 

Let us now examine the properties of this event in the shock-plane 
coordinate system. The input parameters are : the magnetic field on both 
sides of the shock; the measured particle density ahead of the shock, 
taken a 15 protons/cm3 : and the velocity ahead of the hock - 380 
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km/sec. The velocity is assumed to have been entirely in the radial direc­
tion. The Rankine-Hugoniot equations of momentum and flux conserva­
tion (Ref. 2) are applied to obtain values for velocity and density behind 
the shock. The calculated values are then compared with those measured 

• , " , " 
! "" / SHOCK PLANE 
t '1', 

I , , , , , 

: "''-'"'' 
: " 

y~ ': 

VB2 

I 

I 

VI;X:", v2a 
, I 

-\', I" 

B 2 y = B ly 

1
8

2- 8 " = B 2{r B I/3 

Fig. 6. Velocitie ~ and magnetic field~ in ,hock-p la ne coordinates 

by Mariner. If this was an oblique hydromagnetic shock, there must have 
been a change in velocity parallel to the change in the magnetic field. The 
velocity behind the hock mu st therefore have had substantial T and N 
components. The velocity direction cannot be obtained from the Mariner 
data, but the magnitudes can be compared. 

The results of this computation are given in Table I. The magnetometer 
zero correction that was used was not very different from the one dis­
cussed by Dr. Smith (Paper 3). The post-shock plasma velocity is about 
2 deg from the radial direction. The density obtained is consistent with 
the density measured by Mariner, allowing for experimental error intro­
duced by digitalization. I n calculating density we considered the aberra­
tion due to the spacecraft's motion about the Sun. The correction to the 
density indicates the effect of the 2-deg nonradial flow , and this effect 
turned out to be unimportant. [While the Alfven Mach number of the 
post-shock gas is found to be 1.3 , the relevant wave velocity for computing 
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a Mach number would appear to be the fast magnetosonic velocity 
for the given magnetic-field orientation, and the post-shock gas travel at a 
speed that is only 0.8 of this velocity. The similarly-defined magnetosonic 
Mach number for the pre-shock gas is 2.3.]' 

The ProbLem of the Temperature 
The treatment of the energy equation required additional considerations. 

An equation of state had to be assumed and, for want of anything better 
at this time, we took the y of the gas to be 5/3. Both the input and output 
temperatures were then computed, and compared with the measured 
values. It can be seen from Table I that the computed temperature 
difference across the shock is much larger than that which was measured . 
We have assumed that the electrons went through the same temperature 
change as the protons. 

TABI E I. Mea,ured and computed gas parameters. pre- and post-shock values for y = 5/3 

Pre-Shock Post-Shock 
Parameter 

Measured Computed Measlll:ed 

B ( 10-" gauss) 5R - 3.7T- 2.2N - 5.9R-9.3T - 6. 1 

v (km/sec) 380R 450R + 10T + 14N 458R 

lI(cm-" ) 15± 2 34 32 ± 4 

1.2 x 10" 2.4 x 10" 1.7 X 10" 
(measured) 

T(OK) 

1.1 x 10" 
(computed) 

\ilach o. 4.2 1.3 1.3 

OTE: Shock velocity is 509R based upon tramit time and computed shock-normal 
direction. 

Figure 7 indicates the sensitivity to Ihe assumed value ofy; if a low value 
of y is chosen, a higher average computed temperature - but a mailer 
temperature difference - is obtained; for a large value of y, the converse 
is true. Some theoretica l studies propose that y = 2, because the mag­
netic field constrains only two degrees of freedom of the gas. It has also 
been proposed that energy is dissipated in the form of waves, and that 
there are increased degrees of freedom associated with the wave struc­
ture, which would sugge t that y =4. This is the area that is least well 
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determined by our calculations, and it would be very interest ing to have 
other shock evidence and other calculations in order to ascerta in more 
closely the appropriate va lue of y. 
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Variation of temperatures wi th y (ratio of specific heats) 

I n spite of all these difficulties, it is interesting to note that there has 
bee n definite evidence of a steep, collision-free shock front , across which 
there were sudden changes in the velocity, particle density, and magnetic 
field. This shock front maintained its steep character during the 4 .7 hr 



.---- -- - -------, 

COLLISION-FREE HYDROMAGNETIC SHOCK 173 

it took to reach the Earth, and over a distance of something like 0.05 AU, 
while going at a super-Alfven speed relative to the gas in which it was 
traveling. Furthermore, the Rankine-Hugoniot relations seem to apply 
for describing the changes across such a shock front. 

The authors acknowledge the assistance of Leverett Davis, Jr., E. J. 
Smith, and P. J. Co leman, Jr., who, with C. P . Sonett, carried out the 
Mariner magnetometer experiment; a nd of Conway W. Snyder and 
Marcia Neugebauer, M w·ine,. plasma ex perimenters. They also appreciate 
suggestions from P. A. Sturrock, J. W. Dungey, and J. R. Spreiter. 
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DISCUSSION OF COLBURN PAPER 

BIERMANN: What do you mean when you say the Mach number was equal to 
about4? 
COLBURN: I f we consider an observer to be at rest in this gas, the shock front 
advanced toward the observer with a velocity fo ur time the Alfven speed. 
Relative to the gas behind the shock, the Mach number should have been less 
than I, although actually our calculations show it was a little greater than I. 
Some of the assumptions that we have made may have been off by that amount. 
DAVIS: Was 509 km/sec the velocity at which the shock front moved along the 
radius vector from the Sun, or was it the velocity with which the shock front 
moved normal to itself? 
COLBURN: It was the radial velocity and was about 4 percent greater than the 
normal velocity because the shock was slightly oblique. 
DA VIS: I would also like to ask about any additional equations that you used 
with the hock equations. Did you use some of Maxwell's equations? 
COLBURN: Yes. Besides conservation of flux, momentum, and energy, we also 
used conservation of tangential electric field. 
OLBERT: You used E =-v x B for the electric field on both sides of the shock? 
COLBURN: Yes. 
DAVIS: I have still another remark, which is important to some of the things 
that we were involved in yesterday (discuss ion of Paper 3). The calculations just 
presented depend upon knowing what the field strength were before' and after 
the shock, which , in turn, depend upon knowing what the bias fields were in the 
spacecraft. At the time that Drs. Sonett, Colburn, and Briggs embarked on this 
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study, we did not have the estimates that were presented to you yesterday 
(Paper 3). They made a very admirable and very extensive calculation using a 
variety of biases, and they found that, for most spacecraft biases, the results 
did not seem to be consistent. About the time they were ready to say what biases 
were consistent, we were about ready to say what we thought the spacecraft 
biases should be. These values agreed as closely , I think, a you could expect 
from either type of analysis, and this agreement gives me a little greater faith in 
the biases that Dr. Smith used as a basis for discussion yesterday, at least for 
October 7. 
NESS: Again, I think that if you make this sort of zero correction and argue only 
on the basis of internal consistency, you get out exactly the physics you put in 
at the beginning. It seems to me that if you got widely different characteristics of 
the shock by assuming different biases in the zero level of the Mariner fluxgates, 
it means that the results are very critically dependent upon the values of the bias 
fields and that you have to know the exact values before you can really understand 
the physics. You should be very careful to consider the possibility that the 
physics really isn't what you think it should be. 
DAVIS: When you have data that is not as complete as you would like, you have 
two choices. You either throw it away and say, "Well, forget about that part of 
the solar cycle for another eleven years," or you say, "We will learn what we 
can." One way to learn what we can is to see if our data fit a consistent model. 
I think it is very pretty that the data we are discussing do fit a shock and do agree 
with most of the things that we think should happen in a shock. The discrepancies 
are really not worth arguing about. 
WILKERSON: [ don't see how you can have it both ways. On the one hand, 
you say that. you get agreement, except for little differences that aren't worth 
talking about, but on the other hand there is this factor of 2 in the temperature. 
Since temperature information (that is, agreement or disagreement with the 
Rankine-Hugoniot relations) has been very useful in studying laboratory shock 
waves in the past, [ don't see how you can use both of these arguments simul­
taneously. 

I grant that we should try to find out everything we can, but since we don't 
know very much about this kind of shock wave yet, I think it is a little risky to 
use self-consistency arguments as a test of both experimental validity and theory. 
DAVIS: I think temperature is a convenient tool for describing the amount of 
energy in the random motions of the gas. The measured temperatures may dis­
agree somewhat with the predicted temperatures, but not greatly. 
NESS: I have a question about the flow of protons around the Earth. At the time 
the protons were detected on Explorer 14, was the probe inside the Earth's bow 
shock? 
COLBURN: Yes. The data are consistent with a picture in which Explorer 14 was 
outside the magnetosphere but inside the shock boundary, since if it had been 
outside the shock boundary, one would expect the flow to have been from the 
direction of the Sun. Later, Explorer 14 did observe a flow that was coming 
directly from the Sun, which implies that at that time the satellite was beyond 
the shock. 
WILKERSON: If you even believe in an equation of state, it seems to me that 
you have to allow for the variability of y in order to account for additional degrees 
of freedom (that is, turbulence) created by the shock wave. It might be worth 
looking at the influence of a change of y. 
SMITH: It wasn't clear to me from the discussion whether or not y had a single 
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value that was consistent with the temperatures observed before allci behi!1d the 
shock. ~ 

COLBURN: No, it did not. 
PETSCHEK: Can't one so lve the problem by saying that some of the energy 
went into the electrons? All you know From the conservation-oF-energy equation 
is the sum of the electron and ion temperatures. 
COLBUR : If we say that equal amounts of energy went into the electrons and 
the protons, we have the results I have given. If we could say that a larger 
proportion of energy went into the electrons , then we would have a calculated 
temperature more consistent with the experiment. I understand that one of the 
probes, in going through the shock around the magnetosphere, sensed primarily 
electrons rather than protons, which may suggest that the electrons received the 
major portion of the available energy. 
DAVIS: If you recall Marcia Neugebauer's discussion (Paper I) of the difference 
in temperature between the alpha particles and the protons , you realize that you 
must have a very non-Maxwellian distribution on both sides of the shock and that 
the situation is very complicated. 

I t is intriguing to consider that the gas start with relatively little random energy 
and that, as it goes through the shock, it converts some of its bulk motion into a 
motion that is more or less random. If, in this process, the excess energy goes into 
the circular motion of particles around the field lines, then the alphas will have 
four times the temperature of the protons , which is a very nice coincidence. 
OLBERT: I would like to know if the temperatures defined by Snyder and 
Neugebauer and the temperatures used in thi present paper, with y = 5/3, are 
identical. I was under the impression that the temperatures calculated by Snyder 
and Neugebauer were based solely on a one-dimensional random motion. 
NEUGEBAUER: We calculated temperature from the spread in the radial 
direction, which is the width of the velocity peak. In our recent work, we assumed 
that the random motion was isotropic, even though we could only observe the 
one dimension. Thus, the two temperature definitions are identical. 
NESS: I think we have additional information from the interaction of the solar 
wind with the Earth' magnetosphere, which indicates that y must lie between 
5/3 and 2. I intend to discuss this tomorrow (Paper 22) . 
COLBURN: I would like to add that, despite the possible uncertainties in some 
of our calculations, the purpose of considering a single case like this is not so 
much to prove a point in physics as to suggest a possible area for future investiga­
tion and a method by which such events can be systematically explored. 
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CHAPTER Xl N 6 6. 
MAGNETIC FIELDS IN THE 

SOLAR PHOTOSPHERE 

R. B. LEIGHTON 

California Institute of Technology , Pasadena, California 

9 8 9.57 

THERE was considerable discussion fo llowing Dr. Davis' paper (Paper 9) 
concerning how the lines of force that start in the photosphere of the Sun 
are connected, and how they may become reconnected as a result of 
various phases of solar activity. I can't pretend to say anything about 
the reconnection of lines of force, but people here at Caltech, at Mt. 
Wilson, and el ewhere have been measuring the magnetic fields at the 
solar photosphere for some time, and a pretty good picture is available 
of what the fields are like at that level. It was not always clear to me that 
the people who were trying to fo llow lines of force into space were 
adequately taking into account what we now think this magnetic pa.ttern 
is, so it might be worthwhile to try to describe briefly how the lines of 
force are thought to look. 

Figure I is a pictorial record of the magnetic fields in the regions near 
sunspot groups. If you ignore the large-scale imperfections (the streaks 
and so on, which are not magnetic fields), and the very tiny scale things 
(which are noise and some dust specks), then you are left with some 
rather patchy dark and light areas. The dark areas, let's say, indicate 
north polarity and the light areas indicate south polarity. You can see 
that there are a number of bipolar regions, with the polarities reversed 
in the two hemispheres (the equator is roughly across the middle of the 
picture). Figure I indicates that the magnetic field is patchy, but has the 
same polarity over fairly large regions. The individual north and south 
regions are fairly large, after having grown out of smaller north and south 
regions which came from sunspots. 

The right-hand side of Fig. 2 again shows a magnetic pattern with, let's 
say, bright south-polarity regions and dark north-polarity regions. This 
figure illustrates that one can, in a way, see the magnetic field by observing 
.the chromospheric network, which is represented in the left half of Fig. 2. 
If you look carefully, you will see that wherever there is a region of 
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Fig. I. A map of photospheric magnetic field : the light and dark areas have 
opposite polarities 
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concentrated magnetic field, there is a corresponding region of emission 
in the chromosphere. I point out this correspondence 0 that if you look 
at a spectroheliogram, you can guess where the magnetic field is entering 
or leaving the Sun. Of course, this means there is a high magnetic-field 
strength in the plage regions surrounding sunspot groups. 

Fig. 2. Magnetic map (right) and a spectroheliogram of chromospheric emission 
(left) of an active region on the Sun 

Figure 3 hows an Hex spectroheliogram, illustrating another case in 
which the bright regions are concentrations of the magnetic field. But 
in this figure, there are also some dark filaments, so-called disk filaments, 
which seem consistently to separate areas of opposite polarity. So one 
can say with some certainty that lines of force coming out of a bright 
region close to one side of this boundary of zero magnetic field, which 
is what we think it is, must end somewhere close by on the other side of 
the filament. 

You can imagine, then, lines of force starting close to one side of these 

L __ _ 
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boundaries and looping over to the other side, and somehow supporting 
or having a quiescent prominence as the line of demarcation between 
the polarities. It is interesting that these boundaries show a remarkable 
stability over several rotations of the Sun. The prominence, having gone 
around the Sun as the Sun rotates , will reappear in very much the same 

Fi!!. :\' An H a~pectroheliogram of an active region with disk filaments 
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place as before, having been somewhat elongated and changed by the 
differential rotation of the Sun. 

I am trying to establi sh some principles by which you can determine 
for your elf, on other occasions, where the lines of force might go. You 
can, of course, ee in Fig. 3 the iron-fil ing effect of the lines of force near 
the sunspot groups. 

Figure 4 shows a rather early version of the magnetograph representa­
tion of the magnetic field on the Sun. With the aid of this figure, we can 

Fig. 4. Solar magnetograms (a, b, and c) and spectroheliogram (d). Photographs 
from the Mt. Wil on and Palomar observatorie 
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now perhaps understand the small-scale fields with a variation of strength 
over region of 10,000 to 20,000 km or so, which represent those con­
centrations of magnetic field that we saw in the previous figures. However, 
we note also that the field retains a single , polarity over a considerable 
region of the Sun; it does not flip back and forth over small areas. There 
are places, of course, where the field is much stronger, corresponding to 
regions where recently there were sunspot groups. We also note that, in 
the polar regions, the field tends to have some non-zero average value, 
which gives rise to the idea of a general dipole moment for the entire Sun. 

So, if I had to draw a picture of the line of force on the Sun , by using 
the one equation that I am sure we all agree with, 7· B = 0, I might draw 
some bipolar regions of field, which might sometimes be embedded in 
larger but very much weaker regions. Near the poles of the Sun there 
might be fairly large regions of opposite polarities. 

The lines of force, then, might be concentrated into little narrow 
channels, but with the arne polarity over fairly large regions. At some 
other place on the Sun, there would be similar concentrations of lines 
of force , with the arrows going the other way. Presumably you could 
draw small loops connecting the parts of a bipolar region , but since this 
region might be embedded in a larger region, some of the lines of force 
might extend outward for a very large distance before they reconnect­
just where they reconnect is beyond my direct knowledge. However, I 
think it has to be said that every time you draw a line of force that goes 
off into space, you had better draw one somewhere that comes back to a 
similar kind of region. I would think that if we have a large unipolar 
region, the lines of force leaving this region would automatically return 
to another unipolar region of nearly similar size. 

How the field lines are modified by the ejection of material at the begin­
ning of explosive events that are down close to the photosphere, is a very 
proper subject for speculation. 

DISCUSSION OF LEIGHTO PAPER 

SMITH: Do you anticipate that some of the field lines joining large unipolar 
field regions cross the equator? 
LEIGHTON: Yes. The lines of force have to come back to the Sun. 
SMITH: I noticed that the filaments were turned at an angle; are the field lines 
at right angles to these filaments? 
LEIGHTON: The filament is a boundary between two regions of opposite 
polarity . The lines of force probably go across the filament nearly at right angles 
to it. 
SMITH: One could then find field lines that were going from one solar latitude to 
another solar latitude? 
LEIGHTON: Yes. 
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SMITH: Then, perhaps some of the field lines could, after all, be directed out 
of the ecliptic. I think we have all been, to a certain extent, victims of the fact 
that we are forced to draw figures in planes , so that we either look into the 
ecliptic or at a plane perpendicular to it. 

If we follow Dr. Leighton's model, then as the Sun rotates under us, it is 
certainly conceivable that we would observe fields of predominantly one polarity. 
Since we make observations only in the ecliptic, we would not see the oppositely 
directed field lines which return to the Sun at some different latitude. It seems to 
me that this argument makes it at least plausible that a result of the kind seen on 
Mariner 2 could occur. Whether you accept it or not, of course, as Dr. Ness 
likes to point out, depends largely on what the spacecraft biases are. The fact that 
the field seems to be directed predominantly outward from the Sun for an entire 
solar rotation is really not the fundamental problem and doesn't contradict any 
basic physics. You cannot establish the conservation of magnetic flux by making 
ob ervations only in the ecliptic. 

I would also like to comment on some of the differences between various 
models of the interplanetary field. I think some of these differences are actually 
more apparent than real. Professor Gold and others like to talk about drawn-out 
loops of field lines. They clearly want to assign directions to the field lines , and 
they like to think of a region in interplanetary space where the field lines curve 
back and return to the Sun. 

Once the field lines have left the Sun, they can presumably extend outward 
for a great distance . The dimensions of the interplanetary cavity are not really 
known, but Dr. Davis has estimated a radius of 50 or maybe even 100 AU. The 
Mariner data indicate there were several long-lived regions on the Sun. The 
plasma from such a region continues to go out into space, so that the distance 
at which the field lines turn around is soon past the orbit of the Earth and far 
beyond the observations of the spacecraft, perhaps many tens of astronomical 
units away. 

Because the Sun rotates , you would expect a spiral structure and some kind of 
a "wrapping around" of the field lines from the long-lived region. I am thinking 
of a model which Piddington described , and on which Dessler has also made 
comments. You might expect the spiral to cross the Earth's orbit at an angle of 
about 45 deg. As the plasma emission continues, these field lines form very large 
spiral angles, approaching 90 deg at a distance far beyond I AU. If the lines 
originated from some small. bipolar region on the Sun (a sunspot group, for 
example), then you would have oppositely directed spiral lines close together. 
If you had several of these long-lived disturbed regions , then during a 27-day 
period you would see several such reversals of the magnetic field. Then if you 
looked at a region of space within I AU , you would see a picture very similar 
to Parker's model, except that Dr. Parker has not concerned himself with just 
how the lines return. 

However, as Dr. Leighton has shown, there is no reason to assume that the 
situation is this simple. Dr. Davis made a similar comment concerning his study 
of solar magnetographs , which showed a sunspot field spreading out to become 
very weak. Field lines that start at one place near the ecliptic may return to 
another place very far from the ecliptic, so that the return of the line of force 
may not be seen from a spacecraft. 
WILCOX: It appears that the base line for the Mariner magnetometer was finally 
chosen so that the radial field component was almost always positive during 
several solar rotations. However, if you look at the solar magnetograms for any 
latitude during several solar rotations, you nearly always find approximate 
equality between positive and negative polarities: you almost never find two rota­
tions during which the polarity is all positive. Even giving full consideration to 
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your comments about magnetic-fio::1d lines running out of the ecliptic, it may be 
that a constantly positive polarity during two rotations is an unlikel y event. 
COLEMAN: WeI have tudied the orientations of the magnetic-field component 
that is perpendicular to the solar radius. I f you assume any sort of crude spiraling 
at all, then you would expect this c.omponent to point one way for a field line 
leavi ng the Sun, and to point in the opposite direction for a field line returning to 
the Sun. In the first 60 days, we saw such reversals in this transverse component. 
We know the zeroes of the two pertinent magnetometers pretty well for this 
period. We haven't yet looked for any sort of correlation between the directions 
and the magnitudes to see if the flux roughly averaged out to zero. But we do 
know that f.or a small fraction of the time during the first two rotations, the ob­
~erved field reversed itself. 
WILCOX: Then don't you think that there is someth ing to be explained when 
you look at the magnetograms? 
COLEMAN: I would think, from looking at Dr. Leighton's pictures. that there 
can be conditions on the Sun that cau~e you to see more of one polarity than the 
other during any give n rotation. I don ' t think such conditions can las't for very 
long, but I think they existed during the time of the Mariner observations. 
LEIGHTON: Such conditions may last a very long time. The north and south 
poles of the Sun by no means have the same strength, or total flux . If you believe 
that the lines of force that come from one pole must return somewhere else than 
to the other pole - where better than to the equator? It is very difficult to measure 
the net tlux coming Ollt of any region , because the calibration of the magnetogram 
is never good e nough . However, I see absolutely nothing wrong with the idea that 
there may be , for years at a time, an average south polarity, say, distributed 
a round the equator in a very irregular fashion. 

1M will er-2 magnetometer experimenter 
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The Interplanetary Magnetic Fields 
The lines of force of the interplanetary magnetic fields originate on the 

Sun and are extended through space by the solar wind. The fields move 
outward with the solar wind, sweeping all charged particles along with 
them. The galactic cosmic rays, which fill interstellar space outside the 
solar system, penetrate into the solar system against these outward­
sweeping fields, so that the cosmic-ray intensity is considerably reduced 
here deep in the solar system (Ref I and 2). Variations in solar conrlitions, 
affecting both the solar wind and the magnetic fields, lead to varying 
reduction of the cosmic-ray intensity. 

The basic, underlying pattern of the interplanetary magnetic field has a 
unique form based on the assumptions that: 

a. There is an approximately radial outflow of ionized gas from the Sun , 
b. The magnetic lines of force carried in the gas generally remain 

connected to the Sun for at least a few days after leaving the Sun, and 
c. The Sun rotates with an angular velocity n. 

It follows that the lines of force in interplanetary space have the general 
form of an Archimedes spiral (Ref. 2 and 3) 

The components of the field are gi ven by 

B. ex (Rs)2 
I \ r 

Be= 0 
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and 

Rsfl Rs 
B a:---sin 8 

<P V r 

along any given spiral line of force. Here r is the radial distance, 8 is the 
polar angle, and 4> is the azimuth measured around the Sun. The general 
appearance of this type of field pattern is illustrated in Fig. I . 
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Fig. I. Lines of force of the quiet-day interplanetary magnetic fie ld , resulting 
from the extension of the general solar field by an idealized, uniform 300-km/sec 

quiet-day ~olar wind 

This general spiral patte rn presumably extends as far into space as the 
solar wind does -some 10 to 100 AU (Ref. 2 and 4). On this underlying 
pattern are superposed a variety of both small and large magnetic irregu­
larities, caused by variations of v with 8,4> , and f, by variations of B(8,4» 
with f , by instabilities in the wind, etc. (Ref. 2 and 5). 

Forbush Decreases 
The basic, smooth field by itself would not greatly impede the penetra­

tion of cosmic-ray particles into the solar system. The distortions in the 
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field may be an extremely effective impedance, however. For instance, 
a sudden outburst in the solar corona leads to a blast wave that propagates 
outward through the solar system. Figure 2 shows the distortion of the 

SUN 

Fig. 2. Distortion of the quiet-day interplanetary field by a blast wave. The shock 
,radius R , at the head of the blast wave is taken to be v/fl, and equals I A U for a 

quiet-day wind velocity of 440 km/sec 

basic field pattern by an idealized blast wave (infinite Mach number, 
spherical symmetry, etc.); the blast wave is driven with constant velocity 
by the enhanced corona. One essential feature of the wave is that it com­
presses the magnetic field, which then becomes a reflector of cosmic rays. 
Compression of the field by a factor / produces a reflectivity of 1 - 1//, 
which may be 90% or more. The high reflectivity tends to isolate the 
region between the wave and the Sun, so that individual cosmic-ray 
particles in that region tend to remain there for several hours. During 
their confinement the particles undergo adiabatic expansion, leading to 
a reduction of the cosmic-ray energy density by as much as 50%. 

Figure 3 shows the energy spectrum of this reduction (AIL/ ILo) computed 
from the idealized blast wave of Fig. 2. The extent of the flat portion of 
this energy spectrum depends on the thickness (R 1-R2) of the com­
pressed-field region. The flat part of the spectrum may initially extend to 
energies as high as 1011 ev. Full reduction sets in during the time that the 
blast wave sweeps past the observer - this time period may range from 
a few hours in the case of a single blast wave to as long as several days in 
the case of successive blast waves. During the recovery phase, the t:.IL/ ILo 
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curve becomes progress ively steeper, as indicated in Fig. 3. The rapid 
onset and flat energy spectrum are characteri stic of a Forbush decrease 
(Ref. 2 and 6).1 
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F ig. 3. Re lative cosmic-ray decrease Ap./fLu fo r the two cases of a stro ngly dri ven 
blast wave (A = 1.0, i/J = 0.1 ) a nd a freely coas ting wave (A = 1.5, i/J = 0.25) ~ith 
various amo unts of parti c le drift into the regio n behind (re presented by the para­
meter D. (Here, the blast-wave radius is propo rtio nal to (II" defining A: a nd i/J is 
the transmiss io n coefficie nt of the blast wave.) T he curves a ppl y to protons, so 
tha t T represents energy measured in units of the rest mass - 93 1 Me v. The mean 
blas t-wave ve locity ,./( in tra nsit fro m the Sun to the Earth is taken to be 1.5 x 10· 
cm/ ec. For the case A = 1, the curves represent the subsequent t ime depe nde nce 
of AfL/ fLo if g is replaced by gIl I 0". Otherwi se the curves corres pond to the 

decrease fo llowi ng the passage of the wave at t ime I = J 05 sec 

ll-Year Variation 
The outward convection of small-scale irregularities (from 10' to 107 

km) in the underlying magnetic pattern produces a continuous reduction 
of the cosmic-ray intensity throughout the inner solar system. To illustrate 
some of the general phys ical properties of this reduction , we use the 
idealization introduced many years ago by Morrison (Ref. 7) when he 
was discussing the passage of cosmic rays in clouds of disordered fi e ld . 

IThe Forbush decrease, whic h fo llows a fl are o p the Sun , should not be confused with the 
recurring 27-day co mic-ray storm , which usuall y has a gentler o nset a nd a softe r spectrum 
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He took the particle motion to be an isotropic random walk with a length 
of step comparable to the scale of the irregularities . The field is probably 
not so disordered that this treatment of the particle motion can be con­
sidered to be rigorous. The effective diffusion coefficient is probably 
greater parallel to the field than it is perpendicular to the field. But this 
analys is is adequate to illustrate the physical consequences of the field 
disorder. The diffusion coefficient K is taken to be one-third the step 
length times the particle velocity. The net particle flux in the frame of 
reference that is moving with the magnetic irregularities is -KV N, where 
N is the number of cosmic-ray particles per unit volume. The irregularities 
are, of course, moving with approximately the solar-wind velocity v, so 
that in treating the present problem, the transport Nv must be included 
too. The total transport flux is then F = Nv - K V N. For steady conditions, 
conservation of particles yields \' . F = O. The idealized case of spherical 
symmetry about the Sun yields F = O. This expression integrates to 
N(r) = N ne-1I

, where 11 is the integral of v/K from r to interstellar space, 
and No is the cosmic-ray density in interstellar space. Typical step lengths 
of 1011 to 1012 cm give K = 1021 to 1022 cm2J ec, with a reduction of inten­
sity ranging from e

6
.
0 to eO.6 , respectively, in a 400-km/sec wind and over a 

distance of lOA U. Thus the reduction of the galactic cosmic-ray intensity 
in the solar system is both large and uncertain. The expected variation of 
v and K with solar activity should produce the observed I I-year cosmic­
ray variation (Ref. I and 2). Recent analysis by Simpson (Ref. 8) shows 
the interesting fact that the variation in the cosmic-ray intensity lags 
behind the level of so lar activity. The lag is different on the rising and 
falli ng sides of the solar cycle and is different for different particle ener­
gies, but the general lag suggests that the diffusion of cosmic rays through 
the interplanetary fields may begin as far out as 30 AU , where the wind 
arrives ome 4 months after passing the orbit of the Earth. 

The spectrum of the cosmic-ray reduction resulting from the irregulari­
ties in the field depends in some detail upon the form and scale of the 
irregularities (Ref. 2 and 9). Suffice it to say that the reduction diminishes 
with increasing particle energy and is not flat, as the Forbush-decrease 
spectrum can be. Simple models (Ref. [ and 2) predict an energy depen­
dence proportional to E-Y, where y ranges from 0.5 to 2 or more. Analysis 
of the observations has produced a variety of re ults, all in this general 
range. 

27-Day Variation 
The 27-day recurring cosmic-ray decreases presumably result from the 

enhanced solar-wind velocity and increased field disorder associated 
with active regions on the Sun. Sarabhai (Ref. 10) has suggested that the 
fast wind from a hot coronal region crowds into the slower wind from 

J 
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elsewhere around the Sun , and that this crowding may be responsible 
for much of the recurrent variations. 

Diurnal Variation 
The well-known diurnal variation in the cosmic-ray intensity (Ref. II 

and 12) represents a net streaming of the cosmic rays at 400 km/sec in 
the direction of the Earth's orbital motion. The streaming results from a 
combination of two effects: the interplanetary field is semi-regular in the 
vicinity of the Earth's orbit (Ref. 13 and 14) , so that particles tend more 
to move along the lines of force than to diffuse across them ; and the 
magnetic irregularities beyond the Earth's orbit (Ref. I and 1.<:" ' .,ermit 
sufficient diffusion to neutralize any () or cf> gradients of the cosluic-ray 
intensity that might have been introduced by the polarization field 
E= -vxB/c as the particles entered the solar system (Ref. 16). The result 
is that the principal streaming of the cosmic-ray particles in the vicinity of 
the Earth is limited to the electric drift u = E X B = V.L a: . ~~ to an arbitrary 
velocity VII along the magnetic lines of force. The fact that there is no net 
radial streaming under steady conditions determines VII' The net stream­
ing V.L + VII is readily hown to be n X r , which is the velocity of rigid 
rotation with the Sun and which agrees with observation. 

Outstanding Problems 
This discussion has ummarized the physics of the penetration of 

interstellar cosmic rays into the solar system. The development of a 
more quantitative model must await additional and more quantitative 
observations of the interplanetary fields, both near and far from the 
Earth's orbit. The theory, illustrated by the idealized examples given 
here, shows that the variation in the cosmic-ray intensity at I AU depends 
principally upon the irregularities introduced into the basic spiral mag­
netic form (Eq. I and 2). Observations must concentrate upon the nature 
of these irregularities in order to make possible a more detailed picture 
of cosmic-ray variation. The observational studies that are presently 
developing (Ref. 17, 18, and 19, and Papers 1,4,6, and 8) promise to 
further our understanding of conditions during low solar activity; future 
observations will tell us more about conditions during periods of increased 
solar activity. 

Several outstanding theoretical problems are worth mentioning. First 
there is the matter of improving the simple, isotropic-random-walk 
treatment used in the discussion so far. The isotropic random walk is a 
language sufficient for discussing cosmic-ray propagation, but it does 
not yield a really quantitative model. The effective diffusion coefficient 
~, (along the field) should exceed the coefficient K .L (Ref. 2 and 9). 
Another treatment has been given recently by Axford (Ref. 20), in which 
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he suggests that the net cosmic-ray streaming u is determined by the 
condition: 

O=e(E+uXB/c)+mK (v-u) (3) 

where K. is the frequency with which individual cosmic-ray particles 
collide with the magnetic irregularities. He derived the right-hand term 
by considering the analogous situation of diffusion in a partially-ionized 
gas, in which u is the velocity of the ions, v is the velocity of the neutral 
atoms, and K is the ion-neutral collision rate. 

Another problem is: how much higher is the interstellar cosmic-ray 
density than the cosmic-ray density observed near the Earth at sunspot 
minimum? For lack of any contrary evidence, we often consider the two 
densities to be equal, taking this as the most conservative estimate of the 
galactic cosmic-ray intensity. But there is now some evidence that the 
interstellar cosmic-ray density may perhaps be much higher than that 
observed near the Earth at sunspot minimum. There is no evidence from 
space observations that the solar wind is much weaker during the present 
solar minimum than it was a few years before the minimum. Thus one 

might expect that the fractional change -617/17 in 17 (17 =f~ dr) has been 

small, say les than 0.1. But the cosmic-ray density near the Earth, 
e-lI( l -~II I I1 ) has increased about 40%. If 6 17/n is to be significantly less than 
1 while e- II ct1anges by 40%, then n must be somewhat greater than I. 
Furthermore, the diurnal variation continues essentially undiminished 
through sunspot minimum, suggesting again that n is generally at least 
of the order of unity. So perhaps the cosmic-ray density in interstellar 
space is considerably greater than that observed in the vicinity of Earth 
at sunspot minimum. 

Consider how the energies' of cosmic-ray particles near the Earth 
compare with the energies of the particles in interstellar space. We have 
recently calculated the time that a cosmic-ray particle from interstellar 
space may spend in the interplanetary fields before being observed at 
the Earth (Ref. 21). U sing the simple model of complete magnetic-field 
disorder beyond the Earth's orbit (this model should be correct in order 
of magnitude), we find that the typical cosmic-ray particle observed at the 
Earth has spent days in the solar system. During this time it has been 
undergoing adiabatic deceleration in the expanding magnetic fields that 
are carried by the solar wind; and when observed at the Earth, its energy 
may be less than half the energy it had when it first entered the solar 
system. 

Altogether then, we suspect that the energy density of cosmic rays in 
interstellar space may be much greater than that observed near the 
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Earth at sunspot minimum. This point is of interest not only to discussions 
of cosmic-ray penetration into the solar system, but to discussions of 
galactic dynamics as well. Even if the cosmic-ray pressure in interstellar 
space were only 10- 12 dyne/cm2

, as observed at the Eartli , the cosmic-ray 
pressure would still be the dominant gas pressure there (Ref. 1). Thus 
the consequences of a higher interstellar cosmic-ray energy density , say 
10- 11 erg/cm3 , would be profound. The arguments for the higher density 
are by no means hard and fast, and we have given them here more to 
suggest the present dilemma than to settle anything. We feel that the 
interstellar cosmic-ray density is really not known , and that it is very 
important for us to determine it. 
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DISCUSSION OF PARKER PAPER 

AXFORD: As Prof. Parker mentioned, he and I are basically in agreement over 
the diurnal variation, although there are slight differences between his results and 
mine. I find that the streaming velocity of the cosmic rays parallel to the Earth's 
orbit is 

Dr 
I + (l/w'Tsin X)2 
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where w is the gyro frequency, T is the colli sion time, and X is the garden-hose 
angIe. This expression permits a certai n amount of freedo m, because it is possible 
to vary w, T, and X. I adopted a slightl y different approach in that I allowed the 
diffusion to be ani sotropic, so that it's easier for particles to run along the field 
lines than to diffuse across the field. Al so, I have assumed that diffusion occurs 
everywhere in the interplanetary medium. 

T he remark about the cosmic-ray density in the interstellar medium is quite 
an interes ting speculation, although of course one doesn't know quite what 
numbers to use for K or for the size of the so lar-wind cavity. If the gradient 
near the Earth is 10%/AU, and if it is maintained out to 100 AU, then the 
cosmic-ray density could be 10 times the value observed near the Earth , although 
this is perhaps a little extreme. As Prof. Parker said , this means that the cosmic­
ray density in the universe may be somewhat higher than we would expect 
from local measurement . 

This raises difficulti es concerning the magnetic-field strength of the galaxy. 
With suitable assumptio ns about the electron component in the cosmic radiation, 
one interpretation of cosmic radio-noise data gives a high value for the galactic 
mag netic field of 3 y . Direct observations suggest that the field is at most about 
0.5 y. The maximum co mic-ray intensity observed at sun pot minimum i such 
that the energy density of cosmic rays is already equal to the energy density 
of a magnetic field of 0.5 y; so if the cosmic-ray intensity is greater than the 
intensity we observe, and if 0.5 y is the actual field strength , then the cosmic 
rays will either blow up the galaxy (s ince they cannot be contai ned in the magnetic 
field) or else they ex ist throughout the universe at this density. 

Another interesting feature is that if the cosmic-ray density is indeed high 
outside the so lar system, then the solar wind may not necessarily be contained 
by the galactic magnetic field, as usuall y thought, but by the cosmic rays. We 
should write the momentum equation for the solar wind as 

av ap aPe 
pv ar = - gp - ar --;;;:-

where the las t term, which isn't normall y included, is the pressure gradient of 
the cosmic rays. Although the local cosmic-ray gradient is quite small , the 
integrated effect could be large. 
BIERMANN: Can the diurnal variation be regarded as independent evidence of 
the spiral pattern of the interplanetary magnetic field - or is that goi ng too far? 
PARKER: My impression is that, since the angle of the spiral cancels out in the 
algebra, almost any ordered fie ld connected with the Sun would give the same 
result. 
BIERMANN: Can we conclude, from the Marin er-2 or the I MP data, that the 
lines may be connected to the Sun 50 percent of the time, but no more than that? 
PARKER: The diurnal variation does not rule out such a conclusion. I would rule 
it out on other grounds. 
BIERMANN: I mention this only because there seems to be rather general 
agreement that the lines are connected. 
PARKER: Well, I made that as umption in front of thi s audience, expecting that 
if anyone di sagreed , he would ri se to hi s feet. 
BIERMANN: I wish to put in the record that I favor the "50-percent-of-the-time" 
conclusion. 
COLEMAN: I n your model of the Forbush decrease, if one blas t wave is followed 
by another that is moving faster than the first, then the particles trapped between 
the two blas t waves would be adiabat icall y compressed by the reverse of the 

___ .. ~J 
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mechanism that you used for deceleration. Wouldn' t you expect, then , that the 
recovery from the first Forbush decrease would be faster than usual? Has such 
an effect ever been observed? 
PARKER: I am sure you can find examples of such a phenomenon. 
LUST: I think your point-that one might expect the cosmic-ray energy density 
in inter tellar pace to be about 10 times larger than we thought - is very interest­
ing, although somewhat uncomfortable. Therefore, I would like to ask: how sure 
can we be that the density is this great? 
PARKER: I think the basis for this large cosmic-ray density in interstellar space 
is somewhat shaky, yet it is not so much an apparition that it will readily go away. 
Looking at the work done by others on the diurnal variation, I get the impression 
that, when the acceptance cones of high-latitude cosmic-ray stations are properly 
folded into the observations, one no longer has a great wandering of the cosmic­
ray anisotropy in pace. As I say, this was not my work, although it eems to me 
to be correct; so that I feel somewhat trapped by the circumstances and have to 
say that maybe the co mic-ray energy density is 10- 11 erg/cm3 in interstellar 
space. However, I certainly wouldn't urge this density upon anyone else , and I 
don ' t even like the idea myself. 
SNYDER: We used to be very uncomfortable with the idea that even the observed 
cosmic-ray intensity near the Earth could prevail throughout the galaxy. However, 
the recent discovery of the enormous amounts of energy available from radio 
sources seems to have removed the difficulty. I suspect that it is only our parochial 
viewpoint that makes us uncomfortable. 
CLINE: With respect to the sugge tion that the cosmic-ray density in interstellar 
space may be very high , I would like to add a remark concerning the Explorer-J J 
gamma-ray mea urements. The gamma rays measured on thi mis ion can be 
attributed to nuclear collisions between cosmic rays and interstellar material. If 
half or more of the gamma rays seen by Explorer J I were truly primary gamma 
ray , then either the interstellar cosmic-ray density is indeed higher, by a factor of 
10, than that measured here in the solar system, or else the interstellar material 
is 10 times denser than previously believed. This factor of 10 may be pure 
coincidence and mayor may not be meaningful , but it does fit with Dr. Parker's 
comments. 
ANDERSON: I would like to ask Dr. Parker what cosmic-ray energies he's 
talking about in discus ing this factor of 10. 
PARKER: I was talking about particles of the order of 2 Bev, because most of 
the cosmic-ray energy density seems to be at this energy. 
BIERMANN: [ believe 10-31 gm/cm:1 is the most recent figure for the density of 
matter in the universe. If this were completely converted from hydrogen to helium, 
with the released energy of 1018.8 ergs/gm going mainly into cosmic rays, the 
energy density of cosmic rays would be something less than 10- 12 erg/cm3. I am 
extremely hesitant to accept the idea that the whole universe is filled with cosmic 
ray having an energy density of even 10- 12 erg/cm3 . 

AXFORD: Your figure of 10- 3 1 gm/cm3 is debatable within a factor of 103 . I f the 
universe were dominated by cosmic rays in this manner, I do not see that the 
problem of where the energy is derived would be a greater mystery than the 
problem of where mass is derived in a cold universe. 
LEIGHTON: We all agree upon the outflow of gas as far as the ecliptic is con­
cerned, but what about the flow in polar directions? I am wondering if the num­
bers we are talking about might be greatly affected by dropping the pherical 
symmetry from your model. 
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PARKER: We have no direct observations of the symmetry of the solar gas out­
flow, so I would appeal to Prof. Biermann's analysis of comet tails. It should be 
easier for the gas to escape from the poles because there are no magnetic fields 
that impede the flow. On the other hand, the outflow might well be somewhat 
slower there, because the polar corona at sunspot minimum seems to be some­
what cooler than at the equator. I have considered oblate rather than spherical 
models, and I don't think lack of spherical symmetry changes any of the numbers 
in any interesting way. I have tried to get interesting effects this way and failed. 
SLUTZ: The spiral patterns evident in the flow of the solar wind seem to imply 
a rather interesting effect of the magnetic field on the direction of flow. Of course, 
at I AU, the magnetic pressure is too small to have any effect on the wind. But 
nearer the Sun, where the two pressures are approximately equal, the distortion 
of the magnetic field is such that both the tangential and the radial velocities of 
the wind are increased, thus introducing a mechanism to produce a cylindrical 
expansion. 
PARKER: There are several effects that contribute to what you call a cylindrical 
expansion rather than to a spherical expansion. For example, I have already men­
tioned that the polar fields on the Sun would like to close. I think the point here 
is that none of these effects changes the order of magnitude of any of the veloci­
ties or fields. The observations are hard to get, because one must separate small 
effects from the main effect. 
SLUTZ: J certainly agree with that. The effect of the magnetic field on the flow 
direction is mentioned merely as a mechanism for emphasizing the cylindrical 
over the spherical expansion. We need more observations in this region. 
DAVIS: Presumably the galactic cosmic-ray electrons would be affected more 
than the protons by this diffusion mechanism, and would take longer to diffuse 
into the solar system. Thus it might be difficult for any galactic electrons to reach 
the Earth, which would be too bad because they seem to be observed. 
PARKER: Before we can discuss the ability of the electrons to penetrate into the 
solar system, we have to determine a little better the nature of the irregularities 
between here and infinity. I n general, the ability of a particle to get into the solar 
system depends neither entirely upon its velocity nor entirely upon its rigidity. 
Now, the electrons have one slight advantage over protons, in that they always 
have a velocity of c, whereas I OO-Mev protons have a velocity of c/2. 

I agree that I OO-Mev electrons would have a more difficult time getting into the 
solar system than would protons of the same energy. If you extrapolate the elec­
tron density observed here, you get very extraordinary interstellar electron 
fluxes. However, I don't think that the electrons we see are necessarily galactic 
particles; they may be of solar origin. 
AXFORD: Since there are neutral sheets in the interplanetary field, there is also 
a way of producing fast electrons in the local interplanetary gas, rather than at the 
Sun. Perhaps the electrons observed by Dr. Cline and others come from such a 
source. 
VOGT: Meyer and I observed an increase in the number of high-energy (several 
hundred Mev) electrons in connection with 1 he July, 1961 flare group. These 
particles were probably accelerated at the Slin. Otherwise, the available experi­
mental evidence concerning high-energy electrons does not tell us whether they 
are of galactic or solar origin. 
CLINE: I have a comment about solar-flare electrons. On IMP we detected a 
solar-proton event on March 16 of 'this year. following Type-IV radiation. The 
electron content of the particle flux was very low, with an upper limit of perhaps 
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2 or 3 percent. However, we think that at least 50 percent of these electrons 
were caused by locall y-produced gammas, and the rest mayor may not have also 
been seconda ry particles. 
ANDERSON: Your argument for the large cosmic-ray flux in interstellar space 
depends partly on the statement that the fractional variation of the cosmic-ray 
flux observed on Earth is large compared to the fractional variation in the solar­
wind flow. Does any experimental evidence demonstrate that the change in the 
solar wind between so lar maximum and solar minimum is really that small ? Would 
you care to make any predictions? 
PARKER: I agree that the variation in the solar wind isn't really known. But when 
I compare the Mariner data with the IMP data, [ am su rpri sed that the differences 
in wind velocity are not larger , because the cosmic-ray intensity really changed 
quite a bit between the time of Mariner and the time of IMP. 
BRATENAHL: What about the Kp index as an indication of plasma velocity? 
PARKER: Well , Kp is another one of these funny things that we don' t under­
stand. The wind can vary only a little bit while Kp varies enormously. Mariner 
hasn't calibrated Kp above a velocity of 750 km/sec, so [ don't know how 
reliable the Kp index is as an indication of velocity. 
CHAMBERLAIN: On the question of how far the so lar wind extends out from 
the Sun, I understand that your figure of 40 A U was based on the lag between the 
cosmic-ray maximum and sunspot maximum . As [ recall, however, auroras and 
geomagnetic storms have about a 2-year lag behind sunspot maximum. 

I n addition, how valid is the estimate that the interplanetary shock front lies 
where the pressures balance? [n front of the Earth, there seem to be both a mag­
netosphere boundary and a shock front. Might not two boundaries also exist 
between the interplanetary and the interstellar gase ? 
PARKER: The pressure balance theory agrees very nicely with the measure­
ments of the magnetosphere boundary. Formal solution of the hydrodynamic 
equations puts the shock about where the stagnation pressure of the wind becomes 
equal to the interstellar pressure. 
CHAMBERLAIN: But then isn't there a turbulent region to be considered beyond 
the boundary? 
PARKER: Undoubtedly. 
CHAMBERLAIN: I wonder to which boundary the pressure balance theory 
should apply. 
PARKER: For the boundary between the so lar wind and the interstellar gases, 
the shock lie near the pressure balance. For the solar wind and the geomagnetic 
field , which is a rather different ituation , the boundary of the magnetosphere 
(at about lORE) lies at about the distance where the pressures balance. [ think 
the point is that it makes a difference of less than a factor of two, whatever one 
assumes. And 40 A U is far more uncertain , because no one knows the inter­
stellar pressure. For thi s reason, I usually quote 10 to 100 A U as the probable 
distance to which the solar wind blows. 
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CHAPTER XIII N 6 6. 3.8.9.59 
THE ORIGIN OF THE SOLAR WIND 

F. L. SCARF 

TRW-Space Technology Laboratories, Redondo Beach , California 

Coronal Models and the Solar Wind 
Hydrodynamic or continuum equations are naturally used to describe 

the circulation, temperature distribution, pressure distribution, etc, in a 
dense planetary atmosphere where the state of the gas is dominated by 
collisional effects. In the last few years, it has become apparent that 
similar conditions prevail in the lower corona of the Sun, and various 
solutions to the fluid equations have been discussed in great detail. The 
most significant result of the hydrodynamic approach was Parker's pre­
diction (Ref. 1) that steady-state outward streaming of the entire corona 
should occur. Parker showed, in particular, that pressure gradients can 
accelerate the fluid to supersonic speeds, producing a continuous plasma 
wind in interplanetary space. This solar wind was identified with the 
stream suggested by Biermann's comet-tail studies (Ref. 2); and sub­
sequent measurements and calculations strongly support the original 
theory, in the sense that the interplanetary wind can be regarded as a 
hydrodynamic extension of the luminous corona. 

The quanti tative models are based on the moment equations for con­
servation of mass, momentum, and energy. These equations are valid 
in the region where the velocity distributions for the coronal plasma 
particles do not deviate greatly from local equilibrium functions. This 
restriction implies that all mean free paths are small compared to scale 
heights, and it ensures that local temperatures and pressures are meaning­
ful. In addition, energy transfer by conduction and viscous dissipation is 
significant. If the velocity gradients are sufficiently small, coefficients of 
thermal conductivity and viscosity can be defined as follows: 

Q =~K(T) VT 

[
aVj av; 2 ] 

'T .. ='Y}(T) -+---8 .. V · v 
u ax. ax. 3 u 

) 1 

and the Navier- Stokes continuum equations result (Ref. 3). 
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Most theoretical investigations have been based on idealized models 
that contain the assumptions that steady, spherically-symmetric flow is 
set up , and that the effects of solar rotation , magnetic field s, and viscosity 
need not be explicitly included. The last of these assumptions is custom­
arily made because the dimensionless Prandtl number (YJC)m K) which 
should be a measure of the viscous effect, is very smali: for a fully­
ionized hydrogen gas, Chapman has estimated (Ref. 4) that' 

K (T) = I 0- 6Pl2erg/cm sec oK (2) 

YJ(T) = I O-lfi p /2 gmlcm sec ( ~) 

The first quantitative fluid model of the corona was proposed by 
Chapman and Zirin in 1957 (Ref. 5). No streaming was considered, so 
that 

'V. Q = - 'V. {K( T(r») 'V TCr)} = 0 (4) 

Equations 2 a nd 4 readily lead to a specific di stribution, T(r) = T(0)(rlo) -217 , 
and when this distribution is inserted into the hydrostatic equilibrium 
equation, surpri singly high coronal densities (n e = 300/cm3 ) are predicted 
near the Earth for 0 = Rs and T(a) = 2 x 106 OK . 

In the subsequent Parker model (Ref. 1), the possibility of finite stream­
ing was introduced, and the flow patterns were investigated using an 
ad hoc temperature di stribution. It was assu med that the lower corona is 
nearl y isothermal , with To = I to 2 X 106 OK out to 10 to 20 Rs, and that 
in the outer region the temperature decreases according to an adiabatic 
law. Figure 1 shows some typical solutions to the momentum and 
continuity equations (with YJ = 0). Near the coronal base, the particles 
are strongly accelerated outward by the pressure gradients and retarded 
by solar grav ity. The stream ing is formally a nalogous to the flow pattern 
through a Laval nozzle , and for most boundary conditions the streaming 
speed remains subsonic , with a rapid decline after passing through the 
effective nozzle in the region around 1'0. All of these subsonic so lutions 
have been extensively studied by now, and before the existence of a 
continuous wind was verified, C hamberlain (Ref. 6) proposed that the 
corona might be described by the lowest unbound or breeze solution , 
which is a form of evaporation. However, even before good measure­
ments were ava ilable, Parker emphasized the possibility that the corona 

'The evaluat ion of these coefficients is somewhat arb itrary, since the Debye hielding 
modifying the Coulomb potential is generally inserted in an ad hoc manner; all numerical 
work discus ed below uses KT- ;J2 = 7.4 X 10- 7 and 'rJ T- 512 = 1.2 x 10- iii 
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can be described by the critical solution, which attains supersonic speed. 
He showed that the plasma would then flow past the Earth with a speed 
of 300 to 600 km/sec , in accordance with present observations (Paper I). 

mvl (f) 

ISOTHERMAL REGION 

ADIABATIC REGION 

a fO 
f ___ 

Fig. I . Solutions to the momentum and continu ity equations for a model solar 
corona with an iso thermal-adiabatic temperatu re distribution 

In hi s ori gi nal paper, Parker also examined the effects of rotation and 
of the general solar magnetic field , and he pointed out that a particular 
configuration for a rotating magnetic field gives no net electromagnetic 
force on a nearly radial plasma stream. Figure 2 shows explicitly how this 
comes about. I n the frame of the Sun (primed variables) there is no 
electric field, and v'is parallel to B'; both vectors have the garden-hose 
form, because at large distances the corona should not rotate with the 
Sun. I n an inertial frame, £6 no longer vanishes , and v is nearly radial 
(past some co-rotation radius), but B is essentially unchanged. The 
recent measurements of field magnitude and field direction near the Earth 
confirm the general validity of this model (Papers 3 and 6). 

Our main concern now is the question of the origin of the solar wind, 
and one may ask at first just why the solar corona chooses to flow 
continuously in this supersonic mode rather than in any of the subsonic 
ones. Although a completely rigorous answer to this question has not 
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been given (it requires formulation and analysis of an exceedingly com­
plex initial- and boundary-value problem) , many interesting speculations 
based on the equivalent steady-state patterns (and in particular on the 
long-range behavior of the pressure terms) have appeared. However, all 
of these argument depend on the detailed evaluations of the flow 

E' = 0 

(oj 
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Fig. 2. Illustrat ion of the argument for no electromagnetic interaction between a 
spiral magnetic field and a nearly radial plasma stream. (a) Sun frame (b) inertial 

frame 

patterns. Since considerable progress in understanding the steady-state 
energy and momentum balance has been made in recent years, we turn 
first to this aspect of the problem of the wind's origin. 

The Problem of Coronal Heating 
One apparent difficulty with the Parker model was related to the need 

for a large, approximately isothermal region in the corona; it has nevel 
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seemed likely that any solar heat source external to the corona could, 
by itself, maintain a nearly uniform temperature out to 10 or 20 Rs 
(Ref. 7). However, in one of Chamberlain's investigations of the evapora­
tive solutions (Ref. 8), an interesting and suggestive discussion of the 
dynamic energy balance was given. Chamberlain postulated that the solar 
heat source only extends over a thin shell near the base of the corona. 
He studied the velocity and temperature distributions that are determined 
by solving the complete energy and momentum equations in the absence 
of both viscosity and an external heat source. For radial flow, the equa­
tions are (in standard notation): 

dv dp Gnl17Ms nl17v -+ -+---'" 
dr dr ,.2 =0 

2 
GmMs 5 Kr2 dT 

--,-. ---"'+2 kT --c--d-r = constant 

(5) 

(6) 

where p = nk T and the constant c = nvr2. In es ence , the conductive 
heat transport of the Chapm;!n model is combined with Parker's concept 
of finite treaming in order to obtain the dynamic temperature distribution. 

I nspection of these thin-shell equations suggests that, in the lower 
corona, sufficient heat may be transferred by conduction to maintain a 
nearly uniform temperature out to 10 or 20 Rs, even in the presence of 
fast streaming. De Jager (Ref. 9) and Parker (Ref. 10) tried to confirm 
this conjecture using analytic techniques, and Noble and Scarf (Ref. 11) 
investigated it numerically. I n our original numerical treatment, vi cous 
effects were again ignored ; reasonable values for the density, temperature, 
and velocity at I A U were chosen; and the equations were integrated 
inward toward the Sun. The temperature gradient at I A U was varied 
until the value was found that leads smoothly through the transition into 
a subsonic lower corona. 

The theoretical electron-density profile shown in Fig. 3 is the result 
of one of the early integrations of Eq. 5 and 6 for a 10% helium content 
and a 2 X J 06 OK temperature at the base of the corona. The speed at 
1.25 Rs is 9.14 km/sec, the sonic transition occurs near 5 Rs, and the 
speed and density at the Earth are 352 km/sec and 3.4 ions/cm3 , respec­
tively. The parameter A is 2K(To) GMsl17 /kQo(nvr2). 

Reference J 1 lists the articles from which the experimental curves of 
Fig. 3 were taken. Our first numerical prediction obviously differs from 
the experimental ne<r) curves by at least a constant factor, but the general 
agreement in shape already strongly supports the thin-shell conductive­
heating model. Since A - K(To)/n , the profile shown in Fig. 3 clearly 
suggested the need for further integrations with smaller values of A, 

j 
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and these have now been carried out. Before the results are presented , 
however, some comments on the curve labeled "subsonic so lution" are 
in order. Here l1 e' T, and dT/dr at r = 1.25 Rs have been fixed at values 
appropriate for the solar-wind expansion, but v ( 1.25 Rs) has been reduced 

108rT~----------------------------------------' 

\ \~\\y NEWKIRK ( ma x,eq) 

\" 
\ \\_- NEY, ET AL (eq, 1959) 

\\\ 
\\\ 
\\\ 

\ \?\- VON KLUBER (eq, 1952) 

\\h 
\ \\\ 
\\h 
\ \\\ 
\ \ ~~/ VAN DE HULST (max) 
\\\1: 
\\~\./ MICHARD 

\"\\ 
\~VAN DE HULST (min,eq) 

\ \\ 

\~\ 
\ ", 

\ \, 
\ \'-..--- BLACKWELL 

\ \, (min, eq) 
\ \ , 

\ , , , , , , , , , , , 
/ 

/ 

THEORY 
(A = 400, To = 2 X 106 oK 

SOLAR·WIND SOLUTION 

, , , , , , 

3 4 5 6 8 10 

r /Rs 
14 20 

Fig. 3. Experimental and theoretical electron-density profiles: no viscous terms 
are included 

from 9. 14 km/sec to 9.04 km/sec. I n this case, the speed stays very close 
to the critical value up to the crossover (r = 5 Rs), then it drops rapidl y, 
causing the den <; ity to increase. At 20 Rs the subsonic density is about 
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50 times the supersonic one, so that the lack of a sharp knee in the ob­
served coronal-density curve already indicates very strongly that the 
actual expans ion is supersonic. The temperature distributions are essen­
tially the same in the two cases, so that the subsonic pressure is also about 
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TO: 15 X 106 OK FOR A: 100,200 

To: 2 0 X 106 OK FOR A: 400, 600 

r / RS 

Fig. 4. Experimental and theoretical e lectron-density profiles . The theoretical 
curves are fo r different va lues of the parameter A: viscos ity is again neglected 
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50 times greater than the supersonic one at 20 Rs. We shall return to this 
point later. 

Figure 4 shows the results of additional numerical integrations of the 
conductive heating equation (Ref. 12). The A = 100 curve agrees fairly 
well with the observations beyond 2 Rs, but it is clear that below 2 Rs 
the predicted densities are much too low. This immediately suggests that 
an external heat source penetrates the corona to 1.5 to 2.5 Rs, but other 
explanations for this discrepancy are possible (the helium concentration 
may be considerably higher near the chromosphere; the solar gravity 
field may be weakened below 2 Rs by co-rotation effects; and deviations 
from spherical symmetry may be extremely important in this region) . 
Thus it is premature to assign a specific boundary to the heating region 
at this time. 

[I n the supersonic region (r > :; Rs), the computed density curve is 
consistently slightly less than the Blackwell curve. The theoretical curve 
is lowered even more when viscou effects are taken into account. How­
ever, in the discussion it was pointed out by Brandt and others that 
Blackwell now believes that his results should be revised downward , and 
the final theoretical distribution agrees well with recent radio astronomy 
density determinations beyond about 6 Rs (Ref. 13).]2 

Effects of Viscosity 
For radial flow, the full Navier-Stokes equations have the form 

(7) 

and 

mv2 CmM 5 
--- s+-kT 

2 r 2 
Kr2 dT 4 T/r 

(mvl.2)dr-3 (rvl.2) ( 
dv V2) v-- - = constant 
dr r 

(8} 

The vi cous corrections were originally examined because Eq. 5 and 6 
have anomalous solutions [T(oo) > 0 or T(r < 00) = 0] , and it was hoped 
that the steady-state viscosity terms would eliminate these. In fact, it 
soon became evident that, even for extremely small values of T/ /K, 
the T/-dependent terms ultimately overwhelm the conductive one if the 
flow is supersonic (as r ~oo, T/V2 > > KT). A possible physical explanation 
for such a large effect is that, even though viscous dissipation vanishes 
for a completely uniform dilation, radial streaming does not generally 
produce a uniform expansion of the volume element; thus viscous stresses 
are finite. 

t Added in manu cripl 
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Figure 5 illu trates just how the viscous term modifies the streaming 
speed near the Sun. The parameter B is equal to (2'1/ kAI3Km), and the 
curve labeled B == 0 is the A = 200 profile a sociated with Eq. 5 and 6. 
The heavy curve (B = 2.46) is a solution to Eq. 7 and 8, with a viscous 
coefficient appropriate for a 10% helium corona (BIA = 0.0178, for pure 
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Fig. 5. Effects of the viscous term on the streaming speed of the solar wind near 
the Sun . Here A = 200, and B = 2.46 is the appropriate viscous coefficient for a 

10% helium co rona 

25 

hydrogen, and for 10% helium, B must be reduced by a factor of 0.69); 
the T(r) curves are essentially independent of B in this region. If only the 
B == 0 and B = 2.46 curves are examined, Fig. 5 seems to be nonsensical, 
because the viscosity has the apparent effect of speeding up the flow. 
Solutions were computed for other values of B, and they show that if the 
B == 0 curve is ignored, then the vi cous terms do produce a sensible 
decrease in the flow. The B == 0 conductive heati ng case is clearly 
singular, and Fig. 5 illust rates a fact well known to aerodynamicists: 
there is a great difference between fluid flow with an arbitraril y small 
amount of viscos ity and fluid flow with no viscosity at all. 

Treatment olthe Region Beyond 15 Rs 
The viscous energy redistribution has two important effects. First, as 

mentioned above, it brings the computed np(r) curve into excellent 

L __ _ 
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agreement (see footnote I) with observations beyond 2 Rs (for A = 100, 
Tn = 1.5 X I Oli oK and m = 0.621111" or 10% helium). Secondly, it produces 
very steep velocity gradients in the region past 15 Rs, and 'Y)(T) is not well 
defined in rhe presence of such steep velocity gradients . The complete 
expression for the vi scous tensor 7"ij is (Ref. 3): 

(9) 

+ diffusion terms + higher moments, 

where 7"0. i given by Eq. I. Clearly the conventional relation between 
IJ 

stress and strain i only established if the bracketed terms in Eq. 9 can 
be neglected. Thus , the Navier-Stokes equations cannot be justified 
when 'Y)(T) (\/. v) becomes comparable to nkT. Fig. 5 suggests that this 
onset of "slip flow" occurs somewhere between 15 and 20 Rs. 

Various formal correction to the Navier-Stokes equations yield the 
very complex Burnett or 13-moment equations, which are supposed to 
apply in the slip-flow region ; but in practice aerodynamici ts have little 
confidence in their utility (Ref. 14). It i frequently asserted that the 
Navier-Stokes equations are valid well beyond their established limits 
of applicability . We observe that the quantity (AIT) (dTldr) , where A is 
the electron mean free path, is very small long past 15 or 20 Rs, so that 
some kind of fluid flow is maintained even when the transport coeffi­
cients become ill-defined. Moreover , it can be shown that the velocity­
dependent corrections tend to decrease both 'Y) and K. For these reasons 
we tentatively" cut off" both Q and 7" at a breakdown radius r

l 
= 15 to 

20 Rs, and we attach an adiabatic solution to the flow beyond / ' 1' Since 
Eq. 7 and 8 do have other solutions that exhibit adiabatic behavior at 
large distances, it is possible to think of the variations in K and 'Y) as caus­
ing a shift from one branch of the Navier-Stokes solutions to another. 
(However, we have no real justification for abruptly attaching an adiabatic 
curve, and this technique should be considered as a way of obtaining the 
minimum flow speeds.) 

Some velocity and temperature distributions constructed in this way 
are shown in Fig. 6. The best fit to the Blackwell and Erickson data re­
quires T(2 Rs) = 1.5 x 106 OK, v(2 Rs) = 18 km/sec , with r l = 18 to 20 
Rs. For this 10% helium case, where A = 100 and B = 1.26, v(1 AU) = 
300 to 400 km/sec , and n(1 AU) = 5 to 6 ions/cm3

. 

These calculations indicate that the detailed structure of the corona 
and of the wind is well understood in the region 2 Rs < r < 20 Rs, and 
we have a fair degree of confidence in the predictions of outer coronal 
densities and streaming velocities. On the other hand, it is very difficult 
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to anticipate how the thermal or velocity distributions will vary with 
distance from the Sun. 

Velocity Distributions and FieLd Effects 
For the velocity distributions shown in F ig. 6, the mean free paths 

become comparable to the scale heights in the region between 0.25 and 

6 
CUTOFF AT 19.5 Rs 

4 
CUTOFF AT 17.0 RS 

3 

2 

Fig. 6. Effect of cutting off thermal conductiv ity and viscosity (and attaching an 
adiabatic solution) at 17 Rs and 19.5 Rs 

0.5 AU. This would normally mean the onset of free molecular flow , for 
which the concept of temperature is no longer defined - because when 
collisions become too infrequent to restore a statistical velocity distri­
bution, anisotropies associated with the spherical geometry immediately 
become important. 

The true situation is much more complex, and probably much closer 
to a fluid picture, because of the weak magnetic fi eld that is embedded 
in the co ll ision less plasma. I f the anisotropy that develops is such that 
nk(T11-Tl. ) > B2/47T or nkTl. 2/ T II > B2/ 87T (the subscripts refer to motions 
parallel and perpendicular to B), then various magnetoh ydrodynamic 
instabilities are triggered. The magnetic field becomes disordered, and 
particle scattering from the field irregularities then plays the same role 
with respect to the restoration of local equilibrium and thermal isotropy 
as particle-particle scatteri ng normall y does. Parker has argued that this 
mechanism causes the fluid model to be valid very far beyond the limit 
set by the condition AdT/dr = T_ 
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Analysis of solar co mic-ray trapping (Ref. 15 and 16) does suggest 
that a thick, highly-disordered magnetic shell may" start" near 1.5 or 
2.5 AU, and the IMP and Mariner-2 magnetic-fluctuation data (Papers 
3 and 6) show that a moderate amount of disorder exists between 0.7 
and I AU. The approximate equality of nkT and B2/87T seen by Mariner 
(Paper I) also strongly supports the magnetic-binding concept. However, 
the degree to which the field disorder produces local equilibrium is not 
well known, and a residual anisotropy is certainly possible. If it is true 
that T a = 4 T,n then it is clear that the magnetic thermalization is not 
equivalent to collisional thermalization. 

Termination of the Solar Wind 
It seems unlikely that moderate field-induced changes in the distribu­

tion functions could extract a significant amount of streaming energy 
in the outer region, and it is usually a sumed that the solar wind continues 
to coast outward until it is stopped by some external force such as that 
produced by interstellar particles and fields. 

It is formally possible for the wind to "stop itself" by undergoing a 
discontinuous , collisionless shock and becoming a hot plasma with v 
on the order of V., = v'B2/47Tnm = 50 to 100 km/sec at r :;:' I to 2 AU. A 
weak disturbance could pos ibly trigger such a shock. Although tll,~ 

possibility has some very interesting con equences, we feel that it is not 
likely to occur in the idealized de Hoffman-Teller form. The collisionless 
shock is a questionable phenomenon even in an ordered field, and a field 
that is so highly disordered that it binds the collisionless plasma into a 
fluid should play no other major role in the energy-momentum balance. 

Some weak evidence supports the contention that the solar wind flows 
out at lea t as far a 5 AU; radio-noise emission from Jupiter (Ref. 17) and 
activity of comet Schwassmann-Wachmann (Ref. 18) display correla­
tions with solar activity, with time delays consistent with the solar-wind 
velocity. This distance is not unreasonable, because the interstellar 
medium is so dilute (n - I atom/cm3

, T = 100oK, p = 10- 14 dyne/cm3
) 

that a dynamic pres ure balance gives a minimum stopping distance on 
the order of 50 AU. The most likely stopping mechanism would then 
involve fast proton charge exchange with interstellar hydrogen (Ref. 19), 
or as Parker noted, interaction with cosmic rays (Paper 12). 

Subsonic or Supersonic? 
The concept of a dynamic pressure balance again brings up the question 

of the origin and stabilization of the olar wind. Although p (interstellar) 
= n(mv2 + kT) can only be sati fied by the solar-wind solution for 
r :;:. 50 AU, the corresponding pressure balance for any of the subsonic 
solutions requires a much greater radius because of the much greater 
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den ity (see Fig. 3). Parker (Ref. 1) noted this disparity and proposed 
that, since the corona expands into a near vacuum, the streaming that 
yields the lowest pressure at any given radius (the solar-wind solution) 
must ultimately be obtained. This implies that any star that possesses a 
suitable atmosphere (thermal and streaming speeds at the base less than 
the escape velocity, density high enough to ensure continuum flow , 

. temperature high enough to produce significant conduction) and a general 
magnetic field (to allow magnetic coupling to take over when the mean 
free paths become long) will ultimately develop a solar wind. 

It is very difficult to comment on the strength of this pressure argument, 
since certain assumptions about the "initial" conditions surrounding 
the Sun must be made. All steady-state solutions, both subsonic and 
supersonic, satisfy the requirements of energy and momentum conserva­
tion, and in every case the pressure ultimately decreases enough to 
produce a steady-state balance. Very severe self-consistency difficulties 
are already encountered when one tries to construct the subsonic analogue 
of Parker's piral field: the spiral wraps up, 7 X B becomes large, the 
nonradial currents become significant, and Ohm's law is not trivially 
satisfied. This appears to preclude any steady, subsonic flow (Ref. 20) 
for a rotating magnetic star such as the Sun. I believe that pressure 
arguments are less important, since at the onset of a possible disordered 
magnetic shell (say L BIB = I near 2.5 AU), the dynamic wind pressure 
is still at least three to four orders of magnitude greater than the inter­
stellar hydrostatic pressure; during the course of the wind's remaining 
journey of at least 45 A U to the hypothetical stopping region , complex 
non-equilibrium phenomena may develop and obscure the flow and the 
interaction . It is difficult to conceive a magnetic disordering that binds 
such a dilute plasma (n = 10-:1 particle/cm3 at 50 A U) into a genuine fluid 
over such a huge range (L r = 50 AU). Nevertheless, it does eem likely 
that even if magnetic forces were unimportant, a "minimum pressure" 
principle could operate in a stochastic sense. That is, the conditions at 
the coronal base are constantly changing, and after a very long time, one 
would expect that the effect of all large-scale and small-scale fluctuations 
in n, T, U, and B would be to establ ish the mean flow that corresponds to 
the lowest asymptotic pressure. From another point of view, the range of 
possible flow patterns is limited, because any strong blast wave could 
trigger the wind (Ref. I 1) . 

Stability of Flow 
A related question concerns the stability of the fast expansion once it 

has been set up. As we have seen, if T, dTldr, and 11 at 2 Rs are fixed at 
the critical values and v(2 Rs) is lowered by I %, then the fluid remains 
on the subsonic branch, and just beyond 5 Rs the steady-state streaming 
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speed becomes very sma ll compared to wind speeds. It takes a bout a day 
for the front to reach 5 Rs and learn that it is supposed to be subsonic, 
and it is inconceivable that 1 % fluctuations in v(2 Rs) are rare during 
such time scales. It is c lear that some stabilizing force must continuously 
be effective; the strong viscous and electromagnetic forces probably 
account completely for this loca l stabilization by accelerating a ny lower­
velocity front up to the ambient value in the region of the supersonic 
crossove r (Ref. I I). However, further s tudy of the time-dependent 
problem is needed before these questions of the origin, sta bility, and 
termination of the wind are completely settled to the satisfaction of all. 
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DIS CUSS ION OF SCARF PAPER 

LUST: I n hi s calculation of electron den ities from the observed zodiacal-light 
intensity , shouldn't Blackwell have taken the streaming of the plasma into account? 
I was wondering whether his density distributions might be in error. 
ATHA Y: I don 't believe that is the case. The question of streaming vs . hydro­
static equilibrium does not enter into the calculation. The scattering brightness 
alone implies a density. 
ZIRIN: The method used for the reduction is to take the observed brightness 
distribution in the corona, and relate it to density by using an integral equation. 
The equation involves an assumed density model in the Baumbach form , in which 
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the density eq uals something times 1"1, plus a term times r7, and so forth. But as 
Dr. Athay said , I don't believe there is any assu mption of hydrostatk cqu{;lpbrium 
in these models. 
DEUTSCH: Can you say anything about the sca ling properties in the region 
where the flow is approximatel y ad iabatic? [s the flo w relatively insensitive to 
the temperature or to the density? Do you expect this same model to apply, let 
us say, to the flows at large di stances from other stars? 
SCARF: I would not want to make any such statement, because I think that the 
dependence of the asy mptotic flow on surface conditions is extremely nonlinear 
and complex. I n the problem I disclIssed, there are several special considerations 
that may not apply in another case. First, the escape velocity is less than the 
thermal speed , which in turn is less than the streaming speed - the e conditions 
may not be true for another star. Secondly, because the base temperature i so 
high, the solar conductive energy transport is large throughout the lower corona, 
and th is causes the sonic transition to occur; if the temperature drops very rapid ly 
with the distance, the pressure gradients may not yield a wind a t a ll. Furthermore, 
the star's density must be high enough to make thi s transition occur where the 
pIa rna still behaves like a fluid . If the transi tion occurs out in the exosphere, 
where co llisions a re negligible , then we don 't have to worry about it. We have 
thought of trying to apply our techniques to another star, but we were always 
baffled because we didn't have enough data concerning surface conditions. 
DEUTSCH: I fully agree with your comments a bout considerations closer in. 
But do stell ar winds ge nerall y approximate adi abatic flows at greater distances? 
SCARF: Yes, [ think that, in general, the thermal conductivity and the viscosity 
must be cut off, e ither because of the velocity-dependent effects or because of the 
magnetic fields. The magnetic fields inhibit both of these coefficients, which is 
another reason for goi ng to the adi abati c solution. I believe that ultimately the 
ad iabatic so lutio n becomes the dominant one. 
LUST: Would you further ex plain your· las t point, where you said that you were 
not convinced by the reasoning of Dr. Parker and others when they concluded 
that there are no po sib le subsonic so lar-wind o lutions? 
SCARF: I think that we have to di stingui sh between two poss ibili ties here. [f the 
star rotates and has a relatively strong magnetic field, as the Sun does, then [ agree 
that the lowest-pressure or so la r-wind solution is an inevitable final "t<He. I think 
that thi is basically so because it appears to be impossible to atisfy TV x B = j 
and F = e(E + v X B) = 0 for both protons and e lectrons when the fi e ld is strong and 
wrapped up into a c lose, tight spira l. However, thi s configuration would be 
required in the ca e of subsonic fl ow, si nce vCr) would then become very mall 
compared to Dr in a region where the field is still capable of exerting strong 
forces [ ay r = (7 to 10) Rsl. On the other hand , for a hypothetical non-magnetic, 
non-rotating star, the only properties that di st ingui h the various steady- tate 
flow patterns are those that involve the pressures and pressure gradients at large 
distances. It is true that even the" subso nic" so lutions with a finite energy flux 
ultimately become supersonic , because the equivalent fluid temperature formally 
decreases at la rge distances, and in this sense a supersonic wi nd i still generally 
inevitable. However, this very distant" trans ition" must occur far beyond the 
limit of true fluid behavior, and it is not really accurate to describe such a pattern 
as a solar wi nd . Acco rdingly, I labe led this as a "subso nic" so lu tion in Fig. 3, 
Paper 13, and the question in my mind has to do with the possibility that such a 
distribution may be meaningful for a hypothetica l star. It i true that this is not the 
lowest-pressure solutio n, nor the most stable so lution , but we have no rigorous 
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ideas about the time scale for the formation ofa conventional wind; 01 think that 
we cgf,>not rule out this type of solution. 
EDITORS' COMMENT: A discussion then took place among several people 
concerning the detailed manner in which the solar wind" chose" one of several 
competing solutions to the governing equations. The situation was summarized 
and clarified by Dr. Parker. 
PARKER: I f you specify the flow velocity down near the surface of the Sun by 
ju t arbitrari Iy pulling a number out of a hat, in general you will not find a solution 
that will apply from the Sun out to infinity. Solutions for a given temperature tend 
to terminate, and unle s you pick exactly the right solution, you get stuck in some 
way. However, you shouldn't worry about thi , because the conditions at the 
critical point determine the whole flow pattern. Ju t let the flow eek its own 
equilibrium and it will automatically climb onto the critical solution. As Axford 
said: when you turn on ajet engine you think, "Gosh, it's a fluid: are there ways 
for it to anticipate the olution out in the adiabatic region?" Well, I uspect there 
are. Scalf has already pointed out that we were arguing about exactly the same 
point some years ago. 
EDITORS' COMMENT: Dr. Petschek suggested that in the collision less outer 
corona, microscopic plasma instabilities might be more important than the hydro­
magnetic instabilities di cussed by Scalf. He also noted that the fluctuation do 
more than maintain fluid-like flow, and he sugge ted that it should be possible to 
define transport coefficients a socia ted with these effects. 
SCARF: We should really include magnetic effects at the beginning of the analy-
is. However, I don't know what the thermal conductivity or the viscosity would 

be. They would certainly not have the coefficients associated with long-range 
Coulomb collisions. Particles can influence each other by scattering from the 
field irregularitie , and this scattering must certainly mean that some energy 
transfer (thermal transfer) is possible. But a far as I know, it i not yet possible 
to write equations, or transport coefficients, describing this behavior. 
ZIRIN: Let me mention a point that is important to discussions of the corona. 
Some of you may be aware of a discrepancy that has bothered olar physicists 
for many years, namely: the difference between the coronal temperature as mea­
sured from Doppler line-broadening, and the coronal temperature as indicated by 
ionization-balance calculation . 

Much to everybody's joy, Dr. Alan Burgess of London has recently pointed 
out' that the proces of dielectronic recombination, under coronal condition, has 
a coefficient that is larger by a factor of about 20 than the coefficient of radiative 
recombination. The observed ionization balance can now be said to correspond 
to a much higher temperature-about 1.5 million deg-which agrees with the 
Doppler temperature. Other calculations have been made by Jefferies in Boulder, 
and Trefftz in Munich, with roughly the same results. 

For those of you who are not familiar with the process of dielectronic recom­
bination, the capture of an electron by an ion may result in either the emis ion of 
a photon or the excitation of the ion to a higher state. I n the latter case, the cap­
tured electron gives up some of its energy to one of the bound electron . The 
resulting doubly-excited state of the next lower ion then decays by ordinary 
photon emission. 

I Burge~s, Alall,A.I'lropilvsic(I/ jO{(l'//u/139, 776 (1964) 
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CHAPTER XIV 

EFFECTS OF DIFFUSION ON 
THE COMPOSITION OF THE SOLAR 

CORONA AND THE SOLAR WIND 

J. R. JOKIPII 1 

California Institute of Technology, Pasadena, California. 

THIS report summarizes an investigation into the effects of radial diffusion 
in the solar corona and the solar wind. The existence of a solar wind with 
a flux of 3 x l 08 protons/cm2 sec at 1 AU has been assumed, and a 
kinematic description of the effects of diffusion has been obtained. The 
effects on the dynamics of the solar wind have not been investigated. 
Some aspects of the latter problem have been discussed by E. N. Parker 
at the Cloudcroft Symposium (Ref. 1). 

This work was initially motivated by the fact that the Mariner-2 plasma 
data consistently indicated a ratio of alpha particles to protons substan­
tially less than the accepted solar value of 0.1. The present investigation 
indicates that radial diffusion in the corona can cause a substantial 
decrease in the abundance of alpha particles and other heavy ions in the 
solar wind. Also, these abundances may be substantially increased in 
the lower corona. In other words, the solar wind leaves these ions behind 
in the lower corona, tending to increase their coronal abundance and to 
decrease their solar-wind abundance. 

In order to obtain a quantitative estimate of this settling out, a simple 
but hopefully quite general model has been developed. The corona flows 
outward to form the solar wind. No matter what the precise details of the 
flow are, it should be statistically time-independent if averaged over times 
that are long when compared with random coronal fluctuations. Thus for 
a given element, the equation of continuity reads: nvr2a(r) = constant, 
where a(r) is a measure of the departure from spherical symmetry, and 
n ami L' are time-averaged particle density and radial velocity respectively. 
Dividing the continuity equation for element A by that for protons , one 
obtains 

(I) 
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Obviously, if the term in brackets is different from unity, we lxpect 
changes in the abundance of element A relative to protons. Note that 
Eq. 1 does not require the flow to be spherically symmetric. 

Now, how does one compute the ratios of velocities in Eq. I? Since 
the mean free paths in the corona are small, the gas dynamic diffusion 
equations are called for. The following discussion will be limited to alpha 
particles , but similar results have been obtained for heavier ions. 

Assume the magnetic field to be nearly radial. The coronal gas is 
essentially a ternary mixture of protons, alpha particles , and electrons, 
and the radial component of the diffusion equation can be written in the 
form 

,.2 T d (VII)J 
+h(na /I1,,) R2 I 

s I - (VI)/V"i I r v" 
(2) 

The three terms on the right correspond to pressure, thermal, and con­
centration diffusions; and J, g, and h are slowly varying functions of 
na/n". If pherical symmetry i introduced here , n"v"r2 = constant and 
has a value that can be obtained from the M ariller data. The dependence 
of vJ)/v" on na/n", T, a nd dT/d,. can then be determined from Eq. 2 a nd is 
shown in Fig. 1 for na/np = 0.1. It is immediately apparent that the 
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Fig. I . Relative diffusion velocity of a lpha particles and protons as a function of 
temperature for a so lar-wind proton flu x 1l"V" = 3x 10"/cm" ec at I A U and 

for /J a /Il" = 0.1 

diffu sion velocity VII can be an appreciab le fraction of the proton velocity 
in the corona. The curves a lso illustrate the small dependence on the 
coronal temperature gradient. 
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Fig. 2. (a) Radial temperature variation assumed for the calculations, (b) calcu­
lated relative diffusion velocity as a fu nction of height above the photosphere, and 
(c) calculated relative alpha-particle abundance as a function of height above the 
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The validity of Eq. 2 in the outer solar wind is perhaps questionable. 
However, it seems reasonable to assume that the diffusion velocity goes 
to zero for large r, either because Eq. 2 is valid and the temperature falls, 
or because tangled magnetic fields prevent diffusion. 

Equations 1 and 2 can now be used to compute na/n as a function of 
II 

radius. The results for the typical temperature profile shown in Fig. 2a 
are sketched in Fig. 2b and 2c. Here a photospheric value of 0.1 for 
na/nll has been assumed, although simiiar behavior is expected for other 
values. As we go outward, the large temperature gradient in the chromo­
sphere forces VII/VJI to be negative and decreases 11",/ 11/1 slightly. In the 
corona, the temperature is very high and l1a/l1p is increased. Finally, at 
larger r, l1a//l/l returns to 0.1. This behavior of /la/ l1J1 is indicated by the 
solid line in Fig. 2c. 

At this point, it is desirable to put more physics into the problem. The 
layer of large alpha-particle abundance is unstable and tends to mix with 
the lower regions. That is, the regions with large alpha-particle abundance 
tend to sink because of their higher density. This mixing tends to keep 
l1a/np - 0.1 in the corona. If the mixing were perfect, the run of na/l1p with 
r would be given by the dotted line in Fig. 2c. The actual behavior of 
l1a/np probably falls somewhere between the dotted and solid curves in 
Fig. 2c. That is, mixing will occur, but it will probably not be sufficient 
to keep na/nJ) precisely at its photospheric value. Thus we may have both 
an increase in the concentration of alpha particles (and hence, other 
heavy ions) in the solar corona, and a decrease in the solar wind. 

It should be emphasized that these results are for average values only, 
and fluctuations in time are to be expected. The Mariner data apparently 
do indicate the presence of such fluctuations. 

I am grateful to Prof. Leverett Davis, Jr. , for initially drawing my 
attention to this problem and for many helpful discussions. 
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DISCUSSIO OF JOKIPII PAPER 

ATHAY: It hould be kept in mind that our main information about helium abun­
dance in the Sun comes from the spectra of prominences which condense out of 
the corona and from the spectrum of the chromo phere. We get the same abun­
dance for the chromosphere as for the corona. Another point is that other dynamic 
proces es may be much more important than diffusion. Spicules feed matter into 
the lower corona at such a rate that the entire corona could be replaced in an 
hour's time. Similarly, the matter flowing downward in prominences could 
completely siphon the coronal material in ahout 10 hours' time. 
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DAVIS: I think it is very desirable to have the corona stirred by processes other 
than the overturning due to the separatio~. Such processe help provide the well-
tirred lower part of the model. If, however, your stirring continues so high ~nto 

the outer layers that you stir clear through the diffusion level, then you wouldn't 
end up with a lower den ity of heavy ions in the olar wind. 
ZIRIN: One question which has been of great interest lately is the upposed 
difference between the abundance of iron in the corona and the abundance in the 
photosphere. The determinations of iron abundance in the corona give a much 
higher value than does the curve-oF-growth analysis of the photospheric spectrum. 
JOKIPII: What I regard as a very interesting part of this calculation is that in it 
we have a mechanism that may be responsible for the high iron concentration in 
the corona. The same mechanism may al 0 reduce the solar-wind concentrations. 
GOLD: Any significant separation of ions occurring in the corona would provide 
a means for determining the source of ga on anyone occasion .. 1 believe it 
likely that the gas sometimes comes from very low in the solar atmosphere and 
ometimes comes from higher coronal region, It would be nice to be able to 

determine the ource of any single lot of gas by making mea urements with a 
space probe. Perhaps by measuring the alpha-proton ratio, or any other ion ratio, 
we could establish the characteristic abundance in plasma from flare outbursts or 
from M regions, It is well worth looking for such a distinction in the data. 
JOKIPII: I agree. This gives us, in effect, a probe of the corona. If we can mea­
sure the abundances accurately, we can get a better picture of condition in the 
corona. 
PARKER: There is evidence, as many people have pointed out,' that the ratio of 
the element in the energetic solar particles, from helium on up, is remarkably 
constant from one event to another, suggesting very strongly that you are seeing 
the true solar abundance. 
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CHAPTER XV N66. 3. B. 9. B 1. 
RECONNECTION AND ANNIHILATION OF 

MAGNETIC FIELDS 

H. E. PETSCHEK 

A vco-Everett Research Laboratory. Everett, Massachusetts 

I SHOULD like to discuss a rather idealized plasma configuration in which 
two adjacent magnetic-field regions have oppositely directed field lines. 
The problem is to determine the velocity at which these field lines 
approach each other and become reconnected. This problem is obviously 
closely related to the question of detachment of the field lines from the 
solar surface. However, the details of the application of this analysis to 
the solar problem have not been worked out. 

Parker and Sweet (Ref. I) have made an analysis in which the approach 
velocity turns out to equal the Alfven speed divided by the square root 
of the magnetic Reynolds number. For any reasonable solar-plasma con­
ductivity, and for a reasonable length scale of the configuration parallel 
to the boundary, the magnetic Rey~ol(js l'lumber is very large. Thus the 
velocity is a very small fraction of the Alfven speed. 

The present analysis, which involves plasma-wave phenomena, 
indicates that the velocity for approaching field lines is roughly equal to 
the Alfven speed divided by the logarithm of the magnetic Reynolds num­
ber. 1 Since logarithms rarely exceed about ten , the velocity turns out to 
be about one tenth of the Alfven speed. In other words, I propose that 
the process for bringing the field lines together is much more rapid, and 
that the approach velocities are not too different from the expected 
fluid-flow velocities involved. 

Diffusion Model 
The picture suggested by Parker and Sweet is shown in Fig. I , which 

also shows relevant equations. In this model, the fluid flows into the 
boundary between the two opposing magnetic field s at velocity li x o, 

and then flows along the boundary at velocity v. To find the steady state , 
they match the rate at which the magnetic field diffuses outward through 

I For a more detailed discussion of some aspects of this a na lysis , see Ref. 2 
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the fluid to the rate at which the fluid moves into the boundary. The diffu­
sion velocity of the field is roughly c2/47Tf:r8, where 28 is the width of the 
boundary region. Eliminating 8 by means of the continuity equation, and 
noting that Bernoulli 's law for this configuration implies that the fluid 
velocity along the boundary is roughly equal to the Alfven speed, they 
come up with the result: Mo = UXO /VA = 1/ Rill· 

8" =0 
Jz = uEz 8 

-u"o yo 
VxE =O-Ez = C 

4"'~ 
-C(28l=28yo 

• u c 2 

•• XD = 4."..0-8 

u "0 L = v8 8 2 
J.. pv2 = P-P. = ~ = J..pvi 
2 0 8.". 2 ~ 

UJIO r7 I 
:.Mo = Vi" OJ ~ = Pm 

2L 

Fig. I. Parker-Sweet model for field collapse at a neutral point 

This analysis, however, overlooks the fact that there is a wave­
propagation mecbanism that can produce the final field configuration from 
the initial one. By a wave-propagation mechanism, I mean a steady-flow 
configuration in which there are standing ·waves, in the same sense that 
the magnetosphere's bow shock is a standing wave in the plasma flow; 
that is , the wave propagates relative to the fluid, but remains stationary in 
a coordinate system that is stationary with respect to the magnetosphere. 
The wave-propagation speed is independent of the electric conductivity 
in the medium. If the reconnection can be accomplished principally by 
means of waves, the reconnection rate will be significantly increased and 
be much less dependent on the value of the conductivity. 

Plasma Waves 
Let me briefly mention the wave modes that can exist in the plasma. 

If you write the hydro magnetic equations and ask for the linear wave 
propagation speeds at various angles to the magnetic field, you get the 
result shown in Fig. 2. The outer circle represents a "fast" wave, which is 
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the most familiar to us and which travels at roughly the same velocity in 
all directions; the velocity is of the order of either the speed of sound or 
the Alfven speed, depending on the relative magnitudes of the magnetic 
and particle pressures. There are also intermediate waves and slow waves. 
(I believe the intermediate waves are really the ones that Alfven dis­
cussed first.) You will notice that the intermediate and slow waves do 

8 

INTERMEDIATE 

Fig. 2. Wave-propagation speeds at various angles to a magnetic field. The wave 
speed is proportional to the distance from the origin 

not propagate at all in a direction normal to the magnetic field; that is, 
when the waves are precisely normal to the field, their propagation 
velocities go to zero. However, if we assume a small component of the 
magnetic field to be normal to the boundary-and such a component 
exists even in Parker's pictures - then these two waves will have small 
but finite propagation velocities. 

Standing Wave Configuration 
Now, let's see if we can construct a picture in which a combination of 

these waves leads to a change in field direction. Let's take the particular 



224 H. E. PETSCHEK 

case in which the particle density is the same on both sides of the boun­
dary. (A difference in particle densities means only that slightly different 
waves are required, and thus affects only the details of the picture.) A 
conceivable magnetic-field and wave configuration is shown in Fig. 3. We 
will examine this picture for self-consistency. Initially we will ignore the 
region in the immediate vicinity of the neutral point, where we will find 
later that the wave solution must be matched to a diffusion solution in 
order to avoid a singularity. Figure 3 shows a symmetrical picture with 
two waves propagating away from the boundary. At the wave fronts, 
there is a sharp change in field direction and a corresponding sudden 
change in flow velocity along the boundary; that is, the region between 
the waves contains fluid moving rapidly in the y direction and has a 
magnetic field that is only in the x direction. 

If y is distance measured along the boundary , and 0 is the half-thickness 
of the boundary layer, then the conservation-of-mass requirement leads 
to the relation 

li xoY = vo (1) 

where we have assumed that the density between the waves is the same 
as it is outside of them. (Compressibility does not significantly alter the 
rate of connection.) 

The momentum equation in the y direclion may be written as 

(2) 

where Bx is the x component of the magnetic field within the boundary 
layer. Equation 2 has equated the rate of change of momentum flux within 
the boundary layer to the magnetic forces. The pressure-gradient term 
is omitted, since the pressure within the boundary layer is independent 
of y. The drop in pressure to the ambient pressure, which was considered 
in the previous analysis , would actually occur somewhere near the end of 
the boundary. Equations 1 and 2 may be combined in the form 

2 d (y2) 
M" dy 8' =-bx 13) 

where we have introduced the notations bx = Bx/Bvo and Mo = UXO /VA. At 
appreciable distances from the neutral point we expect wave propagation 
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to be dominant. I n this case, by equating the velocity of fluid flowing into 
the boundary layer with the wave-propagation speed, we get 

(4) 

It is important to remember that the wave propagation speed depends 
only on the normal component of the magnetic field , not on the magnitude 
of the field. The absolute value of bx is required in Eq. 4, because a wave 

r- 28 -j 
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x 

Fig. 3. Standing-wave patterns associated with Row into a neutral point 
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can propagate in either direction along the magnetic field. For a flow that 
is only slightly distorted from a uniform flow, this equation requires that 
Ibor l be constant along the boundary layer. The combination of Eq. 3 and 
4 thus gives 

(5) 

which indicates that the thickness of the boundary layer increases linearly 
withy. 

Diffusion Region 
Since the X-type neutral point requires that b or be an odd function 

of y, the constancy of Iborl implies a discontinuous jump of b or at the neutral 
point , which is, of course, unreasonable. Thus , near the neutral point the 
wave picture breaks down , and diffusion must be considered. 

If wave propagation is neglected entirely in the diffusion region, then 
Parker's analysis applies within this region. The height of the diffusion 
region , 2y*, is small, however, compared to the total length of the 
boundary region , 2L. If L is replaced by y*, the bottom equation in Fig. 1 
then determines a consistent value of y* for a given approach velocity 
Uoro of the magnetic field lines. It is easy to check that, within a factor of 
two, the diffusion-region solution and the wave-region solution match 
according to two other related criteria: (a) the thicknesses of the boun­
dary as determined by the diffusion (Fig. 1) and wave-region (Eq. 5) 
analyses are equal at y = y*; and (b) the value of bx ri es linearly within 
the diffusion region , and at y = y* it reaches M 0' which is the value 
required by the wave-region analysis (Eq. 4). 

External Flow Field 
Combining the wave and diffusion regions , the picture developed thus 

far describes conditions in the boundary region for arbitrary values of the 
incoming flow velocity. Included in these conditions is the requirement 
for a particular variation of the normal component of the magnetic field, b or' 
We must now determine whether this required bx is consistent with a flow 
pattern in the region external to the boundary. Obviously, the require­
ment that field lines go through the boundary results in a bowing of the 
field lines towards the neutral point as illustrated in Fig. 3. Since there 
aren't any strong currents in the external region, and since we are dealing 
with a high-conductivity medium, the external flow can be treated as an 
infinite-conductivity medium - neglecting joule diss ipation . Furthermore, 
since the field lines must be bent only slightly , the external flow will be 
only slightly distorted from a uniform flow towards the boundary , and it 
may be treated as a linear perturbation on such a uniform flow. It can be 
easily verified that for an incompressible flow. both the flow and the mag-
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netic field are solutions of Laplace's equation to first order in such an ex­
pansion. At the opposite limit of vanishing gas pressure as compared to 
magnetic pressure, the magnetic field is still a solution of Laplace's equa­
tion , since in this case the flow can not tolerate significantj X B forces . The 
appropriate solution of Laplace's equation is determined by the condition 
that the normal component of magnetic field is given by Eq. 4 for Iyl > y* 
and varies linearly between -y* and y*. The largest change in magnetic 
field in the external flow will occur near the neutral point, just outside the 
diffusion portion of the boundary. Evaluating the change in magnetic 
field at this point by the method indicated above, we find 

D.Bv 2Moln(Rm) 
--=-- - ---
Byo 1T 

(6) 

Limiting Flow Velocity 
The above analysis defines the flow field in terms of the rate of approach 

of field lines, M 0' and it would appear to be valid for a range of values of 
Mo. This is quite reasonable , since one can imagine cases where the flow 
velocity is limited by external conditions to a value lower than the rate at 
which reconnection is allowed to occur at the neutral point. For the 
present discussion, we are interested in the limiting rate determined by 
reconnection at the neutral point in the absence of external restraints. In 
other words , we must ask whether there is a limiting value of M o above 
which the flow cannot exist. 

Equation 6, taken at face value, would imply a change in sign of By for 
sufficiently large values of M o. We must remember, however, that in both 
the external flow and the boundary, we assumed that M uI B yo ~ 1. The 
analysis is therefore not valid above some value of Mo. We can determine 
roughly whether the nonlinear terms in this expansion tend to limit the 
flow. The flow rate through the diffusion region is proportional to the 
Alfven speed and therefore to the magnetic-field strength just outside of 
the diffusion region. Since VA decreases as Mo increases, we may expect 
that the process does indeed limit itself when D.Blli B uo becomes signifi­
cant. An accurate determination of the limit would require a much more 
sophisticated analysis. However, a reasonable approximation should be 
obtained if one simply estimates that the nonlinear terms become im­
portant and limit the flow when D.B uI B YO = t. Substituting this value in 
Eq. 6, we find for the limiting reconnection rate 

1T 

Mo(max) = 4ln(Rm) (7) 

As indicated in the introduction, this result shows that the velocity at 
which field lines cross the boundary and reconnect decreases only 
logarithmically with increasing magnetic Reynolds number, and that 
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even for extreme conductivities and length scales, this velocity will 
therefore still be of the order of one tenth of the Alfven speed. 
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The Solar Wind as a Fluid 
To discuss the flow of the solar wind past the magnetosphere as a fluid 

flow is quite appropriate. This might at first seem surprising, since the 
collision mean free path in the interplanetary medium near the Earth is 
of the order of I AU . However, the casual notion that the mean free path 
is the characteristic scale that determines whether or not the medium 
exhibits fluid behavior is rather misleading. 

Let us consider two extreme cases of flow past an obstacle. First, for 
the case of Newtonian flow, the individual particles of the gas move quite 
independently, and if they happen to run into the obstacle, they bounce 
off. The particles individually strike the obstacle because they do not 
know any better; that is, they have not been warned of the presence of 
the obstacle in their path, so they cannot take any evasive action. In the 
second case, where the gas behaves as a fluid, the particles do take 
evasive action; most of them, in fact, manage to avoid hitting the obstacle 
and instead flow around it. Somehow the particles have received informa­
tion concerning the presence of the obstacle and have acted upon it. A 
fluid may therefore be described as an educated gas. It is not necessary 
to refer to collisions in this discussion; rather, the key is information. The 
situation is somewhat analogous to traffic flow. When a stream of auto­
mobiles approaches a signal light that suddenly turns red, the first car 
will stop, then the next car, and so on; the information is passed from the 
signal to successive cars without the necessity for collisions (Ref. I). 

How is information distributed in a fluid? In effect, it is propagated by 
waves. Thus an obstacle in the flow attempts to generate a spectrum of 
waves, which is peaked at a wavelength comparable to some typical 
dimension of the obstacle. If most of the wave spectrum thus generated 
can propagate, and if the particles can receive the information carried 
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by the waves and act accordingly, then the particles behave as a continu­
ous fluid: otherwise they behave in the Newtonian fashion. 

Consider the case of a baseball moving through air, where the only 
propagating wave mode is the acoustic wave. The baseball generates 
a pre sure field around itself. This pressure field can be regarded as a 
field of" virtual" phonon that impart information to the oncoming air 
molecules in the manner we have described, causing the air molecules to 
flow around the baseball without necessarily impinging on it. However, 
ound waves are heavily damped if their wavelength is comparable to or 

less than the collision mean free path; hence, the shorter wavelengths in 
the virtual phonon spectrum are absent. If the air is so rare that the mean 
free path is greater than the dimensions of the baseball, then most of the 
spectrum is missing and very little information concerning the presence 
of the baseball is imparted to the air, which therefore behaves as a 
Newtonian flow. 

I n a plasma, it is not necessary to depend on ordinary sound waves 
to carry information , and the mean free path no longer plays a vital role. 
As long as waves are available in the appropriate part of the spectrum and 
can propagate without being severely damped, the medium will behave as 
a continuous fluid. An immense variety of waves can propagate in a 
collision-free plasma, and it is not clear at what point the transition to 
the Newtonian condition takes place. One might expect some degree of 
fluid-like behavior to persist even when the characteristic dimension of 
an obstacle approaches the Debye length; it is certainly safe to assume 
that the plasma behaves like a fluid if the obstacle size is greater than the 
ion Larmor radius. I n the case of the interplanetary medium near the Earth, 
the ion Larmor radius i at most about 103 km and the Debye length is 
about 10m. Thus, since the width of the magnetosphere is about 105 km, 
we must consider that the flow of the solar wind past the magnetosphere 
correspond to the flow of a continuous fluid. 

Supersonic Flow and Shock Waves 
A plasma is a dispersive medium, and as a result, the transport of infor­

mation can be quite complicated. I n order to decide whether a flow is to 
be considered supersonic or subsonic, I suggest that one compare the 
flow velocity with the phase velocity of the waves th::lt carry most of the 
information (those with wavelengths comparable to the body size). Thus, 
for the case of the solar wind and the magnetosphere, where the important 
waves are the magnetoacoustic waves, we form an effective Mach number 
by taking the ratio of the solar-wind velocity v to the phase velocity of 
fast-mode magnetoacoustic waves. The phase velocity is given by 
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where VA is the Alfven speed and Vs is the sound speed in the inter­
planetary medium. Since V.~. and V.I are probably comparable, and v is of 
the order of 5 to 10 VII (Ref. 2), it i clear that the solar wind should be 
considered supersonic as far as the magnetosphere is concerned. How­
ever, the solar wind could appear to be subsonic for objects much smaller 
than the magnetosphere. 

While the solar wind remains supersonic, the magnetosphere cannot 
make its presence felt upstream; and in order to make the solar wind flow 
around the magnetosphere, something drastic mu t be done. I n fact, a 
shock wave is set up on the upstream side of the magnetosphere, thus 
producing a ubsonic flow. The shock wave is a collision-free one, and its 
thickness is expected to be of the order of the proton Larmor radius 
(Ref. 3), which we have already noted is small compared to the size of the 
magnetosphere. 

The characteristics of collision-free shocks are known only in a sketchy 
fashion, and the magnetosphere shock is the first example to be probed 
successfully. Various theories suggest that the shock should have a 
turbulent structure and that wave-wave scattering is perhaps the main 
cause of dissipation; furthermore, the region downstream should appear 
quite turbulent and irregular. Perhaps the best analogy to a collision-free 
shock in a plasma is a hydraulic jump or bore on the surface of water, 
where these features are quite clearly evident. 

Wave-wave interactions in the shock can lead to the production of 
waves with such short wavelengths that they can propagate upstream 
against the solar wind; fast particles (presumably mostly electrons) 
produced as a result of the turbulence can also propagate upstream. Due 
to the escape of these fast particles and waves, information concerning 
the state of the fluid prior to the shock transition is lost, and thi loss 
contributes to the irreversibility of the phenomenon. The loss of informa­
tion is equivalent to an increase of entropy. 

Observations to date are in excellent agreement with all of these ideas; 
however, since the magnetosphere shock is the best example of a collision­
free shock that we have available, it is extremely important that it be 
examined in greater detail with regard to the spectra of both the particles 
and the waves. The high-frequency waves might be especially interesting, 
and we might expect the shocked region to be "luminous" in the sense 
that such waves are continually emitted and move upstream -just as 
luminescence occurs as a result of collisions in the gas surrounding a 
re-entering missile, or in an ordinary shock tube. 

The observed stand-off distance of the shock from the magnetosphere 
boundary should be compared only cautiously with theoretical predic­
tions; for not only do the calculated distances require a knowledge of the 
radii of curvature of the boundary and a knowledge of the ratio of specific 
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heats, but they do not take into account a possible hydromagnetic effect 
resulting from field lines being" hung up" (draped around the front of the 
magnetosphere) and thus adding to the effective size of the magnet9sphere. 
It seems sufficient to say that the observed position of the shock at a 
distance of typically 13 to 14 RE is a reasonable one. 

The Shape of the Magnetosph~re 
Rather surprisingly, the magnetosphere has not changed a great deal in 

the last 30 years, since Chapman and Ferraro made their original model 
using an image dipole to distort the geomagnetic fielQ in an appropriate 
manner (Ref. 4). The topology of this simple model is essentially the same 
as that of the currently fashionable models - in particular, the low-latitude 
field lines have a donut-shaped configuration completely enclosed by the 
high-latitude field lines, which form a "tail. " The division between these 
two regions is determined by two neutral points on the surface of the 
magnetosphere, and these neutral points are linked to points on the Earth 
at high geomagnetic latitudes on the noon meridian. [In a sense, the 
neutral points act somewhat like the poles of the distorted dipole field , 
since cosmic rays of the lowest energy can strike the Earth in their 
vicinity. There is a difference from the undeformed dipole , however, in 
that the whole tail region is accessible to low-energy cosmic rays. Thus , 
if there is a little scattering in pitch angle, these low-energy cosmic rays 
can precipitate over the whole polar cap, as defined by the neutral points.]1 
If there is some connection of field lines between the geomagnetic and 
interplanetary magnetic fields, as Dungey, Petschek , and others have 
suggested, then this description is slightly altered. In particular, the two 
neutral points merge into one, and a further neutral point or line appears 
in the tail. 

A great deal of effort has been put into calculations of the shape of the 
magnetosphere using the Newtonian approximation. Although such 
calculations may be useful for the forward part of the magnetosphere, 
they are unlikely to help a great deal in understanding the magnetosphere 
as a whole; and certainly in view of the limited accuracy of the Newtonian 
approximation, numerical representations to several decimal places are 
not justified. One can estimate very easily that the geocentric distance to 
the forward stagnation point is typically lORE' Furthermore, the magneto­
sphere must be somewhat broader in the equatorial plane at 90 deg to the 
Earth-Sun line than is implied by this value, since the Mach number of 
the external flow is greater than unity and hence the pressure is only a 
fraction of the stagnation pressure. A distance of 13 to 15 RE from the 
Earth to the boundary seems quite appropriate. Near the neutral points , 
the distance to the boundary is still typically lORE, because the geomag-

1 Added in manuscript 
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netic field strength decreases in this direction and so compensates for 
the reduction of the external pressure of the solar wind in this vicinity. 

I believe that geomagnetic storms, auroras, and associated phenomena 
are evidence of a dissipative interaction between the solar wind and the 
magnetosphere. The dissipation implies the existence of transverse 
stresses at the magnetosphere boundary, and these stresses may have a 
profound influence on the magnetosphere shape, especially in the tail. 
Thus viscous or ohmic dissipation leads to the formation of a tail that is 
much more extended and contains much more magnetic flux than any tail 
that a nondissipative interaction could produce. The observations of 
ExpLorers J 0 and 14 (Ref. 5 and 6) suggest strongly that the tail is as 
pronounced as I have suggested. However, it will be necessary to wait for 
the J M P observations before anything really definite can be said. 

It is not easy to estimate the length of the tail, since the dissipative 
processes are not that well understood. One should expect, however, that 
the magnetosphere commonly reaches welI beyond the orbit of the Moon 
- that is , to a distance of 60 RE or more. A tail 40 RE in diameter with an 
average magnetic-field strength of 30 'Y (as suggested by the Explorer-J 0 
observations) would have to be about 200 RE in length to contain enough 
energy to meet the requirements of a typical magnetic storm (about 1023 

ergs). However, since all of the energy does not have to be contained in 
the tail at anyone time, 200 RE could be regarded as a possible upper 
limit. If field-line reconnection is the dominant process, the length of the 
tail implied here is the distance to the rear neutral line ; just before recon­
nection , the field lines extend to great distances downstream, but this 
should perhaps be thought of as constituting a wake rather than a tail. 

Using the above values of the tail diameter and of the field strength, 
we can estimate that the field lines leading to the neutral point(s) on the 
upstream side of the magnetosphere intersect the Earth at a geomagnetic 
latitude of approximately 72 deg. There is probably a real range of 70 to 
75 deg, but this is nevertheless significantly different from the values 
suggested by calculations based simply on the Newtonian approximation. 
A number of ionospheric phenomena that could be associated with the 
direct penetration of solar-wind particles at the neutral points have 
patterns of occurrence that agree with my estimate. 

The main effect of both viscous and ohmic dissipation at the boundary 
of the magnetosphere is to carry field lines from the front of the magneto­
sphere into the tail. In the case of a purely viscous interaction, the 
transverse stresses exerted by the solar wind move the field lines as a 
whole, causing them to slip smoothly around the surface (unless there is 
some turbulent mixing). I n the case of purely ohmic dissipation, the field 
lines on the forward side of the magnetosphere are broken at a neutral 
point and become connected to the interplanetary magnetic field; the two 
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segments are then carried by the solar wind and are draped over the tail of 
the magnetosphere, where they become reconnected once again. In fact, 
both processes must occur, but so far it has not been possible to decide, 
on either theoretical or observational grounds, whether one or the other 
process is dominant. 

Magnetospheric Interchange Motions 
Let us now transfer our attention to the plasma flow in ide the magneto­

sphere. Magnetospheric motions are of the interchange type, since 
{3 = 87TnkT/82 is generally very small (Ref. 7 and 8). That is, the lines of 
force are permuted in such a way that the magnetic configuration is left 
unchanged. Hence aB/at = V X E = 0, and the electric field can thus be 
derived from a potential. Since the low-energy plasma (whistler medium) 
moves approximately in uch a manner that E + v x B = 0, we see at 
once that the streamlines of the interchange motion and the lines of force 
of the magnetic field should be equipotentials of the electric field. 

I nterchange motions are possible in the magnetosphere because the 
lines of force pass through the insulating lower atmosphere - if the 
insulating atmosphere were absent, the field lines would be held rather 
firmly by the solid Earth, which is almost a perfect conductor in this 
context. The transition from the highly conducting magnetosphere to the 
insulating lower atmosphere is not sharp; instead there is a gradual change 
that takes place roughly in the altitude range 90 to 150 km, where the 
conductivity is such that any electric field that is not otherwise maintained 
is discharged in a matter of seconds. Obviously, magnetospheric motions 
must be mechanically driven so that the polarization charges correspond­
ing to the associated electric field are continually replenished against the 
loss due to leakage across the ionosphere. 

[Fortunately, the lower ionosphere has a very high Hall conductivity 
relative to its direct (Peder en) conductivity; that is, most of the current 
flowing in the ionosphere is caused by the E x B/82 drift of electrons 
(W'Te» I above 90 km), with the ions being stopped by the background 
neutral particles (W'T; < < I below 150 km). Consequently, the pattern of 
ionospheric currents can, to a first approximation, be interpreted immedi­
ately in terms of the motion of the feet oflines offorce; it is neces aryonly 
to reverse the sense of the current pattern to obtain the pattern of mag­
netospheric motion at ionospheric levels. The motion at other points in 
the magnetosphere can be obtained by simply mapping the iono pheric 
motion along line of force of the geomagnetic field. 

Tidal motions in the neutral atmosphere are an important cause of 
magnetospheric motions , and are associated with the Sq and L ionospheric 
current ystems. Atmospheric motions on a small scale contribute 
a "noisy" background to these tidal motions, all of which cause the 
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magnetospheric plasma to be continually stirred around.J2 The rotation 
of the Earth, also, produces a steady pattern of motion in the whole 
magnetosphere. The magnetospheric motions that appear to be caused 
by the solar wind are those associated with the DS current system during 
magnetic storms, and with the similar Sqj) current system (Ref. 9) during 
magnetically quiet periods. An idealized sketch of the magnetospheric 
motion at ionospheric levels and the corresponding motion in the equatorial 
plane of the magnetosphere is shown in Fig. I. The cause of this motion 
has been interpreted to be the dissipative component of the interaction 
between the solar wind and the magnetosphere , and it may be either 
viscou (Ref. 10 and II) or ohmic (Ref. 12 and 13) or both . The suggested 
complete pattern of motion in the equatorial plane of the magnetosphere 
for the case of a purely viscous interaction is shown in Fig. 2. The situa­
tion for the case of ohmic dissipation is very similar, and is discussed 
elsewhere by Dr. Dungey and Dr. Petschek. 

Since the geomagnetic field is non-uniform, interchange motions must 
involve changes in the volume of the magnetospheric plasma. Con­
sequently, there are energy changes in the plasma which can be considered 
as being due to compression and rarefaction. However, it is perhaps more 
illuminating to consider these energy changes in terms of the motion of 
individual particles in the non-uniform magnetic and electric fields 
(Ref. 14), although we emphasize that cooperative phenomena may be 
important and that a self-consistent treatment is required. 

It will be remembered that the work done in compressing a gas does not 
go wholly into internal energy; there is an amount-equal to kT per 
particle - that is effectively stored in the form of strain energy in the 
container. In the case of the magnetosphere, this is apparent as a deforma­
tion of the magnetic field, which we usually describe as the ring-current 
effect. Note that the ring current that would be produced as a result of the 
magnetospheric circulation sketched in Fig. I and 2 is essentially the same 
as that originally described by Alfven (Ref. 15), except that the sense of 
motion is reversed. This reversal is required to produce agreement with 
the direction of the DS currents, which were not satisfactorily treated by 
Alfven. Another difficulty of Alfven's theory, which is absent in the 
dissipative-interaction theories , is that the electric field he describes 
would be rapidly discharged by the ionosphere so that the magnetospheric 
motions would not persist for any length of time. 

The Electric Field and Energy Dissipation in the Magnetosphere During 
Magnetic Storms 

I t can be shown (Ref. 16) that the electric potential difference t/J AB (see 
Fig. I) associated with the DS current system during a magnetic storm is 

"Added in manuscript 
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typically of the order of 20,000 v. The energy input rate (<I>M) that is 
required to explain the observed stressing of the geomagnetic field, the 
dissipation occurring in the aurora, and the dissipation in ionospheric 
joule heating is of the order of I 018 to I 019 ergs/sec. During a storm, the 

SOLAR WIND 

Fig. 2. Sketch of the equatorial section of the Earth's magnetosphere, looking 
from above the North Pole. Streamlines of the solar wind are shown on the 
exterior; the internal streamlines represent the circulation presumably set up by 
viscous interaction between the solar wind and the surface of the magnetosphere. 
The internal streamlines are also equipotentials of an associated electric field due 
to accumulations of positive and negative charges as indicated at A and B. 

(From Ref. I) 

solar-wind energy flux incident on the magnetosphere is two or three 
orders of magnitude larger than cfJM , so the effective drag coefficient has 
the quite reasonable value of about 0.0 I. 

Any magnetic-storm theory should include an -explanation of the 
observed values of "'AI] and cfJiI/' This can now be done for the case in 
which ohmic dissipation at the magnetosphere boundary is the dominant 
cause of solar-wind drag.3 For the case of a purely viscous interaction, 

"See Paper 18 
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we must first consider the mechanism that causes viscous stresses, since 
these stresses are probably not due to ordinary turbulent or molecular 
mixing between the solar wind and the surface layers of the magnetosphere. 

A observed earlier, it is in many respects more convenient to treat the 
interaction of the solar wind with the magnetosphere in terms of hydro­
magnetic waves rather than in terms of particles; the effects of viscosity 
and heat conduction can be treated in a similar fashion. Hydromagnetic 
waves crossing the boundary of the magnetosphere transfer energy 
(producing the effect of heat conduction) and momentum (exerting normal 
and transver e stresses on the medium). [It has been estimated that the 
net rate of energy transfer across the magnetosphere boundary by longi­
tudinal magnetoacoustic waves is roughly 0.2 ~ V'I ergs/cm2 sec, where 
~ is the energy density of these waves in the solar wind. A transverse 
stress Dw ~ 0.2 ~ is exerted on the boundary, due to the asymmetric 
refraction and reflection of the incident waves. Thus Dw ~ 2 X 10-10 

dyne/cm2 and the total energy input is <Dw ~ 5 x 10 18 ergs/sec, where 
we have taken ~ = 10- 9 erg/cm3 (Ref. 17). Arguments based on viscous­
boundary-layer theory lead to the result that if viscosity is the dominant 
dissipative component of the solar-wind-magnetosphere interaction, then 
.pAll = 2 X 104 V implies that the effective kinematic viscosity must be 
roughly II ~ 1013/cm2 sec, the drag must be Dv - 2 X 10- 10 dyne/cm2 , and 
the rate at which energy is transferred to the magnetosphere by the 
viscous stresses i <D v = 1019 ergs/sec. Thus there is a remarkably good 
agreement between <DM , <D IV and <DI' and between DIV and DV.]4 

On this basis, we suggest that viscosity is likely to be important, and 
could explain the observed effects; however, we cannot at present decide 
whether viscous or ohmic di sipation is dominant, although both could be 
important. It is interesting that the IMP magnetic-field observations 
appear to show that the magnetic field just inside the boundary of the 
magnetosphere fluctuates considerably, implying that a substantial 
amount of energy is in fact entering the magnetosphere in the form of 
wave . On the other hand , the magnetic-field reversal often observed at 
the boundary of the magnetosphere (Ref. 6) seems to imply that ohmic 
dissipation occurs , since in a perfectly conducting fluid the sense of the 
magnetic field is irrelevant, and parallel field lines are not able to com­
municate information to each other concerning their direction. 

The whole magnetic storm phenomenon appears to be plausibly 
explained by a suitable combination of a number of theorie . Thus, the 
sudden commencement is presumably the result of a shock wave imping· 
ing on the magnetosphere (Ref. 18); the initial phase is due to a com­
pression of the magnetosphere as suggested by Chapman and Ferraro 

'Added in manuscript 
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(Ref. 4); the DS magnetic variations and the ~urora are associated with 
magnetospheric interchange motions due to dissipation at the magneto­
sphere boundary as de cribed here ; finally , the ring current is also a result 
of the interchange motions and is produced more or less in the manner 
described by Alfven (Ref. 15). 
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CHAPTER XVII 

SOLAR-WIND INTERACTION WITH THE 
MAGNETOSPHERE: PARTICLE ASPECTS! 

J. W. DUNGEY 

I mperial College of Science and Technology, London, England 

I AM going to use the "open" or " connected" model , as Axford calls it 
(Paper 16), without much apology, because there are a few other people 
in the world who believe in it and they are a ll here. I sha ll talk about the 
motion of individual particles , not about fluid flow. Of course, fluid flow is 
important , but s ince the problem can be divided into two parts , and since 
I don't understand thing like turbulence, I am very happy to ignore the 
fluid aspects. 

Fig. I. "Connected" model of the magnetosphere and the interplanetary magnetic 
field. The light lines are lines of magneti c force; the short, heavy arrows indicate 

the local direction of the plasma fl ow 

'See Ref. I for an earlier treatment of this subject 
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The Topology of the Geomagnetic Field 
Figure I is a model of the magnetic field in a meridian plane, with noon 

to the left and midnight to the right. Later I am going to argue a little with 
Axford about where the line through the forward neutral point intersects 
the Earth. I think it intersects the Earth at a higher geomagnetic latitude 
than he does. 

I shall try to describe the topology of this field. There are only a few 
magnetic lines shown on this figure, and they are special ones which go 
through the two current sheets associated with neutral points (identified 
by converging/diverging plasma-wind velocity vectors). Incidentally, the 
right-hand current sheet should probably extend much farther back, but 
it was compressed to keep it on the illustration. 

The topology is slightly similar to the Chapman-Ferarro one, in that 
lines of force from neutral points cover whole surfaces. The situation 
here is that there are two rather special lines of force (not in the plane 
of the paper) which connect these two points. Lines from one of these 
neutral points cover a surface that connects to one entire auroral zone, 
and lines from the other cover a surface that connects to the other auroral 
zone (Ref. I). 

The important distinction is between lines that close without going 
outside of the magnetosphere or very far from the Earth, and lines that 
come up from the poles and extend for a long distance. The exterior 
lines are separated from the interior lines by the surfaces just mentioned. 
The impression one gets from the last couple of days' discussion is that if 
one follows a line from the North Pole, he will eventually land in the Sun, 
at least on some days. When we discuss the motion of particles , we would 
like to know where the lines in the transition region go. There is a little 
uncertainty here, but I am going to say that they extend quite far from the 
Earth. 

The ElectricField in the Magnetosphere 
If one wants to talk about particles in magnetic fields, then instead of 

dealing explicitly with the fluid motion, he can talk about the electric 
field that is associated with the motion: 

v XB =-cE 

I will fina the electric field from the DS pattern (Fig. I, Paper 16). The 
electric potential is positive on the morning side and negative on the 
evening side (both maximum at the auroral zone). I am going to assume 
that the electric field is perpendicular to the magnetic field everywhere 
(Eq. I) except in the neighborhood of these current sheets, which need 
special treatment. Alfven likes to put in an electric field that is parallel 
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to the magnetic field in some parts of the magnetosphere, but I am ruling 
out the idea of parallel fields completely. If one assumes a steady state 
and a given static field, then the electrostatic potential is constant on a 
line of force. Knowing the potential on the polar cap, one knows the 
electrostatic potential on all field lines which connect to the polar cap, 
and thus he knows the potential and the electric field everywhere. Nearly 
everywhere in Fig. I, the electric field points in a direction opposite to the 
orbital motion of the Earth, which is to say, out of the plane of the figure. 

This electric field fits onto the electric field one would have in inter­
planetary space if the interplanetary magnetic field were directed south­
ward. I am not sure of the latest observations, but in the Expforer-12 
observations there is clearly a mean southward component in the transi­
tion region (Ref. 2). We therefore expect the electric field in that region 
to fit onto the electric field in the magnetosphere. 

The Motion of the Plasma Particles 
Now that the electric and magnetic fields have been described, we can 

ask: What are the particle motions? One would really like to follow back­
ward all possible particle trajectories and apply Liouville's theorem. 
Nearly all trajectories that we followed would go back to the solar wind. 
That is, if one worked a trajectory back through lots of gyrations, he 
would find it emerging at some point in the solar wind. Then if he found 
out from Dr. Snyder what the value of the velocity distribution function! 
was for such a particle, he would know what the value of f was every­
where, provided Liouville's theorem is true. This is the ideal calculation, 
and I think it helps one to think about the location of both the energetic 
particles and the non-energetic particles. 

Now we have to consider the question of the actual trajectories, and 
we would like to use an adiabatic theory as much as possible. In fact, 
adiabatic theory can be used over a considerable portion of all the 
trajectories. When I say "adiabatic theory," I mean that one uses the 
first two adiabatic invariants - the magnetic moment I.L and the longitudinal 
invariant 1: 

1= fVII ds (2) 

where B is the field strength, m is the mass, V.l and VII are velocity com­
ponents relative to the field direction, and p ... ds is a line integral taken 
along a field line between mirror points for a given orbit. 

I can be written a"S v times some function (which is an integral) of the 
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equatorial pitch angle a and of the particular line of force which the 
particle follows: 

1 = vG(a, field line) (3) 

But if one knows the magnetic field, it is practicable to make some 
computations, so that one can find out the values of 1 for a large number 
of particles. The fact that v is outside the integral means that one does 
not have to repeat the computations for each different energy. 

Axford has talked about adiabatic compression, and this is the kind of 
thing I want to discuss. The discussion can be made more precise by 
using J1. and I. 

Another way of looking at the particle motion is to consider it in terms 
of drifts, again obtained by the adiabatic approximation but without 
actually using I. There are drifts caused by electric field s, by gradients of 
magnetic-field strength, and by the curvature of the lines of force. If you 
put these all together, you can see how particles drift. If this method is 
valid , you can determine where a particle goes simply by computing J1. 
and I, although you can't determine the time it takes to move. 

Now, what are the interesting particles? The interesting cases occur 
when the drifts caused by electric fields are comparable to that caused by 
the non-uniformity of the magnetic field. The drift caused by non-unifor­
mity is proportional to the particle energy. For a very-low-energy particle, 
the drift caused by the electric field, E = -v XB/c, dominates, and there 
is little change of energy. For a very energetic particle, the drift caused 
by non-uniformity of the magnetic field dominates , and in general there is 
a change in energy, but the DS potential (in this case about 20 kv) is not 
important for the high-energy particles. One expects, and indeed it turns 
out, that the two components of drift are comparable for particles whose 
energy is of the order of the electric potential difference. Therefore, we 
are interested in particles with energies of the order of 10 or 20 kev. 

Now, as we work back along the trajectory, we may find that the 
particles lose energy. If they lose energy to the point where their energy 
is less than I kev, then they are moving more or less with the fluid, and 
it is easy for us to determine where they come from. 

Now let's be a little more precise and discuss particular kinds of tra­
jectories. Trapped particles bounce between two mirror points , one in 
each hemisphere. Some particles, as they drift around the Earth, may 
cease to be trapped on the day side, because they drift outside the region 
where both ends of the lines of force intersect the Earth. Others are to­
tally trapped and drift round and round on a shell. In this latter case, one 
can use the parameters J1. and 1 to see how the particles drift around the 
Earth and to find their shells. Close in, the shells are symmetrical in terms 
of longitude. Farther out, the shells may be distorted. 
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would like to discuss this distortion. The shells of these trapped 
particles will be distorted by two different effects related to the solar wind. 
One effect is due to the distortion of the magnetic field , as seen in Fig. I. 
It is well known that the magnetic field is pushed in on the solar side, and 
I think the field is pulled out on the night side. At any rate, if one computes 
I for fields that have been pushed in and pulled out, one finds that the 
shells for particles with a given energy will be closer to the Earth on the 
night side than on the day side (Ref. 3). This conclusion seems to fit with 
O'Brien's observations of the boundary of trapping for 40-kev electrons 
(Ref. 4). 

The second effect is due to the electric field ; electrons have higher 
energy on the morning side (positive potential) than on the evening side 
(negative potential). Thus an electron's trapping shell goes closer to the 
Earth on the morning side. For protons, the effect is the other way around. 
You can put these effects into the actual velocity distribution. In the 
range of L (shell parameter)2 between 4 and 8, one expects to find a higher 
intensity of 40-kev electrons on the morning side than on the evening 
side. It is in just this range of L that McDiarmid, Burrows, and others have 
found a maximum of 40-kev electrons at 8 o'clock in the morning 
(Ref. 6). [However, the observed rate of dumping suggests that the 
lifetime of the electrons is much less -than the time for drift round the 
Earth (Ref. 7). If so, the important' mechanisms cannot conserve the 
longitudinal invariant.]3 

N ow what about the particles that are trapped far out on the night 
side? They drift across the night side but then, according to the conser­
vation of the two adiabatic invariants, there is nowhere that they can be 
trapped on the day side. Presumably they go in and out of the magneto­
sphere from the solar wind. The effect of the magnetic-field gradient on 
those particles with energies of 10 kev or less is to cause the electrons to 
drift eastward across the night side and thus gain energy from the DS 
field. Similarly, protons drift westward across the night side and also 
gain energy. 

What do we find if we trace back the trajectories of these particles? One 
possibility is that if the particles have sufficiently low energy, they will 
lose nearly all their energy and then simply move with the fluid. We say 
that these particles have come from the solar wind. Suppose, however, 
we take a particle with somewhat higher energy. This particle doesn't 
lose all its energy, but it must still cross the boundary surface of the closed 
lines of force. In this case, we have to give special consideration to what 
happens at this surface. One thing that happens is that the adiabatic 

2For a discussion of the magnetic-shell parameter L . see Ref. 5 

3Added in manuscript 
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theory breaks down. The longitudinal invariant cannot be used, because 
there probably is no mirror point - unless it is at the Sun. But apart from 
that, remember that the surfaces are covered by lines offorce which come 
from the neutral point. Since the particles move very much faster along a 
line of force than they do across the field, one expects that nearly all 
these particles pass near, if not completely through, the night-side 
current sheet. 

Thus it is necessary to make a special investigation of motion in the 
current sheet, and here too the adiabatic treatment is completely useless. 
A student at Penn State, Mr. Speiser, has been studying this problem. It 
is a nasty, self-consistent-field problem, and we do not have a good model 
of a current sheet. Speiser's work was started well before we knew about 
Petschek 's model (see Papers 15 and 18), which possibly would help. 
Speiser has simply taken all the field components to vary linearly with 
the coordinates, just to make life easier for the computer, and then he 
has computed the particle trajectories. 

Now, we are particularly interested in auroral particles. These particles 
are able to get into very much stronger fields (0.5 gauss) than the 50-y 
fields found far out in the magnetosphere. So the most interesting particles 
are those that come out of the current sheet with very small pitch angles. 
Speiser has studied the particles coming out with zero pitch angle and 
has computed the trajectories back until they get into a region where the 
adiabatic theory is sound. He has then calculated the energy with which 
the particles went into the neutral sheet, and has used this energy as a 
negative measure of the distribution functionJ. A very low value for this 
energy suggests a high intensity; so he looked for low input energies. He 
has found that high intensity in the outgoing particles is restricted to 
thin fan beams. The overall structure is almost embarrassingly like that 
of auroral forms (draperies and rayed arcs), but I don't want to get too 
excited about it. For one thing, the computations are for protons , whereas 
the aurora is produced by electrons. 

Let me now briefly consider what happens to the particles farther out 
on the exterior lines and on the transition region lines. Do these lines 
really go out to the Sun or very far away? I am not really very sure. One 
thing I would like to point out is that the field in the transition region is 
probably several times stronger (about 20 or 30 y) than the general 
interplanetary field (about 5 y). Consequently, particles will tend to go 
out into the distant field ; they won't mirror back since there is no field 
strong enough to mirror them back. 1 imagine that particles in the transi­
tion zone go mainly along the lines of force for a long distance. Con­
versely, a lot of the particles far out on the night side have come down 
the lines afforce from a great distance. 

The day-side current sheet will accelerate some particles. and so will 
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the shock ; so energetic particles are produced on the day side, but where 
do they go? A few of them surely do come down onto the day-side auroral 
zone, and some onto the polar cap. However, if one traced a typical 
trajectory back from the polar cap or the day-side auroral zone, I think 
one would expect it to leave the region of the Earth without going through 
the shock. 

Time-Dependent Effects 
I think the key problem in the aurora is associated with the time 

dependence of the fields that I have been discussing. The DS field is 
generally found as an average. Fairfield of Penn State has studied 
hourly averages from the I G Y data, in which this DS pattern nearly 
always appears. Looking at the magnetograms for the same periods of 
time, he found that the disturbance appears to consist entirely of bays 
(Ref. 8). So the DS pattern really occurs in a series of pulses. 

Akasofu has recently made a very nice study of the aurora during the 
IGY (Ref. 9). He finds a development cycle (Fig. 2) that I imagine is 
associated with bays. The cycle starts off in a kind of quiescent state, as 
shown in Fig. 2a (the day side is toward the top of the figure). When there 
hasn 't been a disturbance for a time, there are arcs between 60 and 70 
deg north latitude on the night side. (Incidentally, it looks to me as though 
the place where the day-side neutral pcint connects is near the extra­
polated point of closure of the arcs , which is considerably higher than 
Prof. Axford 's latitude of intersection). A disturbance begins with a 
brightening at midnight, and spreads from there on an initial time scale 
of 5 to 10 min and a subsequent one of 10 min to a half hour. The way 
in which the disturbance spreads from a highly localized area suggests 
that it starts from that area rather than coming from the outside. The 
source of the disturbance is a key question now. 

Assuming that this disturbance causes the magnetic bay, one would 
expect the disturbance to come from the solar wind. I have a slight 
indication that it does. Fairfield has been correlating bays observed during 
the Explorer-J 2 flight with the behavior of the Explorer-l 2 magnetometer. 
He has only studied one day , which had two bays. It was rather a special 
day in that the boundary did not show a reversal of the field . About a 
quarter of an hour before each bay , the field direction at the satellite 
changed drastically. Although one seems to be able to reach some im­
portant conclusions about the general picture in terms of static fields, 
the observed time dependence must still be accounted for. In this respect , 
] think that the bay is a key phenomenon. I think that bays have an im­
portant effect on the outer belt. 

Hess and Nakada (Ref. 10) have been analyzing some of Leo Davis' 
data on trapped protons (Ref. 11). which brings out this adiabatic effect 
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(0) 1 = 0 (b) 1=0-5 min 

( c) 1 = 5 -10 min (d) 1=10-30min 

Ie) 1=30min-1 hr If) t: 1- 2 hr 

Fig. 2. Development of an aurora (after Akasofu , Ref. 9). Recovery from (I) to (a) 
requ ires 2 to 3 hr 
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that Prof. Axford mentioned. Davis finds an expone~tial spectrum, for 
which the parameter Eo is a measure of the proton energy or temperature. 
Eo is plotted against L in Fig. 3 (solid lines, each line representing a certain 
equatorial pitch angle). Eo varies rapidly with L; it also varies slightly with 
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Fig. 3. Plot of the " temperature" Eo of trapped protons vs. the magnetic shell 
index L. The solid curves are observations, identified by equato rial pitch angle 

(Ref. I I): the dashed lines are calculated (Ref. 10) 

equatorial pitch angle. You can calculate how Eo would vary with L (even 
allowing for the different pitch angle) for particles undergoing adiabatic 
motions. The dashed lines in the figure represent the calculations of Hess 
and N akada. They have gone into this problem a little further. They have 
taken Davis ' data and have calculated the velocity distribution function 
for fixed values of jJ- and I. Figure 4 shows one case, and indicates how the 
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.distribution function for fixed f.L and I varies with L. It is interesting that 
the distribution function always decreases inward, suggesting a source at 
the outside. 

p. = 100,000 

I= 10 

I=30 

I=50 
o 

0 .01 ~_--'-__ -,L-_L..>"'-_"--.JI,-_--'-__ --!'-_~ 

L 

Fig. 4. Variation of the proton distribution function G with the rna netic shell 
index Lfor JJ- = 105 and various values of I. Data from L. R. Davis 

From Fig. 3, I deduce that the source at the outside should have a 
temperature like 20 kev and that there is some mechanism stirring the 
particles in. This mechanism must be very effective from large L down 
to about L = 3 or L = 4. This inner boundary is just about where Carpenter 
finds a sudden drop of e.lectron density with increasing L (Ref. 12). His 
findings fit my model if the DS flow takes thermal ions outward across 
the magnetopause faster than they can diffuse up from the upper iono­
sphere . 

[ think this diffusion process is due to bays , because bays have a time 
scale of something less than I hr, and the time it takes for these particles 
to drift around the Earth is several hours. If a bay occurs as a particle is 
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drifting around the night side, the particle will gain some energy. If the 
particle came around the day side while the bay was still occurring, it 
would lose this energy again. But since the bay is over before a particle 
can get from the night side to the day side, the energy is not lost. Other 
particles are going around the day side when the bay occurs , and they lose 
energy. The result is diffusion. The diffusion coefficient will be a strong 
function of L, diffusion being much more effective for large values of L. 
This model gives some idea of why Hess and Nakada's curves are similar 
to the experimental curves and suggests another probable effect of the 
solar wind on trapped particles. [Nakada and Mead have found that 
sudden impulses also give diffusion times of the right order and L-depen­
dence, so there are currently two satisfactory sources for the diffusion 
process.]4 

Finally, one should consider disturbances with much higher frequencies. 
We have considered periods of a half-hour or so, but it may well be that 
disturbances with periods of seconds have important effects on the 
trapped particles. 

One important observation is by O'Brien (Ref. 13); when he saw very 
high intensities of particles at high latitudes , the loss cone had disappeared. 
This, he says, means there are fresh particles, since if the particles had 
been bouncing to and fro with low mirror heights, they would have shown 
a loss cone. 

Chamberlain has recently described an interesting mechanism for pro­
ducing auroras, which is rather instructive (Ref. 14). He has taken an 
instability studied by Krall and Rosenb luth (Ref. 15) The cause of this 
instability is a pressure gradient across the magnetic field. Of course, the 
theory of the instability assumes a uniform field. In fact, the criticisms of 
this theory depend on the application of the uniform field model to the 
dipole-field case. 

In hi s theory, Chamberlain defines a coordinate system in which the 
undisturbed field B is in the Z direction, and the pressure gradient is in 
the X direction. He then considers waves that travel in the-Y (westward) 
direction. The waves are characterized by a magnetic disturbance ~B in 
the X direction, parallel to the pressure gradient. The theory does every­
thing very correctly. But when you look at the magnetograms and make 
some approximations from the sizes of gyro radii, you find that the phase 
velocity of the wave is pretty close to the "bulk drift" of the electrons. 

One gets confused by two different meanings of the word "drift." There 
are drifts of individual particles in the magnetosphere: electrons drift 
eastward and protons drift westward . What we are talking about here, 
however, is a pressure gradient which implies a bulk drift not tied to that 

<Added in manuscript 
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of an individual particle. Take a small element of space, count all the 
particles in that space at a particular instant of time, and take their mean 
velocity: the result is a bulk drift. Chamberlain's pressure gradient re­
quires a westward bulk drift of the electrons and an eastward bulk drift 
of the protons. 

The instability grows, because those protons resonate whose individual 
drift happens to coincide with the wave velocity; and for some velocity 
distributions the wave gains energy. Individual electrons drift eastward, 
so that they cannot resonate in this way. But in applying this mechanism 
to the magnetosphere, Chamberlain says that if the actual wave frequency 
is very low, and if some electrons can drift eastward sufficiently fast, then 
the apparent frequency is equal to their bounce frequency , and another 
kind of resonance will result. Chamberlain suggests that the electrons 
gain energy as a result of this resonance. 

I haven 't said anything about the electric field in this wave. One has to 
be very careful with electric fields , because they depend on the frame of 
reference. If you go into the frame of the wave, which is also the frame of 
the bulk drift of the electrons, the wave has no electric fields at all. But in 
the frame of the Earth, or of electrons drifting eastward, there is an elec 
tric field in the Z direction , and the bouncing electrons which resonate 
with it can gain energy. 

I have some reservations about Chamberlain'S mechanism, however, 
because it is always rather surprising in a plasma to get an electric field 
parallel to a magnetic field . I have a feeling that there may be some 
disturbance he has missed. Because one has a pressure gradient to start 
with, the wave produces a disturbance pressure gradient in the Z direc 
tion. This, then, puts in some more electric field , and I think you can 
possibly reduce Chamberlain's electric field by a considerable factor. 
This kind of disturbance certainly needs further consideration. 

I didn't say that the wave number has to be large, but short wavelengths 
may be important to the aurora For short wavelengths, the current density 
for a given t1B and the electric field both increase, leading to more 
readily observable effects. 

The obvious conclusion from Chamberlain's mechanism is that one 
will get a rayed are, because dumping will occur when the electric field is 
in a certain direction. The separation of the rays will be given by the 
wavelength. Also, because the wave is moving westward, the rays in the 
arc should be movin.! westward at the appropriate speed, though, of 
course, if the plasma as a whole is moving from DS motion , one has to 

superimpose the two motions. Perhaps this theory explains rayed arcs. 
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THE MECHANISM FOR RECONNECTION OF 
GEOMAGNETIC AND INTERPLANETARY 

FIELD LINES 

H. E. PETSCHEK 1 

Avco-Everett Research Laboratory, Everett, Massachusetts 

THE question of reconnection of fie ld lines between the Earth's dipole 
field and the interplanetary fie ld was emphasized by both Dr. Axford and 
Dr. Dungey (Papers 16 and 17). I think this subject was initially intro­
duced by Dr. Dungey some time ago. As far as I know , the processes that 
occur at the neutral point have never been examined for the purpose of 
arrivi ng at a quantitative estimate of field-cutting efficiency at the magneto­
pause. However, the theory that I discussed yesterday (Paper 15), when 
applied to the magnetopause, does give a rate of field reconnection that 
fits the magnetosphere convection pattern. 

At the end of his talk, Dr. Axford gave two criteria for producing 
the internal convection and the DS current system. One was that the 
potential difference across the polar region must be of the order of 20 kv; 
the other was that the energy input must be of the order of 1019 ergs/sec. 
I had been prepared to defend the former figure; I hadn't considered the 
latter. I did make some calculations of energy input while Dr. Dungey 
was talking, however, and they seem to agree with Dr. Axford's figures, 
so I will mention them also. 

Figure I shows the magnetosphere boundary with the shock wave in 
front of it. As I mentioned yesterday, there are three types of waves in 
magnetohydrodynamics. The fast wave, or rather its nonlinear extension, 
is the shock wave in front of the magnetosphere. The boundary is then 
resolved into the two other waves. These are ill ustrated here for the case 
of finite density in the region between the shock and the boundary, and 
zero density inside the magnetosphere. The detaiL; of the waves would 
change somewhat if there were a finite density inside the magnetosphere, 
but the boundary would still resolve into the two wave modes shown. 

'Much of this work was done in collaboration with George Siscoe and Richard Levy 
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Although the figure shows the interplanetary field as perpendicular to 
the ecliptic, the conclusions will not be altered significantly for other 
orientations. I n this particular case, there is a neutral point in the immediate 
subsolar region; in fact, there is actually a neutral line going all around the 

........ -
SHOCK 

WAVE 

Fig. I. M agnetosphere boundary and the shock wave 

equator of the magnetosphere boundary. If the field outside the magneto­
sphere were tilted somewhat, you would not have a precise neutral line. 
There would still be a line of symmetry , but it would run across the 
magneto pause at some angle to the ecliptic. 
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Figure 2 emphasizes the region around the neutral point. Between the 
two fields, an Alfven (intermediate) wave and a slow wave come together 
at a finite angle. This wave pattern is slightly different from the one I 
discussed yesterday, in which there was one wave propagating in each 
direction from the boundary (see Fig. 3, Paper 15). The analysis is 
essentially the same, however, and since these waves still propagate at a 

.. .. 
SHOCKED PLASMA 

ALFVEN WAVE 

MAGNETOSPHERE 

DI FFUSION REGION 

SLOW EXPANSION 
FAN 

Fig. 2. Reconnection of field lines at the boundary 

speed proportional to the normal component of the magnetic field , the 
rate at which field lines approach the boundary and reconnect is also 
essentially the same. The equation defining the field-line velocity, lib' in 
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terms of the Alfven speed VA (which is based on the magnitude of the 
magnetic field and the density just outside the boundary), the conductivity 
0" , and the magnetosphere radius R, is also shown in Fig. 2. 

I would also like to mention some things that may be observable by 
instruments passing through the magnetopause. On the basis of this 
picture, the Alfven wave changes the direction of the magnetic field ; in 
this case, the component in the plane of the wave changes by 180 deg. 
An interplanetary magnetic field that was not perpendicular to the ecliptic 
would rotate through a smaller angle. Across the Alfven wave there 
should be no change in field magnitude, particle pressure, or particle 
density. Across the slow wave, the field intensity should increase to 
balance the decreasing gas pressure as the density decreases. Thus the 
change in magnetic-field direction should occur slightly farther out than 
the place where magnitude change . The angle between the Alfven wave 
and the slow-wave center lines should be of the order of 0.1 rad ; which 
means that at about 10 RE from the neutral Line , there should be a separa­
tion of about 1 RE between the two waves. 

Let us now return to the overall pattern and estimate the expected 
magnitude of the internal convection pattern . Assuming that the flow 
conditions in the interplanetary plasma are known , we can find the 
magnetic field streng.th, Bb, and the density immediately behind the shock 
wave (see Fig. 3). Using the formula in Fig. 2, we can calculate the rate 
UbBb at which field lines become reconnected per unit length along the 
neutral line. The ratio of this reconnection rate to the rate at which 
field lines cross the shock wave, lI oo B 00 ' determines what fraction of the 
field lines incident on the shock wave become reconnected to the dipole 
field . The remainin~ ' field lines must go around the magnetosphere in the 
layer between the shock and the magneto pause, as do all of the field lines 
in models that neglect reconnection. 

This ratio is given at the top of Fig. 3 for three different values of 
conductivity, since the conductivity of the medium is really unknown. 
The first is an extreme case, which I include only to illustrate that the 
reconnection rate isn ' t very sensitive to the value of conductivity. In 
this case, the conductivity is the one associated with binary collisions 
and corresponds to a temperature of 106 oK. Since the mean free path is 
larger than an astronomical unit, such a conductivity isn't very reason 
able- yet even on the basis of this value, 4% of the field lines are re­
connected. 

An estimate of the maximum value of the conductivity can be obtained 
by saying that the thickness of the diffusion region cannot be less than 
the electron gyro radius if the region is to carry the required cllrrent. 
Even if the thermal velocity of all the electrons is entirely in one direc­
tion, the magnetic-field direction can't change in less than that distance, 
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which is about 3 km. For a diffusion region of this thickness, 10% of the 
field lines are reconnected. 

I personally favor an estimate of about 100 km (the ion gyro radius) 
as the thickness of the diffusion region. This thickness gives a reconnec­
tion rate of 20%. Thus I think that at least 10%, and probably about 
20%, of the field lines incident on the magnetosphere become connected 
to the dipole region. 

CONDUCTIVITY 

T = 106 oK 

8"= 3km 

8*= 100km 

U", : 8/-A", 

B", 

SHOCK 

004 

01 

0 .2 

"--MAGNETOPAUSE 

Fig. 3. Parameter describing the connectioll of the dipole field to the inter­
planetary field 

Figure 4 shows a cross section of the magnetosphere perpendicular 
to the Earth -Sun line and intersecting the Earth. (The field lines do not 
necessarily lie entirely in this plane.) In this projection the shock wave 
and magnetopause are shown schematically as concentric circles. Some 
of the field lines (about 20%, we said) are connected and go through the 
boundary, while the others slide by in the intermediate region. 

In order to obtain the first of Axford's numbers - namely, the potential 
difference across the polar region - we notice that the field strength 

~ ------------
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outside the shock boundary is about 5 y. The diameter of the magneto­
pause is about 105 km. Since 20% of the field lines become connected, 
the projection of the connected region outside corresponds to a length 
of 2 x 104 km. We also know that the wind velocity is about 500 km/sec. 
Then the product of velocity, field strength, and length gives a potential 
difference of 50 kv. This potential difference must be the same as the one 
that was obtained at the polar ionosphere and that Axford estimated to 
be 20 kv. A slightly different estimate of the polar potential is also 
shown in Fig. 4. The field strength at the poles is, of course, known. The 
size of the region in which the field lines move in an anti solar direction 

0600 -1800 HOURS 

I""··' I CONNECTED REGION 

POLAR ZONE BOUNDARY 

3 XI03 2 XI04 km 

0 .6 5 x 10-5 gauss 

0 .1-0.5 500 km/sec 

0 .2- I x 105 0 .5 X 105 volts 

Fig. 4. Cross"section of the magnetosphere perpendicular to the Earth-Sun 
line, and parameters involved in estimating the DS-current driving potential 

corresponds to the region in which the DS current system shows currents 
directed toward the Sun. The velocity used in the polar region corres­
ponds to the observed range of visual auroral velocities. The product 
of these numbers gives a potential difference ranging from 20 to 100 kv. 
Thus the polar potential as determined by the rate of field cutting agrees 
substantially with both of the estimates based on polar observations. 

Concerning Axford's value for the required energy input into the 
magneto phere, I have just made the following estimate: cp , the stress 
on the magnetosphere boundary , is given by: 

Bi>Bt cp=-
47T 

(1) 
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where Bn is the normal component of the magnetic field, and oBt is the 
change in tangential component of the magnetic field. Multiplying Eq. 1 
by the surface area of the magnetosphere (21TRL, where L is the length), 
and the velocity of the solar wind, we obtain for the power input 

P = 2nRLv¢ (2) 

Using Bn = 1 y, which corresponds to 20% of the 5-y interplanetary 
field; Bt = 10 y , which agrees more or less with the Explorer-IO results 
some distance behind the Earth ; R = 105 km ; L = 106 km; and v = 400 
km/sec, one obtains P = 2 x 1019 ergs/sec. This is obviously closer to 
the required value of 1019 than is justified by the nature of the calculation. 

DISCUSSION OF PAPERS BY AXFORD, DUNGEY , 
AND PETSCHEK 

The Acceleration of Trapped Particles by Violation of the Third Invariant 

PARKER: I have a rather general comment on most of the ideas expressed this 
morning concerning the acceleration of particles by combinations of electric and 
gradient drifts. It strikes me that these ideas were proposed quite some time ago 
by Paul Kellogg! and have probably been forgotten. 

Kellogg made the point that one can violate the third invariant of the trapped­
particle motion if one has a time-dependent geomagnetic field , and that one can 
accelerate particles in this way because the first invariant is not violated. At the 
time, there was considerable interest in the mechanism. I made some calculations 
and convinced myself that the mechanism was legitimate and effective; and Prof. 
Davis , I know, has also made some calculations. 
BLOCK: I am not familiar with Kellogg's work, but it seems to me that particle 
acceleration caused by gradient drifts along an electric field was proposed first 
by Alfven in 1939, when he originally proposed his auroral theory.2 
PARKER: Unfortunately, the idea was in a context that one can no longer believ.e. 
BLOCK: I am not going to argue about that now ; I am just saying that this 
mechanism was inherent in his theory. 
AXFORD: The diffusion of particles into the magnetosphere due to a breakdown 
of the third invariant appears to be a likely explanation for much of the trapped 
radiation. I would like to point out that the third invariant can be broken as a re­
sult of fluctuating electric fields corresponding to interchange motions in the 
magnetosphere, as proposed some years ago by Golda This m~chanism , which 
can be expected to be operating all the time, differs from the one discussed by 
Kellogg and Parker in that the magnetic field remains undistorted and the electric 
fields are curl-free to a first approximation. 

'Kellogg, P. J. , Nature 183,1295 (1959) 

'A lfven, H. , Kungliga Svenska Vetenskapsakademiens Handlinger, Series 3, (1939) 

3Gold , T.,Jol/rnal ofC eop!Jysical R esearch 64, 1219 (1959) 
.... ........... , Astrophysical J Ollrnal SlIppl. 4, 406 ( 1960) 
............... , Jollrnal of the Physical Society oj J apoll l7 , Suppl. A - I , 187 ( 1962) 
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The Direction of the Interplanetary FieLd and its RoLe in Magnetic Storms 

BLOCK: I would like to make some comments on Dungey's mechanism. It 
seems to me that it is very similar to Alfven's theory; with two important excep­
tions, namely: you have reversed the magnetic field outside the magnetosphere, 
and you don't allow any electric fields along the field lines. Is that correct? 
DUNGEY: Yes. I should comment on this southward tendency of the interplane­
tary field. I don't want to claim that 1 predicted that the field would point to the 
south. We can't really have a southward component all the time. I think we have 
to sort out the different kinds of phenomena-such as bays-and determine what 
interplanetary conditions correspond to what things we see on the Earth. 

The model I discussed in my paper, by the way, was first proposed to me as a 
Ph.D. problem by Fred Hoyle a very long time ago. 
BLOCK: I think you have the same opinion that Alfven does, that the lower 
boundary of the auroral zone, toward the lower latitudes. is determined by the 
diamagnetic repulsion of the plasma that is moving into the magnetosphere. Is 
that right? 
DUNGEY: Well, the diamagnetic repulsion is a way of talking: about pressure, 
isn't it? But this comes back to the fluid side of the picture. 
BLOCK: If you consider individual particles, then the IL of the particles causes 
a diamagnetic repulsion which counteracts the electric-field drift. 
AXFORD: Perhaps a simpler way of saying that is: we have only about 20 kv of 
electric potential available, which effectively limits the attainable particle energies 
regardless of the configuration of the electric field. 
BLOCK: That amount to exactly the same thing. 
AXFORD: Alfven's picture is included in all other theories that involve electric 
fields, with the modification that the sign of the field is reversed so that we get the 
DS current system in the right direction. Thus in the interior of the magnetosphere 
the plasma flows toward the Sun instead of away from the Sun. 
BLOCK: In Stockholm we have performed some recent experiments in which 
the electric field across a model magnetosphere was measured when plasma was 
projected toward the field. The projected magnetized plasma in some cases had 
Alfven's field direction and in other cases had Dungey's field direction. The 
experiments showed that the electric field was short-circuited with Alfven's field 
direction, whereas it was measurable with Dungey's field direction. So the exper­
iment provided strong support for Dungey's geometry. His magnetic-field geo­
metry is probably more efficient for injection of particles into the magnetosphere. 
GOLD: I had a reason for saying, a year and a half ago,5 that the field in space has 
to have a preferred direction in which the component normal to the ecliptic is 
more often anti parallel than parallel to the external part of the Earth's magnetic 
field. Such a.field direction is necessary to account for the fast particles detected 
from east- and west-limb flares. I concluded that, over the period during which the 
statistics were accumulated - essentially two years - there seemed to be a general 
tendency for the fields in space to have this direction more often than the other. 
Mariner seems to have substantiated this conclusion for the period just following 
the one I considered. So it may be true that the field has this configuration a large 
part of the time, perhaps changing with the 23-year solar cycle. 

4Alfven , H. and C.-G. Falthammer, Cosmical Electro-dynamics. 2nd ed ., Oxford 
University Press, London (1963) p. 540 

sGold , T., Proceedings of the Study Week on the Problem of Cosmic Rays in I nterplane­
tary Space, Pontifical Academy of Science. Vatican City, (1963) p. 431 
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BLOCK: There is an additional reason to assume that the interplanetary field 
has this southward direction. If you place a magnet in a magnetic field, there will 
be a torque on the magnet that will rotate it so as to establish the configuration 
with the lowest magnetic energy. In this case, the Earth can't flip over. But if the 
solar wind contains a sort of disordered field , pointing sometimes in one direction 
and sometimes in the other direction, then the southward direction would most 
easily allow the field to hang onto the Earth's field. The other direction would 
more easily allow the field to slip past the Earth's field. 
GOLD: But this effect has nothing to do with the predominant direction of the 
interplanetary field. 
DAVIS: I think that this matter of the opposite polarity between the inter­
planetary field and the Earth's field is very significant. I think there are two 
possible explanations for this configuration. (I) The interplanetary field points 
sometimes one way and sometimes another. However, the plasma mechanisms at 
work near the magneto pause (inside the shock) preferentially hold the field when 
it is in the direction opposite to the Earth's field. Thus, near the Earth we see 
this configuration more of the time. (2) The Mariner data indicate a tendency for 
the interplanetary field to be directed in the southward direction , although the 
major component is in the ecliptic. I think the same thing was suggested by the 
IMP data. I think neither the Mariller people nor probably the IMP people would 
like to make much of a point of this indication. It would be surprising if such a 
tendency were not connected with the general solar cycle. The direction would 
then presumably reverse every II years, and should have reversed sometime 
around 1960, although I forget the exact date. 

Therefore, the time at which Prof. Gold obtained his statistics becomes very 
critical. Furthermore, if the polarity is important for the aurora, we must ask 
whether there is a 23-year cycle in auroral properties. If not, we had better forget 
the whole business. 
CHAPMAN: Do I understand that the supply of auroral energy depends upon 
the interplanetary field having a southward direction? 
PETSCHEK: If the geomagnetic and interplanetary fields are at an angle () to 
each other, then the reconnection rate should be proportional to sin «()/2). You 
can resolve the fields into two components: one in which the fields are parallel 
on both sides of the neutral point, and one in which the fields are antiparallel 
and annihilate each other. The important component is the one for which the 
fields are anti parallel. If the interplanetary field were in the ecliptic, the reconnec­
tion rate would be reduced by a factor of 1/V2. Thus, you would expect to see 
some effects from the 23-year solar cycle, but they may not be very pronounced. 
AXFORD: I don't see that the direction of the interplanetary field can be very 
important. If the interplanetary-field lines merge onto the geomagnetic-field 
lines in the manner described by Dungey, Petschek, and others, the merging 
would seemingly have to occur in a patchy fashion all over the surface of the 
magnetosphere, wherever the internal and external field lines are suitably 
aligned. Even if the interplanetary-field component normal to the ecliptic had a 
tendency to be anti parallel to the geomagnetic field, it is unlikely that this anti­
parallelism would survive when the solar wind passes through the shock wave 
standing beyond the magnetosphere. The field just beyond the magnetopause is 
likely to be very messy, irrespective of the condition of the field outside the 
shock wave, and the merging mechanism should therefore be able to cope with 
randomly-oriented external field lines. 
COLEMAN: I would like to make a comment concerning the interplanetary-field 
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directions. The distribution of the orientation , as observed by Mariner, is peaked 
almost in the ecliptic , generally pointing away from the Sun but with a small 
component, normal to the ecliptic, pointing southward. Nevertheless , for some­
thing like 40% of the time this small normal component points northward. This 
distribution is typical of the time (about a week) during which the spacecraft 
was rolling and during which we knew the spacecraft magnetic field quite ac­
curately. 
NESS: I n the theoretical problems presented this morning, the interplanetary 
field was always taken to be normal to the ecliptic - either parallel or anti parallel 
to the Earth's dipole axis. I would like to know how one incorporates into this 
picture the interplanetary data, which indicate that the interplanetary field has a 
very strong tendency to be close to the ecliptic. 
PETSCHEK: I commented before that the reconnection rate depends on sin (8/2). 
You are aying that 8 should be 90 rather than 180 deg, which changes things by 
a factor of 1/V2. A field in the ecliptic will also distort the picture of the field 
lines in Fig. 4 , Paper 18. 
GOLD: I n the first place, even if the magnetic field has a very substantial com­
ponent in the direction of flow , which it evidently has a large part of the time, the 
discussion is not changed very much, because the orientation gets fouled up in 
the vicinity of the Earth as the lines of force get tipped over. I t is the small 
component in the nonradial directions that you are concerned with, because this 
small component is the one that determines how the field lines are going to be 
packed when they are pressed against the Earth's magnetosphere. 

I wish to make another point concerning the direction of the interplanetary 
field. It is still not experimentally established whether the seasonal variation in 
the average frequency and intensity of magnetic storms is related to the periods of 
equinoxes, or whether it is related to the periods of maximum solar latitude of the 
Earth. Unfortunately , it is accidental that, at the present time in the 26,000-year 
period of precession, these two effects have almost the same phase. If we on the 
Earth had seen the effect at another time, we would not be bothered in this way. 

If it were the equinox effect that enhanced the magnetic storms, then the 
position of the Earth's dipole- which, of course, is wobbling by II degrees each 
day but which is also inclined by 23.5 degrees-would be critical. Magnetic 
storms would have their greatest intensity when the Earth' dipole was most 
nearly perpendicular to the flow . .. 
BRANDT: There is a very short and not well known paper in which Prof. Opik6 

discusse the number of fl ares occurring in both the northern and southern solar 
hemispheres. The basic information was taken from a paper by Bell ,> and the 
analysis was applied to a 23-year period. I specifically checked this time span, 
hoping that we wouldn ' t get into any solar-cycle arguments. Of these flares , 56 
percent occurred in the northern hemisphere-a result which is not statistically 
different from 50 percent. There were terrestrial effects following 74 of the 
flare s observed during thi s time; of these flares , 86.5 percent occurred in the 
northern hemisphere. Opik has computed that the probability of this happening 
in a random sequence is 2 x 10- 10 

I n other words , it is very unlikely that this lack of symmetry is an accident. 
There mu t be some physica l reason that flares in the northern hemisphere pro-

"Opik, E. J.,lrish A stronomical JOllmal6 , 29 ( J963) 
' Bell. B. , Smithsonian Contributions to Astropilysics 5, No. 7, 69 (196 1) 
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duce particles that impact the Earth, whereas flares in the southern hemisphere 
do not. I think an explanation sugge ted by Prof. Opik merit attention , although 
it is not really theoretically defensible. His theory is based on the fact that the 
Sun's velocity, with respect to the galaxy, is 20 km/sec northward. Hence, there 
is a local interstellar wind which pushes preferentially on one side of the solar­
wind region and bends the lines of force downward. The interstellar wind doe n't 
have to bend the field lines very much to cause the observed asymmetry. It 
seems to me that this theory predicts a consistently southward magnetic field 
near the ecliptic, independent of the phase of the solar cycle. The problem with 
this theory is that it is a little hard to imagine how the interstellar gas can make 
itself felt this close to the Sun; but I don't think we understand this effect well 
enough to rule it out. 
WILCOX: Although the northern solar hemisphere contributed over 50 percent 
of the great-storm sources in the last five so lar cycles, Bell has shown that in 
cycles 10 through 14 (1856 to 1901), the southern so lar hemisphere was pre­
dominant in this respect. 7 In cycle 13, the southern solar hemisphere contributed 
80 percent of the great-storm sources. Thus the northward motion of the solar 
system toward its apex in Hercules would seem to be excluded as an explanation 
for the north-south asymmetry of great-storm ource . 

An alternative explanation is possible. I n a 23-year period (1937-1959) studied 
by Bell, 62 percent of the major flares occurred in the north .s Northern spot 
groups, however, produced 86 percent of the major flares that were followed by a 
great storm. Thus, although there were a larger number of flares in the northern 
solar hemisphere , this fact alone is not sufficient to explain the asym metry. The 
fundamental cause may be related to an asymmetry in the solar magnetic field 
which could result in asymmetric coronal heating and an asymmetric flux of 
solar-wind plasma and magnetic field. An asymmetry in the solar wind could 
explain why activity in the northern solar hemisphere has a greater geomagnetic 
effect. 

A north-south asymmetry in the solar magnetic field would seem to be allowed 
by H. W. Babcock's theorY ,9 in which the magnetic flux in each hemisphere is 
independently amplified by the differential solar rotation. If one hemisphere had 
more magnetic energy, the effect might well persist for several solar cycles. The 
possibility that the two solar hemispheres have different magnetic conditions 
is observed by H. D. Babcock.' o In 1957 the main magnetic field of the southern 
polar cap reversed its polarity , and after a delay of about 18 months a similar 
reversal occurred in the north. A more quantitative comparison·of the magnetic 
conditions in the two solar hemispheres may become available when the solar 
magnetograph is used with the addition of advanced data handling techniques." 
KERN: I have a question with regard to Dr. Petschek's calculations of the 
reconnection rate. For the direction of the interplanetary field parallel to the 
solar wind or normal to the dipole ax is , there are, in principle , two places at which 
neutral points could develop: one behind the Earth and one in front of the Earth. 
If there are really only two points , very small areas are involved. Is the recon­
nection rate at all sensitive to the size of the region in which reconnection is 
possible? 

7Bell, B., Smithsonian Contribll tions to Astrophysics S, No. 7, 69 (1961) 
"Bell, B., Smithsollian Con triblltiOlls to Astrophysics S, No. 12, 187 (1962) 
"Babcock, H. W. , Astrophysical JOl/rnol 133. 572 (J 96 J) 

IOBabcock, H. D. , AstrophysicaiJolIl'llal 130, 364 (1959) 
II Howard, R. (Private Communication) 
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PETSCHEK: Strictly speaking there are only two neutral points. However, the 
calculated reconnection rate is insensitive to the angle through which the field 
rotates across the boundary. Thus it occurs even when there is not a precise 
neutral point , that is when the angle is not 180 degrees. As a result, one would 
expect reconnection to occur along a line on the magnetosphere surface. For the 
special case of an interplanetary field directed anti parallel to the dipole field , this 
line is clearly defined as the equator of the boundary, since this is one case in 
which a neutral line exists. For a more general field orientation, one would expect 
the reconnection to occur along a somewhat skewed line on the surface. 
KERN: I was interested in whether or not the flux calculations were based on 
three-dimensional models. 
PETSCHEK: The flow analysis which determined the rate at which field lines 
approach one another was two-dimensional. However, it was applied.to a three­
dimensional magnetosphere by assuming that the length of the line along which 
reconnection occurs was equal to the magnetosphere diameter. 

Instability, DeveLopment of Magnetic Storms, and the Energy Supply 

KENNEL: I wish to comment about Prof. Dungey 's remarks on the universal 
or drift-wave instability and about Chamberlain 's application of the theory to 
auroras. First of all, the universal instability has been observed in a laboratory 
Q-machine I2 -a long cylindrical tube with a length of many ion Larmor radii , a 
radius of only a few ion Larmor radii, and a uniform magnetic field parallel to 
the axis. The wave stood along the axis of the cylinder. The wavelength was twice 
the machine length, and the wave propagated azimuthally at the velocity of the 
pressure drift of the electrons as pred icted. 13 The" azimuthal wavelength" was a 
few ion Larmor radii - indicating that the mode was localized and non-hydro­
magnetic. 

I n his discuss ion of the auroral universal instability, C hamberlain considered 
calculations for which the wave had no propagation parallel to the magnetic field. 
It turns out that this assumption is a poor one for waves whose propagation vector 
has any component at all parallel to the magnetic field. For low-,B plasma, there 
is an incredibly small cone of angles around the perpendicular for which the 
perpendicular assumption is realistic. Outside this cone, the calculations of Ruda­
kov and Sagdeev14 are applicable. The universal instability is just the ion acoustic 
mode modified by spatial gradients. The wave propagates para llel to the magnetic 
field with a velocity a few times greater than the ion thermal velocity. This is the 
resonant velocity for the electrons that drive the instability , and it appears to be 
too low to be that of auroral electrons interacting resonantly with the waves. I do 

'2Lashinsky, H., Physical R eview Letters. 12, 121 (1964) 
'3The pressure-d rift velocity of the electrons is expressed as 

(
I kTe 1 ap) 
n lIle P ax 

where 

n =elBI 
111eC 

p = nekTe 

"'Rudakov, L. 1. and R. Z. Sagdeev, Nuclear Fusion Suppl. PI. 2,48 1 (1962) 
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not know what would happen if mirroring particles of high energy came back in 
phase with the ion wave, as Chamberlain suggests; but the finite extent of labora­
tory machines and of the magnetosphere requires you to con ider waves that are 
not preci ely perpendicular to B (with the above consequences) and makes uch 
a mirror resonance harder to visualize. 

The mode has frequencies well below the ion-cyclotron frequency. At lORE, 
the equatorial ion-cyclotron period is I second. Any universal instability pheno­
menon must be slower than this, and it seems impossible to account by this means 
for such things as the O. I-second fluctuations in electron precipitation observed 
by balloons. 

I wish also to remark upon the interchange mode, which is Axford's interest. 
A few years ago, it was discovered that for some plasmas the interchange mode 
was more stable than theoretically predicted, and for the magnetosphere the 
interchange mode is the convection mode. Subsequent calculations l5 indicate 
that in linear theory, the interchange is stabilized by energetic ions with Larmor 
radii comparable to convecting tube diameters. If there is any relation at all 
between linear calculations and nonlinear convection, one can ask whether the 
convection is sensitive to and could be slowed by energetic ions. 
AXFORD: I think your discussion of the stability resulting from finite-Larmor­
radius effects could be applicable to the inner regions of the magnetosphere and 
possibly to the trapped-radiation zones. Near 4 RE it seems to be very difficult 
to make the interchanges occur. 
BRATENAHL: I want to ask about the possible stabilization of the interchange 
processes by the ordinary visco ity of the insulating layer, because the atmo­
sphere is really kind of sticky. This is something Hines , I guess, was considering. 
What has happened to that theory? 
AXFORD: The effect of the ionosphere is similar to the immobilization of plasma 
by a conducting end wall that intersects the field lines. Apart from the finite­
Larmor-radius effect, interchange motions are impeded by the currents flowing in 
uch a resistive wall; as the conductivity of the wall increases, the interchange 

processes become more and more difficult, because the electric field involved in 
the interchange process tends to be short-circuited by the walls. For a given 
speed of interchange motion, there is a given electric field and therefore a given 
current in the wall. This current represents dissipation, and therefore stickiness. 
However, the electric field (and hence the current) is proportional to the velocity, 
so that the interchange motions cannot be completely suppres ed - they can only 
be slowed down. 

On the other hand, unless there is in the magnetosphere a dynamo of ome sort 
that maintains the electric field, the conductivity of the ionosphere will discharge 
the field within a few seconds. The dynamo must be mechanically driven: for 
example, by atmospheric tides , by the rotating Earth, or by the solar wind. The 
electric field in Alfven's magnetic-storm theory is not maintained in this way, 
and thus we expect it to be short-circuited unless some device operates to prevent 
a short circuit. 
DUNGEY: In connection with the interchange instability, I would like to mention 
the work of Brian Taylor of the Culham Laboratory in England. 16 He has pro­
duced a necessary and sufficient condition for stability against interchange modes. 

1"Rosenbluth, M. "' N. A. Krall , and N. Rostoker, Nuclear Fusion SlIppl. PI. 1,143 
(1962) 

I6Taylor, J. B., The Physics of Fluids 6. 1529 (1963) 
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It is a simple condition and is expressed in terms of a quantity similar to the sort 
of thing that I mentioned in connection with Hess and Nakada's work. This 
quantity is the derivative of the distribution function with respect to energy when 
the two invariants are kept constant, which, in the case of the magnetosphere , 
means that L is changing. A sufficient condition for stability17 is that ; 

(:~) < 0 
IL. I 

The necessary and sufficient condition for stability is that some kind of integral , 
involving this derivative and taken over a flux tube, be less than zero. I t is 
essentially a variational principle. 

Figure 4, Paper 17 , shows thatfplotted against L , with fixed }J. and I, always has 
the same slope. In fact , it shows that the sufficient condition (without the integral) 
is satisfied. You can argue, of course, that instabilities occur until the thing 
becomes stabilized. 
GOLD: I have been very much impressed by O'Brien 's observations of auroras 
and of the electrons responsible for most of the auroral luminosity. IS The electrons 
have a nearly isotropic distribution below only certain heights on an auroral line 
of force. At greater heights, the flat pitches are absent, and it looks as if the 
electrons have just been accelerated along the lines offorce. If that is really true , 
then one has to think of the auroral flux of electrons as being produced by an 
electric field along the particular lines of force . I don' t say that I know how to do 
that, but it seems clear to me that no method of shuffling particles around from 
one orbit to another will suffice. I can see no way to shuffle them so that they end 
up with very steep pitches only. This consideration seems to me to be a very 
important additional constraint on the theory of the main electron flux of an 
aurora. 
CHAPMAN: Figure I has a bearing on this subject. The geomagnetic storm of 
December 4, 1958, is shown in these records from College, Alaska , and from 
Honolulu. I would like to draw your attention to the particular traces labeled 
"H." Note that the College scale is about a third of the Honolulu scale. 

At a certain instant (labeled SC), there was a quite normal sudden commence­
ment , of a type that often leads to a magnetic storm with a ring current and many 
polar substorms. One may take the field jump to represent an intensification of 
plasma flow ; but on this occasion, the fields oscillated quite a bit, and one can see 
that the oscillations are extremely similar on both of these traces. Many other 
records from other stations also repeat these variations. The plasma oscillated in 
intensity for several hours, and although there was no development of a sub­
storm, the magnetosphere was alternately compressed and released over this 
period. This record, of course, shows that neither the intensification of the plasma 
nor its unsteady variation necessarily lead to further developments in auroras 
and polar magnetic substorms. 

At the bottom of the figure are the College all-sky auroral pictures selected at 
the hourly intervals. During the period of the onset, no aurora was visible. The 
main phase began to appear about ~ hours after the sudden commencement. A 
ring current must have developed, and soon afterwards there were strong mag­
netic bays. Then an aurora appeared , and auroral and magnetic substorms began. 

I7Kruskal, M. D. and C. R. Oberman , Th e Physics 0/ Fluids 1, 275 (1958) 
'"O ' Brien , B. J.,1ollrnal o/Geophysical R esearch 69, 13 (1964) 

O' Brien, B. J. and H. Taylor, JOllrnal o/G eophysical Research 69, 45 (1964) 
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I show this slide to demonstrate that there is no necessary development of a 
storm, and no necessary feeding of kinetic energy into the magnetosphere caused 
by the compression of the magnetic field in continuing and unsteady plasma flow. 
AXFORD: This particular storm seems to support very well , in fact , the sugges­
tion that interchange motions play a dominant role in magnetic storms. The 
interchange motions build up the ring current, and without these motions (as 
evidenced by DS) there should be no ring current. On the other hand, it is 
reasonable for the ring current to be weak or absent even if DS is quite strong, 
since energetic particles are required to produce the ring current and these may 
not be available in sufficient numbers. 

Furthermore, although the interchange motions may start up almost immediately 
following a sudden commencement, there may be a con iderable delay before 
the ring current starts to build up, since it takes quite a long time for solar-wind 
particles to be carried deep into the magnetosphere and energized by the motions. 
When the sudden commencement occurs, the particles are introduced into the 
magnetosphere immediately; but possibly nothing is observable until , say , 4 hours 
later, when the first particles reach auroral zone latitudes. Concurrently with, 
or just prior to, the building up of the ring current, auroral and magnetic bay 
activity should be pronounced. 
CHAPMAN: But sometimes the main phase starts within an hour or so of the 
sudden commencement. 
AXFORD: I know, and that is rather interesting. If, before the storm starts, there 
happen to be particles already halfway into the magneto phere , as it were, then a 
horter time is required for the particles to reach the auroral zone. I n a serie of 

storms, there may well be such leftovers, and the initial phases could become 
quite short. 
DUNGEY: I would like to offer an alternative explanation for the time difference 
between the initial phase and the main phase of the storm. Thinking in terms of 
solar wind , let us assume that a plasma tream, which i going to cause a storm, 
leave the Sun. This stream has a shock in front of it , as first proposed by Gold, 
and I think the initial phase of the storm is caused by this shock. There is simply 
an increase in pressure. I think the main phase of the storm is caused by some­
thing in the high-pressure gas, and the be t guess is a strong southward inter­
planetary field. However, this is a question till to be answered. 

Newtonian Flow and the Shape of the Magnetopause 

BEARD: This is kind of an interruption to the discussion, but I want to comment 
in a rather trivial and brief way on Prof. Axford's strictures concerning the results 
of the Newtonian calculation. I think many of the points that Prof. Axford made 
are well taken, but if we have fluid flow around a magnetopause, the primary 
difference from the Newtonian model-in which the particles bounce off-is 
a difference in pressure. I nstead of being 2nmv2 cost 1/1 (where 1/1 is the angle 
between the normal to the magnetopause and the solar-wind velocity vector), 
the momentum of the particles exchanged at the surface i reduced to nmv2 cos2 1/1, 
becau e the tuff flows around instead of bouncing off. Since the cost 1/1 factor 
remain the same in the two approache ,the shape on the forward side is the ame 
as the one Prof. Axford mentioned. A little difference in pressure (aside from the 
factor of 2 in particle pre sure) isn't going to matter much, becau e the surface 
pressure depends on the inverse sixth power of the distance from the Earth. 

Since the surface in the equatorial plane is quite different from a hemisphere , 
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this forward pressure of the solar wind is still the dominant effect at a' large a1}J,gle 
toward the back side. You would calculate, on a Newtonian basis, thilt the surface 
at an Earth-Sun-satellite angle of 140 degrees is at about 20 RE if the subsolar sur­
face is at lORE' This calculated shape agrees with that measured by Explorer 1 a. 

The difference occurs between the prediction of the Newtonian theory and 
the prediction of the fluid theory, where the pressure of the wind on the surface 
is very, very small, and any interplanetary magnetic-field pressure may not be 
neglected. In the fluid theory, whatever happens in the transition region dominates 
everything and, in fact , closes the tail. In the Newtonian picture, the tail is an open 
cylinder, which is not observed. 

The surface near the front is very well calculated by Newtonian theory. This 
is the site of the dominant current, from which you can calculate the distorted 
magnetic field. Thus, the Newtonian picture is a very good one from which to 
calculate the magnetic field , but the calculation has to be done precisely. 
PETSCHEK: In connection with Dr. Beard's comments, I want to say that the 
observed shape of the magnetosphere boundary doesn't differ much from the 
calculated shape. However, in the Explorer-fa data, one thing that does disagree 
violently with the Newtonian theory is that the measured field strength was about 
15 y, whereas the dipole-field strength would have been about 2 y. If you enclosed 
all the field lines in the cavity, the field strength would actually be less than 2 y. 
Therefore, the magnetic pressure of the measured field is greater, by a factor of 
nearly 100, than that of the field predicted by Newtonian theory. I think the only 
way of explaining such an increase in magnetic pressure is by assuming some kind 
of shear stress along the boundary, as Axford mentioned. I suggest that the field 
lines are sticking through the boundary and are being pulled back. 
BEARD: Are you referring to the field in the transition layer or to the field in the 
magnetopause? 
PETSCHEK: I am referring to the field in the magnetopause. Am I wrong on that? 
NESS: No. That was a very fair statement about the Explorer-I a results with 
regard to field strength. The point you neglected to mention is that from f M P we 
are getting indications of the same picture where the cavity flares out. 
SLUTZ: One must allow not only for the dipole field but for the field produced 
by the electrical current in the magnetopause. I t turns out, when you make a 
model calculation, that this perturbation field is comparable to the dipole field at 
the front face of the magnetosphere, but it is large compared to the dipole field at 
the back face. 
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CHAPTER XIX N 6 6. 3.8. 9. 6 5. 
ON THE OCCURRENCE OF TOPOLOGICAL 

CHANGES OF THE MAGNETOSPHERE 

B. U. O. SONNERUP 

Royal Institute of Technology, Stockholm, Sweden 

The Topology of the Magnetosphere 
In the absence of an interplanetary magnetic field , the solar-plasma 

flow confines the terrestrial magnetic-field lines to a closed magneto­
sphere, such as the well known Chapman-Ferraro cavity. Even in the 
presence of an interplanetary field, the closed character of the magneto­
sphere is, in general, preserved; because of the frozen-field condition , the 
solar wind sweeps back into the geomagnetic tail any terrestrial field lines 
reaching into interplanetary space. In the tail, field lines of opposite 
directions approach each other; and if there is some mechanism for 
reconnection, a geomagnetic tail of finite extent results. However, there 
is one type of open magnetosphere - that is, a configuration in which the 
Earth 's polar field lines reach into interplanetary space-that may be 
maintained even in the presence of a solar wind. This configuration can 
be obtained if the interplanetary magnetic field in the vicinity of the 
magnetosphere is anti parallel to the terrestrial field in the equatorial 
plane. This topology is illustrated in Fig. I, which shows the magnetic­
field lines obtained by superposition of a homogeneous antiparallel field 
upon a dipole field. This is the geometry studied by Dungey (Ref. I), who 
has dicussed the general nature of the flow pattern including the reverse 
plasma flow in the interior of the magnetosphere. The model is topologi­
cally equivalent to the one discussed by Dr. Petschek this morning 
(Paper 18). 

The Explorer-12 magnetometer experiment (Ref. 2) indicates that the 
interplanetary field just outside the magnetosphere frequently has the 
direction assumed in Dungey's geometry ; that is, it is roughly perpendicu­
lar to the ecliptic and anti parallel to the terrestrial field. This field direction 
is probably a local effect caused by the interaction of the solar wind with 
the magnetosphere, because at large distances the interplanetary field 
has the geometry found by Mariner 2 (Ref. 3). However, for the purpose 
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of the present discussion, only the interplanetary-field direction in the 
immediate vicinity of the magnetosphere is important. Thus, when the 
interplanetary field is anti parallel to the equatorial terrestrial field, the 
magnetosphere may be either open, as Dungey has assumed (see Fig. I) , 

Fig. I. Open magnetosphere model obtained by the superposition of a dipole 
field on a uniform a ntiparallel field (Dungey 's magnetosphere model) 

or closed, as shown in Fig. 2a. In the latter case, there is a field-reversing 
current layer at the surface of the magnetosphere. The question is: do 
both of these geometries occur in practice? 

In order to shed some light on this problem, I have investigated the 
linear stability of the closed configuration under the assumption of a 
stationary interplanetary plasma (Ref. 4). In other words, I have assumed 
in my calculation that the solar-wind velocity is equal to zero, which is 
an embarrassing statement to make in a solar-wind conference. However, 
I will argue that my results may apply also in the case of a nonvanishing 
solar wind . I find that the current layer is unstable; it tends to become 
thinner at one of the neutral regions and thicker at the other, as shown in 
Fig. 2b. [ predict that this instability then goes through the stages 
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indicated in Fig. 2c and 2d, with the final result being a configuration that 
is topologically equivalent to Dungey 's geometry. The current layer that 
accumulates over one of the polar regions would, in the real case, be 
swept away by the solar wind. 

The process at the radially expanding neutral ring may be de cribed 
as a disruption and subsequent reconnection of the field lines. The 

--+--+---3I1DC--O-I-'-_- "0 
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Fig. 2. Transition from a closed to an open magnetosphere. The instability 
changes the initial configuration shown in (a) into the one shown in (b). The 
further development of this instabi lity is indicated in (c) , where the current layer 
has become infinitely thin at Ns and in (d) where the process of opening has 

started 
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reconnection occurs in such a way that interplanetary-field lines are 
joined with terrestrial ones. There is also a symmetric mode of instability 
where field lines are cut at two neutral rings - one over each polar region. 

This instability may , in principle , occur even in the presence of the 
solar wind, because the solar-wind plasma can flow past the magneto­
sphere in its intermediate (Fig. 2d) and final (Fig. I) states in the manner 
described by Dungey (Ref. I) and Petschek (Paper 18). Thus, the plasma 
flow need not cause a return to the closed topology. We also have some 
evidence from laboratory experiments (Ref. 5) in support of Dungey's 
flow pattern , which Dr. Block pointed out this morning (discussion of 
Papers) 6-) 8). However, I mu t point out that the instability can occur 
only if the neutral points on the external surface of the current layer 
remain in positions just opposite to the neutral points on the internal 
current-layer surface. If the plasma flow moves the external neutral 
points to other positions , then the instability may be effectively prevented. 
For example, the instability could not occur in a configuration of the type 
shown in Fig. 3. With the Explorer-i2 magnetic measurements in mind , 

Fig. 3. Example of a magnetospheric configuration where the instabi lity cannot 
take place. This configuration can be maintai ned only with aid of the solar wi nd 

it appears reasonable to assume that , in the real case, conditions will 
occasionally be favorable for the development of the instability; so that 
a transition from the closed to the open state of the magnetosphere 
occurs. 

Magnetic Storm, Main Phase 
We can consider the main phase of the magnetic storm to be the result 

of a transition from the closed to the open magnetosphere. Such a transition 
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should be observed on the surface of the Earth as a wGrld-wide decreas~ 
in the horizontal component of the geomagnetic field. This decrease 
should be about equal to the 50-to-l00-1' field induced by the current 
layer. The characteristic transition time should approximate the time 
required for Rn Alfven wave to travel from one neutral region to the other 
along the surface of the magnetosphere. For a particle density of 30 
protons/cm3, a magnetic-field strength of 40 1', and a typical magneto­
sphere radius of lORE, the transition time is 20 min. These results 
agree rather well with the magnitude and characteristic time of the well­
defined decrease in the horizontal-field component at the onset of the 
main phase of magnetic storms, such as the one shown in Fig. 4. 

SAN JUAN 
SEPT 30,1961 

16 20 
LOCAL TIME, hr 

/ 

24 

Fig. 4. V ariation of the horizontal magnetic-field component at San Juan during 
the magnetic storm of September 30, 1961 

After the transition has occurred, fresh solar plasma enters the interior 
of the magnetosphere in the manner described by Dungey, and the result 
is a further world-wide decrease in the horizontal component of the mag­
netic field and an enhanced DS current system. Thus, the polar substorms 
and the main phase develop simultaneously, which agrees with the ob­
servations (Ref. 6). Another likely effect, caused by the partial short 
circuit in the ionosphere and along the neutral ring, is a rather strong 
sweep-back of the polar field lines that extend into interplanetary space. 
Piddington suggested that the main phase could be caused entirely by this 
sweep-back effect, but he found it difficult to explain how the polar 
field lines are connected to a passing cloud of solar plasma (Ref. 7). 
The instability discussed here is a mechanism that could explain this 
process. 



280 B. U. O. SONNERUP 

If the main pha e of the storm is to be explained in terms of a change 
in the magnetospheric topology, it must be assumed that the magneto­
sphere is closed under normal conditions. The mechanism by which it 
returns from the open to the closed state, after a magnetic storm, is not 
very well understood. 

The transition requires that the interplanetary fields have a particular 
direction and that particular conditions prevail near the neutral points. 
This requirement may explain why'1he duration of a storm's initial phase 
can vary within wide limits and why some storms do not have any main 
phase (Ref. 8). In developing theories for the magnetic storm, it is very 
important to keep in mind the widely different characters of individual 
storms. Thus, the explanation proposed here may be adequate only 
for storms in which the onset of the main phase is rather rapid and well 
defined. For storms with a slow and poorly defined transition from the 
initial phase to the main phase, the interplanetary plasma may leak into 
the magnetosphere by some other mechanism. 

It should be possible to distinguish between the open and closed models 
of the magnetosphere by studying the nature of the field reversal at the 
surface of the magnetosphere. The closed geometry has an Ootype neutral 
point inside the field-reversing current layer, while the open geometry 
has an X type neutral point. These points should be located near the geo· 
magnetic equatorial plane if the interplanetary field just outside the mag­
netopause opposes the terrestrial field. The sense of rotation of the 
magnetic-field vector can be observed from a spacecraft crossing the mag­
netosphere boundary above or below the neutral point. From this 
observation it should be possible to distinguish between the X- and the 
O-types. A change from the 0 - to the X-type would indicate the occur­
rence of a transition of the sort discussed previously. The Explorer-12 
magnetometer data published by Cahill and Amazeen (Ref. 2) appears to 
be compatible with an Ootype neutral point, but an examination of the 
detailed magnetometer records is necessary before any definite con­
clusions can be drawn. Such a study will be undertaken in collaboration 
with Prof. Cahill. In particular, conditions at the magneto pause during 
the storm, shown in Fig. 4, will be investigated. 
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THE MOTION OF PARTICLES TRAPPED IN 

THE MAGNETOSPHERE 
E. W. HONES, JR. 

I nst itute for Defense Analysis, Washington , D.C. 

Introduction 
I n order to study the motions of particles in the magnetosphere, a 

computer code has been written that calculates the drift of particles under 
four influences considered to be important: (1) magnetic-field gradient, 
(2) magnetic line curvature, (3) an electric rotational field; that is , the 
electric field that would cause co-rotation of the plasma with the Earth, 
and (4) an electric field across the ta il" of the magnetosphere, as discussed 
by Axford (Ref. I). The first application of this machine code has been 
a study of the motions of particles assumed to be injected and initia lly 
mirroring near the magnetic neutral lines at the front of the magneto­
sphere. The study of these particular motions wa undertaken in an 
attempt to understand the morning spiral patterns of magnetic activity and 
radio absorption , descriptions of which have been published by several 
people (e.g ., Ref. 2). More specifically, it was an attempt to see whether 
these spiral patterns might signify (a) the entry of solar-wind plasma 
through the front of the magnetosphere and (b) the ultimate precipitation 
of the plasma along a path determined by the electromagnetic fields with­
in the magnetosphere (Ref. 3). Oguti , also, has considered in some detail 
the possibility of auroral streams entering the magnetosphere through the 
neutral points (Ref. 4). 

Assumed Magnetic and Electric Fields 
Figure I is the magnetospheric model that was used for this study. 

Notice that the line from the neutral point intersects the Earth about 
10 deg from the pole. The lines of force in the figure are labeled with the 
colatitude of their Earth intersections. 

A uniform electric field across the tail of the magnetosphere was chosen 
to simulate the electric field postulated by Axford (Ref. 1). An intensity 
of 3 }1-vjcm was chosen, which is equivalent to a potential difference of 
about 20 kv across the entire magnetosphere. (This field is not exactly 
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like Axford's, since in his model the magnetic lines of force are equi­
potentials.) Furthermore, the component of this field parallel to the lines 
of force was ignored, and only the perpendicular component was con­
sidered in calculating particle motions. 
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Fig. I. Don-midnight meridian projection of a model magnetosphere. The 
magnetic lines of force are labelled by the polar angle of their point of Earth­
intersection. The dot-dashed lines are lines of constant field strength. (From 

Ref. 3) 
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Figure 2 illustrates a basis for the assumption of an electric field across 
the tail of the magnetosphere. The left half of the figure is an auroral 
pattern published by Akasofu (Ref. 5). It shows that the quiet auroral arcs 
do not lie along lines of constant magnetic latitude , but go far to the south 
near midnight. A projection of these structures into the equatorial plane 
(right half of Fig. 2) reveals a pushed-forward effect for both the curve ab 
and the arcs cd and ef that go over the polar cap. This effect supports the 
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Fig. 2. (a) Auroral patterns (from Ref. 5): (b) the same patterns projected to the 
equatorial plane along magnetic-field lines. Corresponding patterns are identified 

by letters 
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view that there is a transverse electric field that pushes the particles 
forward through the tail of the magnetosphere. 

Figure 3 shows the major features of Axford 's model (Ref. I). There is 
a positive space charge in the region arou nd A and a negative charge in 
the region around B - producing a transverse electric field. The internal 
stream lines are equipotential surfaces of this electric field. 

SOLAR WIND 

Fig. 3. Sketch of the equatorial section of the Earth's magnetosphere, looking 
from above the North Pole: streamlines of the solar wind are shown on the 
exterior; the internal streamlines represent the circulation presumably set up 
by viscous interaction between the solar wind and the surface of the magneto­
sphere. The internal streamlines are also equipotentials of an associated electric 
field due to accumulations of positive and negative charges as indicated at A and 

B. (From Ref. I) 

Auroral and Other Geophysical Observations 
Figure 4 is taken from Ref. 2 and shows the Antartic polar cap. Section 

c represents the equinoctial period, whereas sections a and b represent 
summer and winter, respectively. The solid line in each case is the locus 
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Fig. 4. Antarctic distributions of maximum magnetic agitation (solid curve) and 
maximum radio absorption (dashed curve). (a) Summer, (b) winter, (c) spring or 

fall. (From Ref. 2) 
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of maximum magnetic agitation, and the dashed line represents maximum 
radio ab orption. The striking feature is that this morning spiral pattern 
appears to start at about 10 deg colatitude, quite near the noon meridian. 

The next few figures show some observed auroral features that are of 
interest because they resemble certain features of the computational 
results that are to be described. 

18h' __ ~ ____ -+ __ ~~~ ____ ~~~ __ -4 ______ -+ ______ ~6h 

Fig. 5. Maximum probabi lity of the occurrence of overhead auroras, with geo­
magnet ic colatitude and approximate geomagnetic time as coordinates. (From 

Ref. 6) 

Figure 5 shows the locus of the maximum probability for occurrence 
of overhead auroras plotted as a function of geomagnetic colatitude and 
geomagnetic time (Ref. 6). This is also a spiral pattern (an evening one), 
starting at high latitude near noon and descending to magnetic colatitudes 
of the order of 25 deg near midnight. 
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Figure 6 shows the variation of visible auroras in local time at Ells­
worth (Ref. 6). The important feature here is the early appearance of the 
Hex light; Hex emission appears in the sky about 2 hr before the appear­
ance of the brighter forms. It is thought that the brighter forms can be 
attributed entirely to the precipitation of electrons, whereas the Hex 
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Fig. 6. Daily variation of all visible auroras at Ellsworth. (From Ref. 6) 

radiation comes from energetic hydrogen atoms formed when trapped 
protons undergo charge-exchange collisions with neutral atmospheric 
constituents. The observation of a quiet, fairly broad band of Hex emis­
sion in the evening is very typical and has been reported by a number of 
observers. Most observers also see bright auroral arcs; often there is 
actually a separation , with the bright auroral arcs being to the north of 
the broader Hex emission. The situation after midnight is not quite so 
clear; things get very confused then, and the Hex emission sometimes 
disappears. But the early appearance of Ha in the evening is the particularly 
significant feature for the present discussion. 

Figure 7 is taken from a paper by Neil Davis (Ref. 7) and shows aur­
oral patterns over Alaska just before midnight. The pattern, Davis 
reports, is fairly characteristic: it consists of electron-precipitation arcs 
opening toward the west with a width of 3 or 4 deg in magnetic latitude. 
The patterns tend to move westward, and there appears to be a clockwise 
motion offorms within the arcs. 

Figure 8 (from Ref. 7) gives the general pattern of alignment of auroral 
forms over the entire polar region. We shall be particularly concerned 
with the pattern within 10 deg of the pole. Auroras are seen there much less 
frequently, but when they are seen, they very often have a characteristic 
orientation along the Earth-Sun line. 
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Fig_ 8. The alignments of auroral forms with geomagnetic colatitude and ap­
proximate geomagnetic time as coordinates. The smooth curves show the average 
auroral alignment. The dashed lines represent the discontinuous post-break-up 

aurora. (From Ref. 7) 
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Results of Calculations 
We shall discuss the calculated motions of protons initially mirroring 

at positions along the 13-deg line, which is just a little south of the neutral 
line (see Fig. 1) , and also the motions of protons starting on the 8-deg 
line, which is just north of the neutral line. All trajectories will start in 
the noon-meridian plane. 

The computer program calculates the successive mirror-point posi­
tions (altitudes labelled h and given in km), the equatorial crossing points , 
the bounce time, the total time since injection (t, in sec), and the kinetic 
energy of the particle when it mirrors (F , in ev) . Al so, the line of force 
through each mirror point is traced down to the Earth , to determine the 
location of its Earth-intersection. 

Fig. 9. Parameters of various particle orbits (a) projected along the field lines 
onto the north magnetic polar cap and (b) in the equatorial plane. Calculations 
are for protons initially mirroring on the 13-deg line at an altitude of about 
6,800 km. Various energies are identified by symbols. Pojnts are labelled : 1, 

time from injection in sec ; F , energy in ev; and h, mirroring altitude in km 

Some results of the calculations are shown in Fig. 9, 10, and 11 , each 
of which shows (a) the projections of particle trajectories along lines of 
force onto the north polar cap and (b) the loci of successive equatorial 
intersections of the particles. 

Figure 9 shows calculations for protons injected on the 13-deg line at 
an altitude of about 1 RE . Plots are shown for protons with energies 
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r' nging from 300 ev to I Mev. Note that the I-Mev protons take 206 sec 
to get around to the midnight side, gain IS key in getting there, and drop 
down slightly in altitude. A comparison of the equatorial-plane trajectory 
with previous (unpublished) calculations of integral-invariant shells in 
this same model of the magnetosphere shows, as expected, that the 
high-energy, low-mirroring, I-Mev particle follows such a shell very 
closely. 

Consider, next, the 7-kev proton. It fairly quickly descends in latitude 
and gains energy. Its energy has increased to 10 key in 24,000 sec, and 
it has descended in altitude 1,000 km or so. After 51,000 sec, its energy is 

(0) 

+ 100 •• 6,800 '''' 
• 200 .... 13.300 tim 

I key 6,800 kin 
900 .'1 10,000 _'" 

(b) 

Fig. I O. Parameters of various particle orbits (a) projected along field lines onto 
the north magnetic polar cap and (b) in the equatorial plane. Calculations are for 
protons initially mirroring at various altitudes and energies on the 13-deg line. 
Energies are identified by symbols. Points are labelled: t , time from injection in 

sec; F, energy in ev; and h, mirroring altitude in km 

22 key and it mirrors at 2,500 km. The 5-kev proton's path, energy, and 
mirror altitude are even more strongly altered by the electromagnetic 
field. Still lower-energy protons - protons of 1 kev, for example - are 
carried eastward by the co-rotation electric field. When the particles 
reach the tail region they are energized by the transverse electric field, 
until finally they turn around and proceed westward, still gaining energy. 
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The solid and dashed lines in the left-hand part of the figure (taken 
from Fig. 4c) are included to illustrate the similarities between these 
observed morning spirals and the computed potential precipitation pattern 
of few-kev protons entering the front of the magnetosphere. If the 
observed morning spirals are indeed related to entering protons, as 
implied above, they give evidence of the co-rotation of the plasma, 
because in the calculations it is the co-rotation field that causes the initial 
sharp progression to lower latitudes. 

Figure 10 shows, again, low-energy protons starting on the 13-deg line, 
but at altitudes ranging from I to 2 RE • The I-kev proton path is the same 

+ 10 ke.., 
• 3 ... ... 
.. I .... ... 
• 300 I" 

270° 

.0 
( oj 

Fig. 1 I. Parameters of various particle orbits (a) projected along field lines onto 
the north magnetic polar cap and (b) in the equatorial plane. Calculations are for 
protons initially mirroring on the 8-deg line at an altitude of 12,500 km and with 
various energies. Energies are identified by symbols. Points are labelled: I, time 

from injection in sec; F, energy in ev; and h, mirroring altitude in km 

as in the previous figure. This figure illustrates some consequences of the 
lower-energy « 5 key) protons' initially being carried to the east by the 
co-rotation field. Eventually, when they get into the transverse electric 
field, they are energized and, since their magnetic drift velocity is pro­
portional to their kinetic energy, they may ultimately turn around. The 
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net effect is that these particles form a broad region of pot,~ntial proton 
precipitation. This broad region is reminiscent of the evening Ha emission. 
At a station progressing into the evening, the first emissions to be seen 
are due to protons being forced down, neutralized , and precipated, while 
later in the evening the bright arcs of the electrons are seen. It may also 
be significant that the proton trajectories project onto the polar cap as 
westward-opening loops , though it is not clear what relation these may 
have to the westward-opening loops of electron precipitation reported by 
Davis. 

Figure I I shows the trajectories of particles starting with various 
energies at a 12,500 km altitude on the 8-deg line- that is , just north of 
the neutral point. The IO-kev proton follows a path that leaves the 
magnetosphere at the point marked (L). Lower-energy particles pass 
close to the pole. A very interesting fact is that there are approximately­
straight-line trajectories for some of these lower-energy particles. The 
300-ev protons precipitate at the point marked (G), whereas the high­
energy protons come back and form a westward-pointing pattern at a 
very high latitude. These forms resemble those of high- latitude arcs of 
electron precipitation reported by Davis (Ref. 7). 

Some of the results of these calculations support the view that solar­
wind particles may enter the magnetosphere at the front-possibly near 
the neutral points, since that is the region to which the calculations apply. 
There is a suggestion here , also, that the magnetospheric plasma rotates 
even at large radial distances , and that this rotation is the reason for the 
broad Ha emission observed south of the evening auroral arcs. Finally, 
the morning and evening precipitation patterns, spiralling as they do from 
high latitude near noon to low latitude near midnight, imply that particle 
streams move from the front of the Earth toward the back, rather than the 
other way, because as the particles are forced to lower latitudes, they gain 
energy and descend and can therefore precipitate. If the particles went 
from the back of the Earth toward the front, and thus from low latitudes 
to high latitudes, then they would lose energy, their mirror points would 
increase in altitude, and they would not precipitate. 
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DISCUSSION OF HONES PAPER 

MEAD: I am a little confused. Are both of the first two adiabatic invariants 
conserved in your calculations? 
HONES: I assume that fl.. is conserved; I don't bother with the second invariant I , 
although I calculate it for each bounce. I calculate the trajectory, using the 
guiding-center approximation. I n this calculation I use some fairly rough approxi­
mations to obtain the rotational part of the electric field. Also, as you notice , the 
magnetic lines of force are not taken to be electric equipotentials, because I 
assume a uniform transverse electric field . Both of these approximations con­
tribute to a change of I in these calculations. Thus, when the particles enter the 
electric field , I increases. If I ignore the electric fields, I naturally is found to 
remain constant. 
MEAD: But you predict that I actually does change, even though the time for 
this change to occur may be shorter than the interval between mirrorings? 
HONES: Prof. Dungey points out to me that if the electric field were everywhere 
perpendicular to the lines of force, you wouldn't expect I to change. As I say, my 
electric field only approximates a conservative field. I presume he is right. 
GOLD: I should think that it is unsound to make a numerical calculation without 
separately accounting for quantities that are conserved to a high degree of preci­
sion. After all , you can easily carry these calculations to a point where you will 
infringe on the conservation of these quantities merely by an accumulation of 
errors. If you are treating this complicated orbit in detail, then it is quite un­
thinkable that you can trace it very far before you make a gross change in the 
quantity which you independently know to be conserved. I am sure that some of 
the orbits can be better approximated merely from the knowledge that the second 
invariant is conserved. The same principle would apply in calculating, for 
example, the orbit of the Earth. After a few hundred orbits around the Sun, you 
would have a different astronomical unit because of accumulated errors. 
HONES: Some calculational checks have shown me that the numerical calcula­
tions are sufficiently convergent for the distances that I consider. For example, 
I find that when I calculate the trajectory of a particle without considering any 
electric fields , the second invariant remains constant for hundreds of bounces, 
while the particle drifts half-way or more around the Earth. 
DUNGEY: There is one inconsistency in this model: you take a uniform electric 
field , and then remove the part of it parallel to the magnetic field. Since this means 
that the electric field now has a curi, there should be a corresponding oB/ot. I 
think that this probably affects the longitudinal invariant also. 
HONES: Well, I don ' t know. I think the only effect of using a more realistic field 
would be to give me a slightly different energization rate or something. Certainly 
I can apply the other type of electric field. 
DUNGEY: It wouldn't surprise me if the longitudinal invariant varied under the 
field that you have. 
HONES: That is right. When I turn on the electric field I can see a change in I. 
I won't go into detail. I am not surprised that J varies with both the nonconserva­
tive electric field in the tail and the approximate rotational field . But since I 
doesn't vary for the higher-energy particles, I am satisfied. 
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EXPLORER-18 PLASMA MEASUREMENTS 

E. F. LYON 

Massachusetts Institute of Technology, Cambridge. Massachusetts 

THE general nature of the Explorer-18 plasma-measurement experiment 
is , I believe, familiar to everyone. I should like, however, to describe 
some of the specific data obtained and to present some of the conclusions 
drawn from these data. The analyses presented here represent the work 
of Dr. Bridge, Dr. Egidi, myself, and a number of other people at both 
M IT and M IT Lincoln Laboratories . 

Instrumentation 
I shall begin by briefly describing the detector, which is shown schema­

tica lly in Fig. 1. The instrument is similar to the detector flown on 
ExpLorer 10. The 6-in. Faraday cup has four grids and two collectors at 
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F ig. I. Diagram of the plasma detector flown on IMP I (Explorer 18) 
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the back, which are followed by some preamplifiers, filters, processors, 
logarithmic compressors , and so on - all feeding the spacecraft telemetry 
system. 

The key feature of this detector is the modulation grid, which carries a 
I-kc square-wave voltage. This voltage alternates between two positive 
values (V \ and V 2) for the modulation of protons, and between two 
negative values for the modulation of electrons. When the modulator grid 
is at VI, only those protons with energies greater than eV\ can pass this 
grid and reach the collectors; when the grid is at V 2 . only those protons 
with energies greater than e V 2 can reach the collectors. Thus protons 
with energies between eV\ and eV2 are "chopped" at a frequency of 
1 kc , and the ac current to the collectors should represent only the 
protons with energies between eV\ and eV t . In principle, the high-energy 
electrons in the plasma and the direct and indirect photoelectrons that 
reach the collectors generate a direct current and produce no net signal. 
The front grid is at a potential of -36 v and repels all electrons with 
energies less than 36 ev. Theoretically, electrons with energies great 
enough to pass the front grid always get past the positive potential on the 
modulator , because they are accelerated as they approach it and then 
decelerated after they pass through it. However, there is a slight modula­
tion of the electrons by the modulator grid - a spurious effect that was not 
in the design of the instrument. This modulation is due to two effects: (a) 
the positive voltage on the modulator grid shifts the trajectory toward the 
center of the cup, with a resultant aberration of the electron trajectory, 
and (b) some of the electrons actually strike the wires to give a sort of 
capture-transparency modulation, which depends somewhat upon the 
voltage. These two purious electron effects cause ac currents of opposite 
polarity at the collector, so the net modulation of electrons is very slight. 

Obviously, there is no modulation of electrons with energies less than 
36 ev, and the modulation is also fairly ineffective for very high-energy 
electrons. I n the laboratory, the modulation of electrons having inter­
mediate energies seems to be three orders of magnitude less effective than 
the modulation of positive ions. 

We mentioned this problem at the IMP sym posi um at Goddard, but 
I mention it here again because we now feel that electron modulation is 
not an important effect. We feel that what we see in the transition region 
are indeed very hot protons. 

Concerning the physical description of the cup: the defining aperture 
on the front is about 11 cm in diameter, so the actual aperture is 97 cm2

: 

the angle of acceptance is roughly conical about the axis of symmetry, 
with a total" half-maximum" angle of 67 deg; and the solid angle is very 
close to I sterad. The overall sensitivity of the instrument is about 6 x 106 

particles/cm2 sec. 

I 
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Sequence and Timing of Measurements 
Figure 2 shows the sequencing of the various energy windows (chan­

nels), and will give you an idea of the timing involved , which is fairly 
important. There are five proton channels and one electron channel. The 
main telemetry format of the spacecraft is divided into four sequences, 
with a nominal duration of 80 sec each - the exact figure is 81.9144 sec. 

® 
SEQUENCE I I +45 TO +105 II +95 TO +235 

o 5 10see 

SEQUENCE II 

® @ 
I +220 TO +640 II +560 TO +2000 I 

eo 85 90 see 

® @ 
SEQUENCE :m: 1-65 TO -210 II + 1700 TO + 5400 I 

160 165 170 see 

SEQUENCE nr NO PLASMA DATA 

240 245 250 sec 

Fig. 2. Schematic of the plasma-measurement sequencing 

Our six measurements are sprinkled throughout the first three sequences. 
The modulation voltage in our first measurement, which we call channel 

I , alternates between 45 and 105 v. This proton measurement lasts for 
about 5 sec. It is almost immediately followed by channel 2, another 
proton measurement of equal duration , in which the voltage alternates 
between 95 and 235 v. 

In the next telemetry sequence, channels 3 and 4, the voltage ranges 
are from 220 to 640 v and from 560 to 2,000 v, respectively. The starts of 
channels 1, 3, and 5 are nominally 80 sec apart. Channel 5 is our only 
electron channel, and the voltages are -65 and -210 v. The voltages for 
channel 6, which is a high-energy proton channel, are 1,700 and 5,400 v. 

Since the measurement period is 5 sec for each channel, and since 
one roll of the satellite takes about 2t sec, there is more than one roll 
per measurement period. The early part of each 5-sec interval is unusable 
because of turn-on transients , which are caused. by the fact that the 
power supplies have been turned off. The very last part of each period 
is also unusable because of calibration requirements and some book­
keeping functions. The usable portion of each measurement period is 
about 4 sec, which corresponds to about It to It satellite rolls. Sequence 
IV , which is devoted to the rubidium-vapor magnetometer, is not used 
for plasma measurements, so the total elapsed time between the start of 
one spectrum and the start of the next spectrum is about 5 min. The 
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detailed timing of the measurements that I've just outlined becomes 
important when you consider changes in the character of the plasma. 

The measurements are further complicated by the fact that, due to 
power and bandwidth limitations, the actual voltage corresponding to the 
ac current cannot be transmitted as a function of time. It must be sampled 
and held for about 160 msec, which corresponds to roughly 20 deg of 
satellite rotation. This limitation becomes a fairly important degrading 
factor. 

Map of the Transition Zone 
Figure 3 shows the climax of all the data we wish to present today. I 

think the most distinctive feature of the plasma data is the evidence of the 
satellite's passage through the shock front and through the magnetopause. 

' The figure summarizes the observed transitions -I will later discuss how 
these transitions appear in the data. The trajectories shown in the figure 
are not direct projections. The points at the extremities of the transition 
region are plotted in terms of solar-ecliptic coordinates. The horizontal 
displacement shown in the figure is the solar-ecliptic X component, Xse; 
the vertical displacement is v' Ys/ + zst Thus each individual point in 
space is rotated about the Earth-Sun line into the plane of the paper. 

So this map represents what Explorer 18 would see if the magneto­
sphere were symmetrical about the Earth-Sun line, or if the trajectory 
were entirely within a plane containing the Earth-Sun line. The map 
takes no cogmzance of geomagnetic latitude. However, we have drawn no 
important conclusions that require the assumed symmetry about the 
Earth-Sun Line for their validity. 

The curvature of the trajectory lines is slightly inaccurate, but the 
real significance of this map lies in the end points. The shock front, of 
course, somehow goes through the outer end points, and the magneto­
pause goes through the inner end points. The question mark on Orbit 21 
indicates that the data are incomplete: we don't know where the end point 
is yet. Two orbits that are particularly interesting are Orbit 6, in which 
the entire transition seems to be displaced toward the Earth, and Orbit 13, 
which has a somewhat anomalous behavior outside the shock front and 
which also seems to be displaced. 

We will later discuss the implications of this figure , and will try to 
discuss the results in terms of Explorer 10, whose orbit was more or less 
in an anti solar direction. From the next few months of Explorer-18 data, 
we hope to show that the Explorer-1 0 observations are consistent with a 
transition through the magnetopause, rather than through the shock front. 

Example of a Transition-Zone Spectrum 
Figure 4 shows the signals in the six channels as a function of time. 

These data were obtained when the satellite was in the transition region 
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during the outbound pass of Orbi-t 2. Some of the data are missing at 
the beginning, and perhaps some of the data shown represent turn-on 
transients and probably should be erased. The arrows indicate Sun times 
and will give you an idea of the time required for one complete revolution. 

lOB C:_'---~_---:-SU-N--.&.----t-----r--.----J.-----' 

, TIME ' ~' 7 
5XIO -

7 
2xlO -

~ 3 

-4:~""- _NOISE LEVEL 

i + ELt:C-mcts ' + 

!~~ 
I 4378 

TIME 

Fig. 4. Plasma detec to r response measured during the outbound po rt ion of Orbit 
2, in the transition region. Di stance = I 1.8 RE , ec liptic longitude = 3 I I deg, 

ecliptic l<l titude = -2 f> deg, time at start = Day 335, 0534 UT 

The spacing of channels 1 and 2 is accurate with respect to the time base, 
and the sequential Sun times shown for these two channels are also 
correctly spaced. There is ajump in time of70 sec or so between channels 
2 and 3, and also between channels 4 and 5. The logarithmic scale on the 
left represents the ac current - the sum of the currents measured in the 
two collectors. 

You can see currents well above the noise level, and a very distinct 
absence of roll modulation. The detector sees an isotropic extremely hot, 
proton flux. This remarkable absence of roll modulation is characteristic 
ofthe transition region near the Earth-Sun line. 

We originally worried about the possibility that these signals were 
caused by extremely hot electrons. However, on the basis of Serbu's 
measurement of integral electron fluxes on IMP, and Freeman's cadmium­
sulfide detector measurements on Explorer 12 , we no longer think that 
these are electrons - we think they are protons. 

Typical Interplanetary Spectra 
Figure 5 shows a typical spectrum outside the shock. The current is 

plotted on a linear scale. You will notice that there is very little signal in 
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channels I and 2, whereas channel 3 has a relatively large signal peaked 
very close to the Sun times , and an extremely low signal in directions 
away from the Sun. When we consider the response of the detector and 
the effect of the sampling, we find that the width of the peak is roughly 
consistent with a flux from the direction of the Sun. There is essentially 
no signal in channels 4 , 5, or 6. 

2 

i~ 3 ~ i~ 
SEQ 485 

5 (ELECTRONS) 6 

SEQ 486 TIME 

Fig. 5. Plasma detector response outside the transition region, during Orbit I. 
The time at the start of the measurements is Day 331, 1259 UT 

Although I don't plan to talk much about this outer region today, I do 
want to give a few typical values and to note two slightly different 
characteristic behaviors of the plasma. 

There are times when we see a fairly quiet plasma, that is, a moderately 
uniform, constant flux and a moderately steady plasma velocity, typically 
on the order of 300 km/sec. For the particular period shown in Fig. 5, the 
proton density was about 7t/cm3 and no electrons were observed. Then 
there are times when we see a period of moderately disturbed proton 
flux. It is disturbed in the sense that the flux may increase and decrease 
on a time scale of four or five samples, which would be a half-hour or so. 
Typical velocities are from 300 to 600 km/sec , with fluxes a little over 
I08/cm2 sec. 

Dependence on Sun-Earth-Satellite Angle 
Figures 4 and 5 suggest a way of detecting the transition region by 

either (a) looking at the maximum and minimum signals in one or more 
channels; or (b) using the measurements from all channels to find a flux , 
and then looking at the maxima and minima of that flux ; or (c) looking at 
the maxima and minima of the electron ch:;mnel. 

The data in these two figures were obtained fairly close to the subsolar 
region , that is, early in the flight. I n the transition region of extremely hot, 
turbulent gas near the subsolar point, we saw a very marked absence of 
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roll modulation. Now, as we moved about the Earth away from the sub­
solar point , we expected , from our Explorer-IO results, to see an increase 
in roll modulation in the transition region. 

A portion of Orbit 10, outbound, which was farther from the subsolar 
region than the earlier orbits, is shown in Fig. 6. The current scale in this 

SUN TIME 

2 

u , .. , 
on 

'" E 

'> 108 108 .. 
. ~ 3 4 
0 

<>: 
107 x 107 

;:) 
...J 
U. 

(ELECTRONS) 

nME 

Fig. 6. Plasma detector respon e measured during the outbound portion of Orbit 
10, in the transition region. Distance = 15.2 RE, normal-Sun angle = 36 deg, 
eclipt ic lati tude = - 23 deg. ecliptic longitude = 283.2 deg, time at start = Day \ , 

1033 UT 

figure is again logarithmic. The big spike in the electron channel (channel 
5) is a turn-on transient. It is particularly noticeable because we get the 
electron voltage by first turning on a dc supply and then shifting the dc 
voltage to a negative potential. These events don't happen simultaneously, 
and as we go through ground, we get a very big spike. In fact , the first 
three or four points shown for channel 5 should be thrown away. 

The satellite was in the transition region for the period of time shown 
in the figure. You can notice a little roll modulation, although its phase 
with respect to the Sun may be questionable. Most of the signal occurs 
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in channels 3 and 4. There is an extremely large, isotropic signal in the 
electron channel, which serves as a good indicator for the transition region. 

Figure 7 again shows Orbit 10, outbound, but with the satellite at a 
distance of about 18 RE and outside the shock. The flux values have not 
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Fig. 7. Plasma detector response measured during the outbound portion of Orbit 
10, outside the transition region. Di stance = 17.8 R~, normal-Sun angle = 36 

deg, ecliptic latitude = -20.8 deg, eclip tic longitude = 286.3 deg, time at 
tart = Day I, 1306 UT 

been corrected for the response of the detector-in particular, they have 
not been corrected for the effect of the angle (~ 3 6 deg) between the 
normal to the cup and the satellite-Sun line. The satellite was approach­
ing the point where the measured values of a flux from the solar direction 
began to decrease significantly due to the cup response function. This 
effect was very noticeable a little later in the flight. However, in Fig. 7 
you can still see a high degree of roll modulation. I n this case the flux is 
seen almost entirely in channel 3, except for a small amount seen in 
channel 2. 
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Figures 8 and 9 show data obtained in the transition region and outside 
the shock, respectively, during Orbit 20, outbound. The satellite was at 
an angle of slightly more than 90 deg to the Earth-Sun line, and was at a 
distance of about 30 RE, which is quite near apogee. The currents were 
significantly affected during this orbit by the large angle between the cup 
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Fig. 8. Plasma detector respon e measured during the outbound portion of Orbit 
20 , in the transition region. Di stance = 29 .9 RE, ecliptic latitude = - \0 deg, 

ecliptic longitude = 25 7.7 deg, time at start = Day 4 1. 0807 UT 

normal and the Sun line , so that for a flow directed radially outward from 
the Sun, the signals were quite weak. Thus the flux appeared to be 
considerably lower than it had been during earlier orbits , but this was not 
necessarily the case. 

Figure 8 shows a peak in channel 4. Because the satellite was at such a 
large angle to the Earth-Sun line, there was roll modulation; but there 
were also signals above the noise level during the times that the detector 
was pointing away from the Sun. There is also a significant signal in the 
electron channel , in marked contrast to the electron measurement out-
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sIde the shock (Fig. 9), where the main electron current was really the 
turn-on transient. From this point on, we generally identify the transition 
region on the basis of the electron channel rather than on the basis of the 
proton behavior. 

Comparison with Explorer 10 
Figure 10 illustrates the orbit of Explorer J o. There were a number of 

times when ExpLorer 10 seemed to observe a high degree of roll modula­
tion, which was interpreted as a moderately cold bulk flow of a local solar 
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Fig. 9. Plasma detector response measured during the outbound portion of Orbit 
20, outside the transition region . Distance = 30.6 RE, ecliptic latitude = -3 deg, 
ecliptic longitude = 258 deg, angle between normal (equatorial plane of satellite) 

and satellite-Sun vector = 37.8 deg, time at start = Day 41, 1129 UT 

wind (Ref. I). Some raw Explorer-10 data are shown in Fig. 11. The 
modulation voltages (corresponding to V2 , with V I = 0) are given at the 
bottom of the figure. The instrument had integral channels, so that any 
flux measured in one channel automatically appeared in all higher channels 
as well. The signal seemed characteristically to be down at the noise 
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level, with the exception of the peak signal close to the Sun. There was 
no indication of any isotropic flux. 

From the geometry of the orbit, I think we have to interpret the 
Explorer-10 data as indicating that the spacecraft passed through the 
magnetopause into the transition region rather than through the shock 
front into interplanetary space; but we then have to explain why Explorer 

"DISTANT" 
WIND 

SUN 

8 12 6 20 24 28 32 36 40 RE 

Fig. 10. Explorer-I 0 orbit and the supposed location of the magnetopause 

10 saw no indication of an isotropic flux. From the IMP data obtained 
during Orbits 1 and 2 (Fig. 4 and 5), Orbit 10 (Fig. 6 and 7), and Orbit 
20 (Fig. 8 and 9), we saw that as the satellite moved away from the 
subsolar point, the plasma had a decreasingly isotropic nature and an 
increasing degree of roll modulation. Thus we expected to see a highly 
directional flow at the sides of the magnetosphere, and we feel that our 
observations on Explorer 18 were quite consistent with those of Explorer 
10. The principal differences in the two sets of data may be explained by 
the facts that (a) Explorer 18 hasn't yet gone as far around the Earth as 
Explorer J 0 did, and (b) the angle between the cup-normal and the solar 
directions was about 20 deg on Explorer 10 and about 35 deg on Explorer 
18. 

Summary Plots Through the Transition Zone 
Figure 12 is a summary plot, in which the points represent spectra 

taken 5 min apart. Since a proton spectrum requires readings from all 
five proton channels. each proton parameter plotted is sort of an average 
over 3 min - the time to go from channel 1 to channel 6. 

Curves band c show the sum of the signals in all five proton channels 
as a measure of the total proton flux. The logarithmic scale goes from 
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107 to 109 particles/cm2 sec. C urve b represents the flux observed in the 
solar direction, while curve c represents the minimum flux observed over 
all possible angles of rotation. The same is true of the two electron flux 
curves, d and e, for which the scale is also logarithmic. 

Curve a is the average energy of the proton distribution ; that is, it is 
the sum of the flux in each channel times the geometric mean voltage of 
that channel divided by the sum of the fluxes. It is an average value or 
first moment of the distribution. 

Curve f is the second moment of the distribution , which is defined as: 

T = [ I.FiV j- V)2]i 
I.F j 

where Fj and V j are the flux and voltage in channel) and V is the average 
voltage as plotted in curve a. So curve f represents an rms voltage, if you 
like, or the second moment of the distribution, or a crude measure of the 
temperature (although it cannot be associated numerically with the actual 
temperature of the plasma). 

The curves on the left-hand side of Fig. 12 correspond to the time when 
the spacecraft w~s outside the shock, where the temperature is low. There 
is then a break in time (center of figure) , and the axis is redrawn. As the 
satellite entered the transition region, the breadth of the electron distribu­
tion - or the electron temperature - increased. Within the transition 
region, we saw also an increase in the minimum prot0n flux and an 
increase in both the minimum and maximum electron fluxes. Sometimes, 
as the satellite went through the boundary, we saw a distinct line of 
demarcation - but sometimes we didn ' t. 

The proton flux and the average energy were both relatively constant or 
stable outside the shock. Sometimes, however, there were fluctuations 
in this region . Such a fluctuation once occurred when IMP was a couple 
of RE outside the shock. We suddenly saw a rather large spike in the 
proton channel and a change in average proton energy. The average 
energy in that case had been about 1,000 ev. Suddenly the energy jumped 
to 1,700 ev, stayed there for 10 min, and then dropped back down to 
1,000 ev. At the same time the maximum proton flux decreased slightly 
and the minimum proton flux increased considerably. The most distinctive 
character was in the electron flux, which jumped from essentially nothing 
to about 2 X 109/cm2 sec, both maximum and minimum. I think Dr. Ness 
will have a little more to say about this later (Paper 22). 

Occasionally the conditions within the transition region appeared to be 
similar to those outside the shock . The time scale of these variations was 
probably shorter than the 5-min sample, because the variations tended 
to be washed out in the proton channels. I n a particular proton spectrum, 
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some channels may have had fluxes characteristic of the transition 
region, while other channels may have had fluxes characteristic of inter­
planetary space. I n such a case, the calculated average parameters tend 
to wash out the sharp character of the transitions through the boundary, 
although the sharp transitions were still present and you can still see them 
in Fig. 12. The far right side of the figure represent the time when the 
spacecraft was inside the magnetosphere. 

Another transition, observed during Orbit 2, outbound, is shown in 
Fig. 13 by a plot of the maximum and minimum flux in one of the energy 
channels - rather than by a plot of the total proton or electron flux as in 
the previous figure. The flux is given for channel 3, which runs from 220 
to 640 v. 

The far left side of the figure represents the time when the satellite was 
inside the magnetosphere; during this time we saw essentially no flux. 
As the satellite passed through the magnetopause, we aw an increase in 
both the flux from the solar direction and the minimum flux. Then as the 
satellite left the transition region, we saw quite a lot of structure that cor­
related nicely with the magnetometer data. Outside the transition region, 
we saw a moderately strong, steady proton flux from the solar direction. 
The distances given in Fig. 3 for this orbit were about 10 RE for the 
magnetopause and 15 RE for the shock front. 

Low-Altitude Electron Flux 
Figure 14 is a plot of the electron signal observed near perigee. It 

corresponds quite nicely to the data given by Gringauz (Ref. 2) on the 
electron density increase as you approach the Earth . 

As IMP . approached perigee, we saw a rise in both the maximum 
and the minimum electron flux. There are data missing because of the 
data-recovery problem as the satellite moved close to the Earth and 
swept around it very rapidly. There appears to be asymmetry about the 
Earth-Sun line. 

A Transition-Zone Anomaly 
There is another interesting phenomenon, about which there is still , 

I think, some controversy. On the bottom of Fig. IS I have plotted the 
3-hr values of Kp for the period January 13 through January 20, 1964. 
Kp was comparatively low for a couple of days and then, although there 
was no storm, it showed a marked, moderately rapid increase up to about 
5 or 5-. The proton flux, averaged over a tenth of a day for this same 
period, is plotted above Kp. There is a considerable amount of data 
missing, for a reason which will later be obvious. The proton flux had 
been running along fairly steadily at a little over 108/cm2 sec. It seemed 
to decrease slightly, and then increased by an amount just over an order 
of magnitude. This increase, in turn, was followed by another decrease. 
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At the same time the bulk energy, which had been moderately stable, 
increased , then decreased , then increased again, and then perhapS 
gradually drifted down. 

There is obviously a good deal of structure that may be rather hard to 
explain at this point. However, this phenomenon may provide an explana­
tion for the anomalous behavior shown in Fig. 3 during Orbit 13, inbound. 
The transition region apparently extended both quite far out and quite 
far in. The little solid blocks in Fig. 15 represent the periods of time 
during which we saw the isotropic plasma in the transition region. Passage 
through the transition region usually took about 0.1 to 0.2 days. But 
Orbit 13, inbound, which occurred simultaneously with the increases 
in Kp, proton flux , and proton energy, had an extremely long transition­
region passage time and an extremely peculiar nature. 

When we look at the summary data for Orbit 13 , we see a high degree 
of roll modulation with the minimum proton flux close to the noise level 
(corresponding to plasma flowing away from the Sun) interspersed 
with data in which the minimum flux is quite high. The plasma seemerl to 
hesitate in deciding what region it wanted to be in. This back and forth 
behavior continued from the initial observation near the numeral t 3 
in Fig. 3, all the way in to the point at which we started to draw a solid 
line - where there was a definite return ' to solidly isotropic signals. 
Then, still closer to the Earth, the nature of the plasma again seemed to 
be quite variable. 

It is somewhat tempting to associate this behavior tentatively with a 
condition in which a moderately low solar-wind velocity begins to 
increase ~nd thus to compress the boundary, coincident with the satellite 
passing through the transition region. Of course, the satellite is not 
traveling in a direction exactly normal to the boundary surface, so the 
velocity of the outer boundary of the transition region may be somewhat 
less than the satellite's velocity. 

Let us make a crude attempt to put some numbers into this model. 
From the smoothed values of the observed flux and energy increases 
we calculate that the plasma pressure increased by a factor of 10, or 
maybe 12. Now let 

nmv2 B2 
nomv02 = B02 

6 
!:!L 

6 r 

which is the appropriate set of relations for describing a balance between 
the plasma pressure and the magnetic pressure of a dipole field. If we say 
the field was compressed by a factor of 2, then ro/r= 2, and (ro/r)6 = 64. 
Thus the observed plasma-pressure change was probably not sufficient 
to account for the field compression. based on this simple model. 
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We ~Iso tried this s~me sort of calculation on the magnetopause, or 
inner boundary. We estimated the undisplaced position of the magneto­
pause from the adjacent end points in Fig. 3, and we took the inner 
end of the solid portion of Orbit 13 to be the disturbed position of the 
magnetopause. In this case, the change in plasma pressure was apparently 
too great to fit the model. 

Thus the model is extremely speculative. However, I think it is obvious 
that we do see both the inner and outer boundaries of the transition region 
move somewhat from one orbit to the next. I should also mention that this 
particular orbit coincided with the second passage of the Moon's wake. 
Perhaps the displacement of the boundary and the increase in Kp have 
something to do with the satellite passing through this wake. 1 
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'From a study of the magnetometer and trajectory data, N. F . Ness has concluded that 
the Moon's wake was not detected on Orbit 13 (see Paper 28) 
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CHAPTER XXI I 
N 66. 3.8.9.68. 

OBSERVATIONS OF THE MAGNETIC FIELD 
AT THE MAGNETOPAUSE AND INTERACTION 

REGION BY IMP-J 

N. F. NESS 

Goddard Space Flight Center, NASA , Greenbelt , Maryland 

Introduction 
I have already had an opportunity to describe the IMP-I satellite 

(Paper 6) and to discuss the accuracy of the magnetic measurements. The 
accuracy, you will recall , is ± t I' - which is important, because the first 
data on the magnetopause and the interaction region were obtained from 
ExpLorer 12 (Ref. I), whose magnetic measurements had an accuracy of 
only ± 12 1'. However, a great deal of information was gained from the 
Explorer-12 satellite, in spite of the relatively poor accuracy. On the basis 
of what had been learned from ExpLorer 10 (Ref. 2) , it was strongly 
suggested that any" boundary" detected was the magnetopause. 

I have previously discussed the orientation of the satellite orbit in space. 
I should like to remind you that a satellite's orbit is fixed only in inertial 
space while the Earth moves around the Sun; hence the orbit changes in 
relation to the Sun on an annual basis. The abscissa in Fig. I represents 

. the lifetime of IMP measured in days from launch , and the solid line 
represents the angle between the Earth-apogee and the Earth-Sun 
vectors; this angle was initially 25.6 deg. As time progressed, the satellite 
apogee moved away from the Earth-Sun line at a rate of about I deg/day. 

The data to be discussed include the first 19 orbits of the satellite. The 
orbital period is about 4 days, so that the apogee-Sun angle ranges from 
25 deg to about 93 deg. After 90 days in orbit, the apogee of the satellite 
is always inside the shock wave associated with the interaction of the 
solar wind with the geomagnetic field. We anticipate that the satellite will 
continue to function at least until it reaches the maximum apogee-Sun 
angle ; although , due to the Earth's shadow, there is some doubt as to 
whether the satellite will survive longer. Thus we hope to map the night­
side magnetosphere for at least 60 to 90 days, which should give us 
precise information on the topology of the magnetic field in this region. 
There have been pertinent measurements made in this region by Explorer 

315 
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14 (Ref. 3), but the Explorer-14 apogee ( 15 .5 RE) was considerably lower 
than the IMP apogee (31 .7 RE) · 

The particular coordinate system chosen is shown in Fig. 6, Paper 6. 
This coordinate system was convenient for discussing interplanetary-
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Fig. I. Angle between the Earth-apogee vector and the Earth-Sun vector 
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Earth-Sun vector (dashed curve, scale at right) vs. days since launch 

field measurements, and is equally appropriate for discussing the magneto­
sphere and the transition region. Hence we shall be discussing the 
magnetic-field results in terms of a magnitude F and two angles: 8, which 
mea ures latitude above and below the ecliptic , and 1;>, which measures 
the azimuth relative to the solar direction. The initial apogee of the IMP 
satellite was in the +X, -Y quadrant in the solar-ecliptic coordinate 
sy tern. 

Examples of the Magnetic-Field Data at the 
Extremity of the Geomagnetic Field 

Figure 2 shows the data obtained on January 5,during the outbound 
pass of Orbit J 1. I n Paper 6 we saw the interplanetary magnetic-field data 
for the following 24-hr period, and this presentation is in the same format, 
except that here the magnitude scale has been extended . The fields 
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measured were much larger than those encountered in interplanetary 
space; indeed, they exceeded 40 y. Although it was possible to measure 
stronger fields with the fluxgate magnetometers for certain field orienta­
tions (with respect to the spacecraft), I am not confident of the values 
above 40 'Y when such values are provided by fIuxgate-magnetometer data 
only. We have not yet folded in the rubidium-vapor magnetometer data, 
which will give us valid field strengths up to several hundred 'Y. 

The dashed lines in the figure represent the theoretical values of F, e, 
and cf> as determined by the Finch and Leaton coefficients. At the distances 
being discussed, the theoretical values do not differ greatly from a 
centered-dipole approximation, because the only important term in the 
spherical harmonic expansion is that corresponding to the dipole term. 
As the satellite progressed outward from the Earth, the two angles agreed 
roughly with the theory, although e appeared to be slightly more negative 
than anticipated. 

We are going to identify as the magnetosphere that region of space 
traversed by the satellite up to 0620 UT. My comment this morning! was 
meant to point out that frequently the Earth's field lines at the magneto­
pause are not normal to the ecliptic. The observed orientation is associated 
with the fact that the Earth is beyond the solstice and is approaching 
vernal equinox; in other words, it depends on the tilt of the Earth's 
rotation axis with respect to the ecliptic, together with the tilt of the dipole 
axis with respect to the rotation axis. 

The angle cf> was not as large as it should have been theoretically. The 
magnitude at 10 RE was approximately equal to the theoretical model ; it 
finally reached a value more than twice as large as the theoretical mag­
nitude. Then at approximately 0620 UT, when the satellite was at a 
geocentric distance of 13.6 RE, there was an abrupt change in the mag­
nitude and in the two angles defining the vector field . Indeed, the com­
ponent that had been pointing away from the Sun suddenly pointed back 
toward the Sun. But notice that although cf> changed by 180 deg, which is 
exactly what certain theories require , the angle e also changed by about 
60 deg. Therefore, the field change was not simply one of inversion: the 
field was also being rotated. 

Now, as the satellite progressed in its orbit, the field orientation 
remained approximately the same, while the field strength varied from 
7 'Y to as high as 20 'Y. Occasionally the field strength decreased to zero. 
I t continued to fluctuate quite a bit until I M P 1 reached the interplanetary 
region of cislunar space. 

Dessler has argued that the magnetopause boundary , which we have 
identified as being located at a distance of 13.6 RE, must be a stable 
surface (Ref. 4 and 5). The continuity of the variance across the boundary, 

I See discussion of Papers 16-18 
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however, indicates that energy is propagated across the boundary in the 
form of disturbances associated with the transition region, in contrast 
to a" stable" boundary. 

There is one other point about the data shown in Fig. 2, in which the 
shock wave was located at a distance of 19.7 RE• Our identification of the 
shock-wave position is based on the appearance of an abrupt change from 
a very stable field configuration to a highly unstable one as shown by 
the variance data. I n some cases the identification was straightforward; 
but in others it was not so easy, possibly because we do not know what 
the proper physical bases are for making such an identification. In addi­
tion, we do not understand the processes that lead to the brief increases 
that occur in the variance when the satellite is several RE beyond the 
shock wave. A rather broad increase occurred, for example, at about 
1350 UT in Fig. 2, and other examples can be given in which the increase 
is more temporally limited. The phenomenon appears to be spatially 
associated with the shock surface rather than with the undisturbed 
interplanetary medium. 

Figure 3 presents the data obtained on the inbound pass of Orbit I I; 
as before, time progresses to the right. By now I think you can identify 
the boundaries by yourselves; we have identified the magnetopause 
boundary at a distance of 9.7 RE. Although it was less well defined than 
on the outbound pass , the magnetopause still showed the characteristic 
abrupt change in the angle cpo In this case the field was more nearly normal 
to the ecliptic than it was in Fig. 2, although the change in magnitude 
is not as clearly defined. For this particular orbit, the shock wave is 
identified at 16 RE . There was no abrupt increase in the field , only a 
steady increase together with a very localized increase in the variance. 
You may argue, with some justification, about our particular identifica­
tion of the boundarie . However, the bases upon which we identified 
our boundary crossings were constant; they didn't change as we went 
from one orbit to another. Future detailed reviews of the correlated plas­
ma and magnetic-field data may require such a change, however. 

Figure 4 shows the data for the outbound pass of Orbit 15 , which was 
orne 16 deg farther away from the Earth-Sun line. This orbit was a c1as­
ic ; it produced the kind of data one likes to include in a review paper, 

because nobody is going to quibble about boundary positions. In this case 
the geomagnetic field was mapped over a much greater interval of time 
and over a much greater distance. Again the internal field was almost in 
the ecliptic, and the theoretical value of cp was larger than the observed 
value. The field was distorted backward in an anti solar direction , which 
indicates that on the dark side the field lines tend to become parallel to 
the magnetopause surface. This situation is similar to the one found by 
ExpLorer J 0 (Ref. 2). 
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The boundary of the magnetosphere is clearly indicated by the changes 
in both magnitude and angle: 1> again changed by about J 80 deg, and again 
there was a change in 8. As the satellite crossed into the transition 
region, the field was pointing toward the Sun and about 60 deg below 
the ecliptic. Then as the satellite continued to move away from the 
Earth, the field suddenly returned to its previous direction while still 
within the transition region. 

Beyond the chosen shock-wave boundary, a very localized increase 
in the variance of the magnetic field appeared in all three components 
at about 0800 UT. I do not believe that these variance increases were 
associated with the interplanetary phenomena that we have identified 
as neutral sheets (see Paper 6). We have inspected these particular 
variance increases in detail, and the field did not really go to zero. As 
I pointed out previously, this phenomenon appears to have been spatially 
associated with the shock-wave surface. 

Figure 5 illustrates the inbound pass of Orbit 6, which has previously 
been referred to as an anomalous orbit by the MIT experimenters on 
the basis of their inspection of the plasma data (Paper 21). I t also appeared 
to be anomalous in the magnetic-field data. As the satellite returned 
from apogee, an abrupt J 80-deg change occurred in the angle 1>; at the 
same time, the field, which had been pointing below the ecliptic, changed 
and pointed just slightly above the ecliptic. There was a simultaneous 
small increase in the magnitude, followed by a decrease, and then another 
rapid increase. However, the later angular changes did not coincide with 
the second magnitude increase. In general, the variance was small 
until approximately 0500 UT, when the satellite was well inside the region 
where the first-observed field changes occurred. It is very difficult 
to identify a magnetopause or a shock-wave boundary using the defini­
tions previously given. We have tentatively placed the shock-wave 
at approximately 0500 UT and the magnetopause at about 0710 UT. 

Determination of the Positions and Shapes of the Boundaries 
The distances to the magneto pause and shock-wave boundary crossings, 

in units of RE, are plotted in Fig. 6 through 9; consecutive boundary 
crossings are connected by straight lines. These figures also contain 
the Fredericksburg K index and the angle x •• , which is the geomagnetic 
latitude of the sub solar point. This angle reaches - 36 deg at the solstice; 
the average valueofxss increases with time as vernal equinox is approached. 

The first two magnetopause and shock-wave boundary points shown in 
Fig. 6 were measured during the outbound and inbound passes of the 
first orbit. Their geocentric distances were slightly different for the two 
passes. As the orbit progressed from the Earth-Sun line to the night side, 
the discrepancy between the positions of the boundaries determined 



"E 

It 

324 N. F. NESS 

0 

lCu -20 

-40 

18 

16 

R£ 14 

12 

10 
MAGIIETOPAUSE 

5 
K 

0 

330 332 334 
DAY 110. 1963 

Fig. 6. Plots of Xs" the magnetic latitude of the subsolar point , in deg (top), the 
positions of the shock wave and magneto pause in units of R" (center). and the 
Fredericksburg 3-hr geomagnetic index K (bottom) vs. time for Days 330 through 

348. 1963 

o.-----r--------------r-------------,--------------~--~ 

It 

14 

It 

10 

I 

0 

Me 1&0 • sa. 558 580 564 01 
TIME, da,. (1963) 

Fig. 7. Plots of Xs" the magnetic lati tude of the subsolar point, in deg (top), the 
positions of the shock wave and magneto pause in units of RE (center), and the 
Fredericksburg 3-hr geomagnet ic index K (bottom) vs. time for Day 348, 1963 , 

through Day I, 1964 

__ ~ _____ . _________ ~ __ J 



K 

L 

OBSERVATIONS OF THE MAGNETIC FIELD 325 or---~--~~~~~~~~~~~~~~~~~~--------~~ 

-40 

/"\ 
20~---+--------~~--------~~--______ ~ ____ -+~~~~~~ 

/"-........ / / \ SC / , \. 
18r---~--------f-----~~~L-~----~~-------+----______ ~ ................ j 

5 

o 

K 

02 04 06 08 10 12 14 16 18 
TIM E . days (1964) 

Fig. 8. Plots of X"' the magnetic latitude of the subsolar point, in deg (top), the 
positions of the shock wave and magnetopause in unit of RE (center), and the 
Fredericksburg 3-hr geomagnetic index K (bottom) vs. time for Days I through 

18, 1964 
o 

o 

12'~----~~------~~~~--------------4---~~--------~~ 

5 

o 

• m u u a H ~ • M • 
TM! ,day (1984) 

Fig. 9. Plots of )(", the magnetic latitude of the subsolar point, in deg (top), the 
positions of the shock wave and magnetopause in unit of RE (center), and the 
Fredericksburg 3-hr geomagnet ic index K (botto m) vs . time for Days 18 through 

35, 1964 



326 N. F . NESS 

during the outbound and inbound pass of each orbit became much larger. 
Also, the distances to both the magneto pause and the shock wave became 
larger. At the same time, we have to consider certain transient phenomena 
as well as the variation of Xss. The maximum correction that will be made 
to the position of a boundary crossing to account for the effect of Xss is 

'" a:: 
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Fig, 10, Summary map of the 1M P- / shock-wave and magnetopause transversals , 
as determined by the magnetometer experiment through the 19th orbit. Distances 

are given in units of RE 

-10 

12%, which, although small, is about the same as the maximum observed 
variation of the boundary position. We feel that the correction for 
Xss is physically significant; it is a first-order correction for the variable 
angle of attack of the solar wind on the geomagnetic field. The residual 
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variations in boundary distances indicated the variability of the solar­
wind pressure. The geomagnetic event of December 2 is indicated in Fig. 
6; it compressed the magnetosphere with respect to its size on the 
previous inbound pass, but the boundary recovered by the time of the 
Orbit-3 outbound pass. The question marks in Fig. 9 indicate passes 
for which it was difficult to identify the boundary crossings according 
to our tentative rules: rather than prejudice ourselves, we have omitted 
these boundaries altogether. 

Figure lOis a summary presentation of the boundary crossings as 
determined thus far. The inbound passes of Orbits I through 19 are con­
nected by st raight-line segments; the outbound passes of Orbits I through 
19 are similarly connected. The dashed lines indicate either that data for 
a boundary crossing are missing or that we are doubtful that the boundary 
crossing was properly identified. For example, we have put a da hed line 
for Orbit 13 , which has been discussed previously as a rather anomalous 
type of boundary crossing according to the plasma data (see Paper 21). 

Comparison of Observed and Theoretical Boundaries 
Figure II illustrates the dependence of the magneto pause expansion 

factor K on Xss for a simple dipole field. The observed distance of each 
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Fig. II. Magnetopause expansion factor, K , plotted vs. the geomagnetic latitude 
of the subsolar point, x... 

boundary crossing is divided by the value of K appropriate to the value 
of Xss at the time of the crossing. 
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Figure 12 shows the resulting corrected boundary positions as well 
as the theoretical position. The shock-wave boundary was calculated 
by Spreiter and Jone (Ref. 6), using blunt-body aerodynamics. To obtain 
the excellent agreement shown here. we had to rotate the direction of the 
pressure source by 5 deg, due to the aberration of the solar wind; a 5-deg 
aberration corre ponds to a velocity of 360 km/sec. The curves were 
fitted to the data visually rather than by the least-squares method. It will 
be intere ting to see whether the agreement between the observed and 
the theoretical positions holds on the dark side of the Earth. 

The values chosen for the geocentric di tances to the magneto­
pause and to the shock wave (on the Earth-Sun line) are 10.25 and 13.4 
RE , respectively. The ratio of these two distances agrees well with the 
values predicted by authors who considered this problem from an aero­
dynamic viewpoint (Ref. 6 and 7). 
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Fig. 13. Calculated proton energy (E, in ev) or velocity (v, in km/sec) v . the 
distance of the magnetopause at the subsolar point (in units of RE) Jor several 

values of proton density (n . in cm- 3 ) 

Figure 13 summarizes what was described this morning as the New­
tonian approximation of the solar-wind interaction with the geomagnetic 
field. The figure shows the expected relation between proton density, 
the position of the magnetopause, and the proton energy or velocity. 

The pressure behind a shock wave is related to the pressure in front 
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of the shock wave. Now, if the effective pressure on the magnetopause 
is something like a half to one times the pressure in the undisturbed 
solar wind, then we can estimate the particle density necessary to contain 
the geomagnetic field, because we know the approximate velocity of 
the undisturbed solar wind from the M IT plasma detector. For a velocity 
of 400 km/sec, the density must be about 3 protons/cm3 ; or 6 protons/cm3 

if the net directed pressure in the transition region is half the pressure 
outside. The theoretical distance to the magnetopause at the subsolar 
point, R c' is given by 

where B = 0.312 gauss, so that 

8R c I 8(nmv2) 

R~ 6 (nmv2
) 

For a vanatlOn in the positIOn of the magnetopause corresponding to 
8Rcl Rc$; 0.1, as indicated by our data, the pressure of the solar wind 
can have varied by no more than 60% over the first 19 IMP orbits. Based 
on our consideration of the magnetic-field data, togetJ1er with a reason-
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Fig. 14. Alfven velocity VA plotted vs. proton density n for several values of 
magnetic-field strength B 

ably proper use of Newtonian and aerodynamic flow theories, estimated 
plasma properties are quite consistent with the actual plasma data 
obtained by the MIT experiment. 
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Figure 14 is a plot of the Alfven velocity ~ as a function of particle 
density and magnetic-field strength. If we assume that it is the Alfven 
velocity alone that is appropriate for the calculation of the Mach number 
of the flow , then we can compare the stand-off distances observed by 
the IMP satellite with theoretical stand-off distances computed from avail­
able aerodynamic models of high-speed or super-Alfvenic flow around a 
blunt body. I have previously pointed out (Paper 6) that the interplanetary 
field generally lies between 4 and 7 y, with excursions to values as low 
as I y and as high as lOy (except for the one case where we probably 
detected the wake of the Moon- see Paper 28). We have also indicated 
that the particle density is probably about 4 to 6 protons/cm3. For these 
values of particle density and magnetic field , the corresponding range of 
AIfven velocities is between about 40 km/sec and about 75 km/sec. 
For a 400-km/sec solar wind, the corresponding Alfven Mach numbers 
range between 7 and 10. 
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Fig. 15 . Plots of the ratio R j R c vs. Mach number M A calculated for a sphere and 
a body with approximately the same shape as the magnetosphere, for y= 2. R, is 
the distance of the shock front , while Rc is the di tance of the magnetopause from 
the center of the Earth , both at the tagnation point. The solid curves are from 

Ref. 3, and the circled points are from Ref. 4 

Figure 15 shows the theoretical ratio of the shock-wave stand-off 
distance to the magnetosphere boundary distance as a function of Mach 
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number. The upper line in this figure corresponds to a blunt-body aero­
dynamic flow model for a specific-heat ratio of 2.0 (Ref. 6). The tand-off 
ratio for a spherical body is shown for comparison. The arrow bracket 
the stand-off ratio found from the magnetic-field data, which is 1.31 
±O.O I. The observed ratio is thus substantially below the approximate 
magnetosphere curve. We know what happens in the case of a sphere 
when the specific-heat ratio is changed from 2 to 5/3, and thus I believe 
our results indicate that a value of 2.0 is too high, and that a value 
closer to 5/3 is probably more appropriate. 

Figure 16 summarizes our interpretation of the conditions surrounding 
the Earth. This interpretation, of course, is based on the magnetic-field 
data de cribed above. In thi schematic drawing, a s light aberration 
is shown for the solar wind, and the interplanetary field is illustrated at 

160 120 160 

Fig. 16. Summary map of the near-Earth region of interplanetary space, ba ed on 
the interpretation of the IMP magnetic·field data. The drawing is in the ecliptic; 

di stances are given in thousands of miles 

the streaming angle. When the orbit of Explorer J 0 is rotated around the 
Earth-Sun line to the ecliptic, it is seen that the boundary locations deter­
mined by Explorer 10 agree fairly well with those determined by IMP. 
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[Explorer 12 observed the magnetopause at 8 or 9 RJ; near the stagna­
tion point. This apparent discrepancy may be due to the probable de­
crease in solar-wind pressure during. the time interval between the two 
satellite observations .]2 

Correlation of Plasma and Magnetic-Field Data 
Figure 17 illustrates a correlation of the magnetic field data with the 

plasma data ; this correlation represents ajoint effort with the M IT experi­
menters. The data were obtained on the inbound pass of Orbit I, very 
close to the Earth-Sun line. The magnetopause was detected at about 
1920 UT, when the field sudden ly increased and the angle </> changed 
abruptly. During this particular orbit, the geomagnetic field was almost 
normal to the ecliptic. Both the electron flux and the proton flux abruptly 
dropped to zero as IMP crossed the boundary at 10.8 RE• 

On the basis of magnetic-field data, we placed the shock wave at 13.6 RE• 

This choice of boundary, however, doesn't fit the plasma data well: 
exactly what the plasma characteristics are in this region is hard to say, 
except that they are still variable. On the basis of the isotropy of the 
plasma flux , 13.0 RE would be selected as the shock-wave distance. On 
the other hand, if we had based our choice of the shock-wave position on 
the magnetic-field variances alone, we might have placed it close to 14.7 
RE (- 1610 UT) , outside of which the plasma also appears to have been 
quite uniform and steady. 

Another interesting feature , which was not seen more than once or 
twice , occurred at about 1450 UT: the magnetic field changed by about 
90 deg in the ecliptic, while at the same time the magnitude became very 
small. However, we don't see any corresponding variations either in the 
plasma properties or in the magnetic variance. 

Summary 
We conclude that there is a shock wave associated with the solar 

plasma flow around the Earth and its magnetic field , and this shock wave 
can be understood on the basis of an aerodynamic analogy. But, in 
addition , our detection of something beyond that shock wave indicates 
that the flow around the Earth has the properties of a plasma flow, and 
that we may have seen a transitory, but nonetheless spatially coherent, 
indication of the particle nature of the plasma. Another possibility is that 
the phenomenon resulted from the inherent instabilities associated with 
the plasma. We must continue to study correlations with other particle 
detectors on board the same satellite. More detailed correlations between 
the plasma and magnetic-field data will be forthcoming. 

"Added in manuscript 
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CHAPTER XXIII 
N66. 

THE SHAPE OF THE MAGNETOSPHERE 
AND THE DISTORTION OF THE 

GEOMAGNETIC FIELD 

GILBERT D. MEAD 

Goddard Space Flight Center, NASA, Greenbelt , Maryland 

Basic Assumptions 
The emphasis so far today has been on a fluid-dynamic approach to the 

study of the magnetosphere problem. I should like at this point, however, 
to review certain aspects of the Newtonian approach. Rather than admit 
that the Chapman-Ferraro approach is no longer very appropriate , I 
would like to defend it on the basis of a couple of significant points. 

First of all, the Newtonian approach has been the only one, so far, that 
has been able to give some rather detailed results on both the shape of the 
magnetosphere and the strength and direction of the magnetic fie lds 
inside it. Quantitative predictions have been obtained that can be com­
pared in detail with the data. Secondly, I don't feel that the assumptions 
based on the Newtonian approach have been invalidated, even though the 
shock wave predicted by the fluid approach must be taken into considera 
tion. And finally, I think that , in a number of very significant areas , the 
results of Newtonian theory are supported by the ExpLorer-12 and IMP 
data; and this fact indicates that the approach cannot be too far wrong. 

So I would like, first, to review the assumptions upon which the New­
tonian theory is based, and second , to try to determine the validity of the 
results based on these assumptions. Some of the results that I shall be 
discussing have already been published (Ref. 1 and 2). 

First, we assume that the magnetosphere is closed; in other words, 
that the interconnection of field lines between the Earth and interplanetary 
space (the subject that we heard about this morning- Papers 17, 18, and 
19) is not an important process, at least for the problems we are consider­
ing. According to the figures we heard this morning, perhaps 10% of 
the field lines are interconnected (Paper \8). I am not sure what that 
means- I wish those who make these assumptions about field-line inter­
connection could describe the effect in more detail. Since I don 't know 
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precisely how to make such a calculation, our assumption is that the 
magnetosphere is closed. 

Secondly, we assume that the magneto pause (not the shock wave) is 
determined by a balance between the magnetic pressure inside the 
boundary and a plasma pressure outside. I don't think that the pressure­
balance equation is significantly affected by the presence of a shock 
wave or by fluid behavior outside the magnetos pause. 

The pressure inside the magneto pause is simply B2/87T , but one must 
be careful in choosing the value of B. The value that we use is the self­
consistent one: we take high-order approximations from an iterative 
procedure. I n this way we avoid the original problem in which one had 
to know the shape of the magnetosphere in order to determine B , and 
vice versa. 

The outside pressure i 2nmv2cos20/ , where 0/ is the angle between the 
velocity vector of the solar wind and the normal to the surface. This 
should probably be reduced by a factor of 2 because of the thermalization 
that occurs as the plasma passes through the shock wave. This will affect 
the scale, but not the shape, of the magnetopause. The factor of COS20/ may 
not be exact, either. However, the exponent of cos 0/ must be close to 2 or 
1.5 -1 don't think the exact value has a very important effect on the 
results. 

Thus , although our formulas are based on the Newtonian approach, I 
believe that the fluid approach would give rather similar boundary 
conditions. 

Up to now, we have assumed that the solar-wind velocity vector is 
perpendicular to the dipole vector, which means that our results are valid 
only during the pring and fall solstices. During the winter and summer, 
the results must be somewhat modified. 

The Shape of the Magnetosphere 
Figure I shows the magnetosphere shape as determined by applying 

the pressure balance condition at 5-deg intervals on the surface ; the pres­
sures are balanced at each point to within a small fraction of I %. The 
results are described in an Earth-centered coordinate system in which the 
Earth-Sun line is the Z axis. () is the polar angle and 1> is the azimuth 
angle, with the equatorial plane corre ponding to 1> = 0 deg. Distance is 
expressed in units of ro , which is equal to (M2/47Tnmv2)1/6 , where M is the 
magnetic moment of the Earth 's dipole field, and 2nmv2 is the pressure 
exerted by the solar wind at the subsolar point. The top curve in the figure 
is the boundary in the equatorial plane: the bottom curve is the boundary 
in the noon meridian. On the day side, the urface is nearly a hemisphere, 
as previously pointed out by Beard (Ref. 3). The point marked N is the 
position of a null point in the magnetic field. 
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Notice that all the lines seem to merge at the right. This feature means 
that , at great distances on the dark side, the surface becomes essentially 
cylindrical, with no closure of the cavity. Unfortunately, this shape does 
not agree very well with the Explorer-IO data, which indicate that the 
surface may flare out at a fairly large angle in this region. The discrepancy 
could be caused by a number of effects. For instance, there may be some 
additional internal magnetic or plasma pressures that we haven't included , 
or conversely, the outside pressure may really be much smaller or may 
decrease at a much more rapid rate than it does in our theory. I suspect 
that this basic disagreement , if it reall y exists, n; ults from the fact that 
there may be significa nt internal sources of pressure which we haven' t 
considered. IMP hasn't yet passed through this region of space -I am 
very anxious to see what the IMP data will show during the next couple 
of months. 

2.0 

2.0 2 .0 

2.0 

UNITS OF,o 

Fig. 2. View of the magnetopause as seen from the Sun . Each curve is the cross­
section of the urface for a fixed va lue of 8 (the angle wi th the Earth- Su n line) 

Figure 2 is a view from the Sun of our calculated magnetopause. Notice 
the dimples at the null points. At large angles to the Earth-Sun line, the 
magnetopause has a cylindrical shape, as shown by the outer circle in the 
figure. 
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The Effect of Solar-Wind Temperature 
In order to eliminate the assumption of zero temperature, I have 

examined a model in which the solar plasma has both a streaming velocity 
and a kinetic temperature. The plasma produces some transverse pressure 
on the boundary and thus tends to close it. Figure 3 shows how the 
boundary closes for various assumed values of kinetic temperature. A 
model like this one, of course, is subject to several reservations. The 

Sun 

~r----<>---~IO~--~20~--~30~---4~O~--~5~O~--~60 

Fig. 3. Shape of the magnetopause for several values of {3 . the ratio of the thermal 
energy to the streaming energy of the plasma. Distance is in units of RE 

parameter f3 is the same as MarciaNeugebauer's e (Paper 1); it is the ratio 
of the thermal kinetic energy to the streaming energy. Her results show 
that this ratio is usually about 0.01 and very rarely greater than 0.02. If 
the subsolar point of the boundary is at lORE, and if f3 = 0.01, then the 
boundary just begins to close off at 60 RE, which is the distance to the 
Moon. Thus I believe that, at the distance of the Moon, the magnetosphere 
still exerts an effect. 

The Field Within the Magnetosphere 
The calculation of the magnetic field inside the magnetopause is based 

on another set of assumptions, most of which, I think, are fairly well 
justified. The main assumption is that the curl of the magnetic field is zero 
inside the boundary. In other words, the magnetic field is caused by 
currents at the boundary, but there are no currents inside the boundary 
where we are trying to determine the distorted magnetic field. If there 
were large currents near the Earth, then this assumption, and consequently 
our results, would be invalid. 

This allows us to express the distorted magnetic field as the negative 
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gradient of a scalar potential, which can be expanded in a series of 
spherical harmonics. We assume that the solar wind is perpendicular to 
the dipole field and parallel to the Earth-Sun line , in which case the 
magnetic field has two planes of symmetry - the equatorial plane and the 
noon-meridian plane. These symmetries decrease the number of non-zero 
coefficients in the expansion , so that we can describe the field inside the 
magnetosphere rather simply, with only a few terms. 

In a different spherical coordinate system in which 0 is now colatitude 
and cp is now the local time measured from the midnight meridian, the 
dominant terms of the field components are: 

0.62cosO 
Br = - ,-3 -g? cos 0 - 2v'3 g~r sinOcosOcoscp 

Bo = - 0.3 ~sino + g? sinO - v'3 g~ r(2cos 20 - I ) coscp 

where r is expressed in units of RE. 

The terms containing g? give a constant field in the northward direction 
everywhere inside the magnetosphere; this field must be northward 
because of the north-south and east-west symmetries. The terms con­
taining g~ give a field gradient that is stronger in the solar direction. 
Because of these latter terms, the field is not azimuthally symmetric. 

The coefficients g? and g~ depend on the solar-wi nd inten ity through 
the parameter rb, which is the distance to the boundary at the subsolar 
point: 

g'; = - 0.2515/~ gauss 

g~ = 0.1215/r!gauss 

With rb = 10 RE , g~ is 25 1', which means that the surface current produces 
a 25-1' field near the Earth. 

Figure 4 shows the distorted field in the equatorial plane. In the solar 
direction , the magnitude of the field just inside the boundary is somewhat 
more than twice the magnitude of the undi storted geomagnetic field . Away 
from the Earth-Sun line, the ratio is still about 2. 

The fields at 30 deg north latitude are shown in Fig. 5, along with the 
angles 8 and E. These angles determine the field 's direction and are the 
same as the solar-ecliptic angles 0 and cp given by Heppner and others 
(Ref. 4) and by Ness (Papers 6 and 22). The angle 8 is the angle that the 
field makes with the ecliptic, while E is the azimuthal angle between the 
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Earth-Sun line and the field component in the ecliptic. This figure 
demonstrates that both the magnitude and the direction of the total field 
depart considerably from those of the dipole field alone. Figure 6 presents 
similar plots for a latitude of 60 deg. 

F ig. 7. Configura tio n of the dis torted fie ld (solid line) compared with the undis­
turbed dipole fi e ld (dashed line) in the plane of the noon meridian 

Figure 7 shows the pattern of field lines based on our calculations. It 
shows the field compressed on both the solar and antisolar sides , so that 
I would disagree with Prof. Dungey's comment (Paper 17) that the lines 
of force are compressed on the day side and drawn out on the night side. 

Thus we see that the Newtonian approach permits quite specific 
calculations of the distortion of the field. I feel that, in order to understand 
the trapped-particle data , it is important to understand where the field 
lines go. For this reason I am searching for a way to modify these calcu­
lations by including some of the non-Newtonian concepts , and I would be 
happy if anyone could help. 
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DISCUSSION OF PAPERS BY LYON, NESS , AND MEAD 

Variability of the Transition Region 
SCARF: The comparison of plasma-probe with magnetometer data for the first 
inbound pass of Explorer 18 (Fig. 17 , Paper 22) shows that the transition region 
can be remarkably broad and complex. I would like to return to Dr. Axford's 
very nice explanation of the meaning of supersonic flow, and to comment briefly 
on the possible origin of these complications. 

I n order to justify the use of continuum flow for a collision less plasma-field 
interaction, one examines the waves which can be produced in the transition 
region. If Vu (the wind speed) is greater than any reasonable wave speed, then the 
flow is" supersonic." Since Vo is considerably greater than the local Alfv6n speed, 
it has become customary to associate the highly super-Alfvenic flow with a 
distinct shock front. As Dr. Axford pointed out, however, other kinds of waves 
can be generated in the interface ; one type that has not been discussed here is a 
longitudinal ion acoustic wave. The speed of this wave is YykTefm,); where kTe 
is the electron thermal energy, m" is the ion mass , and y;=: I depends on the shape 
of the electron distribution. For y = I, Te = T;, the ion-wave speed is somewhat 
less than the Alfven speed, and the incident flow is supersonic in terms of sound 
waves as well as in terms of Alfven waves. Actually, the ion waves are heavily 
damped for Te = T ;, so that they need not be considered in this case. 

However, if nonlinear effects-such as those associated with charge-separation 
electric fields -locally increase TefT;, then damping is unimportant, and only a 
very small current or electron-proton drift speed is needed to generate instability.! 
In the outer transition region, the MIT plasma probe shows that the electrons do, 
in fact, undergo greater thermalization than do the ions. From equipartition 
arguments we find that the maximum possible value of kT" is mpvU4, with a 
consequent reduction of the local ion-drift speed to ~ vofV2.. Following this 
thermalization, the ion-wave velocity is v:; vof2, and the wave speed thus 
approaches or exceeds the local ion speed, voIV2.. 

I want to suggest that the ion-wave instability is relevant to the explanation of 
the broadening and variability of the transition region, the appearance of up tream 
precursors, superthermal electron peaks, and the occasional disappearance of any 
distinct outer boundary. Since the ion-wave frequencies overlap the local electron 
gyro frequency-

v'kfJm., 
VIII(I.r= 

!Bernstein, W., R . W. Fredricks, and F . L. Scarf, Journal of Geophysical Research 69, 
1201 (1964) 
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where AD is the Oebye length - the wave-particle interaction can distort the 
electron-velocity distribution at low energies (0.5 to 3 kev) and can produce a 
small non-Maxwellian tail (E 2: 30 kev). (In some experiments at Oak Ridge,2 
100-kev electrons were easily produced by a related beam-plas ma instability ; 
Stix3 howed that in this case the electron plasma waves interact via the electron 
cyclotron resonance.) This distortion produces high-energy peaks, particularly 
in regions where the local magnetic disorder is small; and it tends to raise 'Y and 
broaden the ion-wave source region by the fast-diffusion process. The incident 
wind become less upersonic, and small fluctuations allow isolated precursors 
to travel upstream and dump ion-wave energy in isolated electron spikes. When 
the distortion of the velocity distribution i high enough, the incident wind be­
comes subsonic with respect to ion acoustic waves , and the entire sheath relaxes 
until the next solar-wind enhancement initiates a new transient. 
GOLD: I want to comment about Orbit 13, which Mr. Ly.on was discussing. I 
wonder whether it is quite fa ir to think of the dynamic pressure as having to 
change by a factor a big as the one he assumed. The stand-off distance depends , 
after all, on what occurs behind the shock front and, in particular, on what 
materials have been deposited there. Could we not have a great variation in this 
material occurring at the time of Orbit 13? For example, if an extremely crinkly 
field had been in existence outside at that time, its crinkliness would have tended 
to become greatly amplified as it passed through the shock, and the field would 
then perhaps have been in a medium which had far less pre sure for a given 
compression. A very contorted field will possibly give way much farther than will 
a field whose lines are more or less parallel. In other words , 'Y is nothing like 5/3, 
but is whatever the chance geometry of the field imposes. Maybe the field at the 
time of Orbit 13 was very wobbly , which made the stand-off distance much 
smaller. 
LEES: The value of 'Y may approach I in places where there are many degrees 
offreedom. 
NESS: Magnetic-field data were shown for Orbit 6; however, I haven ' t plotted 
the data for Orbit 13. The conditions during Orbit 13 may not have been the 
same, but the data for Orbit 6, during which we saw a very strange et of condi­
tions, indicated that the field outside was very stab le. Clearly, we have to do some 
additional work to find out what the field conditions were during Orbit 13 , in 
order to determine whether the variance was particularly high. I don't recall 
that it was. 
FREEMAN: I would like to make a brief comment about the variability of the 
boundary position. I thjnk this comment may place the IMP data in the proper 
context with respect to the changing solar cycle. 

During the I 12-day lifetime of ExpLorer 12 , which took place some 2t years 
earlier in the solar cycle, there were three magnetic storms with mrun-phase 
excursions in excess of 100 'Y. The average magneto pheric boundary position 

2Alexeff, I., R. V. Neidigh , W. F. Peed , E. D. Shipley, and E. G. Harris , Physical Review 
Letters 10,273 (1963) 
See also 
Kharchenko, I. F., Va. B. Fainberg, R. M. ikolayev, E. A. Komilov , E . \. Lutsenko, and 
N . S. Pedenko, N udear Fusion S uppl. Pt. 3, J J 0 J (J 962) 
Smullin , L. D. and W. D. Getty, Physical Review Letters 9, 0.2,3 , (1962) 

3Stix , T. H. , Princeton University Plasma Physics Laboratory MA IT-239 , Princeton 
University ( J 964) 
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during the fir t 2! months of data from Explorer 12 was at approximately lORE 
(66,000 km, to be precise) . However, the closest observed boundary position 
was at about 8.5 RE, while the farthest observed position was beyond the satellite 
apogee, which was at 13 RE. Both of these extremes were observed on several 
occasions. 4 These observations indicate that Explorer 12 saw a much more 
variable magnetospheric boundary position than IMP did , which would be 
expected on the basis of the enhanced magnetic activity at that time. 
NESS: Your statement that the average distance of the magnetopause was about 
10 RE, which I hadn't realized before, makes the long term constancy of the solar 
wind even more impressive. If the average pressure of the solar wind is roughly 
constant through 2t years of the solar cycle, we can ~onclude that there is some­
thing basic about the physics on the surface of the Sun, even though the variability 
is much higher in other solar-cycle phenomena. 
SLUTZ: Isn't the constancy of the magnetopause's position perhaps more a 
testimony to the insensitivity of the sixth root, since theoretically the distance 
from the Earth's center is proportional to (pressure)-1/6? The figures that were 
quoted - 8 and 13 RE - correspond to a change in the so lar-wi nd pressure by a 
factor of 18. 

Dr. Mead has, I think, very appropriately and ably commented on the difficulties 
of studying the flow about the magnetosphere. Insofar as this flow affects the 
shape of the back portion of the magnetosphere, one could have a very wide 
range of pressure functions from the head pressure to the back pressure and still 
get very nearly the same shape, which testifies again to the glories of the sixth 
root. However, an interesting feature is that it takes very, very little back pressure 
to hold the back end of the magnetosphere in to only 25 or 35 RE. 
WILKERSON: I want to ask Mr. Lyon about Dr. Ness' last slide, which com­
pared the magnetic and plas ma data. Outside the magnetic boundary, there 
appeared to be a fairly regular oscillation of the electron flux. There were perhaps 
about six oscillations in a 2-hour period, which looked like, say, a millicycle 
phenomenon. These oscillations perhaps arose from structure in the solar wi nd , 
or perhaps originated at the Sun itself. 
LYON: I can only say that sometimes we do see such behavior and sometimes 
we don't. The effect is probably real. 
AXFORD: With regard to the observation of fluc tuations in a collision-free shock, 
it should be realized that such a shock is very much like a hydraulic jump. If one 
looks at the hydraulic jump formed when a river comes up agai nst a bridge piling, 
it will be seen that the jump is quite sharp , but it dithers all over the place and 
there is considerable fluctuation on a small scale. We should expect to see a similar 
messy and confused structure in the collision-free shock. 
SMITH: I have a question for Dr. Ness. You had an opportunity to observe 
reasonably-high-frequency fluctuations during the f1uxgate sampling periods , and 
Dr. Scarf indicated that high-frequency fluctuations may be important. Have you 
had an opportunity to look at this aspect of the data? 
NESS: No, but it is an obvious thing to investigate. In anticipation of this work, 
I should like to point out the limitations in our sampling and analysis procedures , 
and the spectral bands we are going to be able to investigate. We sample for about 
5 seconds once every 20 seconds, and sampling every 20 seconds leads to a 

"These magneto pheric bou ndary positions were determined by the State University of 
Iowa energet ic-particle detectors carried on Explorer 12. See Freeman, J. W. Jr., Journal 
of Geophysical Rese(1rch 69, 169 1 (1964) 
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folding frequef)cy of 0.025 cps. Since we are doing some smoothing which will 
help solve the aliasing problem, we can expect that rhe spectrum we eventually 
get will be free of any strobe effect. 
SMITH: One other thing: Explorer J 2 observed some very large fields on certain 
passes. The oscillations were 50 '}' or so, peak-to-peak, with relatively long 
periods. I wonder if you have seen anything of comparable magnitude. If not, we 
may have another indication of changing solar conditions. 
NESS: If I recall the work of Cahill to which you are referring, Explorer J 2 was 
considerably inside the magnetosphere relative to the positions I have been 
discussing. 
SMITH: The observations I was thinking of were in the transition region, outside 
the characteristic change in field direction that indicates the termination of the 
magnetosphere. Also , there were very large changes on Pioneer 1 - 50 or 100 ,}" 
peak-to-peak. It is difficult to determine from your variances and from your 
averaged data whether you see such large fluctuations. 
NESS: No, we do not. 
SMITH: Can you estimate what the largest magnitude may be? 
NESS: Near the Earth-Sun line we probably see a maximum average of around 
10 to 20 ,}" and a maximum variance of 5 to 15 '}'. 
PETSCHEK: I should like to ask Dr. Ness whether he has had a chance to look 
for any correlation between the direction of the magnetic field ahead of the shock 
and the appearance of both the shock transition and the precursor. The reason 
for this question is that waves and particles can propagate much more freely along 
field lines; therefore, you might expect a broader shock and more of a precursor 
if the magnetic field were normal to the shock. 
NESS: Not as yet. 
BEARD: If you follow the individual particle trajectories, then it is easy to show 
that as you move from the weak interplanetary field into the transition region - in 
which the magnetic field is greater by a factor of 2 or 3 - there will be an electric 
field at the boundary, and all of the forward motion of the protons will be given to 
the electrons that go through this boundary. Thus in the transition layer, electrons 
will have an energy of the order of 1 kev, which is akin to what Prof. Axford has 
said. 

In this connection, I am very worried about the IMP plasma measurements. 
A satellite in a medium in which there are a great many electrons having an energy 
of the order of I kev will become negatively charged to about I kv , and all the 
protons detected by the satellite will have fallen through this potential and will 
thus have a very high energy. Although secondary electrons and , to a much lesser 
extent, photoelectrons, can reduce this potential, I doubt that a complete reduction 
is possible for most satellite surface materials. 
NESS: It is unfortunate that Dr. Serbu isn' t here to answer this very critical 
question about the possibility of satellite charging. I think his IMP ion-trap 
experiment indicates no spacecraft charging, except to perhaps a volt or two 
negative. 
BLOCK: I wonder if it is possible to measure the charge of the satellite. Someone 
should think seriously about it. 
BRIDGE: I don't know how to do it. Some instrumentation has been developed 
to provide information on the charge of satellites in the ionosphere, but I am not 
sure that any of these techniques can be extended for use in deep space. I think it 
would be nice if some more theoretical work were done. 

As for the influence of I-kev electrons, it is quite obvious that for such electrons 
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impinging on metal surfaces, the secondary-electron production rate is great 
enough to nullify the incoming current and to hold the spacecraft potential 
near zero. 
LOST: I have a question for Prof. Axford. Sometimes you consider the important 
parameter to be the Oebye length, while at other times you use the gyration 
radius. Would you comment on this? 
AXFORD: When I say that the minimum thickness of a collisionless shock is the 
gyration radius, I am trying to be conservative. However, one might expect some 
degree of fluid-like behavior, even when the dimensions of a body in the flow 
approach a few Debye lengths. 
GOLD: The size of a body must be equivalent to many Debye lengths for the 
streaming instability to develop. 

Open vs. Closed Magnetosphere 

DAVIS: This is a slight change in subject, but we heard considerable discussion 
this morning about whether the field lines connect across the magnetopause. In 
the J M P data, we see discontinuous changes in the field as we go across the 
boundary. If the change in the field is discontinuous , and if the field lines do not 
cross the boundary, then the plane of the boundary can be determined from the 
field lines on the two sides. Based on this assumption, do the IMP data indicate a 
sensible boundary? 
NESS: We haven't yet taken the cross product necessary to determine the surface 
shape. We could possibly get a considerable amount of scatter if the surface is not 
perfectly smooth or if it changes with time. Such scatter could degrade our 
sensitivity to this very critical measurement of connectivity. 
SMITH: I have a question for Mr. Lyon. Did you see any plasma inside the 
magnetosphere? 
LYON: No protons,just electrons. 

The Back of the Magnetosphere 

SLUTZ: I would like to mention a calculation that agrees very well with Dr. 
Mead 's calculation for the front face of the magnetosphere, but gives a very 
different picture for the back. 

I have carried through a self-consistent solution in which the pressure is taken 
to be A + B cos21jJ, and I have obtained a complete solution, including both the 
front and back faces. The constant A can be interpreted as a thermal pressure, 
while the constant B is the mass-motion pressure. My solution very definitely 
shows a rather broad and flat back face of the magnetosphere. If we take A = 
10- 2 B, as indicated by the data from Mariner 2, the back face will extend to about 
25 RE ; if we take A = 10- 3 B. it will extend to 35 RE ; and if we take A = 10- 4 B. 
which is unreasonable, it will extend to only 40 or 50 RE. 

Now this raises an interesting question. Certain ly the flow of solar wind does 
not close around such a short, fat boundary. Consequently, I propose that­
analogous to the aerodynamic flow around a relatively blunt object- there is a 
second region in back in which the fluid separates from the boundary and closes, 
perhaps at a very large distance. This second region is a "backwater" of solar­
wind turbulence, and the pressure here can be very small and still limit the back 
boundary of the magnetosphere to 25 or 35 RE. Experiments in real fluids indicate 
that the pressure in such a region is 2 or 3 times the static pressure in the flowing 
fluid. 
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If you take two such boundaries for the case A = 10- 3 B, and if you set the front 
face at the distance indicated by Cahill's Explorer-12 data ,!; then the position of 
the back boundaries agree with the positions of the boundaries observed by 
Explorer 10.6 Of course , we are approaching the moment of truth with the 
observations about to come from IMP, and it will be very interesting to see what 
develops . 
AXFORD: If only the pressure of the solar wind were involved, then the field 
lines on the back side of the magnetosphere would be curved , as in a dipole field . 
However, the evidence indicates that the field is dragged out, which requires a 
shear stress in addition to the normal stresses that are usually taken into account. 
BRIDGE: It was mentioned earlier today that the magnetic-field fall;off observed 
on Explorer 10 was much slower than that expected for the dipole field. Do any 
other results show the radial variation of the field behind the Earth? 
NESS: Yes. 1 t does increase as you come around the back side. 
BRIDGE: I should think that the radial variation would considerably affect some 
of the pictures that have been drawn of the magnetic-field configuration. 

"Cahill , L. J. and P. G. Amazeen,Journal oJG eophysical Research 68, 1835 (1963) 
6Heppner, J. P. , N. F. Ness, C. S. Scearce, and T. L. Skillman, Journal aJ G eophysical 

Research 68, 1 ( 1963) 
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(Presented by Reimar Liist) 

Introduction 
Despite the fact that we will get better and better results from space­

craft in the coming years, important observational evidence concerning 
the solar wind will continue to be obtained from comets as well as from 
radio-wave scattering, zodiacal light , and cosmic rays. I n fact, if we under­
stand properly the interaction of the solar wind with comets , we may hope 
to obtain further detailed information about the solar wind that cannot be 
obtained in the near future from space probes. One reason is that comets 
occur in any latitude, while it will remain difficult to orbit space vehicles 
at large angles to the ecliptic. 

We will discuss four points: (1) the evidence that we have for the solar­
wind interaction with comets; (2) the different types of interaction that 
may occur between the solar wind and comets; (3) some of the theoretical 
aspects that may be important in this connection (this topic wiIl be dis­
cussed further by Prof. Biermann in Paper 25); and (4) some preliminary 
ion-cloud experiments that may help us in understanding the physics of 
comets and their interaction with the solar wind. 

Properties of Comets 
By way of background information , let us briefly describe the properties 

of comets. There are three types of comet tails, according to the classifica­
tions given by Bredikhin. Type-I tails consist of CO+, Nt COt , and 
other ions, and this type is of especial interest to our discussion today. 
Type-II and Type-Ill tails are composed mainly of dust particles or non­
ionized molecules. The differences between Type II and Type III are 
not relevant here. 

It is believed that a comet has a solid nucleus with a diameter of about 
10 to 20 km. This nucleus probably consists of dust and frozen molecules 
composed of C, N, 0, and H. According to a model proposed by Whipple 
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(Ref. 1 and 2), the molecules form a sort of icy block, with the dust 
particles frozen into the block. 

If a comet approaches the Sun to within a few astronomical units, it 
develops a coma consisting of non-ionized gas molecules like CN, C2 , Ca, 

CH, NH, and OH. It will have, in addition , one or two tails. The long, 
straight tail is a Type-I tail and points in a direction almost radially away 
from the Sun; the other tails , Types II and Ill , are often curved. The 
coma has a diameter of very roughly -105 km; the tails have a diameter of 
about 105 km and are up to 106 or 107 km long. 

Figure 1 shows Comet Mrkos 1957d on four different days . The picture 
was taken at Mt. Palomar with the 48-in. Schmidt telescope. You can see 
very clearly that there are two different types of tails. One is curved and 
has no structure, while the other is the straight, ionized tail, which we will 
discuss here. You can see certain changes occuring in the 4-day interval. 

Accelerations in Ionized Comet Tails 
The question now is: what is the evidence that the solar wind is inter­

acting with these Type-I comet tails, as was first proposed by one of the 
authors (Ref. 3)? The most striking observational evidence for such an 
interaction is the acceleration observed in the comet tails . The Type-I 
tails normally have high accelerations, of the order of 102 or 103 times 
solar gravity, while the dust tails have accelerations of the order of olar 
gravity (which is equal to 0.6 cm/sec2 at 1 AU). The accelerations in dust 
tails can be explained by the pressure of sunlight. However, the accelera­
tions in ionized tails are far too high to be explained by this mechanism. 
This leads us to believe that these high accelerations have something to do 
with the interaction of the charged particles with the solar wind. 

Correlation Between Geomagnetic and Cometary Disturbances 
The second and more direct evidence of such an interaction is the 

correlation between the geomagnetic and cometary disturbances. Of 
course, only a few cases of such a correlation have been found, because 
the comet has to be in the right position. Specifically , the comet has to be 
in the lower heliographic latitudes, otherwise it will not be hit by the 
enhanced corpuscular stream. Also, the difference in longitude between 
the Earth and the comet must not be too great, otherwise the corpuscular 
stream will have changed its intensity. However, two very striking 
evidences for such a correlation between the geomagnetic perturbation 
and the activity of the comet have been found (Ref. 3): Comets Halley 
190 I II, and Whipple-Fedtke-Tevzadze 1962g. Rhea LUst also found a 
very good correlation for Comet 1899 I, which appeared during a period 
of low solar activity when only one strong persistent source of corpuscular 
radiation was present on the Sun. 
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Fig. I. Four views of Comet Mrkos 1957d, photographed with the 48-in. Schmidt 
te lescope. Photograph from the Mt. Wilson and Palomar observatories 
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But of course these cases are connected with only the enhanced geo­
magnetic activity. The next question is whether the existence of an ionized 
comet tajl depends on the presence of enhanced corpuscular radiation. It 
has been statistically determined that the presence of a plasma tail does 
not noticeably depend on the general level of solar activity. A very good 
demonstration of this fact is that several comets with normal tail activity 
have appeared during extended periods of low geomagnetic activity. 

Aberration Angle 
There is one very striking piece of evidence of the interaction of a 

Type-I comet tail with the normal, undisturbed solar wind. This evidence 
was found by Hoffmeister and explajned by Biermann. The direction of 
an ionized tail is not quite in the radial direction; it lags behind the radius 
vector with respect to the orbital motion ofthe comet. The angle between 
the tajl and the radius vector is on the order of 3 to 6 deg, and can be 
explained as a kind of aberration caused by the component ofthe comet's 
orbital velocity perpendicular to the radius vector. This velocity is about 
30 to 50 km/sec. If we assume the simplest case of a mechanical momen­
tum transfer, then from the observed aberration angle we calculate a 
solar-wind velocity of a few hundred km/sec. 

Since the aberration angle apparently reflects the orbital motion of the 
comet, which is on the order of 30 to 50 km/sec, and since we obtain 
the right order of magnitude for the solar-wind velocity, it is clear that 
the solar-wind velocity component perpendicular to the radius vector 
cannot be large: it cannot be more than 50 km/sec and is probably 
even less than 30 km/sec. If the solar wind at 1 AU were co-rotating with 
the Sun, it would have a velocity on the order of 450 km/sec perpendicular 
to the radius vector, which certajnly does not show up in the comet tails. 
This is very strong evidence that the solar wind at I AU is not co-rotating 
with the Sun. Statistical investigation shows also that there is no difference 
in aberration angle between comets with direct orbits and comets with 
retrograde orbits. Therefore, this kind of observation provides very strong 
additional evidence that the solar wind does not co-rotate with the Sun 
out to 1 AU. 

Types of Interaction 
The next question is: what types of interaction can we expect? I will dis­

cuss different types, and then will try to draw some theoretical conclusions. 

J. Mass Flow 
Of course, the first type of interaction is simply by means of the mass 

flow , since the mass of the solar wind flows past the comet. From the 
observations of comets, and particularly from the interpretation of the 
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observations of the 0 I line (Ref. 4) and the origin of the CO+ ions , Bier­
mann and Trefftz conclude that about 1031 molecules/sec are lost from a 
rather bright comet (Ref. 5). With an average molecular weight of 20, this 
rate corresponds to a mass loss of the order of 3 X 108 gm/sec. The mass 
flow of the solar wind through a coma with a radius of 105 km would be 
about two orders of magnitude smaller than the mass loss of the comet. 
Therefore a sphere somewhat larger than 106 km is necessary to make the 
two mass flows comparable. 

2. Charge Transfer 
The next interaction mechanism that should be discussed is the so­

called charge transfer between the solar wind and the cometary material. 
This means that a solar proton encountering a neutral CO or N2 molecule 
may produce an ion of the molecule by picking up an electron to form a 
neutral hydrogen atom. Now, the cross-section for this kind of interac­
tion depends strongly on the nature and the energy of the particles. In 
the case of CO, particularly, this cross-section is very large (about 
3 x 10- 15 cm2) at velocities of 200 to 2,000 km/sec. If one assumes that 
the solar wind has a flux of 108 ions/cm2 sec, then one can obtain a time 
scale for charge transfer of about 35 days. For a comet, this is a rather 
long time scale. A time scale on the order of one day, or even shorter, is 
required to explain the changes observed in the features of the comet tails. 
Therefore, this mechanism cannot be solely responsible for the ionization 
of the cometary material. Nevertheless , charge transfer may playa very 
important role in the physics of comets. 

3. Transfer of Momentum and Energy 
It should be mentioned, of course, that there is a transfer of momentum 

and energy from the solar wind to the cometary material. The observed 
large accelerations in the cometary ·plasma tails , as derived from the 
displacements of clouds, filaments, or other structures of the plasma, are 
now commonly ascribed to the transfer of momentum from the solar to 
the cometary plasma. We know that in the quiet solar wind there is a 
momentum flux on the order of 10-8 dyne/cm2 and an energy flux of about 
10- 1 erg/cm2 sec. But the crucial question is: how much of this momentum 
or energy flux can be transferred to the comets and their tails? Table 1 
lists some of the important parameters to be considered in discussing this 
question. The values shown in the table represent order-of-magnitude 
calculations. 

a. Long-Range Coulomb Collisions 
Now, let us consider how we may explain the necessary momentum 

transfer (Ref. 3). One interaction mechanism between the solar wind 
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and the cometary material is , of course, long-range Coulomb collisions. 
Direct interaction between the solar protons and the ionized molecules 

TABLE 1. Important parameters for study of the momentum transfer process 

Assumed parameters 
electron density 
electron thermal velocity 
magnetic field 

Debye length 
plasma frequency 

Calculated parameters 

proton cyclotron frequency 
electron cyclotron frequency 
proton radius of gyration 

(thermal velocity , 10 ' OK) 
(solar-wind velocity) 

electron radius of gyration 
(thermal velocity, 10< OK) 

I to 10/cm3 

10" cm/sec 
10-" gauss 

10" cm 
105 rad/sec 
10- ' rad/ sec 
102 rad/sec 

160km 
10 ' km 

4km 

is relatively small, and the electrons therefore playa vital coupling role for 
this mechanism. The ionized molecules are accelerated by collisions with 
solar electrons , and the electron momentum, in turn , is replenished by the 
momentum of the solar protons. 

The acceleration a that one may attain by this process is given by: 

e2 nv 
a=-­

M eeT 

where e is the charge of the electron, n the number density of the solar 
plasma, M e the mass of cometary iOl1s, eT the electric conductivity (esu), 
and v the stream velocity of the solar wind. If one now introduce the 
numbers that have been observed so far, let's say v = 3 x 107 cm/sec, 
n = 10/cm3, Me = 28 amu, and eT = IOl3/2 cgs (for a temperature of 
104 OK), then the acceleration i somewhat less than unity - in contrast to 
the observed values, which are of the order of 102 cm/ ec2 for normal 
cases. The exceptional accelerations of 103 cm/sec2 might be the result 
of either higher density or higher velocity in the solar stream. 

Therefore, one must conclude that this mechanism is not sufficient. 
However, it should also be mentioned that direct collisions could still 
be important very near to the nucleus - out to a distance of, say, 105 km. 

b. Plasma Instabilities 
Another mechanism that could be more efficient for the transfer of 

momentum depends on the so-called plasma instabilities. There are many 
types of plasma instability that could perhaps enhance the interaction of 

I 
I 

J 



\ 

I 
L 

INTERACTION OF SOLAR WIND WITH COMETS 361 

the solar plasma with the cometary plasma. Since a stream of one gas (the 
solar particles) encounters another gas (the cometary particles) , one 
thinks of the so-called "two-stream" instability. This case has been 
treated by Hoyle and H arwit (Ref. 6), who conclude that this type of 
instability can grow for a brief period if the solar electrons are cool 
enough - say, cooler than about 10:3 OK for reasonable values of the tem­
perature of the cometary electrons. However, this type of instability will 
have only a transient effect; as soon as the electrons lose their translation­
al velocity , their temperature becomes high enough to restore plasma 
stability even for succeeding generations of inflowing electrons. 

For the moment, it does not seem possible to transfer sufficient momen­
tum by the two-stream instability. However, we don't yet know that all 
relevant types of instability have been investigated. Thus ome type of 
plasma instability may be an important factor in the transfer of momentum 
from the solar wind to the cometary ions. 

c. Magnetic Fields 
Nevertheless, it is worthwhile to study other mechanisms for the trans­

fer of momentum. Since 1951 , the coupling by magnetic fields has been 
discussed by Biermann, by Alfven, and by Harwit and Hoyle (Ref. 
3,7,and8). 

It has already been stated that the solar wind has a momentum flux of the 
order of 10- 8 dyne/cm2• The amount of momentum flux necessary to ex­
plain the accelerations in the plasma tails is of the order of 10- 9 dyne/cm2

, 

and corre ponds to a mass loss of 1028 CO+ ions/sec with a velocity 
of 107 em/sec over a cross-section of about 1021 cm2

• Such a momentum 
flux requires a magnetic field of the order of 10- 4 gauss. For a field of this 
strength, the radii of gyration are small compared to the dimensions of the 
comets, and the gyration period of the ions (- 1 sec) is short compared to 
the time scale of events that occur in the tails. The magnetic coupling 
of the two different-velocity plasmas becomes effective on a time scale 
having the same order of magnitude as the gyration period of the ions in 
question. These investigations will be reported in more detail by Prof. 
Biermann (Paper 25). 

Comets as Probes of the Solar Wind 
1. Natura/Comets 

If the proposed picture is correct- and we feel, from the many argu­
ments given here, that it is - then the comets with ionized tails may be 
used as natural probes for the investigation of the olar wind. We can 
hope to obtain information about the direction , the velocity, and other 
kinematic properties of the solar wind. These natural probe would be, of 
course, particularly important for investigating those regions that cannot 
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yet be reached by space vehicles , namely: regions far out of the ecliptic 
or generally far away from the Earth's orbit. The natural probes can also 
be used when there are no space vehicles in orbit. However, we can use 
these natural probes in the most efficient way only if we understand the 
physics of the cometary plasma and its interaction with the solar wind. As 
we have pointed out, the comets have not yet been calibrated very 
precisely. 

2. Artificiallon Clouds 
A calibration of the natural comets could be obtained by observing the 

interaction of the solar wind with an artificial ion cloud of known proper­
ties. We have started, in Munich, with preparations for ejecting such a 
cloud from a space probe, or from a satellite with a highly eccentric orbit. 

a. Description o/the Experiment 
The cloud will be observed from the ground. In order for us to detect 

and measure structures in the cloud, its surface brightness must be at 
least comparable to the surface brightness of the night sky in the relevant 
spectral region. This condition determines the minimum mass to be 
ejected, taking into account the diffusion of the cloud after the ejection, 
and at first assuming no use of filters. Furthermore, the time tmi1l during 
which the cloud is observable must be sufficiently long to enable measure­
ments of displacements and accelerations and to permit observations of 
the structure as a function of time. 

Due to weight limitations, it is planned , at present, to eject the gas in 
a non-ionized state; the gas should become ionized by photo-ionization. 
Charge exchange with the protons of the solar corpuscular radiation takes 
place so slowly that it is not an important process. 

The most suitable elements for such experiments are the heavier alka­
line-earth metals and some of the rare earths. At present, we are planning 
to use barium or rare earths, becau e the ions of these elements have very 
strong resonance Lines in the visible spectral region and because the 
probability for photo-ionization by sunlight seems to be quite high. 
Although the photo-ionization rate is not very well known at present, 
a reasonable estimate gives a minimum mass for barium of the order 
of 1 kg. This estimate is based on an observation time of about 103 sec 
and a temperature of about 2,000 oK for the ejected gas. 

Finally, it should be mentioned that the assumed observation time can 
be considerably lengthened, and the minimum mass considerably lowered, 
by using spectral filter for the ob erving instruments. In this way the 
brightness of the night sky would be strongly reduced. Spectral filters will 
certainly be used, but for a first experiment we would like to keep the mass 
of barium around I kg. The evaporation of the barium will be done 
chemically. 
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b. The Interaction of the Solar Wind With -the lOll Cloud 
In discussing the interaction of the solar wind with the ion cloud , one 

has to consider whether the cloud will stay together, or whether the indi­
vidual ionized particles will just be blown away by the solar wind due to 
the electric field E=-v X B/c and the magnetic field B. It can be shown 
that the individual· particle picture does not apply , and that the cloud 
should stay together for the required observation time of 103 sec. 

According to our present knowledge of the ionization time for barium, 
it will take about 104 sec for the rna s density of the cloud to equal , as a 
result of diffusion, the density of the surrounding interplanetary plasma. 
This time may be even longer if one considers the effect of magnetic 
fields. Another consideration is whether the electric current that can be 
carried by the cloud will be sufficient to shield the cloud against an out­
side magnetic field. An estimate shows that such shielding will be possible 
during the observation period of 103 sec, even if the magnetic field changes 
abruptly over a radius of gyration. 

c. Preliminary Experiments 
We have performed some preliminary experiments in the ionosphere, 

mainly for testing purposes. At the arne time, though , we tried to carry 
out useful measurements in the ionosphere. These experiments were car­
ried out in the French Sahara in connection with a French group headed 
by Prof. Blamont. So far , we have had four launchings that created such 
artificial clouds. I will not discuss these experiments in detail , since it 
would mean referring to the ionosphere. I will mention only that we have 
measured the diffusion or the change of radius of the clouds with time, and 
in this way tried to determine the diffusion coefficient. It turned out that 
the observed diffusion could not be explained as olely thermal diffusion , 
and that turbulent diffusion must till be present at altitudes of 100 to 
200km. 
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WITH COMETS 
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I WOULD like to discuss, in a little more detail , the interaction between 
comets and the solar wind from the point of view of magnetohydro­
dynamics and fluid dynamics. 

First, it should be said that the figure of 1031 molecules/sec given in 
Paper 24 refers to the loss rate from a fairly bright comet quite easily seen 
with the naked eye. Furthermore, this figure is an approxjmatjon in the 
following sense. The selection of molecules and ions that we can observe 
from the ground (CN , C2 , CO+, and a few others) is determined by 
spectroscopic circumstances. Many of the molecules that, from general 
considerations, we think should be present have no resonance bands in 
the spectral range above 3,000 A. Therefore , because of the great dilution 
of solar light over the distances in question, we do not expect to detect 
these molecules. Swings' detailed analysis of the mechanism of excitation 
has shown that this model is substantially correct (Ref. 1). Hence we are 
certainly entitled to assume that there are many more molecules than 
those we see in the ordinary spectral range. Eleonore Trefftz and myself 
have recently made a quantitative estimate on the bas is of the observa­
tions of the forbidden lines of oxygen (Ref. 2). These lines were first 
identified in a number of objects by Swings and Greenstein (Ref. 3), but 
their presence has perhaps not yet been established beyond doubt for a 
large number of comets. The loss rate must be established with greater 
accuracy in the future . Spectral observations in the far ultraviolet, using 
spacecraft or rockets, should make this possible. We plan to make such 
observations ourselves in a few years. 

To the list of relevant numerical data given by Dr. LUst, I would like to 
add the time scale of ionization. In addition to the mecharusm of charge 
transfer, we have, of course, photo-ionization by solar ultraviolet light. 
Using recent results on the solar far ultraviolet and the particle fluxes , 
we find that these two fluxes give rather similar ionization rates of about 
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lO-6.5 to possibly lO-7/sec, depending on the molecule in question. These 
figures lead to the difficulty Dr. Lust mentioned earlier, namely: that the 
observed time scales of the origin of and variations in cometary structures 
do not agree with the ionization time scale. This problem has been con­
sidered and perhaps resolved (Ref. 2); I will not discuss it further because 
it has no direct connection with the subject of interactions. 

The molecular loss rate of 1031/sec can be used , together with the 
observed outflow velocity, to derive a stationary density for non-ionized 
molecules of ( I 025/r2)/cm3, where r is the distance in cm from the nucleu . 
Even at a distance of 105 km, the overall density of non-ionized particles 
would, on this model, still be 105/cm3. This density should of course be on 
the high side for many comets. We can similarly derive the stationary 
density of ions around the nucleus from the photo-ionization rate of 10- 6.5 

to lO-7/sec. On this model the ion density depends on the inverse first 
power of this distance. One can use these data to obtain further insight 
into, for instance, chemical reactions . 

. Since the radius of gyration is smaller than the size of the visible struct­
ures, we see that the interplanetary magnetic fields may couple the 
cometary plasma with the solar plasma, if the cometary molecules are 
ionized in one of the ways discussed above. However, we must consider 
the time scale for coupling to be sure it is shorter than the time in which 
structural changes are observed . 

To discuss this further, we can use the equations of magnetohydro-
../ dynamics ; specifically , the three-fluid equations for a mixture of electrons 

and two kinds of ions. As initial conditions , we can assume that the two 
ion species have different mass velocities and that the electrons move 
with the average velocity of the plasma ions , so that the net electric 
current is zero. Then we can immediately see from the equations that the 
mass velocities of the two kinds of ions tend to become equal on a time 
scale given by the gyration periods of the ions in question. Thus the range 
of the coupling time scale is between a fraction of a second and about 10 
sec , while the changes that we see in comets occur within 10 to 20 min or 
from hour to hour or from night to night. Consequently, we conclude that 
the magnetic coupling is likely to be effective. 

We can use the equations of magneto-fluid dynamics to study some 
more details of the comet-solar-wind interaction. I will write down the 
equations expressing the usual conservation laws for the plane-parallel 
case, to show how they differ from those ordinarily used in magneto-fluid 
dynamics. First we have an equation for the number density n of ions (and 
electrons): 

(1) 
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where no = number density of neutral molecules , }Ii = ionization rate, and 
v = mass velocity of the plasma. Normally, the right-hand side of Eq. 1 
would be zero, but in the case under consideration we have to take into 
account the production of ions by photo-ionization. The interaction cross­
section of non-ionized molecules being relatively small, we can, as a 
rough approximation , assume that the molecules streaming out from the 
comet do not interact with the plasma until they become ionized. After 
they are ionized, they are affected by the magnetic field and by the long­
range forces associated with the other ions and the electrons. The right­
hand term represents a local addition to the number of charged particles. 

Next we have a similar equation for the mass: 

where m is the mean molecular weight, Q po is the cross-section for charge 
transfer, Wpo is the relative velocity of the interacting particles (the sub­
scripts p and 0 refer to the solar protons and the neutral particles respec­
tively), and (M - m1,) is the difference in ionic mass produced by the 
process. Of course, we again get a term representing the addition of 
particles to the plasma by photo-ionization. M i~ the mass of the ions so 
produced, which is generally larger than mp , the mass of the ions in the 
solar plasma. The last term on the right is the change in mass resulting 
from the charge-transfer process. This process does not change the num­
ber of charged particles , but is of great consequence for the average mass. 
Assume, for instance, that only 1 % of the protons transfer their charge to 
molecular ions such as CO or N 2 : the result is something like a 20% or 
30% increase in the average mass. 

The equation for the transfer of momentum reads: 

a ( _ ) + a ( _ 2 + + 8 2 
) - Q (3) at nmv ax nnw p 8; -l1ol1 p Wpo /Jom"v 

In addition to the usual terms, we have the tran fer connected with the 
magnetic field. On the right-hand side, we have to consider terms con­
nected with photo-ionization and charge transfer. There is no addition to 
the momentum, because the velocity of the cometary molecules is initially 
quite small and does not increase substantially in the processes of charge 
transfer or photo-ionization. This conclusion has been questioned as far 
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as charge transfer is concerned , but Trefftz and I have shown that the gain 
of momentum in this process is actually quite small (Ref. 4) . Therefore, 
only a loss of momentum appears on the right-hand side of Eq. 3. 

Then we have the equation for the energy: 

(4) 

= -l1ol1pwl'oQ pom»w2po 

2 

The left-hand side shows the terms found in discussions of magnetohydro­
dynamic shock waves. There is a question about how many degrees of 
freedom we are to use. We have used two degrees of freedom instead of 
the three that we have heard proposed at this conference (see Paper 22). 
On the right-hand side of Eq. 4, we have a loss of energy that occurs be­
cause solar protons disappear , taking their energy with them (the energy 
gain from photo-ionization is relatively small). 

Finally, there are equations for the conservation of magnetic flux and 
for the conservation of the mean magnetic moment of the proton's 
gyration: 

a a 
- B +-2:(Bv) = 0 at ax 

(5) 

_ W J10 V + v - w po V = 0 a 
( 

2 - 2) a ( 2 _ 2) 
at B ax B 

One result that we have been able to obtain from this et of equations 
refers to the solar-wind interaction with the rarefied cometary gas at 
large distances (toward the Sun) from the comet. The regime of interest 
here is one in which there is still a small fractional loss of solar particles 
but an appreciable relative increase in the mean molecular weight in. For 
a charge transfer cross-section of 3 X 10- 15 cm2 , this would correspond to 
a sheet of gas with a surface den ity of the order of 1013 molecules/cm2

• 

Treating this as a quasi-steady-state problem, we have been able to show 
that the mass velocity of the plasma is initially proportional to In -3/2 

(Ref. 5). I n other words , the product ITIV is not constant: it decreases 
toward the comet whenever this process takes place. This is a point of 
some interest , because in zero-order approximation one might expect 
this product to be constant (Ref. 6). 

I 
_I 
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The point I would like to stress again is that we seem to have a problem 
of magneto-fluid dynamjcs, the velocity of the solar wind being super­
sonic in free interplanetary space. The comet is a source of charged parti­
cles that somehow arrange themselves with the solar stream - a situation 
which , in some respects, resembles the solar wind flowing around the 
Earth . It can be shown (Ref. 5) that there is, at least in the plane-parallel 
case, no stationary solution for which the mean molecular mass increases 
by a factor of more than 4/3. In reality, of course, the mass change can 
be much higher. The conclusion is that we cannot have a stationary solu­
tion without shock waves , and that the three-dimensional character of the 
problem must on no account be neglected. 

So we would expect to find, around a comet, some analogue of the 
Earth's magneto pause and a shock front in the direction of the Sun. Fur­
thermore, we would expect the mass velocity to have some observable 
gradient around the comet. In the pictures that Dr. LUst has shown you, 
some streamers could be seen outside the main Type-I comet tail. Such 
streamers are quite often seen, and are observed to be displaced in the 
course of time - in a few hours or so - toward the main tail. If the dis­
placement of these streamers is taken as indicating the flow of plasma, 
most of which is invisible- as smoke or clouds indicate the flow pattern of 
our atmosphere - we can obtain an impression as to the nature of the mass 
flow and can link this information to theoretical models derived from our 
equations. 
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DIS CUSSION OF LUST AND BIERMANN PAPERS 

GOLD: How close to the Sun is there evidence about the absence of co-rotation? 
BIERMAN,N: The comet observations ordinarily extend to 0.5 AU . Many comets 
come much nearer to the Sun , but if they come too near you can' t see them. Hoff­
meister s tudied this problem in 1942. J We have since looked at 10 or 20 cometary 
orbits both perpendicular to the ecliptic and with retrograde and direct motions 
near the ecliptic; we didn 't see any evidence of co-rotation in the behavior of the 
tail s of these comets. 
GOLD: So you feel confident that there is no co-rotation even at half an astronom­
ical unit? 
BIERMANN: Yes. 
AXFORD: I would like to point out the possible importance of electrons in 

1 Hoffmeister, c. , Z eitschrijt f iir Astrophysik 22, 265 (1943) 
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processes other than charge transfer. Even in the undisturbed solar wind, one 
might expect the electron temperature to be comparable to the ion temperature, 
which is about 105 OK. So the electrons have energies of at least 10 ev, which is 
quite substantial, and they could play an important part in the excitation of certain 
line, particularly the forbidden oxygen lines. Furthermore, it is pos ible that there 
is a shock that causes energy to be transferred to the electrons from the protons, 
producing a .Iarge flux of kev electrons. I t seems to me we should find a good deal 
of ionization resulti ng from these fa t electron . 
BIERMANN: If you make an estimate of the time cale, you see that the excita­
tion proces is slow because the cross-section for thi type of reaction i fairly 
small. Even if you as ume an electron velocity of 109 cm/sec and an electron 
density of 1 0/cm3

, then the flux is only 1 OtO/cm2sec. With a cross-secti'on of 10- 17 

cm2, the excitation rate is 1O- 7/sec. Although this rate is probably too slow to be 
of major significance for the excitation of the 0 I lines , one should not entirely 
forget about it. 
AXFORD: -[Beard suggested that a higher cross-section is likely ; however, I feel 
I should leave this to the decision of the experts. Electrons have an advantage in 
that they can make many ionizing collisions, whereas charge transfer produces 
only one ion for each solar-wind proton.J2 Furthermore, it is difficult to under­
stand how a ray could be formed from cold molecules , unless you put the mole­
cules in a line and ionized them all at once. It is more likely that the ionization 
takes place near the nucleus and that the ions spread out along a magnetic-field 
line. One is dealing with very heavy ions with no initial energy (charge transfer 
cannot give the ions much energy) , but in order to make a ray within a reasonable 
length of time-that is , within a few hours-the particle has to move out quickly. 
The electrons can produce this effect, since they run along the lines of force and 
drag the ions out with them, thereby enhancing the diffusion of initially slow ions 
along the lines of force. 
BIERMANN: Of course, the electrons get a great deal of energy because the 
ionizing quanta are in the 20- to 30-ev range. The subsequent development is a 
very complicated matter, and until we have done quite a lot of thinking about it, 
I probably should not go into it more here. ' 
BRATENAHL: Has anyone thought about detecting radio noise from electron 
processes in comets? Such noise would be expected, but may be orders of magrii­
tude too small to be observed. But if it could be observed, 1 should think the 
results would be quite useful. 
BIERMANN: This has been tried, but the results were, as far as I know, in­
conclusive. I agree that we should at times expect radio noise, but it is difficult 
to estimate how much intensity we should expect and at what frequencies. We 
would be happy if observers with radio telescopes would direct their attention to 
low-frequency emission from comets. We should expect to find something at a 
very low frequency, if anywhere, and of course low frequencies are difficult to 
work with. 
ANDERSON: Dr. Lust, did I understand you to say that there is a correlation 
between the production of comet tails and heliographic latitude, and that there is 
no correlation between the production of tails and the general level of solar 
activity? 
LUST: There is no correlation between the formation of Type-l tails and the 

2Added in manuscript. See Paper 26 

' Biermann, L. and E. Trefftz, ZeifschriJf [iir ASfrophysik 59, I (1964) 
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level of solar activity. Stumpff has found that the percentage of comets showing 
Type-I tai l activity is greater at the lower heliographic le.titudes, but the effe-:t is 
not strong.4 

GOLD: One surely expects some correlation between the acceleration of the 
heavy ions and the level of solar activity. The amount of gas in the tail should 
depend on solar heating and shouldn't have any correlation with solar activity, 
but the speed at which the gas is swept away surely should change with the level 
of the solar-wind intensity. 
BIERMANN: Antrack, Rhea Lust, and I have recently investigated about 100 
comets-essentially the brighter comets of the last 60 years or so. We have 
divided them according to so lar-cycle phase and have examined the frequency 
of tails having visible plasma materials. We do not find that this frequency depends 
on solar activity, although there may be a variation of the order of 20 percent. 

As to your other point, it is obvious that the cases of strong acceleration do 
correlate with solar activity. All of the individual cases that we have investigated 
depend in some measure on solar activity as determined by the magnetic character 
figures, which are correlated with the sunspot number. 

With regard to the latitude effect, we have looked at the latitude of the comet's 
perihelion, reasoning that the most conspicuous things wi ll take place there. We 
have tried to verify Stumpff 's results without success, but the picture is a very 
complicated one. 
VOGT: How far from the Sun can the direction of the so lar wi nd be determined 
from the observation of comet tails? 
BIERMANN: The greatest distance at which a Type-I comet tail has been 
observed is 5 AU (Comet Humason 1962/64, observed at about the orbit of 
Jupiter). 

'Stumpff, P., Astronomische Nachrichten 286, 87 (1961) 
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CHAPTER XXVI NaB. 3.8. 9.72 
A THEORY OF TYPE-I COMET TAILS 

DAVID B. BEARD 

University of Californin . Davis, California 

THE ROLE of the solar wind in accounting for the behavior of Type-I comet 
tails was pointed out some time ago by Biermann (Ref. 1). Alfven (Ref. 2) 
later emphasized the importance of the interplanetary magnetic field in 
the coupling between cometary ions and the protons in the solar wind. 
By examining some of the dynamics of tail formation, Harwit and Hoyle 
(Ref. 3) quantitatively extended both Alfven's work and the work of 
Biermann and Trefftz on charge exchange (Ref. 4). The previous speakers 
have presented an excellent review of this work and of subsequent 
developments. 

Although charge exchange certainly occurs, and probably accounts for 
the start of the tail-formation process , it cannot account for the high ion 
densities observed in comet tails. Furthermore, neither charge exchange 
nor solar-wind pressure can account for the high velocity of mass motion 
required for the rapid growth of the tail rays. As discussed by Harwit and 
Hoyle and modified by Prof. Biermann (Paper 25), the interplanetary 
magnetic-field lines initially move with the velocity of the solar-wind 
protons , but they are slowed drastically when charge exchange occurs 
between the protons and the stationary, massive, cometary gas molecules. 
A hemisphere of slowly moving field lines, frozen in the plasma of ionized 
cometary molecules, forms an obstacle to the rapidly moving inter­
pla netary-field lines. These interplanetary-field lines pile up on the 
surface of the hemisphere and slip around its edge , as illustrated in Fig. 
1, 2, and 3. 

The protons in the solar wind penetrate more deeply into the relatively 
sta tionary compressed field than do the electrons, which have less momen­
tum. The resultant charge separation produces a n electric field at the 
outer edge of the compressed-field region. On entering the compressed­
field region , the protons and electrons traverse this electric field , which 
causes the electrons to acquire energy from the protons until their momen-
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Fig. I . Transition region at the head of a comet, viewed along the Yaxis 
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tum is equal to the proton momentum. No further charge separation then 
takes place, and the protons and electrons move on through the transition 
region. The orbits are illustrated in Fig. 4 and 5. 

• • • • 

• • 

.------~.~ . . 

• .~: 
-----------------

Fig. 3. Transition region at the head of a comet, viewed along the Z axis. The 
arrows denote the velocity of the field lines 

The theory of particles bouncing off a stationary magnetic field (Ref. 5 
to 8) is slightly changed when the magnetic field is moving with a velocity 
Ve. In the reference frame of the moving field, the particles have an ordin­
ary cyclotron motion; but in the stationary coordinate system in which the 
boundary is at rest, an effective electric field -V~ x B appears. This electric 
field is caused by the velocity of the magnetic-field lines which are trapped 
with the particles that are moving into the transition region. Taking the 
X axis normal to the boundary and the Z axis parallel to the magnetic 
field (see Fig. I) , we have the following equations for the case of normally 
incident particles: 

y = -(elmc) B(x - V.,) (1 ) 

x = (elm) E(x) + (elmc) By (2) 
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I ntegrating once over time , we obtain 

vy=-{e/mc) f cc Bdx' + (e/mc) J BV.fdt 

vi~ v,+ 2(elm) f. Edx' - (e1mc)'[J:. BdXJ 

+ 2(e/mc)2fcc B J (Bv~dt")dx' 
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(3) 

(4) 

Since the particle density is proportional to I/v;x , and since significant 
charge separation may not occur, the x components of the electron and 
ion velocities are approximately equal. Hence 

(5) 

The second term is small, but it reduces the electric field in the charge­
separation layer_as expected, because the kinetic energy of the protons in 
the frame of the moving field lines is reduced. The tlB/B drift is in the 
direction of the v~ x B field , and produces a particle energy loss that is 
negligible -less than 60 ev for the electrons and less than I ev for the 
protons. 

The electron energy in the transition layer is the original ion kinetic 
energy, miv5/2, and the ion energy is now mev5l2. Since the momentum is 
Vo V mime for both electrons and protons, no further charge separations 
can occur. The energy per electron-proton pair is unchanged by the mag­
netic and electric forces. However, the momentum per electron-proton 
pair has been reduced by a large factor, thus confining the region of higher 
field strength to a sharply defined volume. For the stationary case, the 
magnetic-field strength in the charge-separation region depends on x 
approximately as eX/x" where 

For the present problem, we must replace Xo by xo' = 1 Xo / to account 
- v.( Vo 

for the reduction in the boundary current. This reduction arises because 
Vey is decreased by the V.f x B field. 
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HIGH FIELD 
REGION 

Fig. 4. Trajectories of a charged particle entering a region of high-strength 
magnetic field. The dotted line denotes the particle trajectory for a stationary 
magnetic field; the solid line is for a moving magnetic field. The direction of the 

field is perpendicular to the page 
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Thus all of the electrons in the transitioh region have kinetic energies 
of about I kev and velocities that are two ord-srs of magnitude highe~ 
than the proton velocities. Consequently, the cometary gases will be 
much more readily ionized by electron impact than by charge exchange 

Fig. 5. Particle trajectory in the transition region at the head ofa comet 

with protons. Moreover, since the electrons are circlin~: the field lines, 
the number of cometary ionizations per unit length of magnetic-field line 
is not limited by the original charge density as it is in charge transfer. The 
cross-section for ionization by electron impact remains high (I to 3 
X I 0-16cm2), even for electron energies as low as a few tens of ev. Several 
hundred cometary ions/cm3 can be produced. 

Aside from producing the observed large ion densities , energetic 
electrons can also account for the observed rapid formation of the tail 
rays. As Prof. Axford remarked (discussion of Papers 24 and 25), the 
electrons will diffuse rapidly away from the comet head along the magne­
tic-field lines. This diffusion will cause charge separation, which creates 
an electric field parallel to the magnetic field and accelerates the cometary 
ions up to the electron energies. The time to form a tail ray 1010 cm long 
is about 5,000 sec. 
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As the ionization by electron impact in the transition region procee s, 
the velocity of the magfletic-field lines in the transition region is reduced , 
and a new transition layer is created at a greater di stance from the comet 
nucleus. Eventually, the den ity of neutral molecules in the transition 
region becomes too low to sustain any significant further ionization. The 
process then stops until the tail ray is pushed into the comet head far 
enough for a new ray to be formed. 

The acceleration of each unit length of tail ray varies inversely with it 
mass and directly with the pressure (nmv2

) of the solar wind. For an iso­
tropic electron velocity, it can be shown that the acceleration depends 
linearly on the distance from the comet head. Therefore, the tail rays 
should theoretically remain straight, as they are folded, like the spokes of 
a fan , onto the axis of the tail structure. As Dr. LU t mentioned , the axis 
of the tail structure is essentially parallel to the radius vector from the Sun. 

The point I wish to make is that tail rays are formed by energetic 
electrons in the transition layer that is located on the outer surface of 
"slowed" interplanetary magnetic-field lines. The thickness of the slowed­
field-line region must be at least 103 km in order for the thickness of the 
transition region (as estimated by magnetic-flux considerations) to be 
greater than a proton gyro radius. Otherwise, the charge-separation 
electric field will not be created. 
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THE MAGNETOSPHERE OF THE MOON J 

T. GOLD 

Cornell University, Ithaca, New York 

LIKE a comet, the Moon is an obstacle in the path of the solar wind. In 
many ways, the analysis of the Moon-solar-wind interaction is very much 
simpler than the analysis of a comet-solar-wind interaction. I think we 
can develop a fairly extensive theory, and make a sound prediction as to 
what will be observed in the vicinity of the Moon as a consequence of 
this interaction. 

All this is true only if the Moon has no inherent magnetic field. If it has, 
then of course its magnitude will affect the issue greatly. But on the as­
sumption that the Moon is just a lump of rock, possessing no more than 
the very minute remnants of magnetic field s that a rock would have, we 
can calculate what would happen if it were magnetized only by its 
interaction with the solar wind. 

The Field Around a Stationary Moon 
The magnetic time con tant for the Moon is Uf.L(J, where L is a length 

(the diameter, say), f.L is the permeability, and (J is the conductivity. The 
time constant will be between I month and a hundred years (or maybe 
even more), on the basis that the Moon is made of rock like the Earth 's 
crust but is probably not terribly hot inside. Most likely it will be a few 
years. At any rate, the important thing about this magnetic time constant 
is that it is almost certainly long compared to the lunar day, and the Moon 
will therefore rotate many times during the natural decay time of the 
magnetic field. 

Let us start with the assumption that the Moon has no magnetic field 
at all (Fig. 1), and that the solar wind is hitting the Moon's surface. 
The conductivity of the plasma is interrupted, because the plasma ions 
that hit the Moon's surface are de-ionized and can no longer act as con­
ductors. The body of the Moon must take over the conduction from the 
ions and electrons of the solar wind. 
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Now, although we started with an unmagnetized Moon, in a short 
time the magnetic lines of force brought by the solar wind are pushed into 
the front surface of the Moon (Fig. 2). Unless the time constant is so 
short that the magnetic lines of force can go through the Moon at the 

Fig. I. Trajectories of olar wind particles ( 1- to I O-kev protons and low-energy 
electrons) striking an un magnetized Moon. Only neutral particles are thermally 

re-emitted 

speed of the solar wind-that is , in a few seconds-the lines of force will 
be hung up on the front side. The time constant is certainly longer than 
a few seconds. 

Additional lines of force continue to move toward the Moon at a speed 
of a few hundred km/sec, so that suitable electric fields must be generated 
to distort them. Since it only takes a few seconds for the solar wind to 
cross the Moon, it is clear that there will be a long field-free tube behind 
the Moon and field lines accumulated on the front side. 

How long will this process go on? The lines will be rammed into the 
front surface until no further lines can be pushed in by the stagnation 
pressure of the wind. The field strength that will be built up on the front 
surface of the Moon will equal the stagnation-field strength (Fig. 3). For 
a normal solar wind as we now know it, say 4 particles/cm3 moving at 
300 km/sec, the stagnation field is 30 y. 
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The gas has to be compressed by only a factor of about 10 for the field 
to go from its ambient strength to the stagnation-field strength. It thus 
takes only a few seconds for the stagnation-field to be built up. The 
enhanced field will be quite close to the front surface, because a few 
seconds corresponds to only a few kilometers of field-penetration thick­
ness. So, we have a thin magnetic skin on the front. 

Fig. 2. Development of a magnetic cavity as magnetic-field lines imbedded in the 
solar wind accumulate on the front surface of the Moon 

Behind the Moon, the usual situation for dissipation is set up. Opposing 
lines of force will become adjacent in the drawn-out wake, and at a low 
density this situation will give rise to rapid dissipative processes that will 
reconnect the field and decrease the field energy. A closed magnetic bag 
will then result, as shown in Fig. 3. 

We now understand that as soon as the field strength on the front side 
has reached a value such that the gas can no longer strike the Moon 
directly , there will be a shock wave standing in front of the Moonjust as 
there is in front of the Earth. This shock wave will form, provided that its 
thickness is much less than the Moon's radius. 
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Of course , the shock will be close to the body of the Moon in this case, 
and any variation in the stagnation pressure will cause a big change in the 
position of the shock. This is quite unlike the case of the Earth, where the 
position of the shock wave is so wonderfully stabi lized by the inherent 

Fig. 3. Final development stage of the Moon's magnetosphere, afte r di ss ipation 
has closed up the lines of force in the wake 

magnetic field of the Earth. Near the Moon , we have only those field s 
that get plastered in , and the configuration doesn 't have the stabilizing 
influence of an inverse ixth-power law, which an inherent dipole field 
provides. 

Figure 4 is an end-on view of the lunar magnetosphere and demon­
strates that once the stagnation pressure is achieved, the field will cleave 
and slide around the body of the Moon in the dimension transverse to 
the field. 

To summarize , then , the front side of the Moon has the stagnation 
field built upon it. If the stagnation pre sure increases a little, then the 
flow wi ll ram a little more field into the Moon on a time scale of seconds. 
If the stagnation pressure drops a little, there will be a shock wave stand­
ing in front, and the magnetopause will be essentially outside the body of 
the Moon. As soon as the pressure drops, the plasma flow cleaves and 
goes around the Moon ; the only time that the Moon itself is hit by gas is 
when the tagnation pressure increase . 
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F ig. 4 End-on view of the lunar magnetosphere, indicating the deflection of field 
lines in the solar-plasma flow patt ern. 
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You can see that the strength of the field brought in by the solar wind 
is unimportant from this point of view. It wo~ldn't matter, for example, 
if the solar wind had a field strength of only 10- 7 gauss. Such a weak field 
wouldn't alter the above description at all, except that it would take a few 
seconds longer to press the stagnation field into the front face of the Moon. 

The Effect of Rotation 
I n a rotating body being magnetized from one side, the field component 

that is consistently built up is the component in the polar direction. The 
component in the equatorial direction is destroyed by the rotation, because 
a field that is in one direction when it is pushed into the front side is in the 
opposite direction when it has been carried around to the back. Since the 
component in the polar direction is :1ot reversed by the rotation, it is 
preserved except for a gradual decay. Calculations have been made for a 
sphere that is magnetized while rotating about an axis perpendicular to 
the field direction. The case is a well known one, because the sphere 
behaves like a diamagnet. When you spin a conducting sphere about an 
axis that is perpendicular to a magnetic field, the field does not penetrate 
the sphere. A neutral point always develops in the middle, and the field 
collapses. 

DAVIS: Doe this calculation require the external field to be applied on both 
sides of the sphere or only on the one side? 
GOLD: Ju t on the one s ide. If you apply the field on one side, then when it has 
moved around to the other side it is doubled over on itself. It is a difficult problem, 
and I don' t know all the answers to that part of it. But it is well known that a 
sphere rotating in this direction is , in fact , a diamagnet and excludes the field . 

I n view of these considerations, the solar-wind field component that 
points in the direction of the Moon's axial rotation can be expected, in the 
course of time, to build up a poloidal field along the axis of the Moon. 
Now, the strength of this poloidal field depends upon how many times , 
statistically, the solar-wind field is in one direction and how many times 
it is in the other, together with the time constant for decay. Therefore, 
shells of opposite poloidal components will build up and decay. 

Although it is too complicated to determine the situation in a multi­
polarity case, it is interesting to consider the situation for one sign. 
Suppose, just for simplicity, that we expose the Moon forever to one field 
direction along the axis of rotation, and then suppose that we have, just in 
front of the Moon on the solar side, a certain value of magnetic field­
specifically, the stagnation field. Then the stagnation field would penetrate, 
to some given extent, the front face of the Moon , and there would be 
almost no field on the back of the Moon. If the Moon is spinning very fast 
compared to the magnetic time constant, then on the front side there 
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would be just a thin layer in which the field has the value of the stagnation 
field, and on the back there would be a thin layer in which the field drops 
off sharply to zero. Between these two layers, the field would have a uni­
form strength of about half the stagnation field. 

You can see that the diffusion of the axial magnetic-field component in 
a conductor and the conduction of heat are both described by the same 
equation. I have the same problem that I would have if I were to take a 
spinning sphere and apply a heat source to one side of it, letting the other 
side cool. The whole sphere will be heated to a uniform temperature, 
except that, at anyone instant, a thin layer at the front will be hotter and 
a thin layer at the back will be colder. If the phere spins more s lowly , 
so that the rotation period approaches the diffusion time constant, then 
the temperature distribution degenerates into a more gradual curve. 
Hence, there is a possibility that the magnetization curves in the Moon 
will give information about the internal conductivity. 

Of course, all this is complicated by the fact that the interplanetary 
field is not always in the same direction, so that the magnetic field on the 
Moon might have nodes in it. If you went over the surface of the Moon 
with ,a magnetometer, you could find the multi pole field that had resulted 
from previous periods of opposite magnetization. You might actually find 
a few cycles of opposite-polarity field lines sticking out. If, in fact, the 
time constant of the Moon turns out to be very long, like a hundred years, 
then a few of these nodes could very likely be preserved. 

A Suggested Experiment 
A close orbiter would enable us to determine, independently of the 

nodes problem, the time history of the sense of the magnetic-field com­
ponent normal to the ecliptic, as well as the time history of the solar-wind 
stagnation pressure. A polar orbit would be preferable to an equatorial 
one, and it would be desirable to have instruments capable of finding 
harmonics higher than the lowest harmonics in the Moon's poloidal field. 
Under these circumstances, we could certainly deduce the time constant 
of the Moon and determine how strong the fields have been in the past. 
We could thus recognize, for example, the effects of the solar cycle. We 
assume that there is a poloidal field along the axis of rotation, with a 
strength equal to the average strength of the solar-wind stagnation pressure 
over a period roughly determined by the time constant. By mapping this 
field, we could learn more about the time history of the solar wind. 

Energetic Electrons and X-rays 
I would like to refer again to the point that the Moon may have a shock 

wave some of the time. It can certainly have that shock wave if the shock 
interaction occurs in a layer thin enough compared to the size of the Moon. 
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Then we might expect that, a in the case of the Earth, the shock will ten 
to produce energetic e lectrons, that i the shock will tend to transfer very 
rapidly some of the energy of the protons to electrons. This process seems 
to be observed in the IMP data (Paper 21). [fthe shock wave does produce 
energetic electrons, then we might worry about what happens to these 
electrons, because the electron fluxes are quite high - I 09/cm2 sec or even 
more. Well, a large part of the time the electrons will be striking the 
Moon's surface , and a large part of the time they will be escaping from it. 
The shock wave will easily move right into the Moon's surface, and with 
it will move all the energetic electrons that are generated. Therefore, we 
can imagine that a very time-variable X-ray source will be produced 
by this process. 

Let me give you the approximate X-ray intensitie that shou ld then 
prevail during magnetic storms , since it is only at such times that the 
phenomenon is significant. [fa solar wind of I 0 particles/cm3 at 1,000 km/sec 
gives up its energy to electrons, which then strike the Moon , there will be 
about 10 ergs/cm2 sec on the Moon. Then , if the efficiency for X-ray 
production by these electrons is 10- 4 or 10- 3 (and we believe that this is 
typical for kev electrons) , X-ray energy will be generated at a rate of 
10- 3 or 10- 2 erg/cm2 sec. For the whole Moon, the rate will be 2 x 1014 to 
2 x 1 01 5ergs/sec, or 20 to 200 megawatts. In terms of the number of 5-kev 
X-rays (at the lower efficiency), this rate corresponds to 1022 quanta at the 
Moon or l/cm2 sec at the Earth. I think a quantity like this is hard, but not 
impossible , to detect. 

In using these figures, I have assumed a not-very-vio lent magnetic 
storm. One would imagine that 10 particles/cm3 with a velocity of 103 

km/sec would be produced quite often at solar maximum. Since the 
efficiency will vary greatly with the velocity, the X-ray source will be very 
unsteady, even during a magnetic storm . 

One must not think that he would see X-rays during an entire magnetic 
storm. He would see them only on the occasions of increasing pressure 
and never on the occasions of decreasing pressure. He would see the 
time derivative of the storm, as it were. 

These lunar X-rays may present quite a deplorable situation for astro­
nauts . The X-ray fluxes are not small , and though 5-kev X-rays are not 
too hard to shield against, I am not sure that a thin space suit is enough 
shielding. Then , too, the X-ray energies go up to more than 5 kev on 
occasions, and the hazard will depend very critically on how much more. 
Of course, the X-rays would also have a very important effect on all 
photographic instruments. 

While X-rays can be detected much more readily from an orbiter, they 
can also be detected from the Earth. Measurements of the X-ray fluxes 
should indicate, in the first place, whether the basic hypothesis discussed 
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ere is correct , namely : that we should see great increases in the X-ray 
flux depending on the variation in the stagnation pressure. Such measure­
ments would also show whether a shock wave is indeed built up and 
whether, like the shock wave in front of the Earth, it can almost miracu­
lously produce hot electrons so quickly. 

I n conclusion, it seems to me that the Moon is remarkably well suited 
to assist one in the investigation of both the magnetohydrodynamic flow 
of the solar wind and the time-h istory of this flow . 

DISCUSSION O F GOLD PA PER 

PETSCHEK: Am I right in concluding that the total flu x over the Moon should be 
less than about 15 l' (which is half of the stagnation-field strength) times the area 
of the Moon's disk, and maybe less because of reversals? 
GOLD: T hat is right. 
COLBURN: I would like to know whether the flow of magnetic-field lines around 
the Moon affects the accumulation of an at mosphere, since the small amount of 
heavy elements in the solar wind is deflected around the Moon instead of accum­
ulated. 
GOLD: Yes. The situation there , of course, is like the si tuation for comets. If any 
gas comes out of the Moon, then the moment it is ionized (and the longest estimate 
for the ionization time is not much more than a week) it is stuck in the solar wind. 
These ions will then pick up the speed of the solar wind in a fraction of a second. 
Most of the ions formed wi ll then miss the Moon and be lost from the lunar 
atmosphere. Under these circumstances, it is qu ite .i·nconceivable that any kind of 
an atmosphere is built up on the Moon by the slow exhalation of gas from its 
interior. There is no use in di scuss ing xenon and krypton and other very heavy 
molecu les just because they are gravitat ionally bound: gravity has virtuall y no 
effect on the ionized gas . 
MACKIN: Would your conclusions be affected appreciab ly by the assumption of 
an insu lati ng surface layer? 
GOLD: If you covered the Moon entirely with a high-quality dielectric that could 
withstand kilovolts, then the conclusions would be affected. But such a dielectric 
would have to be such a good insulator that the magnetic time constant would be 
of the order of seconds. For rock, that seems impossible. 
BIERMANN: Wouldn't you expect the thickness of the transition zone in front of 
the lunar surface to be a few Larmor radii? An orbiter would have to be within 
such a di stance from the Moon to be ab le to detect the field easi ly. 
GOLD: Yes. However, a long tunnel with a low field strength in its interior will be 
strung out behind the Moon. We understand th at such a tunnel will grow to a 
certain length, but will not become infinitely long. It will close itself off by the 
dissipation mechanism we have been laboring with, that is, dissipation resulting 
from the proximity of opposing lines of force. I t will therefore construct a sort of 
solar-wind bag that hangs on the back of the Moo n. 
BEARD: T hat is very interesting. You would expect a comet tail to extend even 
farther, because the ions in the comet tai l are so much more massive. 
GOLD: The question is: how far does this bag really drag itself out? It seems 
perfectly possible for it to extend even as far as the Earth. At any rate, a substantial 
fractio n of the distance to the Earth seems plausible. 
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SNYDER: I agree that this bag may very well extend a large fraction of the dis­
tance to the Earth, but I find it inconceivable that it would reach the Earth. If it 
did, would it not have effects on the Earth 's magnetosphere every month? 
GOLD: There is nothing in my considerations that tells us whether it should 
extend halfway or the whole way to the Earth . If it regularly goe across the 
Earth, we would expect to see effects on the magnetosphere. We haven't seen any 
such effects. 
JOKIPll: There does appear to be some correlation between magnetic storms 
and the position of the Moon. There is evidence of a 29-day effect that is different 
from the 27 -day effect caused by the rotation on the Sun.' 
GOLD: This is one of tho e nasty coincidences, like the fact that the Moon sub­
tends a half-degree and the Sun ubtends a half-degree. And the Moon rotates 
once around the Earth in about the time that the Sun rotates once on its axis. 
These coincidences, like the one mentioned yesterday about the fact that the 
equinox corre ponds to maximum solar latitude, cause trouble with statistics. 
A 27-day recurrence is hard to distinguish from a 28-day recurrence, isn't it, 
particularly ifit only occurs a few time? One might well be confused. 
SLUTZ: But if the field inside the front face of this bag were about 20 y, and if the 
bag did extend as far as the Earth, then the field near the back face would be 
distinctly less than I y. This would lead you to wonder whether you would see any 
effect even if the bag were long enough to reach the Earth. The change in pressure 
on the magnetosphere of the Earth woul.d be very small compared to the pressure 
from the solar wind. 
DAVIS: However, the bag might cause a kind of vacuum in the wind. 
GOLD: There should be a change in the flow of the wind , and this change should 
be large enough to determine whether the bag passes over the Earth's magneto­
sphere regularly. But of course a near-eclipse configuration may be necessary. 
Maybe you have to look for an effect only at the time of a solar eclipse. 
DUNGEY: Dr. J. Tauer of Prague, Czechoslovakia, ha found an effect on micro­
pulsations at the time of eclipses. I think this effect is more likely to be detected 
at the ground than are the slowly varying disturbances. 
DAVIS: There should be some aberration; you needn't have an optical eclipse. 
GOLD: The Moon has to be in the right plane for an optical eclipse, but the bag 
will not hit the Earth at the same time as the eclipse occurs. 
LEES: I n "ordinary" fluid mechanics, one finds that the turbulent wake shed by a 
blunt body moving at hypersonic speeds extends for thousands of body diameters 
behind the body. For example , at a distance of 1,000 body diameters, the wake 
breadth is about 10 body diameters and the temperature on the axis is still about 
7 time ambient, for a flight speed of 20 times ambient sound peed. The level of 
temperature fluctuations inside the wake is correspondingly high. Therefore, if 
one takes the big jump of making some sort of analogy , one can expect that 
appreciable disturbances will be detected by an Earth satellite that happens to 
pass across the wake of the Moon in the solar-wind plasma. 
GOLD: The size of the bag depends particularly on the speed of annihilation of 
opposing field lines. 
LEES: Petschek has calculated a pretty rapid speed of reconnection. 2 

'Bigg, E. K. ,Journa/ oJGeophysica/ Research 68, 1409 (1963) 
............ Ibid., p. 4099 (1964) 

' Petschek , H. E., AAS- ASA Symposium on the Physics of Solar Flare , SP-50, ed. by 
W. . Hess, ational Aeronautics and Space Administration , Washington, D.C. (1964) 
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GOLD: Certainly, in response to your story, in the future I will draw the bag with 
a wake of eddies extending behind it for a·iong di tance. 
PETSCHEK: The wakes that you are used to in aerodynamics, I think, are de­
tected at great distance because of the sensitive detection methods used. I don't 
think that you can expect to detect a very long wake containing magnetic fluctua­
tions of the same order of magnitude a the magnetic field itself. 
GOLD: I forgot one other point. During those times when the field on the Moon is 
replenished, you have a momentary configuration in which the ions are slamming 
into the urface, but the electrons cannot do so because of their much smaller 
momentum. Thus, at these moments, the potential of the Moon rises to a large 
fraction of the protons' potential (about 5 kv) in order to draw the electrons along 
with the protons. It seems to me that, since the wind sometimes hits the Moon and 
sometime does not, the Moon will often be at a substantial electrostatic potential. 
This sugge tion could be in error only if there is enough conduction to discharge 
the potential along the neutral plane in the direction transverse to both the field 
and the solar wind, and I don't know whether there is or not. 
DAVIS: I n Fig. 3, Paper 27, there is rather substantial magnetic flux between the 
surface of the Moon and the shock wave. Now, suppose we triple the momentum 
flux of the solar wind. Everything will certainly be pushed in, but by the time the 
transition layer has been compressed to one third its original thickness, we have 
tripled the magnetic strength and increased the magnetic pre sure by a factor of 
nine. Won't that stop everything before any gas really reaches the Moon? 
GOLD: The compression may stop before the shock wave reaches the Moon, but 
it will certainly drive some of the gas that is behind the hock into the Moon. This 
gas will still be flowing, after all. 
DAVIS: But now it will flow fairly slowly. After going through the shock, it will 
slowdown. 
GOLD: Yes. But some gas has to be hitting the Moon' surface in order to push 
new field lines into the Moon. 
DAVIS: The gas pushes on the old field lines outside. 
GOLD: They are imbedded in the gas and will not move into the Moon's surface 
except with the gas that is being pushed in. If you don't allow me any gas to shove 
into the Moon at all, I can prove to you that the Moon's field will decay com­
pletely. Hung-up lines of force always depend for their existence on the fact that 
some gas has hit the Moon, though not necessarily at the initial speed. 
BIERMANN: I recall having discussions with Hinteregger some years ago con­
cerning the possibility of detecting X-rays created by the impact of solar particles 
on the Moon. I have a vague recollection that he mentioned some of the ob erva­
tional evidence, which I think was negative. But there are many people here who 
may know. So let me ask you if there have been attempts to measure X-rays 
from the Moon. 
GOLD: Even on the quite favorable assumptions that I have made, it i n't too 
easy to detect lunar X-rays from the Earth. No past experiments would have had 
the sensitivity to detect them. Thus, there is no evidence contradicting the pro­
duction of lunar X-rays, but the detection efficiencies required are not far beyond 
those we hope soon to achieve. 
SNYDER: These X-rays would be detected in bursts ofa few seconds? 
GOLD: Yes. 
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A PROBABLE OBSERVATION 
OF THE WAKE OF THE MOON 

N. F. NESS 

Goddard Space Flight Center, ASA, Greenbelt , Maryland 
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The most obvious interaction between the Moon and the Earth is a 
gravitational interaction in which the pull of the Moon on the Earth leads 
to a daily variation in the terre trial force of gravity. This variation is on a 
scale of tens of microgals, where I gal = I cm/sec2 acceleration. We under­
stand this interaction quite we ll ; we suspect that gravitational variations 
also affect the atmosphere, and that there are lunar tides in the atmosphere 
ju t as there are lunar tides in both the fluid and the solid Earth. The daily 
variations of the geomagnetic field have been indirectly related to the 
Moon's gravitational effect on the Earth 's atmosphere. 

Any 29.S-day periodic geomagnetic effect may be associated with a 
lunar magnetic field or a lunar magnetosphere wake, since we now know 
that the solar wind will greatly disturb any lunar field, regardless of the 
field' s origin (Paper 27). There are a variety of publications on the sub­
ject of geomagnetic effects with 29.S-day periodicity, and depending on 
which particular paper you read, you can either prove or disprove the 
existence of such an effect (Ref. 1,2, and 3). 

We suggest that the IMP data give the first conclusive evidence of the 
exi tence of the Moon's wake. The data fro m the first four orbits of IMP 
show that the field in the interplanetary medium was very steady and quite 
low in magnitude (Paper 6). Both a magnetopause and a shock-wave 
boundary were readi ly discernible. However, on December 14, 1963, 
during the fifth orbit, the variance and magnitude of the field exceeded 
those that had been nomina ll y measured at a position well outside the 
Earth 's shock wave. This condition persisted for some time, and then the 
field and variance returned to the normal low levels. The satellite then 
passed back through the Earth's shock wave on the inbound portion of the 
orbit. 

Today I am going to discuss mainly the relative positions of the Moon, 
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the satellite, and the Earth. I n the future we will investigate the data more 
thoroughly to better understand the details of the observed phenomena. 

Satellite and Lunar Positions for Detection of the Wake 
Figure I is a plot , in the ecliptic, of the relative pqsitions of the Moon 

and the satellite during the fifth orbit of IMP . The numbers 12 through 16 
designate the dates in December, 1963. The positions of the shock wave 
and the magneto pause have been included. 
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Fig. I. Projection of Moon and IMP positions on the ecliptic, December, 1963 
(Orbit 5) 

On December 13 , IMP was in the transition region. If we assume a 
5-deg aberration of the solar wind, and if the Moon does have a wake that 
trails behind it, indicative of the direction of the wind, we see that the 
wake would have been far away from the satellite. On December 14, how­
ever, the relative positions of the Moon and the satellite were favorable 
for detecting the Moon's wake. On December 15, the Moon had gone 
past the satellite, while on December 16 the satellite moved back inside 
the shock wave. Figure 2 shows a projection of the Moon and satellite 
position on a plane normal to the Earth-Sun line. The numbers 13 
through 16 again designate the day of the month. 

In an attempt to summarize the relative locations of the satellite and the 
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Moon, I have defined a number of specific parameters. D SM is the distance 
between the satellite and the Moon, while Dl,z is the projection of D SM on 
the YZ plane. AyZ (Fig. 2) is essentially the zenith angle of the vector D yz 
on the YZ plane. Looking down on the ecliptic, we define a similar angle, 
AXY' Figure 3 is a plot of these parameters for the critical period in Decem­
ber, 1963; distances are given in RE • 

10 o - 10 - 30 -40 -50 

Fig. 2. Projection of Moon and IMP positions onto a plane perpendicular to the 
Earth-Sun line, December, 1963 (Orbit 5) 
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Fig. 3. Plots of the angles Arz and AX\", and the distances D, .II , D rz , and D,,,z vs. 
time for the period December 12 - 16, 1963 (Orbit 5) 
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At the point where AyZ and AXy cross, the Sun was almost eclipsed by 
the Moon; the satellite was about 9 RE-or 33 lunar radii (RM) - below 
the Sun-Moon line, while the total di tance between the satell ite and the 
Moon was about 38 RE or 140 RM • 

The aberration of the solar wind shifts A X l" by an amount equal to the 
aberration angle-about 5 deg. D\'.z is the projection of Ds'\/ on the YZ 
plane a the plane is rotated 5 deg from the normal to the Earth-Sun line. 
You can see that there is some difference between Dl,z and D y•z , primarily 
at the time of closest approach to the "apparent Sun"-Moon line. 

Early on December 13, IMP passed through the shock wave into 
interplanetary space , where the data were similar to the type of inter­
planetary data obtained from Orbits 1 through 4, and 6 through 9. From 
about noon on December 13 to noon on December 15, the characteristics 
of the magnetic-field data changed considerably: the field became turbu­
lent, reaching a maximum turbulence during the middle of December 14, 
before IMP reached apogee. The maximum field strength, which lasted 
for about 3 hr on December 14, was 14.6 y. 

At the time the data were received, we thought that possibly the instru­
ment had railed ; it was only on subsequent orbits that we confirmed the 
operation of the in trument. We were then forced to reconsider the 
explanation of the variations in the magnetic field. Investigation of solar 
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Fig. 4. Projection of Moon and I MP positions on the ecliptic, January , 1964 
(Orbit 13) 
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conditions , Kp indices, and magnetograms in the polar region showed 
nothing abnormal relative to qu iet conditions . As a result, we suggest that 
the data represent evidence for a magnetohydrodynamic wake of the 
Moon as it interacts with the solar wind. 

The January and February Interceptions 

Figure 4 shows the position of the satellite in the ecliptic during the 
month of January, 1964. On January II (Orbit J 3), I MP was near apogee 
and was moving toward perigee; on January 13, as the Moon passed by , 
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the satellite was within the magnetosphere. Thus there was no possibility of 
directly detecting the wake of the Moon at this time- although during 
Orbit 13, inbound, the shock wave appeared somewhat anomalous ( ee 
Paper 2 I). The projections of the satellite and Moon positions onto the 
YZ plane are shown in Fig. 5. The relevant distances and angles are 
plotted in Fig. 6, and show that the angular position for detecting the wake 
was favorable when the satellite was between perigee and the shock wave. 
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time for the period February 10 - 14, 1964 (Orbits 20 and 21 ) 

Simi lar plots for the February interception are given in Fig. 7: portions 
of Orbits 20 and 21 are shown. In this case, the satellite was near apogee 
when the Moon went by; and if the wake extended for a distance of 58 RE 
(or 194 RM), we should have been able to see it. In our first analysis of the 
data from Orbit 20,however, we find no indication of the wake si milar to 
that observed in December, which suggests that the satellite was beyond 
the lunar wake. 

Flow Pattern Considerations 
Figure 8 is a schematic diagram that represents our concept of the wake 

and shows a length consistent with our data. In Paper 22 we concluded 
that the flow of the solar wind about the magnetosphere had a Mach 
number between 7 and 10. We see from Fig. 9 that this range of Mach 

I 
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numbers corresponds to Mach angles between 5t and 8 deg. During the 
December intercept, the wake was detected when. the satellite was about 
8 RE from the Sun- Moon line and 40 RE from the Moon. Thus the 
observed angle of less than I I .3 deg is cons i tent with the suggestion that 
we have identified the Moon's wake. 

EARTH 

240 160 o 

Fig. 8. Sketch of the Moon's wake, superimposed on the ecliptic view of Fig. I. 
Distances are in units of 1,000 miles 
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Fig. 9. Mach angle as a function of Mach number for supersonic flow around 
a body 
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recurrence due to solar rotation, 71-

73 , 80, 81,138, 139 
trapped with flare plasma, 72, 81 

trajectory, 69. 71,127,128, 131 
Explorer 14 

magnetic observations in tail. 235, 315-
316 

plasma observations of shock front, 168. 
169,174 

trajectory, 127, 128, 131 
Explorer 18 see Interplanetary Monitoring 

Platform (IMP) 
Flow. types of 

fluid 
application to collisionless plasma, 

232 
definition of, 231 
dependence on size of obstacle, 351 
role of information in , 231,232 

Newtonian 
application to magnetosphere 

defense of, 337 
shortcomings, 234, 235 

definition of, 231 
supe rsonic, definition of, 232, 347 

I 

I 
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tuid flow see Flow, types of 
brbush decrease see under Galactic cos­

mic rays 
Galactic cosmic rays 

deceleration in interplanetary fields see 
subheads energy of; Forbush de­
crease; penetration into solar 
system 

density 
dependence on distance from Sun, 

185, 188, 189, 193 
interstell ar vs near-Earth, 191, 193 

diffusion see subhead penetration into 
solar system 

electrons, 195 see also Cosmic rays, 
electrons 

energy of 
in interstellar space, 194 
near Earth, 191 

energy density 
in interstellar space 

comparison with near-Earth, 191-
194 

effect on solar-wind termination , 
193 

energy avai lable from hydrogen 
burning, 194 

estimate of, 191-194 
implications for galactic contain­

ment, 193 
near Earth, 53 

Forbush decrease 
effect of successive bl ast waves, 193 , 

194 
energy spectrum of, 187, 188 

Mariner-2 observations, 58 
theory of 

Gold model, 136 
Parker model , 186-188 

penetration into solar system 
diffusion analysis, 188, 189 
electron-proton comparison , 195 
energy loss during, 191 
impedance produced by field distor­

tions, 186, 187 
periodic variations 

diurnal , 190-193 
II-year, 123, 188, 189 
27-day, 189, 190 

streaming in solar system, 190, 191 
time spent in solar system, 191 
time variations see also subheads peri­

odic variations; Forbush decrease 
correl ations between Mariner 2 and 

Earth, 66 
IMP observations, 75 

Galactic magnetic field, 193 
Gamma rays, secondary (IMP), 74-77 
Geomagnetic activity 

correlation with cometary disturbances, 
356,358 

Kp index 
correlation coefficients involving, 400 
correla tion with atmospheric heating, 

xxii 
correlation with interplanetary field 

fluctuations , 49-50 
correl ation with Moon's position, 400 
correlation with solar-wind energy 

density, 14, 15, 16 
correlation with solar-wind velocity, 

3, 13,34, 196 
relation to neutral-hydrogen wind, 

xxii 
tool for studying sources of high-

velocity plasma, 34 
lag behind sunspot cycle, 196 
morning spiral pattern of, 281 , 284 
rela tion to DS-current pattern, 249 

Geomagnetic field see also Magnetosphere 
boundary of see Magnetopause 
connection to interplanetary magnetic 

field see Magnetopause, mag­
netic reconnection at 

dipole approximation, 318 
effects of Moon on , 393 
Finch and Leaton coefficients, 318 
inclination to ecliptic, 318, 320 
latitude of subsolar point, 323-326 
magnetosphere tai l, 351-352 
Newtonian theory of solar-wind inter-

action 
assumptions, 341-342 
expression for, 342 
field-line pattern, 346 
magnitude of field , 342-345 
self-consistent field, 338 

observed vs theoretical 
Explorer-IO observations, 352 
IMP observations, 317-321 

termination of see Magnetopause 
Geomagnetic storms 

Dec. 4, 1958, 270-272 
Dec. 2, 1963 

IMP location, 98 
IMP magnetic observations , 99-103 , 

324, 327 
magnetograms, 99 
magnetosphere compression (IMP 

data) 324,327 
neutral surface observed, 102 
onset time, 99 , 102 
propagation velocity, 102 

DS-current system see under Iono­
sphere; see also Magnetosphere, 
interchange motions 

effects of neutral hydrogen, xxi 
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Geomagnetic storms (continued) 
energy dissipation mechani$ms, 239, 

240 
energy input, 235, 239, 240, 262-263 
interplanetary magnetic fields during 

(Mariner 2) , 105 
initial phase 

compression phenomenon, 240 
duration of, 270, 272, 280 

magnetic bays 
diffusion caused by, 252, 253 
effects on radiation belt, 249, 251, 

252 
relation to OS-current system, 249 
time scale , 252 

magnetosphere compression , 240, 270, 
324, 327 

main phase see also subhead ring current 
differences between storms, xx, xxi 
magnetosphere topology change, 278-

280 
time for establishment of, 279 

M-region storms 
correlation with active regions (Mari­

ner2) , 33 
correlation with high-velocity streams 

(Mariner 2) , 28 
IMP observations, 103 

October 7, 1962 
Explorer-I 4 location, 168, 174 
Explorer-14 plasma observations, 

168,169 
Mariner-210cation, 165, 169 
Mariner-2 observations see Shock 

front (October 7, 1962) 
magnetograms, 167 
magnetosphere compression, 169 

ring current 
absence of, 272 
Alfven model , 238 
delay, 272 
magnetospheric motions as cause, 

238,272 
neutral hydrogen as cause, xxi 
storm of December 4, 1958,270 
studies of (historical) , xx, xxi 

seasonal variation, 266 
sequence of events in, xx, 272 
studies of (historical), xx 
sudden commencement theory of, xx, 

240 
27-day periodicity, 142 see also subhead 

M-region storms 
Helium abundance see under Solar co­

rona; Solar wind; Sun 
Hydrogen, neutral (solar) 

eclipses, xxi-xxii 
ejection from Sun, xxiii 
ionization in transit from Sun, xxii 

ionization in ionosphere, xxi-xxii 
relation to atmospheric heating, xxii 
relation to ring current, xxi 

IMP see interpanetary Monitoring Plat-
form (IMP) 

Injun-3 observations, 270 
Instability see Plasma instabilities 
Instrumentation see entries for individual 

instruments 
Interplanetary magnetic field 

acceleration of charged particles by. 72, 
164, 195 

Archimedes spiral 
absence of electromagnetic force, 20 I 
angle to ecliptic, 149 
assumptions underlying. 185 
connection of lines to Sun , 142-143 , 

157, 163-164 
effect of solar-wind velocity, 25, 26 , 

96, 104. 105, 185.186 
far from Sun, 123, 183, 186 
1 MP observations, 92-96 , 105 
Mariner-2 observations, 36, 39, 40, 

47-50, 105-107,147-149 
pola rity see subhead direction 
radi al dependence of field compo-

nents , 185, 186 
refraction at oblique shock. 157 
studies of (historical) , xvi 
subsonic flow, self-consistency prob­

lem, 211 
conditions during solar cosmic-ray 

events (Mariner 2),66,67 
connection of lines to Sun, 139, 142, 

157, 163 , 193 see also subhead 
disconnection of lines from Sun 

Davis model , 153-156 
direction 

IMP observations, 92-96, 99-102, 
104,160 

Mariner-2 observations, 36, 40, 43, 
46-49, 51 , 107. 147-149, 164, 
266 

nonradial components, importance 
for magnetosphere reconnection , 
266 

pol a rity (along spiral) , 43 , 51 , 52, 
107, 147, 164 see also subhead 
filamentary structure 

relation to auroral energy, 265 
southward component see subhead 

southward tendency of 
during sudden commencement, 99-

102 
disconnection of lines from Sun, 105, 

106, 160-161 
distortion by blast wave, 187 
distortion by Moon, 382 see also Lunar 

magnetosphere 



terplanetary magnetic field (continued) 
effects on cosmic rays see Galactic cos­

mic rays 
energy density compared with 

cosmic-ray energy density, 53 
magnetic-field-fluctuation energy den­

sity (Mariner 2),22 
plasma thermal-motion energy 

density 
Mariner-2 observations, 18 
theory, 105, 106 

filamentary structure see also under 
Solar corona 

Gold and Parker models, 105, 106 
IMP observations, 94-96 , 103, 104, 

121 
fluctuations 

comparison of IMP, Mariner-2, and 
Pioneer-5 observations, 103 , 104 

correl ation with Kp index (Mariner 
2),49-50 

correlation with solar-cosmic rays 
(Mariner 2), 66, 67 

correlation with solar-wind velocity 
(M ariner 2), 19-21 , 49-50 

heating of plasma by, 19-21 
IMP observations, 92-96, 99 , 210, 334 
Mariner-2 observations, 22 , 39, 40, 

43 ,45, 46 , 48-50, 210 
relative changes of magnitude and 

direction, 92, 94,105, 106 
source of, 154, 155 
transport coefficients associated with, 

214 
Gold model 

Archimedes spiral in, 142-143 , 153 
comparison with Parker model , 105, 

106, 153, 183 
following flare , 136 
limitations of, 106 

history implied by lunar field distribu­
tion, 387 

irregularities see subheads fluctuations; 
filamentary structure; structure 
of 

long-lived configurations, 72, 73 , 141 , 
142 see also subhead 27-day 
periodicity 

magnitude 
IMP observations, 92-96, 99-102 
Mariner-2 observations, 48, 49 

neutral surfaces 
accelerating effects of, 195 
associated with storm front (IMP), 

102 
Gold model , 105 
IMP observations, 96, 102 

nulls 
IMP observations, 94-96, 103 

Mariner-2 observations, 49, 107 
Parker model 

Archimedes spiral in, 185, 186 
comparison with Davis model , 155. 

156 
comparison with Gold model , 105, 

106.153 , 183 
relation to solar magnetic field , 46, 105, 

106, 183 
rol e in coupling cometary pl asma to 

solar wind , 366 
solar-cycle variations, 104 
southward tendency of 

cosmic-ray observations, 264 
disappearance in bow shock, 265 
IMP observations, 104, 148, 149 
interpretation of, 265, 267 
magnetic-storm main phase, 272 
Mariner-2 observations, 46, 148, 149, 

264, 265 
near magnetopause, 245, 265, 275 

spiral pattern see s/lbhead Archimedes 
spiral 

storage of pTotons in , 72, 135, 138- 139 
storm fronts see Geomagnetic storms; 

Shock front (October 7, 1962); 
Shock fronts 

structure 
distortion due to plasma motion, 104, 

105, 150-152 
effects of stirring on, 150-152 
relation to coronal fields , 104, 105, 

150-152 
termination 

disordered fields at, 210,211,213 
processes involved, 123 

theories see subheads Davis model; 
Gold model; Parker model 

27-day periodicity (Mariner 2) ,43, 45, 
106, 147 see also subhead long­
lived configurations 

Interplanetary Monitoring Platform (IMP) 
cosmic-ray observations, 74-80, 195 
description of, 83-85 
electric potential of, 350 
energetic proton observations, 75 
expected lifetime of, 315 
ion-trap observations, 300, 350 
magnetic observations see also Bow 

shock; Geomagnetic field ; Geo­
magnetic storms; Interplanetary 
magnetic field ; Lunar magneto­
sphere; Magnetopause; Magnet­
osphere; Transition region 

method of data analysis, 86, 87 
purposes of, 84 

magnetometer, rubidium-vapor 
bias fields for vector information, 85-

89 
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Tnterplanetary Monitoring Pl atform (IMP) 
(con lil/ued) 

data example, 89 
description, 85 , 87 
dynamic range, 87 , 318 

magnetometers, fiuxgate 
accurac~ , 315 
configuration on satellite, 85 
description , 85 
dynamic range, 318 
frequency resolution, 349 
zero shifts, 87 , 89, 90 

pl asma observations see subhead ion­
trap observations ; see also Bow 
shock; Lunar magnetosphere ; 
Magnetopause; Magnetosphere; 
Shock fronts; Solar wind; Tran­
sition region 

plasma spectrometer 
descri ption, 295-298, 302 
energy resolution, 297 
spurious modulation of electrons, 

296,300 
time resolution , 297, 298, 306 
view direction, 131 

scintill ation-counter telescope 
data analysis method , 75-77 
description of, 74 
observations, 74-80, 195 
time resolution, 74 

spacecraft magnetic field , 83 , 85, 88 
spin rate , 87 
Sun-Earth-probe angle, 83 , 84, 91 , 92, 

127, 128, 315 
telemetry format , 87 
trajectory 

apogee, 83, 127, 128,3 15, 316 
in ecliptic coordinate system, 91 , 92, 

316, 394, 397, 398 
period , 83 
relative to Moon, 394-399 

Interplanetary plasma see Solar wind ; 
Solar corona 

Interstellar medium, density and tempera­
ture, 210 

Interstellar wind, result of Sun's velocity, 
267 

Ton clouds, artificial , 362, 363 
Ionosphere 

artificial ion-cloud observations, 363 
current systems, 236, 238 see also sub­

head DS-current system 
diffusion in , 363 
DS-current system 

electric field associated with 
description , 244, 245 
effects on particle energies, 246, 

247,264 

polarity. 244, 264 
electric potentia l associated with. 23 

239,261. 262. 264 
energy input rate. 239 
as evidence of interchange motion . 

272 
necessary conditions for, 257 
pattern for viscous sola r-wind inter-

action , 238 . 239 
rel ation to magnetic bays, 249 
studies of (historical) . xxvii 
time dependence of, 249 

electric field in 
associated with OS-current system . 

239 , 244.245.261 . 262.264 
mechanical origin , 269 

electrical conductivi ty , 236 
electron drifts in, 236 
ionization by neutral hydrogen. xxi-xxii 
motions in. mapped through magneto-

sphere, 236-238 
radio absorption . spiral pattern. 281 , 

284-286 
Ion traps see also Plasma spectrometers 

IMP, 300, 350 
Lunik 2, 126-129 
Lunik 3, 127-129 
Venus probe (Soviet) , 127. 128. 130, 

131 
Kp index see finder Geomagnetic activity 
Laval nozzle and coronal st reaming, 154, 

155,200 
Liouville's theorem , application to mag­

netosphere, 245 
Lunar magnetosphere 

bow shock 
conditions required for , 383, 387 
electron acceleration in, 388 
motion of, 384 
stand-off distance of, 389 

compression of, 391 
development of, 382, 391 
effect of insul ating su rface layer, 389 
electric potential of Moon, 391 
energetic electrons in , 388 
Mach angle, 399 
magnetic field 

closure, 383 
effect of interplanetary field strength 

on , 386 
nodes, 387 
relation to solar-wind history, 387 
rotation effects, 386, 387 
strength of, 382 
time to develop, 383 
total flux , 389 

rotation effect, 386, 387 



r magnetosphere (continued) 
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development of, 383 
geomagnetic effects, 390, 393 
IMP location relative to, 394-398 
IMP magnetic observations of, 393 , 

396 
IMP pl asma observations of 314 
length of, 389-391 
magnetic-field strength in, 390 

theory 
assumptions, 381 , 382 
description of, 382, 383 
summ ary, 384 

X-ray production , 388 
Lunik 2, 126-129 
Lunik 3, 127-129 
Mach number, definition for plasma, 232 , 

233 
Magnetic bays see under Geomagnetic 

storms 
Magnetic-field reconnection see also Inter­

planetary magnetic field , dis­
connection of lines from Sun; 
Magnetopause, magnetic recon­
nection at; Magnetosphere, mag­
netic-field lines 

diffusion model , 163 , 221,222 
rate of 

dependence on magnetic-field angle, 
265, 266,268 

in diffusion model, 163, 221 , 222 
laboratory experiments, 163 
in wave model , 160, 221-228 , 259, 

260 
wave model 

diffusion region in, 226 
equations for , 224-226 
external flow field , 226, 227 
limit of validity, 227 
limiting flow velocity, 227 

Magnetic fields , spacecraft 
effect on determination of fields in 

space, 35, 174 
IMP, 83 , 85, 88 
Mariner 2, 36, 40-42, 46, 50, 51, 173, 

174 
Magnetic Reynolds number, 160, 221 , 

222,227 
Magnetic storms see Geomagnetic storms 
Magnetohydrodynamic equations, 366-

369 
Magnetometers see Explorer 12; Inter­

planetary Monitoring Platform 
(IMP) ; Mariner 2 

Magnetopause see also Solar wind , inter­
action with magnetosphere 

dissipation at, 235, 238-241 
electric currents in, 273 

location and shape 
correction for latitude of subsolar 

point, 323, 326, 327 
effect of solar-wind pressure, 272, 

330,349 
effect of thermal pressure, 341 , 351-

352 
from energetic-particle observations, 

(Explorer 12) , 348-349 
from magnetic observations, 318 , 

320, 323-328, 332 
neutra l points, 234, 235 
from plasma observations, 128, 131, 

298, 310 
stagnation point, 234 
of tail, 235 , 349, 351-352 
theory of 

Chapman-Ferraro model , 234 
Newtonian model, 234 , 329, 337-

340 
Newtonian vs fluid approxima­

tions, 272 
observations vs Newtonian theory, 

273,329 
time variations of, 313, 314, 327, 348, 

349 
width , 232, 234 

magnetic field at 
connection of lines across, 351 see 

also subhead magnetic reconnec­
tion at 

direction, 318, 320, 323, 334 
magnitude (IMP), 318, 320, 323, 334 
Newtonian theory, 342-346 

magnetic reconnection at see also sub­
head neutral points; see also 
Magnetic-field reconnect ion 

associated with instability, 278 
distributed nature of, 265 
effective area of, 267, 268 
efficiency of (neutral point analysis) , 

260,261 
equation for rate of, 259, 260 
illustration of, 257 , 258, 261, 262 
neutral-point analysis of, 257 
relation to interplanetary-field direc­

tion, 265, 266, 268 
relation to magnetosphere convection 

pattern , 257 
waves (MHD) associated with, 257 

neutral points on see also subhead mag­
netic reconnection at; see also 
Magnetic-field reconnect ion 

description, 259, 260 
rel ation to interplanetary-field direc­

tion, 258 
topology (open vs closed ), 280 

plasma pressure on, 338 
shape see subhead location and shape 



Magnetopause (con tinued) 
stability, 318-320 
stresses at, 235, 239, 240, 262, 263, 272, 

352 
tail see subhead location and shape; see 

also Magnetosphere, tail 
Magnetosphere 

Chapman-Ferraro model, 234 
compression of during geomagnetic 

storms, 240, 270, 327 
connected model see subhead topology 
convection in see subhead interchange 

motions 
electric fields in 

Alfven model , 238 
associated with co-rotation, 281 , 291 
associated with DS-current system, 

237 
associated with fluid motions, 244 
during geomagnetic storms, 238, 239 
effect on particle motions, 247, 290-

293 
equations, 236 
model experiments, 264 
potential difference across polar cap, 

261 , 262 
rel ation to interplanetary electric 

field,245 
electric potential across, 264 
electrons in see subhead plasma 
energy input rate, 239 
field-line reconnection see subheads 

magnetic-field lines ; neutral 
points; see also Magnetopause, 
magnetic field at; Magnetopause, 
magnetic reconnection at 

injection of solar particles, xviii-xix, 
xx~235,245,247,248 , 281 , 293 

interchange motions 
acceleration effects of, 238 
damped by energetic ions, 269 
definition of, 236 
OS current as evidence for , 272 
effects of in ionosphere, 236 
insulating atmosphere necessary, 236 
mechanical origin of, 236, 238 
reconnection rate consistent with, 

257, 260 
role in geomagnetic storms, 272 
solar wind as cause, 238 

magnetic field see Geomagnetic field 
magnetic-field lines 

connection to Earth, from neutral 
points, 235, 244, 249 

connection to interplanetary fields , 
234,235 

distortion by solar wind, 247, 342-346 
"exterior" vs "interior", 244 

model experiments, 264 

neutral points 
acceleration at, 248, 249 
connection of field lines to Earth, 

235,244 , 249 
connection of field lines to surfaces, 

244 
current sheets associated with , 244 
as poles of distorted dipole field, 234 
reconnection site, 235 

particle motions see also subheads in­
terchange motions; trapped par­
ticles; see also Adiabatic invari­
ants; Drifts of charged particles 

acceleration of trapped particles, 263 , 
264, 290-292 

adiabatic invariants, 245-247, 294 
application of Liouville Theorem, 

245 
departure from magnetosphere, 293 
diffusion, 252, 253, 263 
drifts, 246, 253 , 254 
electric-field effects on, 247, 290-293 
influences on, 281 
injection from solar wind , xviii-xix , 

xxi, 235, 245, 247, 248, 281, 293 
night-side behavior, 247 
resonant effects, 254 
special treatment near current sheet, 

248 
spiral patterns, 281, 292, 293 
trajectory calculations, 245, 246, 290-

294 
trapped vs untrapped particles, 246 

plasma 
beta of, 236 
evidence for co-rotation, 292, 293 
motions'of, 236-239 
observations of low-energy electrons 

IMP, 310 
Luniks, 126-129, 310 
whistlers, 252 

ring current see lInder Geomagnetic 
storms 

shape see Magnetopause, location and 
shape 

solar-wind interaction with see subheads 
magnetic-field lines; distortion by 
solar wind; see also Magneto­
pause; Solar wind, interaction 
with magnetosphere 

stud ies of (historical) , xviii-xix 
tail see also Magnetopause, location and 

shape 
accessibi lity to cosmic rays, 234 
effect of stresses on shape of, 235 
energy stored in, 235 
length of, 235 
magnetic field in, 351-352 
origin of, 235, 236 



netosphere (conlinued) 
pology 
Chapman-Ferarro model, 234, 244 
closed, 276-278, 280 
closed-to-open transition, 278-280 
open, 244, 275, 280 

trapped particles in see also subhead 
particle motions 

absence of loss cone, 253 
asymmetric distribution, 247 
boundary of trapping zone, 247 
shells of, 246, 247 
spectrum, 251 

wake see subhead tail 
Mariner 2 

cosmic-ray observations see Cosmic 
rays; Solar cosmic rays 

Geiger counters, 29, 53 
ionization chamber, 53, 65 
magnetic-field observations see Geo-

magnetic storms; Interplanetary 
magnetic field; Shock front (Oc­
tober 7, 1962) 

magnetometer, 22,35,43 
orientation in space, 35, 36 
plasma observations see Solar wind 
plasma spectrometer 

angular resolution, 3 
description, 3 
energy resolution, 3 
method of calculating density, 8 
method of calculating alpha-proton 

ratio, 16-18 
method of calculating velocity and 

temperature, 5-8 
sensitivity to direction-of-incidence, 8 
time resolution, 3, 22 

spacecraft magnetic field see Magnetic 
fields, spacecraft 

trajectory 
distance from Earth, 54, 60 
distance from Sun, 29, 54, 60 
position during shock-front observa-

tion, 165, 169 
relative to Archimedes spiral , 66 
relative to Venus, 400 
solar latitude, 46 

Meteorological phenomena, extraterres­
trial influences on, xxvii, 400 

M regions see Geomagnetic storms; Sun 
Moon 

bow shock see under Lunar magneto-
sphere 

electric potential of, 391 
electrons incident on surface, 388 
geophysical effects of, xxvii, 393, 400 
magnetic-field studies (historical) , xxvi 
magnetosphere see Lunar magneto-

sphere 

magnetic time constant, 381 , 387 
removal of atmosphere by solar wind, 

389 
X-rays produced at surface, 387-389, 

391 
Navier-Stokes equations for solar corona 

choice of solutions (supersonic vs sub­
sonic ), 200-202, 204-206, 210-
214 

inviscid approximation, 203 , 207 
limit of validity, 207, 208 
viscous corrections, 206 

Neutral points see also under Magneto­
pause; Solar magnetic-field lines ; 
see also Magnetic-field reconnec­
tion 

diffusion region thickness, 260, 261 
flow analysis , 224-226 
standi ng waves, 223 , 224, 259 

Newtonian flow see under Flow, types of 
Pioneer 1, 126-128,350 
Pioneer 4, 127, 128 
Pioneer 5, 103, 126-128 
Plasma 

definition of beta, 236 
effective Mach number, 232, 233 
instabilities see Plasma instabilities 
pressure drift , 268 
thermal conductivity coefficient, 200 
viscosity coefficient, 200 
waves see Waves 

Plasma instabilities 
associated with interchange motions see 

also Magnetosphere, interchange 
motions 

mechanical driving force, 269 
role in magnetic storms, 272 
stability conditions, 269, 270 

ion-acoustic-wave, 347,348 
see also subhead universal 

magnetohydrodynamic (in corona), 
209,214 

microscopic (in corona), 214 
two-stream 

acceleration of electrons by, 347-348 
dependence on size of obstacle, 351 
role in comet-solar-wind interaction, 

361 
universal, 268, 269 

Plasma spectrometers see also Ion traps 
IMP see under Interplanetary Monitor­

ing Platform (IMP) 
Mariner 2 see IInder Mariner 2 

Prandtl number, 200 
Protons, energetic see Galactic cosmic 

rays; Solar cosmic rays; Solar 
protons 
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Q-machine, 268 
Radio astronomy see Solar corona, radio 

observations 
Rankine-Hugoniot equations (interplane­

tary shock front) , 170-173 
Ring current see under Geomagnetic 

storms 
Shock front (October 7, 1962) 

compression of magnetosphere, 169 
Explorer-14 observations, 168, 169, 174 
Mariner-2 observations, 8, 12. 165-167. 

170, 171 
magnetic field, 167, 171 
magnetograms, 167, 168 
method of analysis, 169-171 , 173 
orientation of shock plane, 169 
periodic structure, 167 
plasma density , 8, 12, 169-171 
plasma temperature, 8, 12, 171 , 174, 

175 
plasma velocity, 8, 12, 171 
Rankine-Hugoniot equations, 170-173 
specific-heat ratio changes, 171, 172, 

174, 175 
thickness, 167 
velocity, 169, 171, 173 

Shock fronts see also Shock front (Octo-
ber 7, 1962) 

energy partition, 175 
fluctuations in structure, 349 
geomagnetic storms, initial phase, 272 
hydraulic jump analogy, 349 
information loss in . 233 
solar-wind termination , 196, 210 
specific-heat ratio changes, 171 , 172, 

174, 175 
thickness,67,167 
transit time, 136 
velocity relative to positive-ion velocity, 

140,170, 171 
Solar-activity cycle effects 

auroral phenomena, 265 
comet tails , 356, 358, 370, 371 
cosmic rays, 123 , 188, 189 
geomagnetic activity, 196 
interpl anetary magnetic field , 104, 159, 

264 
magneto pause location, 348, 349 
radio observations of solar corona, 113 
solar magnetic-field reversal , pbase lag, 

267 
solar wind , 191 , 196 

Solar breeze, 200 
Solar corona 

adiabatic flow region, 208 , 213 
asymmetry of 

heat input, 267 
radio observations, 117 -119 
temperature, 194-195 

brightness distribution, 212 
composition of see also subhead he 

abundance in 
diffusion model , 215-219 
iron abundance, 219 

co-rotation with Sun, xxvi 
see also IInder Solar wind 

density of. see also under Solar wind 
latitude dependence (electrons), 113 
limits set by radio observations (elec­

trons) , 120 
radial dependence, 120, 151 , 203, 

206, 212 
dielectronic recombination, 214 
diffusion equation, 216 
emission , correlation with solar-wind 

velocity, 32 
filamentary structure 

direction of, II I 
further observations required, 122 
method of observation , III 
nature of, xvii, III , 120, 121 
relation to plasma motion , 121 
relation to visible structures, 116-117 
size of, 116, 117, 121 , 122 

fluid equations 
dynamic balance, 203 
hydrostatic, 200 
Navier-Stokes, 206 
region of validity, 199,208 
viscous effects, 206, 207 

heating, 159, 203 , 267 
helium abundance in see also subhead 

composition of; see also under 
Solar wind 

mixing effects, 217-219 
radial dependence, 217-218 
temperature-gradient effect, 218 

magneticetfects in, 32, 33, 51 , 195,211-
214 

magnetic field see Solar magnetic fields; 
Solar magnetic-field lines; Inter­
pl anetary magnetic field 

mean free path in, 199, 208,216 
models of see subhead theory of 
radio observations of 

current status, 109, 115-116, 122 
instrumentation, 109 
radio sources, relative to Sun, 109, 

110 
refraction vs scattering, 121 
scattered distribution 

anisotropy, III 
definition , 109 
dependence on wavelength , I 10, 

116, 122 
latitude dependence, 113 
radial dependence, 110 
smallest observed, 115-1 16 



- corona (continued) 
solar-activity dependence, 113 
theory, 113-115 

structures, visible, 158-162 
~c:ale height , 199-209 
scaling properties, 213 
slip flow, 208 
sonic transition in, 200, 203 , 212-214 
streaming velocity , radial dependence 

of, 208 , 209 
temperature of 

asymmetry at solar minimum, 195 
electron-ion discrepancy, 214 
radial dependence, 208 , 209, 217 

theory of, see also u.nder Solar wind 
based on radio observations, 117-120 
Chamberlain model , 200, 203 
Chapman model , 200 
common assumptions, 200 
Parker model , 199-201 
thin-shell conductive-heating model, 

203-206 
viscosity 

effects on electron density, 207 , 208 
effects on streaming velocity, 207 
importance of, 199,207, 208, 212 
N avier-Stokes equations, 206 
radial limit of effects, 208, 213 
stabilizing effect of, 212 

Solar corpuscular radiation see also Solar 
wind 

electric neutrality, xviii 
interaction with geomagnetic field (his­

torical), xviii 
Solar corpuscular streams see Solar wind , 

high-velocity streams 
Solar cosmic rays see also Solar protons 

composition of, 219 
correlation , Earth vs Mariner 2, 66 
decay time (Mariner 2), 62 
dispersionless oscillations of 

during decay phase (Mariner 2) , 65 
Explorer 12 vs Mariner 2, 71 
during rise phase (Mariner 2),62-65 
rise time (Mariner 2),62 

electrons, 195 
energy spectrum (Mariner 2),65 
flux (Mariner 2), 62 
ionization rate (Mariner 2), 62 
relation to interplanetary magnetic field 

(Mariner 2) , 66, 67 
specific events 

November 10-12 , 1960, 136 
July, 1961 , 195 
September 10, 1961 , 69-71 , 143 
September 28, September 30, and 

October 27 , 1961,71 -73,80, 81, 
138, 141 , 143 

November 10, 1961 , 71 
December 1, 1961 , 71 
October 23 , 1962,62-65 
March 16, 1964, 195 

specific ionization of (Mariner 2) , 62 
trapping and disordered fields , 210 

Solar magnetic fields see also Solar mag­
netic-field lines 

asymmetry of 
azimuthal (Ma riner 2) , 43 
north-south , 183-184, 267 

Babcock model see under Solar mag­
netic-field lines 

bipolar regions, 159, 160, 177 
correlation with chromospheric emis­

sion , 177, 179 
dipole moment , 158, 161 , 182 
effects on solar-witJd flow , 32, 33 , 51 , 

195, 211-214 
flux convected outward, 149 
magnetic nozzles, 154, ISS, 158-160, 

162 
magnetic structures, 154, 158, 159, 161 , 

162 see also subhead magnetic 
nozzles ; see also Solar wind , 
localized sources of 

maps, III, 122, 178, 179, 181 
near disk filaments , 179 
near pI age regions, 179 
near quiescent prominences. 180 
near sunspot groups, 177, 181 
polarity at given latitude, 183 , 184 
polar regions, 149, 182 
unipolar regions 

description of, 182 
during Mariner-2 flight , 51-52 

Solar magnetic-field lines see also Solar 
magnetic fields 

across disk filaments, 179, 182 
Babcock model, ISO, 159, 163 
bipolar regions, 159- J 60, J 82 
concentration in channels, 182 
connections of, 153, 157, 158-159, 161 -

J 64, 182-183 see also subhead 
reconnection 

cutting-off see subhead reconnection 
divergence of, 157, 182 
effects of plasma motion on, 155 see 

also Solar corona, magnetic ef­
fects in 

near sunspot groups, 181 
necking-off see subhead reconnection 
neutral points, 160, 163 
radio observations, 111 , 113 , 122 
reconnection see also subheads Bab-

cock model; neutral points 
in corona, 150, 163-164 
electric field produced by, 164 



Solar magnetic-field lines (col/til/ued) 
moving location of, 160-161,164 
necessity for, 160, 161 
rate of, 158, 160, 162-164 
reverse solar wind implied, 160, 162, 

163 
unipolar regions, 182 

Solar protons see also Solar cosmic rays 
decay time (Explorer 12),71 
energy spectrum, 69, 72, 80 
Explorer-12 observations, 69-73,138 
geomagnetic storms, 71 , 135, 136, 141 
M-region effects, (Explorer 12), 71 
oscillations of 

balloon observations, 70 
Explorer-12 observations, 69-71, 80 

production of 
coincident with H", flare brightening, 

135-136 
time scale (Explorer 12) , 72. 80, 141 

propagation from Sun 
diffusion through interplanetary field, 

81,135 , 136, 138 
direct propagation mode, 135 

recurrent events, 71-73,80,81, 135, 
138, 139 

summary of propagation modes. 135-
140 

trapped with flare plasma, 135, 136 
recurrent events (Explorer 12),71-73, 

80,81 , 138,139 
relation to interplanetary magnetic 

field , 72, 136, 142 
rise times 

for diffusion through interplanetary 
field , 135 

for direct propagation, 135 
time variations, 72, 80 
transit time for direct propagation. 72 , 

135 
trapped by interplanetary field. time 

scale, 72, 142 
Solar wind 

acceleration of particles in , 164, 195 
adiabatic flow region, 208 , 213 
asymmetry of 

north-south , 51, 267 
pol ar vs equatorial outflows. 194, 195 
radio observations, 119 

blast wave as triggering mechanism , 211 
continuous presence, 34, 134, 157, 158 
co-rotation with Sun see also subhead 

direction of motion; see also 
under Solar corona 

domination of magnetic stresses, 152, 
155 

radial limit of, 155,358,369 
theory of, near Sun, ISS 

cyclotron frequencies in, 360 
Debye length in, 232, 360 
density of see also ul/der Solar corona 

calculated from magnetopause posi­
tion, 329, 330 

dependence on distance from Sun , 12, 
13, lSI 

IMP observations, 30 1, 330 
Mariner-2 observations, 8, 12, 13 

direction of motion see also subheads 
co-rotation with Sun; reversed­
flow region 

come·t-tail aberration angles, 358 
IMP observations, 132,30 I 
limits set by Mariner-2, 34 
non radial departure from active re­

gions, 33, 154 
refraction in oblique shock, 157, 162 
size of nonradial component, 34, 

162-163 
distribution function see also subheads 

spectra ; temperature; velocity 
IMP observations , 134, 309 
M ariner-2 observations, 17 

electrons in (IMP), 134, 301 , 309, 349 
energy flux . 359 
energy of positive ions (IMP)' 134. 309 

see also subhead velocity of 
energy partition 

ion vs electron, 175 
proton vs alpha, 16, 17,175 
thermal vs magnetic-field. 18, 105, 

106,210 
escape vs ejected flows , xv-xvi 
flux observations (positive ions) 

dependence on distance from Sun 
(Mariner 2),13 

IMP, 127. 132-134, 301 , 306, 308, 
309 

Lunik-2, 126-129 
Lunik-3. 127, 128 
Venus-probe (Soviet), 127, 128. 130, 

131 
helium abundance in see also under 

Solar corona 
comparison with solar composition, 

23 
correlation with solar rotation, 33 
diffusion calculations, 215-217, 219 
Mariner-2 observations, 16-18, 215 
as probe of coronal conditions, 219 
singly ionized, 22-23 
time variations, 23 

high-velocity streams 
Mariner-2 observations, 8,106,147 
source of, 157, 158 

see also Sun, M regions 
studies of (historical), xvi 



wind (colltin/led) 
velocity increase rate (Mariner 2) , 

106 
interaction with comet tails see Comet 

tails , ionized (Type I) 
interaction with magnetosphere see 

also Magnetopause; Magneto­
sphere, solar-wind interaction 
with 

energy and momentum transfer rates , 
240 

energy incident during magnetic 
storm, 239 

evidence for dis ipation, 235 
ohmic dissipation, 235 , 236, 238-240 
relation to tail formation, 235 
studies of (his torical) , xviii 
transverse stresses, 235 , 239, 240 
turbulent backwater, 351-352 
viscous dissipation, 235, 237-240 

jets see subhead high-velocity streams 
Larmor radius in , 232, 360 
localized sources of . see also Sun, 

M regions 
Davis modeJ, 158-159 
difficulty in identification , 160 
identification of altitude by helium 

ratio, 219 
plages, 27, 29-32, 159 
time variations, 158 

mean free path in, 231 
models see subhead theory of 
momentum flux 

estimate of, 359 
history implied by lunar field , 387 
Mariner-2 observations, 14, 15, 16 
variations, 14, 15, 16,330 

motion in strong-field region, 155 see 
also subheads co-rotation with 
Sun , direction of motion 

neutral hydrogen see Hydrogen, neutral 
observations see also subheads refer­

ring to parameters observed 
comparison of methods, 355, 361, 

362 
ideal, 123, 125 

origin of see subhead localized sources 
of; theory of; see also Solar 
corona, theory of 

overtaking streams see S/lbhead stream 
interactions 

plasma frequency , 360 
plasma shells, xvii 
pressure see subhead momentum flux 
reversed-flow region, 160, 163 
shock-wave heating, 21 
solar-cycle variations, 191, 196 

specific-heat ratio in, 171, 174, 175, 
331,332 

spectra (energy/ charge) , positive ions 
see also s/lbhead distribution 
function 

1M P observations, 300-304 
Mariner-2 observations, 3-5 

stability of flow, 211,212 
stream interactions 

analysis of, 156, 157 
as cause of field fluctuations, 154, 157 
field configuration resulting from, 

156, 157 
Mariner-2 magnetic-field observa­

tions, 50 
Mariner-2 plasma observations, 8, 21 

studies of (historical) , xv-xvi, xviii 
temperature 

of alpha particles (Mariner 2) ,16- 17 
comparison with adiabatic expansion , 

33 , 34 
dependence on distance from Sun, 13, 

208 , 209 
I MP observations of, 309 
Mariner-2 observations of, 5-8 , 12, 

175 
shock-wave heating, 21 

termination 
collision less shock at, 196,210 
distance from Sun, 183 , 196, 210 
effect of cosmic-ray pressure, 193 
pressure balance at, 193, 196, 210, 

211 
processes involved in, 123 , 193 , 196 

theory of see also /lnder Solar corona, 
theory of 

adiabatic expansion, 33, 208 , 213 
Chamberlain model 

comparison with radio observa­
tions, 118, 119 

solar breeze, 200 
common assu mptions, 200 
Davis model , 153-156 
magnetic considerations, 153-155 
Parker model 

coronal heating, 202,203 
comparison with radio observa-

tions , 118, 119 
independent variables, 155, 156 
magnetic considerations, 153 
minimum pressure principle, 211, 

213 
predictions, 200, 201 

stabi lity, 211 , 212 
transit time from Sun, 33 
turbulence in 

distinction from temperature (Mar­
iner2) , 21 ,22 



Solar wind (continued) 
produced by magnetic-reconnection, 

164 
velocity of 

consistent with coronal density, 203 , 
206 

correlation with coronal emission , 32 
correlation with Kp index, 3, 13, 34, 

196 
dependence on critical-point condi­

tions, 200-201, 214 
dependence on distance from Sun 

Mariner-2 observations, 13 
Parker theory, 123 
Scarf theory, 208 , 209 

dependence on pressure far from 
Sun, 210, 211 , 213 

IMP observations, 127, 134, 196, 301 
Mach number, 162,331 
Mariner-2 observations, 5-8, 12, 196 
relation to comet-tail aberration 

angles, 358 
27-day periodicity 

Mariner-2 observations, 8,140 
studies of (historical) , xvi 

Stellar winds, 211, 213 
Sun see also Solar ... 

active regions, 33 
asymmetry (active hemisphere), 51-52 
chromosphere 

emission correlated with magnetic 
field , 177, 179 

extension of spicules into corona, 
117 

origin of high-velocity plasma, 158, 
160,161 

spectrum and composition, 218 
corona see Solar corona 
disk filament , 179, 180, 182 
flares see also sllbhead outbursts 

cause, xxiii-xxiv 
electrical-discharge theory, xxviii-

xxiv 
height, 161 
observations, 161-162 
plasma emission, xvii 
seq uence of events, 135 
terrestrial effects, statistics, 264, 266, 

267 
velocities in, 161-162 

helium abundance 
flare-particle data, 219 
methods of determination, 218 
numerical value of, 215 

M regions, association with visible fea­
tures see also Solar wind, local­
ized sources of 

active regions, 33 

folly of attempting, 160 
pi ages, 159 
studies of (historical) , xvi 

oscillations on surface, relation to In­

terplanetary field, 67 
outbursts 

origin of high-velocity plasma, 158, 
161-162 

role in magnetic-field transport, 158, 
161 , 163 

surge phenomena , 161-162 
photosphere 

extension of granules into corona , 
117 

magnetic fields in see Solar magnetic 
fields; Solar magnetic-field lines 

pI ages 
activity level variation, 34 
association with high-velocity streams, 

27 , 29-32, 159 
magnetic field associated with, 179 
properties of, 159 
role in coronal heating, 159 

prominences, 159-160, 180, 218 
radio emission (Type IV) and solar 

cosmic rays, 66-67 
spicules, injection of matter into cor­

ona,218 
sunspot groups, magnetic field associ­

ated with , 177, 182 
velocity in galaxy, 267 

Transition region (between bow shock 
and magnetopause) 

brief changes to interplanetary condi­
tions (IMP) , 309, 310, 313 

complexity, interpretation of, 347-348 
determination of boundaries, 301-304, 

318-323 , 326, 327 , 334 
electric field , 245 
ion acoustic waves in, 347-348 
magnetic field in 

Explorer 12, 245 , 350 
1M P, 318, 320-323, 334, 349, 350 
oscillations, 349, 350 
Pioneer I, 126- 128, 350 
Pioneer 5,126-128 
southward component. 245 

particle trajectories in, 248, 249 
plasma in 

angular distribution, 300-306, 313 
electrons 

energy, 347, 350 
IMP observations, 134, 302-304, 

309 
temperature, 347 
velocity distribution, 347 

energy, positive ions (IMP) , 132, 
134, 313 

- - - - -- -----



nsition region (continued) 
Explorer-l0 observations, 127-129, 

305, 306 
flux, positive ions, 127, 128, 132, 306, 

309 
IMP observations, 132-134,298-313 , 

334 
specific-heat ratio, 332 
spectra, positive ion, 298-310 
velocity, positive ions (Explorer 10), 

127 
studies of (historical) , xix 
thickness 

anomalous behavior, 313, 314, 323 
consistency of observations, 13 J 
normal, 313, 323-327 

Transport coefficients see Conductivity , 
electrical; Conductivity, ther­
mal; Viscosity 

Van Allen belts see Magnetosphere, 
trapped particles 

Vehicle charge see Electric charge on 
spacecraft 

Venus p:voe (Soviet) , 127, 128, 130, 131 
Viscosity 

coefficient of, 199,200, 208 
magnetic effects on, 214 
in N avier-Stokes equations, 206 

Waves 
energy transport into magnetosphere 

by, 240, 318-320 
ion-acoustic, longitudinal, 347-348 
magnetoacoustic, 232, 233 
magnetohydrodynamic, 222, 223 , 257 
role in information transmission, 231 , 

232 
spectra of, 23 I , 232 
wavelength, limiting values of, 231 , 232 

Zodiacal light, 212 


