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FOREWORD

Man's attempts to cope with the increasing complexity of our
present society have been more and more dependent upon electronics.
Through sophisticated computing machines, more efficient trans-
mission methods and automation, electronics is providing logical
extensions of man's innate capability to process and control informa-
tion. Implicit in these expanding relationships is the need for more
efficient communication between man and machine,

Computer-aided circuit design -~ the topic of this seminar -- is
representative of such a logical extension. The variety of newly devel-
oped processing techniques capable of providing large-scale, complex
electronic systems necessitates even higher levels of sophistication in
systems organization and logical design if the opportunities for improve-
ments in reliability, size, maintainability, and cost are to be realized.

We are most appreciative of the favorable response on the part
of the individual contributors to this seminar, each of whom was
selected on the basis of important contributions 1o this aspect of
computer technology. Summaries of the presentation material have
been compiled in this document,

We are grateful to all those present, both for indication of
interest in the proceedings and for the evidence of active participation

in this growing field.
_C.—“\
%@qﬁ, o O
obert L. Trent

General Chairman
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PANEL DISCUSSION

The Seminar will conclude with a panel discussion on
"Time Sharing versus Batch Processing, "

Panel members include:

Theodore:Bashkow .
Columbia University, New York, N.Y.

Joseph Braddock
Braddock, Dunn and McDonald, El Paso, Tex.

Gerald Cohen
University of Rochester, Rochester, N.Y.

Michael L. Dertouzos
M. 1.7. Department of Electrical Engineering
Cambridge, Mass.

James Dobbie
General Electric Computer Division, Phoenix, Ariz.

William Happ
NASA Electronics Research Center
Cambridge, Mass.
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COMPUTER METHODS OF NETWORK ANALYSIS
By
DR. FRANKLIN H. BRANIN, JR.

Dr. Branin received his B, A, degree in Chemistry from
Wesleyan University in 1942, After several years as a radar-
electronics officer in the Navy, he returned to graduate school
and received his M. A, and Ph. D. degrees in Physical Chemistry
from Princeton University in 1948 and 1950, From 1948 to 1950,
he also worked at RCA laboratories on transistor technology and
was recalled toactive duty at the Naval Ordnance Laboratory,
White Oak, Maryland during 1951. From 1952 to 1957, he worked
first at Los Alamos Scientific Laboratery and then at Shell
Development Company, Emeryville, California, on electronic
instrumentation.

Since 1957, he has worked at I1BM, Poughkeepsie, New
York, mainly on computer methods of network analysis. His
contributions to this field include papers.on Kron's method,
a network approach to structural analysis, a new method of
A-C analysis, and a network-topological description of the
vector calculus and Maxwell's equations.

Dr. Branin is a member of Phi Beta Kappa, Sigma Xi,
RESA, and a senior member of |EEE.,
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" COMPUTER METHODS OF NETWORK ANALYSISh

’:‘Franklin H. Branin, Jr.

ke

fInternational Business Machines Corporation/{\
iSystems Development Divisioﬁ,//iE’oughkeepsie, New York:?

This is a tutorial paperl which highlights
the influence of computers not only on the modus
operandi of circuit design but also on network
theory. The impact of computers on circuit design
techniques is obviocus enough from the proliferation
of network analysis programs. But the influence
of this new technology on network theory itself is
perhaps more subtle.

In one direction, the computer is helping to
popularize the use of matrix notation in network
theory because this notation is valuable in pro-
gramming and inherently elegant for describing
network problems., In another direction, the
computer is hastening the recognition of the broad
scope of network theory as exemplified by programs
employing a network approach to mechanical and
structural analysis, Finally, the computer is
forcing the development of analytical and numerical
methods which are particularly well adapted to
both the requirernents and the capabilities of auto-
matic digital computation.

This paper stresses the importance of keeping
the peculiarities of the computer strongly in mind
when choosing techniques and methods of analysis
instead of blindly using the computer to implement
traditional methods. Only in this way can the real
power of the computer be properly matched to the
problems which it is called upon to solve for the
circuit designer.

In keeping with this philosophy, a brief review
is given of a matrix-topological formulation of the
network problem which has been used by such pro-
grams as NET-1, ECAP, and STRESS ~- the latter
having been developed for structural analysis.

This formulation, which is applicable to networks
of any size and complexity, is based on the pioneer-
ing work of Gabriel Kron and on the more recent
contributions of Roth.

From a physical point of view, the network

problem is concerned with predicting the behavior

of a system of interconnected elements in terms of
the element characteristics and the manner of inter-
connection of these elements. Mathematically, the
network problem involves the properties of an under-
lying topological structure, or linear graph, and a
superimposed algebraic structure consisting of the
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interrelations between the network variables, The ™
matrix approach nicely correlates these two points

of view and precisely identifies the separate roles

of the element characteristics and of the inter~
connections in determining the overall behavior of

the network.

The bookkeeping chores associated with the
interconnection properties of the network, and
expressed as Kirchhoff's laws, are completely
and automatically handled by the use of four topo-
logical matrices: the branch-node connection
matrix A, the node-to-datum path matrix By {(for
the tree of the network}, the circuit matrix C, and
the cutset matrix D. These matrices are intimately
related to one another and can be derived in se-~
quence by easily programmed algorithms from a
table of branch node connections.

Ohm's law may also be expressed in matrix
form wherin the off-diagonal matrix terms account
for the so-called "dependent sources'' that are
frequently used to describe the behavior of active
devices., Thus active networks are as readily handled
as passive ones., The interrelations between the
variables involved in expressing Ohm's law and
Kirchhoff's laws comprise the algebraic structure
of the network problem and are neatly summarized
by a transformation diagram developed by Roth.

The analysis of the electrical network problem
by the classical mesh, node, and cutset methods
is reviewed next, This is followed by an explana-
tion of the mixed method of analysis which under-
lies both Bashkow's A-matrix treatment of the
transient problem and the so-called "state variable"
approach. Itis shown that the mixed method is
applicable to d-c and a-c network problems as
well as to transient problems, Thus, there are
four general methods of analysis -- or formulation.
Moreover, all of them can be programmed so as
to derive the network equations automatically from
simple input data describing the network parameters
and configuration,

Numerical techniques for solving both linear
and nonlinear d-c problems are discussed briefly,
In particular, the work of Sato and Tinney is cited
as an example of an advance in the field of electrical
power system analysis which electronic engineers



have overlooked. These authors, being forced to
handle problems an order of magnitude larger than
the largest usually encountered in electronics, have
developed techniques for taking full advantage of the
sparsity of the nodal admittance matrix. As a
result, they can solve huge systems of equations
{1000 or more variables) in short order and without
exceeding the core storage capacity of a typical
large scale computer.

The utility of Kron's method of interconnecting
solutions is pointed out in connection with parameter
studies and a simplified description of the method
is given. Although Kron's method can also be used
to derive sensitivity formulas, an easier approach
based on’the differentiation of the nodal equations
is presented. Finally, the solution of nonlinear
problems by the Newton-Raphson iteration method
and by a method developed by Katzenelson is dis-
cussed,

A new approach to the solution of a-c problems
is described next. Using the equations derived from
the mixed method, the inverse matrix (sU ~ A)~
is computed in terms of the eigenvalues and eigen-
vectors of the {Bashkow) A matrix, s being the
complex frequency parameter and U a unit matrix,
Solution of the eigenproblem for the matrix A de-
fines a transformation which diagonalizes not:only
A but also the matrix {sU - A), As a consequence,
the problem of computing the inverse of (sU - A)
is reduced to the trivial task of inverting the diag-
onal matrix {sU - A), where Ais the (diagonal)
matrix of eigenvalues of A, followed by some
matrix multiplications of simple form.

This approach leads to a partial fraction expan-
sion for any of the state variables or network func-
tions. It permits the straightforward computation
of the sensitivities of these variables or network
functions with respect to frequency or any network
parameter, Finally, the sensitivities of the net~
work poles (which are identical with the eigen-
values of A} can be computed.

Since this new method of a-c analysis can be
extended to the treatment of linear transient prob-
lems and yields essentially the same theoretical
information as the traditional Laplace transform
approach, it is recommended as an alternative
thereto, particularly for implementation on a com-
puter. The Laplace transform technique suffers
from two serious disadvantages when applied to
computer-sized problems. First, the job of com=
puting the coefficients of the polynomials in a net-
work dunction P{s)/Q(s) is prone to serious
inaccuracies, especially when the polynomials are
of high degree, and may be very time-consuming,
(For example, the "topological formula' technique

for computing these coefficients may involve
identifying and calculating admittance products of
millions of trees for networks of even modest size.)
Second, the roots of the polynomials themselves
may be extremely sensitive to errors in the coef-
ficients.

By contrast, the calculation of eigenvalues and
eigenvectors, particularly by the Q-R algorithm
of Francis, is economical {about 10 times the cost
of inverting a matrix) and computationally stable,
except possibly for matrices with a very wide
spread of eigenvalues. Moreover, the Q-R method
readily handles the préblem of multiple eigenvalues.
This is not to say that the eigenvalue approach is
entirely free of difficulties, But it appears to be
far better adapted to the cormnputer and faster than
the Laplace transform technique.

After a description of the analytic solution of
the linear transient problem in terms of eigen~
values and eigenvectors, an explanation of the
principal obstacle encountered in the numerical
integration of differential equations is given. It
is pointed out that the usual integration schemes,
such as Runge-Kutta and the predictor-corrector
methods, are limited by the fact that the integration
step size must be kept comparable to the smallest
time ‘constant (which is the reciprocal of the largest
eigenvalue) of the network in order to avoid nu-
merical instability.

This limitation can be severe in networks
having a large ratio of largest to smallest eigen-~
value. For the largest eigenvalue (smallest time
constant) controls the permissible integration step
size whereas the smallest eigenvalues (largest
time constants) are principally responsible for the
behavior of the network and determine the interval
over which the integration must be carried out.
Although there are some implicit integration
formulas which are free of this restriction, they
are of low order accuracy and require the solution
of a systemn of linear equations at each time step.
Hence, they are considered unsatisfactory for
general use.

A quasi~analytic approach to this problem is
discussed in which the diagonal terms of the A
matrix are handled analytically and the off-diagonal
terms numerically. The stability of this method
is governed by the largest eigenvalue of the off-
diagonal part of the A matrix -- and this eigenvalue
may be appreciably smaller than the largest eigen-
value of A. Even so, by means of a similarity trans-
formation on A, the largest eigenvalue of the off-
diagonal part of the transformed matrix may be
made arbitrarily small. Thus, the integration step
size can be increased significantly without producing
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numerical instability,

The effectiveness of this technique is illustrated.
by a simple example but the problem remains to
find an economical method of determining and apply~
ing the appropriate transformation{s}, particularly
in the case of nonlinear networks.

In any event, the route that will eventually
permit the small time-constant barrier to be breached
appears to lie in the direction of performing mean-
ingful operations on the A matrix itself rather than
accepting this matrix as given and trying to devise
clever integration formulas. For this matrix clearly
holds the key to the entire integration problem.

The paper concludes by pointing out some of
the directions in which the next generation of net-
work analysis programs should advance such as:
incorporating improved analytical and numerical
techniques, providing facilities for statistical
analysis, storage and retrieval of device models,
and the handling of much larger networks -~

including transmission lines. It is also acknowledged
that the advent of integrated circuits is already
placing strong demands on existing analytical, nu-
merical, and programrming techniques and will
inevitably force the development of more powerful
methods for solving partial differential equations.

Finally, the desirability of evolving from the
present stage of network analysis to the next stage
of optimization is recognized, but it is concluded
that the engineer himself will continue to play an
essential role in the design process for some time
to come. Although the computer will certainly
replace the routine computational tasks of the engi-
neer, it will enhance rather than supplant his
creative abilities,

Reference

1, Presented at the IEEE International Convention,
March 20-23, 1967, in New York City. Avail-
able from the author as IBM Techsnical Report

00, 1562,
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SUMMARY

A software system for on-line
analysis of linear networks 1s described.
Inputs fo the system such as circuit
diagrams are given via a light pen and
a teletypewriter. Analysis results are
available in various forms, including
oscllloscope displays of frequency
characteristics. The system guides the
user through necessary steps by displayed
comments; it also checks for user's
errors.,

Introduction

The application of the digital
computer to network design is of

widespread interest. However, current
applications primarily use the computer
in over-the-counter runs.l Thus input

data are given on tapes or punched cards,
usually according to rigidly specified
formats. Furthermore, computation
results from a circuit analysis program
are available to the network designer
only after an always-present delay, i.e.,
the turn-around time. To make the
computer a genuinely effective tool in
the iterative network design process,

i1t is imperative that the coupling
between the designer and the computer

be as efficient as possible. This paper
describes OLCA, a system of programs
designed for on-1line analysis of linear
networks, which has existed at the Bell
Telephone Laboratories since August 1966,

Typilcally, a user of OLCA draws the
circuit under study with a light pen on
the cathode ray tube of a special remote
graphic console known as GRAPHIC 1.
Numerical data such as circuit element
values and frequencies are supplied

through the teletypewriter of the conscle.

If desired, trial circults representing
deviations from the initial circuit may
be simultaneously specified. After the
entire problem has been defined at the
console, it 1is sent to the central
computer via data links for analysis.

At his optlon the user may obtain
displays of frequency characteristics on
the oscilloscope of the console and/or
tables and plots through the conventional

output facilities of the central computer.

Thus a user at the conscle can maintain

. [
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a continuous dialogue with the main

computer, utilizing the central computing

power rapidly and easily to implement his
design.

A full description of the experi-
mental congole, GRAPHIC 1, has been glven
elsewhere.® The operating environment
for OLCA is given in Fig. 1. The central
computer used is an IBM 7094, The
outstanding characteristlc of GRAPHIC 1
is that it contains a small local
computer, a PDP5, which is used to direct
all problem-defining activities at the
conscle. The central computer is called
into service only when circuit analysis
is performed. This computing system is
in contrast to that used by the two
on-1line circult analysls programs reported
at MIT,3:4 where the Project MAC central
computer is used to serve all console
activities. The obvious advantage of
not having to interrupt the central
computer for every local task has many
ramifications, which OLCA was designed to
exploit fully. As a consequence, OLCA
has the followlng features:

{1) No control button board is used.
Instead, words, called light buttons,
are displayed on the oscilloscope, as
shown in Fig. 2. Whenever a light button
1s poinited at by the light pen, programs
written for the local computer enable
the user to perform the corresponding
function, for example, to delete unwanted
material. Thus the user can focus his
attention on the oscilloscope; operation
proceeds smoothly, and many accidental
user errors that otherwise may occur are
avoided.

(2) At any stage of the problem-
defining process, OLCA displays only
those light buttons that the user needs.
In addition, at any time if any action is
expected of the user, a guiding comment
is displayed. The user cannot proceed
without heeding the instruction. The
result is that the user is steered step
by step through all operations. No
complicated operating rules need to be
memorized by the user.
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Figure 2.-A circuit being constructed.
The words across the top of
the oscilloscope are light
buttons.

Figure 4.-The magnitude characteristics
of the RC-active low-pass
filter of Figure 3 and a
deviation circuit, as seen
on the oscilloscope.
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(3) OLCA checks for most accidental
user errors locally, For example, if at
some stage the user is expected to select
a node, the local computer checks the
digplayed item selected to prevent the
acclidental selection of a wire or a
component by the light pen.

Because of these features in OLCA,
a user wlth 1little knowledge of the
system, and indeed with little experience
in computing, can learn to use the system
easlly. The alm of providing efficient
and easy interaction between the metwork
designer and the central computer is
accomplished.

It is evident from the preceding
discussion that -OLCA consists of three
parts:

(a) A problem-defining program
written for the PDP5 computer of GRAPHICI;

(b) A control program written for
the IBM 7094 for data conversion, command
execution and result display;

{¢) A clrcuit analysis programd
written for the IBM 7094 to perform
freguency analysls of networks. A brief
description of these programs is given.
A discusslon on the data structure is
also presented.

“11-
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N

SUMMARY

The design and fabrication of mask sets for
integrated circuit manufacture has become a
critical problem. A set of techniques utilizing
a computer for the producing of such masks is
described. One path is provided for the masks
required to fabricate the devices and circuits.
Other techniques have been developed to design
and fabricate the wiring pattern used to inter-
connect the circuits into a functional array. One
such technique employes the Programrmed Inter-
connect Process {discretionary wiring) and is
used when high levels of integration are desired
for chips having relatively low.individual circuit
yvields.

By the use of these techniques it is possible
to design a system which will accept circuit
schematics as input and automatically produce
all the masks needed to fabricate integrated
circuit chips in order to implement the given
circuit structure in hardware. Furthermore, it
is possible to incorporate this automatic scheme
into a larger system which would include such
facilities as circuit analysis and simulation.

INTRODUCTION

The exploitation of integrated circuit
technology to implement electronic hardware
faces many challenges. One of the most serious
obstacles is the artwork needed to genéerate masks
required for the fabrication of these complex
semiconductor structures. It is certain that with
integrated circuit technology, we will have to
design and fabricate an enormous number of part
types. It is also certain that chips will be pro-
duced with higher and higher levels of integration.
The masks will thus be more complex and the
likelihood of error in the design or fabrication
of the mask sets is very great if manual tech-
niques alone-are employed. Moreover, there
has been a growing need to decrease the turn-
around time required from the initjial design
request for a new part until its actual fabrication.

While it has been customary for the art-
work to be designed by specialists who may do
little else, there is a growing trend today in the
need for such designs to be generated by inex-
perienced personnel. Finally, there has beena
growing sophistication in circuit analysis, design
and fabrication by automatic techniques. Manual

mask design and fabrication represent obstacles
to a unified system for the design, analysis, and
fabrication of digital and analog componentry

by completely automatic techniques.

Each of these considerations argues for a
computer~assisted process for artwork design
and fabrication. Taken together, the needis
overwhelming, Two sets of techniques were
developed. One for designing and fabricating
the artwork and the other ‘to design and fabricate
the interconnections between the circuits, Let
us consider each of these techniques in turn.

DEVICE AND CIRCUIT MASKS

The automatic artwork generating technique
contains three parts: A language to permit the
designer to describe the patterns and structures
required in the individual masks in the mask set
to be used to fabricate devices and circuits; a
computer procedure for translating the language
into commands and finally, the automatic equip-
ment which takes the commands and generates
the masks themselves,

The language itself is a convenient short-
hand and symbolic way of describing the patterns
a designer wishes to generate with a minimum
likelihood of error. The language is easily
learned but extremely powerful. Inexperienced
personnel, thatis, individuals who are not
familiar eithér with designing masks or program-
ming have learned the language within two days
and have produced successful masks within
another two days.

The central feature of the language is 2
facility for defining individual structures and
groups of structures on the mask and assigning
a unique symbolic name to each group. The
system is very analogous to that found in pro-
gramming where 'a programmer defines his
variables with symbolic mnemonic hames. The
programmer can then manipulate these names
and leave to the computer the task of relating
the names to the actual items of data. The
langnage permits any structure or groups of
structures to be defined by means of sub~struc-
tures. One defines a structure which will
generate the base of a transistor. This structure
is then used as part of the set of structures
defining the transistor itself. The transistor
structures in turn can be used to define a still

-15-
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larger structure, say, a logical decision gate.
The transistor definition canbe used as parts of
the definitions of other structures which require
such a type of transistor. This hierarchy of
definitions may bé continued indefinitely. Such

a facility permits the gradual accumulation of a
library of parts which can be used over and over
again in different mask structures. -Once a given
structure has been defined it need not ever be
redefined, Thus, in time, masks can be designed
by appropriately choosing pieces of masks which
have been previously designed and have been
shown to work succesgsfully in another and perhaps
unrelated application.

In general, any device which one wishes to
construct in integrated circuit technology will
require a number of masks. Another feature of
the language permits any structure or group of
structures to be represented ''three-dimension-
ally." When a designer requests a given pattern
to be located at a particular part of a chip layout,
the language automatically accounts for the multi-
plicity of masks required. The method by which
this feature is implemented will be discussed
below.

The language has a replication feature which
permits a given pattern to be repeated at a fixed
interval around the layout. The replication can
be either a row or column vector or a matrix
array. Since any -pattern or group of patterns is
defined relative to an arbitrary origin, the
replication is effected by adding multiples of the
specified increment to the coordinate specified
in the pattern definition.

To initiate the process of designing the masks,
an accurate representation of the layout is first
drawn. With a little practice on the designer's
part, the drawing need not be highly accurate but
may be little more than a rough sketch. The
designer then writes down the set of statements
needed to produce the layout. This set may con~
sist largely of previously prepared statements
from other mask designs. The set of statements
is punched on cards and fed to a computer which
produces a digitally plotted representation of the
masks which would be generated by the input
statements. If any errors are found in the digital
plot, the statements are corrected and a new plot
of the mask is obtained. This correction proce~
dure is repeated until the design is error-free.
At this stage, the designer may call on the
computer to produce a magnetic tape containing
the commands necessary to generate the mask
set. As mentioned before, each statement or
statement group may refer to several masgks
simultaneously. One task of the computer is to
remember on which mask layer the pattern is to

be found and then sort the entire set of patterns
mask by mask. Individual masks will then be
produced with the appropriate patterns on them.

The actual generation of the mask is per~
formed by an automatic exposure device. In our
case we have used a device called a light table.
The apparatus is similar to an ordinary micro-
scope. (Figure 1) A high resolution photo-
graphic plate is placed on what corresponds to
the stage of the microscope. A light spot is
imaged on the plate by projecting it down the
barrel of the microscope. The spot is turned on
and off by an electronically controlled shutter.
The mechanical stage is capable of motion in
the X and Y directions and is controlled by a
pair of digital stepping motors. The commands
generated by the cornputer are decoded and fed
to the motors and the shutter to draw the re-
quired pattern on the photographic plate. In our
experiment, the masks are drawn ten times size,
the resulting plate is then used in a step-and-
repeat camera which reduces the image a factor
of ten and repeats the mask pattern so that a
semiconductor wafer containing identical chips
may be produced.

There are clearly many advantages to this
system. The designer can work in what is for
him a more natural environment while the
computer assumes the responsibility for the
tedious bookkeeping and numerical details where
most of the errors are made. The ability to
gradually build a library containing previous
designs reduces the need for re-inventing
devices and circuits while considerably speeding
up the design process. The replication feature
requires the designer to furnish a minimum of
information, further reducing the possibility of
error.

WIRING PATTERN GENERATION

The method of generating the ‘mask required
to produce a metallized interconnection pattern
to connect the circuits into functional arrays
may be handied somewhat differently than in the
case of device and circuit masks. One reason
is the greater capability for completely auto-
mating the design of these interconnection masks.
Furthermore, if we wish to obtain the highest
possible level of integration on the chip, a
technique for generating the interconnection
pattern in the presence of faulty circuit areas is
required. The process that was developed to
cope ‘with the latter circumstance has been called
the Programmed Interconnection Process {PIP).

It was recognized that the current yields of
semiconductor devices and circuits do not per-
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Figure 1. -~ Experimental Light Table
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mit the interconnection of very many circuits
directly on the chip to produce high levels of
integration. In the PIP process, sometimes
called discretionary wiring, a semiconductor
wafer is fabricated with an array of eircuits but
no wiring personality. Each individual circuit is
tested by a probe technique and the results of the
test are fed to a computer which then determines
which circuits are satisfactory and which are not.
The computer then designs an interconnection
pattern which wires together only the usable
circuits, The output of the computer is a mag-
netic tape which controls a light table as before.
In this case, however, the semiconductor wafer,
having been coated with a metallization layer and
then a photoresist layer, is placed on the stage
of the light table, The photoresist is exposed
directly, hence no mask is needed to produce the
interconnection pattern. In this process every
wafer will have its own interconnection pattern
determined by its particular pattern of good and
bad circuit areas. The technique assures us that
only functioning circuits will be interconnected to
produce a functioning array.

In order for the PIP process to be competi-~
tive on a cost basis, the costs unique to the PIP
process, that is, testing the circuits, using the
computer to generate an interconnection pattern
and actually fabricating that pattern must be
compatible with the other manufacturing costs.

A major fraction of these unique costs is, of
course, the computer time. Our PIP program
runs on an IBM 7094 and provides interconnection
patterns at.a rate of about 0.5 sec per circuit
interconnected. Furthermore, the program must
be flexible enough to provide an interconnection
pattern for every wafer, or almost every wafer,
independent of itg particular pattern of good and
bad circuit areas. Since the PIP program must
also be very fast, it is likely to be rather ineffi-
cient in its use of available interconnection area.
The requirement that almost every wafer be
wirable further increases the amount of inter-
connection area which is needed on the wafer.
Hence, it is likely that a wafer layout intended for
PIP will have a high ratio of interconnection area
to circuit area. If we are not interested in very
high levels of integration, or if our circuit yield
is reasonably high, then one can assume 2ll of the
circuit areas in an array are good and generate
an interconnection pattern which is the same for
every wafer of a particular part type. One can
then simply discard chips which are inoperative
due to non-functioning circuits. This has been
called the Fixed Interconnection Process (FIP).
Here one may have the computer spend a relatively
long time for each part type to produce a highly
optirmized wiring layout. The commands for
generating the results of a wiring pattern can be

run on the light table to produce a mask in a
similar manner to the circuit and device masks
except that the layout language need not be used
for the interconnection mask as long as a program
exists for generating the wiring pattern automat-
ically.

THE COMPLETELY AUTOMATED SYSTEM

By combining either the PIP or FIP wiring
approach with the library facility of the layout
language, a completely automatic system for the
generation of artwork.for all the masks required
is obtained. The input to this system would only
be the circuit schematics to be implemented. To
visualize the process we refer to Figure 2. A
program can be written to assign circuit types
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Figure 2. - Schematic view of an integrated
circuit wafer. Circuit areas are
fabricated in a rectangular array while
the interconnections are in vertical and
horizontal channels.

to the circuit areas shown in the figure. Since we
are given the circuit structure to be implemented,
this assignment can be performed to make most
efficient use of the layout. We can, for example,
minimize interconnection distance between circuits
or improve the wirability of the layout by avoiding
wiring congestion. Knowing what circuit type is
to be located in each of the circuit areas, we can
use the layout language to call out a previously
designed group of patterns producing that circuit
type and locate the pattern.in the given circuit
area. This is enough information to allow us to
construct the masks which will fabricate that
particular wafer, The interconnection pattern
may be generated using either the FIP or PIP
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program discussed above, The entire process
from circuit schematic input to finished masks
can take place entirely within the computer

without any manual intervention being required.
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SUMMARY

The simulation of dynamic pyétems
and continuous filter networks and the
filtering or processing of data signals
by means of digltal computers require
both the design and utilization of digital
filters.* In simulation work the digital
filters are designed to represent or
approximate continuous systems such that
the behavior of the continuous systems
can be éevaluated, either numerically .or
subjectively, for a wide range of input
signals. This is in contrast to the
more usual network transient response
calculations based on very simple inputs
such as steps, ramps, impulses, and
single sinusoids.

The effective use of the discrete
models depends on a detailed knowledge
of the nature of the discretizing
approximation process used, of the
sampling-frequency vs. simulation-
accuracy tradeoff, and of the essential
linearity or nonlinearity of the,con—€=;
tinuous systems being modeled., This
paper is, therefore, concerned with a
brief discussion of two of the more
commonly used digital filter design
methods. This is followed by a general
description of a digital filter design
program which is capable of generating
discrete representations for linear
continuous filters including a wide
variety of the classic filter forms.

The paper concludes with comments on the
application of the program.

Introduction

Digitalizations may be sought for
both linear and nonlinear systems. For
nonlinear systems the cholce of
sampling frequency may have to be made
gqulte large to yield sufficient accuracy
in the simulation. Here the amount of

*The term digital filter refers to the
computational process or algorithm by
which a sampled signal or sequence of
numbers acting as an input is transformed
into a second sequence of numbers termed
the output signal.

N67.22625
calculation required may easily approach
that involved in directly integrating the
differential equations by standard
numerical technigues. On the other hand,
the combination of the superposition
property of linear systems and the quasi-
bandlimited nature of realistic input
signals makes possible the efficient
simulation of systems at sampling rates
approaching the Nyquist sampling limit.

Linear continuous systems which are
describable by linear differential
equations with constant coefficients
become representable by linear difference
equations when in the discrete form.

Thus no inherent additional complexity is
added by going from the continuous domain
to the discrete domain of representation
[1]. Numerous techniques of digitali-
zation have been described in the
literature [2]. Of all these techniques,
the two mosgt widely used in the
simulation of continucus filters and
networks are the standard z transform

and the bilinear z transform. These two
methods differ in the nature of the
approximation made in going from the
continuous domain to the discrete domain.

Design Methods

Viewed from the frequency domain,
the approximation made in using the
standard z transform is easily seen from
the defining equations

H¥(s) = ZH(s+jnws) + % n(o") (1)
M=~
and -
HHzY) = T ) n(nm)z" (2)
n=0
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Thus the impulse resp?nse of the obtained
digital filter, H*(z-'), is identical to
the samples, h{nT), of the impulse
response of the continuous filter H(s).
However, the frequency response
characteristic, H*(s), of the digital
filter in general differs from that of
the continuous filter, H(s), by the
additlion of the terms H(s+jn<bs¥, n#o,
this effect belng termed folding or
alia§ing, Upfortunately, when H(s) is a
ratdonal function of s, 1t is not band-
limited and therefore H(s) # H¥(s) in

iy u
the baseband <— 75 <w< —2§> This is

_especially true for many filter designs
such as elliptic and Chebyshev Type II
filters for which the high frequency
vehavior 1s elther a constant or at most
K/s. Application of the standard z
transform technique consists simply of
first obtaining a partial fraction
expansion of H{s) in its poles and then
z transforming each of the individual
terms using transform pairs derived from

B S
s¥a ~ y_al -1 (3)
where 2% = ¢ 57T

A digitalizing technique which does
not introduce error due to allasing is
the bilinear z transformation defined by

2 1
s = taph —5- (4)

which becomes upon substituting

-8,T
2l oe 1

Thus, in terms of the 271 plane, this
algebraic transformation has the property
of uniquely mapping the left-half of the
s-plane into the_ exterior of the unit
¢irele in the z~* plane. Folding errors
are eliminated since no folding occurs.

The bilinear z-form is applied
simply by making the substitution
indicated by (5) in the transfer
characteristic H(s). Hence,

H*(z" 1) = H(s)

s = g (1_2"12 (6)
- T

The price paid for this simplicity in
digitalization is the nonlinear warping
imparted to the frequency -scale -as can be
seen by setting sy = jw; and s = jo in
(#) to yield

o - tan (ﬂb—é——T) N

Because of this frequency warping
aspect (especially for frequencies greater
than 2/7), the bilinear z-form is most
useful in obtaining digital filter
approximations for continuous filters
whose magnitude characteristics are
essentially pilecewise constant in
successive pass and stop bands. This type
of frequency behavior is typical of many
lowpass, bandpass, and bandstop filters.
Compensation can be made for the effect of
warping by prewarping the continuous
filter design in the opposite way so that
upon applying the bilinear z form, the
critical frequencies will be shifted back
to the desired values [3].

A Filter Design Program

The versatility of these two design
procedures has been utilized effectively
by Golden and Kaiser in the implementa-
tion of a general digital filter design
program. The program has been further
refined by Golden to couple its results
effectively to a simulation program for
complex systems. The basic scheme of the
design program is shown in Fig. 1.
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The program is divided into
essentlally two parts: the first part
generates the linear continuous filter
design required to meet the filter
specifications, while the second part
comprises the digitalilzation procedure
which ‘ylelds the desired coefficients
for the resulting digital filter design.
For input the user may specify eilther
1) the actual continuous fillter transfer
characteristic whose dlgltalization is
desired or 2) simply the general type
of filter characteristic desired and the
speciflications associated with that
fiiter type. The program can generate
the basic lowpass filter types -
Butterworth, Bessel, transitional
(Butterworth-Thomson), Chebyshev Type I
and Type II, and the elliptic or Cauer
parameter types - from specifications
such ‘as in-band ripple, out-of-band loss,
transition ratlo, filter type, band-edge
frequencies, and order, 1f applicable.
The program then has facility for trans-
forming any of these lowpass designs to
bandpass, bandstop, or highpass fllter
designs by means of the standard
frequency band transformation. The basic
lowpass designs and band transformations
are discussed in detail in many network
synthesis references, for example
Weinberg [4]. Provision is also included
to prewarp automatically the original
filter band-edge frequencies and thus
give a prewarped continuous filter design

if the bilinear z transform is to be used.

The digitalization section of the

program gives the user the choice between.

the standard z transformation and the
bilinear z transform with or without
warping correction. The results of the
digital filter design are printed out as
the coefficients of the digital filter
in the parallel cancnical form

m -1
wromly B1qZ T+ By
H*(z"") = Boo + 5 2
i1 %-Z + Bllz + 1
(8)

which has been shown to be a preferred
realization form from accuracy
considerations [5], [2, see especially
pp. 271 £f]. Alsc available to .the user
are both tabulated listings and complete
graphical plots of the magnitude- and
phase-versus-frequency characteristics of
not only the contlnuous filter design
but also of the final digital filter
design. Thils allows a critical
comparison between the characteristics
of ‘the obtalned digital filter and the
continuous filter from which it was
derived.

This program has been a valuable aid
in determining the digital filter co-
efficients required for the simulation of
complex systems via the block diagram
compiler BLODIB [6]. When special purpose
digital fillters are to be physically
implemented by hardware, the program
described can be used to obtain a first
set of values for the filter coefficlents.
From this set of values the designer can
vary the blt size representation of the
coeffilcients until he has obtalned a
satisfactory compromise between filter
complexity and performance characteristics.
The requirements on filter coefficient
accuracy have been lnvestigated at some
length by Kasier [5]. Other investigators
have started to look into the problem
agsoclated with roundoff -and truncation
in the carrying out of the arithmetic
operations of the digital filter. The
overall picture of error analysis is by
no means complete as 1t depends also on
the nature of the input signal and the
performance criterion as well as the
realization scheme.

In this paper the use of digital
filters for data processlng and simulation
of complex systems has been motivated.

Two digitalization procedures were
briefly discussed. A digital filter
design program was then described whilch
incorporated the digitalization
procedures., The paper concluded with
brief comments on the range of
application of the program.

References

1, Steiglitz, K.: The Equivalence of
Digital and Analog Signal Processing.
Information and Control, vel. 8, No. 5,
October 1965, pp. 455-467.

2, Kaiser, J, F.: System Analysis by
Digital Computer, New York, John
Wiley and Sous, Inc., 1966, edited
by F. F. Kuo and J. F, Kalser.
pp. 218-285,

3 Golden, R, M, and J. P. Kalser:
Design of Wideband Sampled Data
Filters. Bell System Technical
Journal, vol. 43, Part 2, July 1964,
pp. 1533-1546.

4 Weinberg, L.: Network Analysis and
Synthesis, New York, McGraw-Hill,
1962.

5 Knowles, J. B. and R, Edwards:
Effect of a finite-word-length computer
in a sampled-data feedback system.
Proc. IEE, vol. 112, No. 6, June 1965,
pp. 1197-1207.

~25=



6. Karafin, B, J.: A Sampled-Data
System Simulation Language. Chapter 8
of System Analysis by Digital
Computer, New York, John Wiley and
Sotis, Inc., 1966, pp. 286-314.

~26~

Rader, C. M, and B, Gold: Digital
Filter Deslgn Techniques 1n the
Frequency Domain. Proceedings IEEE,
vol, 55, No. 2, February 1967,

pp. 149-171. See especlally

pp. 165-169.,



NET-2 CIRCUIT ANALYS1S PROGRAM
By
ALLAN F, MALMBERG

Mr. Malmberg received his B, A. degree from St. Olaf
College, Northfield, Minnesota, in 1953 and completed two
years of graduate study in Physics at the University of
Minnesota, Minneapolis. 1n 1955 he joined the staff of
the tos Alamos Scientific Laboratory, Los Alamos, New
Mexico, At Los Alamos he worked initially on problems
of chemical instrumentation, and then developed a
magnetic tape system and a high-speed coincident
current magnetic memory for the MANIAC 11 computer.

He is the author of the NET-1 Network Analysis Program,
completed in {962, and the NET-2 program currently under
development, He is a member of the IEEE and Sigma Pi
Sigma.

w27-



" NET-2 CIRCUIT ANALYSIS PROGRAM ‘4

& '; 3
bylAllan F. Malaberg? )i

1 Los Alamos Scientific Laboratory¥

Los Alamos, New Mexico f}

SUMMARY

The general features of the NET-2 program
are presented. This program, under development on
the MANTAC computer, will perform nonlinear DC and
transient analysis and linearized AC analysis of
arbitrary circult configurations.

The language for describing the circuit sche-
matic is presented in detail, Features for inclu~
sion of models of various linear and nonlinear de-
vices are discussed. The program is written so as
to permit device models to be added without rewrit-
ing NET-2 itself. Models and their parameter
values are stored in a model library and called
into the caleculation automatically. Input facilie
ties are included for superseding library values
of device parameters.,

A major feature of NET-2 is its variational
capability. Three types of variational procedures
are avallsble: the STATE calculation which varies
ecircuit parameters in discrete steps, the Monte
Carlo calculation which determines the stetistical
distribution in response variables for a given cire
cuilt parameter population distribution, and the
Extrema Search which extremizes the value of a
response variable within an allowable circuit
parameter space,

INTRODUCTION

The NET~-2 Circuit Analysis Program is cur-
rently under development on the MANIAC computer at
the Los Alamos Scientific Laboratory., It is a
logical extension of the highly successful NET-1
program which was completed in 1962, NET-1 per=-
forms nonlinear analysis of circuits whose topol-
ogy is Tixed using nominal values of the circuit
elements; NET-2 extends the analysis to variational
studies in the circuit element values as well as
permitting changes in topology.

NET-2 observes the same philosophy of ease .of
usege as NET-1: +the user describes his circuit in
a simple engineering-oriented language, and he is
not reguired to have any knowledge of mathematical
techniques, programming languages, or computational
wethods in order to use the program successfully.

Many of the restrictions in NET-1 have been
removed to permit a more natural description of the
circuit, A circuit described to NET-2 may exist in
several electrically isolated parts, Voltage and
current sources which are floating in the cirecuit
are handled in a straightforvard manner,. Further-
more, cirecuits are not required to contain either
sources or impedances, thus permitting the handling
of switching and path problems.

*This work performed under the auspices of the
U.S. Atomic Energy Commission, .

N67 -
Circuit elements available in Ng.a'i&auﬁ 2

resistors, capacitors, inductors, mutual inductive
couplings, switches, ‘voltage and current sources,
and & library of device models. The clrcuit ele-
ments may be interconnected without restriction,
provided a physically impossible situation does
not result {e.g., a zerp impedance mesh of volitage
sources).

CIRCUIT DESCRIPTION

The circuit to be analyzed is described by a
sequence of entries, each of which is a description
of a single circult element, These entries uey be
written following a process-of assigning, on the
schematic diagram, identificetion symbols to the
elements and names to the connection points,

Circuit elements are identified by an ID con-
sisting of a letter prefix, designating the kind of
element, and & non~zero integer. The integers need
not be sequential and the same integer may be used
in ID for different kinds of elements, The ID may
not contain more than six characters.

Voltage and current sources are assigned ID in
the form V16 and I4. Linear elements such as re-
sistors, capacitors, inductors, mutual inductive
couplings, and switches are assigned ID in the
form R34, €16, L34, K5, and S2. Modelled devices,
such as transistors and magnetic cores, are assigned
ID in the form X12, X7, ete., where X is the appro-
priate letter prefix for the particular device,

All connection points are assigned arbitrary
alphanumeric names consisting of a maximum of six
characters each, The ground node is assigned the
integer 0 as its name, It is not necessary that
there be a eircuit path between various isolated
parts of a circuit,

If a source element is connected between a
node and ground, it is convenient to give the node
the same pame as the source, such as V12, I6, etc.
Such a designation allows a simplification in the
description of the source element itself,

Parallel circult segments exist whenever &
circuit contains several identical segments, and
these segments have all connection points into the
rest of the circuit in common. NET-2 circuit ele-
ment deseription formats have speciel provisions
for describing such parallel segments. In describ-
ing the parallel segments, node nemes and IDs are
assigned within only one of the segments., The
element descriptions for that segment are then
tagged with a number in parentheses to indicate
how many parallel segments are represented.

The circuit element formats for resistors,
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capacitors, and inductors are:

BRn (p) £ g xxx
cn (p) £ g xxx
In (p) £ g =xxx

where Rn, Cn, ‘% 2 element ID
. P ='number of parallel units {optional)
f and g = connection points
xxx = value of element in kilohms, pico~
farads, or microhenries,

The circuit element format for mutuel induc-
tive coupling is:

¥n 1 J =xxx

where Kn = coefficient of coupling ID
i and j = IDs of the inductors involved
xxx = value of the coefficient of coupling.

The switch is an idesl, zero impedance, 'single
pole single throw device, It may be initially
open or closed during a steady state analysis as
well as operated at prescribed times during the
transient analysis, The format is:

8n £ g
Mode xxx
Mode yyy
Mode zzz

Mode

vhere Sn = switch ID

f and g = connection points

Mode = status of the switeh, specified by
the words "Open" and "Close," -The
first mode desigpation, following the
g connection point, is the setting of
the switch during the sieady state
analysis and at the initiel time of
the transient analysis. Subsequent
mode designations indicate opening and
closure of the switch at the respective
times xxx, yyy, 2%3, ete., during the
transient analysis.

Source elements may be constant in wvalue or
time varying. The general format for voltage
sources is:

Vo £ g Value

Current sources may also include parallel segment
information:

In (p) £ g Value

where Vn and In = element ID
p = mmber of parallel units (optional)
f and g = connection points
Value = information regarding waveshape and
assoclated amplitude and time param-
eters.

The value of the source is always referred to con-
nection point g, If the name of connection point
f is the same as the source ID, .anfd connection
point g is node 0, it is permissible to omit the

specification of f and g in the source element
deseription,

The Value portion of the source element de-
scripbion specifies the time behavior of the
source. Sources may be constant in value, or be
bime dependent., Time dependent sources include
repetitive trapezoidsl pulses, nonrepetitive
tabulated waveforms, decaying exponentials, and
sine vaves, In addition, & small signal sine
wave is available for excitation of the AC steady
state analysis, Both amplitude and phase of this
AC sine wave may be gpecified.

NET-2 has the capability of utilizing modelled
devices which may be defined at any time and
placed in a model library, This process is a
relatively simple one and does not necessitate
the rewriting of the NET-2 program, The models
may represent mulbi-terminal linear or nonlinear
devices, such as volbtage controlled current
sources, silicon controlled switches, magnetic
circuits, photosensitive devices, and entire
funetional circuit blocks.

Each modelled device 1s represented in the
analysis by an equivalent circuit, a set of con-
trolling equations for the equivalent cirecuit,
and a set of device parameters for the coeffi-
cients of the controlling equations, The general
format for device entries consists of the device
ID, the number of parallel units, the connection
points (as many as needed), a type name, and op-
tional mode information. The ID prefix specifies
‘the kind of device (e.g., klystron, nonlinear in-
ductance, etc.) from which NET supplies an equiva-~
lent circuit and controlling equations, The type
name enables NET to obtain particular parameter
values for the equations so that different devices
of the same family (e.g., 2N705, 2N706A, ete., in
the casé of transistors) may be represented in
the calculation., The mode information specifies
constraints which may be imposed on the device
during analysis, e.g., the specification of the
magnetic state of a magnetic core,

The device parameter values may be changed as
part of the input by means of the PARAMETER .entry.
In this entry specific devices are indicated, fol-
lowed by the parameter name and its nev value, for
example:

PARAMETER
T35
Bn 25
Ics 001
D3
Temp 35

The eircuit description provides for a nomi-
nal nonlinear DC steady state solution and a
transient solution using the nominal DC solution
for initial values. If the circuit contains an
AC sine source and a specified frequency value for
this source, a linearized AC steady state solution
will also be produced. This linearized AC solu-
tion is obtained by first solving the DC nonlinear
problem, evaluating the impedances at the DC
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operating point, and then solving the small signal
AC steady state problem using these impedance
values,

VARIATIONAL CAPABILITIES

Tt is possible to generate additional AC and
DC steady state solutions by vaerying source values,
cireuit element values, device parameter values,
and circuit topology. There are several ways of
accomplishing the variation, depending upon the
nature of the study undertaken.

The STATE entry provides one method of modify-
ing circuit values and topology. In this entry
specific values for circuit elements and parameters
are indicated, These new values supersede the
nominal values, Any values not specifically en-
tered in a STATE entry are taken from the nominal
circuit description,

Tt is also possible to vary circuit parame-
ters and frequency in a set of discrete linear or
logarithmic steps in a STATE entry so as to per-
form a parametric study. It is possible to refer
to the entire ensemble of any element kind by
using only the letter prefix for that element,
Changes in device parameters may be made with the
same general format used in the PARAMETER entry,
The order of listing all items is importarnt since
the last value listed is the one used.

Device modes may be specified, but such infor-
mation must be listed separately from any parame-
ter changes. The word NONE may be used to remove
8 previously specified mode,

An example of a STATE entry is:

STATE S
RT 1.5
T D2
HG
Temp 35
T
Bn 68
T2
Bn 45
R .1 (&) .5
RS 2.7
T OFF
T2 NONE
812 CLOSE

This list is interpreted in the following manner:
Temp = 35 for diode D2, all transistors and

all Hall generators

Bn = 68 for all transistors except T2

Bn = 45 for T2

The value of all resistors except R5 varies in
4 Yinear steps from .1 to .5, giving. a
total of 5 solutions, All resistors
which are varying will have the same
value during any given solution. Note
that R7 is not held at 1.5 because the
variational entry for all resistors
supersedes the R7 entry.

RS = 2.7

All transistors except T2 are held off., Note
that the NONE tag cannot be combined
with the substitution for Bn of T2,

g12 is closed.

Tt is possible to gererate two dimensional
studies (or higher dimension studies) as in the
example:

STATE 3
gz -30 (4) -60
™S

Ban T5
Ics ,00L (5) .002

In this case the phase of source V12 and the Ics
parameter of Th5 will be varied over a two dimen~
sional grid of size 5x6, giving a total of 30
solutions.

If a logarithmic variation is desired the
number of steps is suffixed with an asterisk:

STATE 57
FREQ .001 (25%) .1

In this example the frequency of the AC sine
sources is varied logarithmically from .00l to .1
in 25 steps.

Another variational calculation availsble in
NET-2 is the Monte Carlo calculation, Here NET
randomly picks circuit parameter values from known
population distributions, constructs and analyzes
the resultant circuit, and then tabulates the pop-
wlation distribution for tlie circuit responses of
interest. The resultant cireuits will then have
response distributions vhich are statistically
identical to the actual circuit in mass production.

In order %o accomplish the Monte Carlo calcu-
lation, NET must know the population distribution
shapes for the ecireuwit parameters, the numerical
values at the end points of the distributions, and
the number of circuits which should be analyzed
to give the representative statistical behavior.

Distributions available include flat, trian-
gular, Gaussian, and tabulated distributions.
Distributions may be specified in either linear or
logarithmic space., Limit values may be specified
as either actual values or relative (percentage)
values, Population distributions for device
parameters may be stored as part of the model
library.

A third veriational capability in NET-2 is
the Extrema Search., In this type of calculation
NET attempts to extremize the value of a particular
response variable by varying circult parameters
within an allowable parameter space, Since the
extrema point for a given response variable may
not be at the limit wvalues of the circuit parame-
ters, this method is wore powerful  than the so-
called worst case analysis. It is also valuzble
in the optimization of circult response. Both DC
and AC responses may be treated with this calcula-
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tion.

TRANSIENT ANALYSIS

Transient analysis always proceeds from the
initial values calculated by the nominal DC analy-
sis. The transient analysis can be terminated
automatically when a termination condition has
been satisfied. The termination condition way be
composed of simple Boolean functions of & variety
of criteria, including the switching status of de-
vices, values of response variables, and elapsed
real time,
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INPUT-OUTFUT

Input-output capabilities depend upon hard-
ware availebility in specific computers. The
pilot version on the MANIAC computer has input via
cards, paper tape, and on-line keyboard. Output
may be in printed or graphical form, Transient
solutions mey be displayed as computation is in
progress, Graphical displays include linear,
semilog, log-log, and histogram plots for all re-
gponse variables, node-to-node impedances, sensi-
tivity coefficients, and functions of these quanti-
ties. Variational steady state analyses may be
displayed in parametric form,
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SUMMARY

A new method of sensitivity calculations
for single parameter and multiple parameter
sensitivities has been developed, The method
has a direct interpretation in terms of network
configuration., Furthérmore, it may be used on
existing digital computer network analysis pro-
grams without modification. The ease with which
multiple parameter sensitivity calculations can be
made has been used to analyze continuously equiva-
lent networks and the mathematical model of the
human cochlea.

INTRODUCTION

In performing a sensitivity analysis, it is
often desired to calculate the sensitivity func-
tion of a large number of response variables as
a function of a single parameter. -Conversely,
the sensitivity function of a single response
variable to changes in a large number of para-
meters may be desired. Efficient solutiomns to
both problems are presented in this note, The
solution to the first problem is quite general in
applicability. The solution to the second problem
is limited to AC calculations for reciprocal net-
works unless one wishes to do convolutions,

One distinct advantage of the method is
that currently available digital network analysis
programs, such as ECAP and NET-1, can be used
without modification for semsitivity calculations.

Although examples in this paper are limited
to -electrical networks, any analagous systems
may be analyzed by the same method. The sensi-
tivity functions in this paper are obtained with
respect to the fundamental parameters of the
network, resistancé, capacitance, inductance,
and current ‘gains,

DEVELOPMENT OF SINGLE PARAMETER SENSITIVITY (1}

The conneacted electrical network to be .con-
sidered consists of N branches, each contain-
ing a linear, time invariant resistor, inductor,
or capacitor. The extension to nonlinear/time
varying networks is trivial, However, existing
programs are not usable without modification,
Each branch may also contain an independent
current and/or voltage source, as well as a
dependent current source, The configuration of
such a standard branch is shown in Figure 1.

The branch relations for the kth standard
branch are

iversity N 67 L2262?

Ee(k)* Eb(k) + Es(k) k=1,

Is(k) + Ib(k) - Ic(k)

ersy N

1,00

Tkl e

it F iininte
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[
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1
|

Eg(k) |
LB 1 k) ‘
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Ep (k)
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Figure 1.-Standard branch

The element equations for the standard branch
will be in one of the following forms:

E (k) = R(k) I (k) (2a)
d1 (k)

B () = L0 ¢ k=1, o, n )
d E (k)

I(k) = C(k) =3¢ (2¢)

In addition, the controlled current source
must be considered, It is not an element in the
same sense as R(k), C(k) or L(k), The equation
for the controlled current is:

T =8, I m (2d)

In order to find the voltage or current
sensitivity of the kth branch with respect to an
element variation in the jth branch we take par-
tial derivatives with respect to A(j), the element
value of the jth branch.

BE(K) BE (k) BE(K)

SA) T RA() T IA(D) (1ah
oI_(k) o1 _(k) 91, (k) 3L (k)

e _ s b - c 1
KD " TIA) TG T TSAMD) (e
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Rewriting the above equations in more com-
pact form, with derivatives of the independent
sources set to zero, we have

] =
EL(K) = E} (1) (3a)

10O = TG - T (3v)

M

Note that I;(k) will have the form
(k) =BTl (m) B # AL  (4a)
1) = ADIL + I m B = A5  (4D)

Note that the controlled current scurce is con~
gidered part of the branch relations and is not
considered an element.

Differentiating the element equations, we
cbtain

EL(k) = R(k) I (k) A(J) # R(K)

EL(3) = R(}) I.(3) +1.(D) A(D) = R(H
4 T:(k)

EL(l) = L(K) —gg— ALY # LK)
a1 410

ELD) = L) —gm— *+ g A = L)
d EL(K)

T(k) = C(k) —g—— AR # CK)

. 4 E(H) dED ) )

L) =C) —g— + g — AW =¢C®

()]

We may describe the network in matrix form
with ‘the following equations

[B1E,] = 0 (62)

(811,31 =0 (6b)

where [B] and [8] are the circuit and cut-set
matrices for the network; E, and I are vectors
of branch voltage and brancﬁ current$ respective-
ly. Differentiating (6) with respect to A(j)

we obtain the network sensitivity equations

[BIE;} =0 (7a)
18111

Substituting (3a) and (3b) into (7a) and (7Db),
we have

L]

] (7b)

[BIEL] = 0 (82)
[sit,1 + [s]1l1 =0 (8b)

Considering the element sensitivity relations
(5) and the topological equations (8a) and (8b),
we see that the equations for the sensitivity
calculation differ from those describing the

original network in three ways:

(1). All independent sources of the original nets
work have been set to zero,

(2). The jth branch now includes a new driving
source which may be represented in one of
the following ways, depending on the element
type (A(3) # By )¢

a, Resistor: A voltage source of value
I_(3), placed in series with the element
R{4)*.

b, Indugtor: A voltage source of value
't Yoitage

3 ) , placed in series with the elew
menE L{3).

ir s placed in parallel with the
element C(j).

c. Cﬁfacitor: A current source of value
de_(J)

(3). If the B_. = A(4), a current source of
value I {d) is placed in paralilel with the

: e
existing controlled current source,

To apply the above results to a sensitivity
analysis, it is convenient to express the voltage
driver in the jth branch im terms of its Nortom
equivalent. Thus, the procedure for calculating
network sensitivities to variation in a single
component reduces to the following:

1. Construct an "auxiliary" network which
is a duplicate of the original network,
with all independent sources set to
zero (deleted).’

2. Drive this "auxiliary" network by means
of a dependent current source placed
across the jth branch, The source is
proportional to the current flowing in
the jth branch of the original network
if A() # ij. The constant of propor-

tiopality is K?%T for resistors and in<
ductors, and i%ET for capacitors,

where A(j) is the value of the element
in the jth branch, For B _. = A(D),
the current source ‘is Ie(m?.

3. The voltages and currents in the "auxilf
ary™ network are respectively the voltage
and current sensitivities of the network
to a variation of the parameter A(]).

DEVELOPMENT OF MULTIPLE PARAMETER
SENSITIVITY CALCULATION [2]

By definition, a reciprocal network has the
following property: 'If an excitation is applied
at one pair of terminals in the network, and a
response is measured at some second pair of termi-
nals in the network, interchanging the points of
excitation and response does not change the ratio
between these quantities [3], Now consider cal-
culation of the sensitivity of the voltage across
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branch B with respect to parameter A in branch A,
By the reciprocity theorem, the voltage that
appears across branch B when brdnch A is excited
by the current I,/A will be the same as the
voltage that appears across branch A when branch
B is excited by the cufrent I,/A (see Figure 2),
Therefore, in the auxiliary neéwork used to cal-
culate the sensitivity function, placing the
current source of value I,/A in parallel with
element B rather than in parallel with A, results
in the branch voltage across element A being the
voltage sensitivity of the voltage across B with
respect to element A.

/A

+
B| | E5=dE5/2A

L Ea=3Ep/OA

A

B Ta/A

Fig. 2. Property of Reciprocity for Element A in

Auxiliary Network

Consider now calculating the A-C sensitivity
of branch B with respect to all other parameters,
A, B, C, Dyecevs., in the network., -Suppose in
the auxiliary network, a current .source of unity
value and zero phase (abbreviated 1/0) is placed
in parallel with element B (see Figure 3). Ob~
viously, the voltage E¥ does not represent the
previous voltage sensitIvity OE_/dA any more,
nor is EX equal to QJE,/OC, etc. However, the

voltages E¥, E%, etc, are related to the sensi-
tivity of gith respect to A, C, etc., re-
spectively. "If the current had been IA/A instead

of 1, then E¥ would have been BEB/BA. Thus,
if E¥ is mu%tiplied by 1,/A, the resulting
quantity (EK)(IA/A) is eqlal to BEB/BA.

Similarly, if E%

is multiplied by IC/C, the
result is BEB/BS

(se Figure 3).

LEA=2Eg/dA - A/,

A

B 1=1/0

G
- +
Ec=bEB/BC'G/k

Auxiliary Network with Unity Value
Current Source

Fig. 3.

Therefore, to obtain the A-C sensitivity of one
response voltage with respect to all elements in
a reciprocal network, ome has the following rules:

1, Place a current source of value unity with
zero phase in the auxiliary network in paral-
lel with the element of which the sensitivity
of the response function is required.

2. The voltage across any other element in the
auxiliary network multiplied by the current
through the same element in the original net-
work and divided by the element value itself
will give the voltage sensitivity. (-I for
capacitors)

3. Repeating (2) with all elements the voltage
sensitivity of a single response variable to
all elements can be obtained.

EFFICIENT PROGRAMMING OF SENSITIVITY
CALCULATIONS

In the case of single parameter semsitivity
calculations, the method developed above consists
of constructing an auxiliary network and driving
this network with a controlled current source pro-
portional to the current in the element whose
sensitivity is desired. This interpretation pro-
vides the means by which one can use existing pro-
grams, such as ECAP or NET 1 without modification,
However, it does increase the size of the network
which must be calculated, Another way to do the
problem is to form the sensitivity equations when
the network equations are formed by adding dummy
driving current sources to the original network
across the elements whose sensitivity is required.
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Then, this set of equations is solved with the
dummy sources set equal to zero. FEach current
through the elements whose sensitivity is re=
quired is stored, Then, the network is solved
recursively with the normal driving sources set
equal to zero but the desired sensitivity source
not equal to zero. Thus, no network larger than
the original network has to be solved. This
allows one to use the full capability of the net-
work program to solve a sensitivity problem.
This is the method used in RAPID [4].

APPLICATIONS

Much literature exists on the applications
of sensitivity calculations. Therefore, two
applications of the sensitivity analysis method
as presented above, will be given. The applica-
tions are a result of the ease that oné can cal-
culate multiple parameter semsitivities, The two
examples are, (1) the continuously equivalent
network and its sensitivities {2] and (2) -evalu~
ation of mathematical models [5].

The continuously equivalent network is a
network in which the elements are varied as a
continuous function of some dummy variable, but
whose specified properties remain constant. By
defining a performance index which is a function
of the sensitivity function, the '"best" continu-
ously equivalent network can be selected out of
all possible ones, Previous work examined this
problem at one frequency {6]., With the new tech-
nique, these networks were examined over a range
of frequencies, The experimental results of this
study allows one to make three hypotheses about
continuously equivalent networks:

1. The continuously equivalent network result-
ing from a minimization of the sum of the
magnitudes squared of the sensitivity func-
tions at a given frequency is the network
with minimum sum of the magnitudes squared
of the sensitivity functions at all fre-
quencies,

2, The sum of the magnitudes squared of -the
. sensitivity functions decreases as the num-
ber of elements increases in continuously
equivalent networks,

3. The sum of the sensitivity functions is in-
variant with respect to the various equiva-
lent networks.

The most important hypothesis is the first.
If true for all continuously equivalent networks,
then a great simplification of the computation
problem results, Even if a limited class of con~
tinuously equivalent networks exhibit this prop-
erty, then the result is worthwhile, These
experimental results do ‘not prove that all con-
tinuously equivalent networks have these three
properties, but they do provide a challenge for
future work., At least they indicate a class of
continuously equivalent networks which have this
property.

In recent years several investigators have
constructed models to represent the response of
the human cochlea {7] [8]. These models are par-
tial differential equations which, in one case at
least, have been reduced to an electrical analeg.
As an example of what could be done with sensiti-
vity calculations, the electrical analog system
was solved using ECAP., Then, using the method of
multiple sensitivity analysis, the response of
the network was calculated and compared with ex-
perimental measurements, Then, a linear program-
ming optimization routine was used to adjust the
parameters in order that the error between the
model and the ‘experimental measurements was mini-
mized, The result was that the experimental
measurements and model agree quite closely in
magnitude, but not in phase., It is conjectured
then, the errors in phase are not due to ‘model
errors but are due to measurement errors [6],
These results will be presented in detail else-
where,
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SUMMARY

CIRCUS is a digital computer program which
similates the time domain response of an eleca
tronic cireuit to an arbitrary forcing function.
Although motivation for the development of CIRCUS
originated from efforts to evaluate transient
nuclear radiation effecis on electronicas, the
progrem is applicable to the much wider class of
everyday electronic design problems, and any
physical system having an eleetrical analogue.

Like other time domain circuit analysis
programs -such as NET-1, PREDICT, and SCEPTRE,
CIRCUS requires a topological description of the
circuit which specifies element values and
forcing functions, and from-this information
constructs the appropriate time-domain equations,
finds the dc initial conditions, and then evalu-
ates the transient solution by numerical
integration of the differential equations. Big-
nificant features of the program are its speed,
flexibility, easy input and output programming,
and present availabillity on four different com-
puter systems.

Introduction

In the past few years, the spurjous effects
generated by transient nuclear radiation on
electronic systems have come under intenaive
study by designers of military electronic sys-
tems. Although the rediation pulse incident
upon a given electronic system is transient, the
effects it causes in the electronics may bte both
transient and permanent, and these effects may
lead to eilther transient or permanent system
failure. To analyze such effects, it was evident
that some means of establishing the vulnerability
of electronics to radiation without extensive and
costly system testing was required. The attempt
to analyze complex circultry by hand presented
considerable difficulties. Eventually, digital
computer alds were selected as the most practicel
way to solve the equations which describe & cir-
cult. Thus, computer programs for time domein
eircuit analysis have been among the important
tools which have been developed to study and,
ultimately, to control the effects of radiation
on electronic circuits, CIRCUS was developed to
meet such a need, and has been used extensively
for the past three years in simulation, predic-~
tion, and radietion hardened design of complex
circuits exposed to various rediation environ-
ments.

67-22628

Although motivetion for the development of
CIRCUS originated from efforts o evaluate
trangient nuclear effects, the program is appli-
cable to the much wider cless of everyday
electronic design problems, using a variety of
different electrical forcing functions. In
addition, since most physical systems have an
electrical analogue, it may be extremely useful
for investigating the transient behavior of
mechanical, hydraulic, physiological, and other
systens.

This paper will present a brief deseripiion
of some of the CIRCUS features of particular
interest to the user.

CIRCUS Features

CIRCUS (Cireuit Simulator) is capable of
analyzing any arbitrary circuit made up of
resistors, capacitors, induetors, semiconductor
devices, aml voltage and current sources. As in
other programs of this type, special efforts have
been made in the design of CIRCUS to ensure ease
of use and simplicity in the input required by
the programmer.

Like other time~domain circuit analysis
programs such as NET-l, PREDICT, and SCEPTRE,
CIRCUS requires a topological description of the
circult which specifies element values and
forcing functions, and from this informatlon
constructs the appropriate time-domain equations,
finds the de initial conditions, and then ewvalu=
ates the transient solution by numerical integra-
tion of the differential equetions. Each program
offers its special features, adaptability to
given computer types and inherent advantages and
disadvantages. It is assumed that the circuit
designer wishing to uge computer aids has in mind
certain requirements for program features and
flexibility when he chooses a given computer
program for his specifiec needs. A complete
description of CIRCUS 1s given in References l and
2 and from a previous study was shown to be sig-
nificantly faster than previous programs (Refer-
ence 3). In genersl CIRCUS performs the same
type .of circuit analysis as SCEPTRE, with special
care taken to provide many user-oriented features.
However, SCEPTRE has features, if needed, which
make it a desirable tool for the development of
equivalent circuits. A brief summary of some of
the more important features of CIRCUS are the
following:
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1. Stored Semiconductor Model$ and Device Param-
éter Iibrary -~ CIRCUS has stored device models
for conventional and field-effect transistors;
conventional, tunnel, and zener diodes; and k-
region devices. For each of these models, there
are built-in photoecurrent generators for radiation
effects work. Of course, these models, in combl-
nation with other elements, can give rise to other
equivalent circuits of interest. One has only to
specify the terminal connections of a given device
and either {a) request ;he program o obtain the
device dgte from the device parameter library
tape, or (b) supply the appropriate device param-
eters as part of the input, or some combination
of both procedures.

The stored models are based on a charge-
control description of semiconductor device
operation. These models in CIRCUS have been
transformed into current rather than charge
parameters and appear in an equivalent T-circuit
very similar to the Ebers-Moll deseription. In
fact, simple algebraic conversion can be made
between charge-control parameters and Ebers-Moll
parameters as described in (1), and this procedure
has been used to demonstrate that identical cir-
cults anelyzed on both NET-1 and CIRCUS with their
respective stored models give an identical tran-
sient analysis (Reference 3). Both these models
ultimately reduce to the same differential equa-
tions, and accurately describe both large and
small signal operations in eall four regions:
cutoff, active-normel, active-inverted, and
saturation. Storage effects are included.

2. Specisl Purpose Paraweter Variations and
Multiple Anelyses -- CIRCUS allows, in one com-
puter run, multiple analyses of a given topology
circuit with arbltrery changes in any or all
element values, or analyses of meny clrcuits with
different topologies, CIRCUS also will allow a
change in parameters (on a restart mode) of any
given analysis, as well as at any predetermined
time during an analysis. These latter capabi-
lities have many uses, but among those most
obvious sre: (a) changes in parameters affecting
gshort-time constants in low frequency circuitry
after fast transients have passed, allowing for
more repid caleulation; (v) degradetion of device
performance at a given time due to nuclear redia-
tion; and (c¢) changes in forcing functions of
circuits in AC equilibrium.

3. Qutput Options -- A variety of options are
available as output for CIRCUS. In addition to
any or all node voltages, and terminal currents
for any elements, the user may request {1) in-
ternal currents and Junction voltages internsl $o

any semiconductor device, (2) a monitor on voltage, -

current, or power dissipation in any element,
(3) voltege across resistors, cepacltors,
inductors, and current sources, (4) the sum or
difference of any two node voltages, or (5) any
varisble minus its DC steady state pulse. Only
those wvariables selected by the user will be
printed and/or plotted for displey, and all in-
formation is displayed at selected, variable
intervals chosen hy the user. These output
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options allow the designer to monitor any desired
varigble, and to perform optimization studies.
They allow the circuit or system analyst to
identify failure modes easily.

k. Exponential Method of Numerical Integration--
CIRCUS solves the network differential equations
for the transient analysis by using a varilation
of an exponential method developed by D. A. Pope
(Beference 4). As programmed into CIRCUS, this
integration routine is a one-pass, veriable-step
method controlled both by the solution behavior
and by the smallest local time constant of the
network. The fundamental step-size control
paraneter 1s related to the number of terms re-
quired for convergence. Experience with a wide
variety of circuits has shown that this exponen-
tial method uses a step-size which is from three
to four times as large as in the fourth-order
variable-step Runge-Kutte method. The machine
time per step is sbout the same in both methods
since the time spent in the three extra deriv-
ative evaluations per Runge-Kutta step is approx-
imately the same as the time spent by the expo-
nential method in computing the exponential of &
matrix. Therefore, due to the larger step size,
the exponential method will evaluate a given
trensient solution in one-fourth to one-third the
time taken by a fourth-order Runge-Kutte method.

5. Machine Independence -- CIRCUS has been coded
almost entirely 595%5 in Fortran IV and thus cen
be used on any computer which has a Fortran IV
compiler and adequate storage. CIRCUS has al-
ready ‘been coded for use on the following
machines at several installations in the country:
IBM 7090/709%, UNIVAC 1107/1108, G.E. 625/635,
and the CDC 6600. It is expected that an IEM
360 version will be svaellsble in March of 1967.

Conclusion

CIRCUS in its present form slready repre~
sents a flexible and efficilent tool for computer-
aided design. It is:

1. wuser-oriented rather than programmer-
oriented, meaning that its special
features (multiple reruns with changed
parameters, restart mode, stored models,
etc.) are designed so that the electronic
engineer or vulnerability analyst will
find it easy to use.

2. computationally fast, and thus an
economical tool as circuit analysis
Programs go.

3. @& proven and debugged program &s
attested by three years of uninter-
rupted use.

4. relatively machine-independent, and hag
already been coded for use on four dif-
ferent computer systems.

Ideas for further development of the program
include new component models and more



computational flexibility. One specific compu-
tational goal is to provide the capability for
fast, efficient analysis of low frequency circuits
having high frequency components. It is expected
that resulting modifications to the program will
significantly enhance the possibilities of
computer-aided design, with the ultimate goal of
increasing the productivity of the design engi-
neer, and improving the performance and reliabil-
ity of the final product at a significant reduc-
tion in cost and time.
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SUMMARY

A new method has been programmed to
produce the conductor path layout as part
of the continuing development of the
ACCEL system. The method is based on a
topographic simulation scheme where com-
ponent connector pin locations are repre-
sented by peaks, and the areas between
pins are represented by combinations of
slopes, plains and valleys. Examination
of this terrain can lead to the establish-
ment of trails to represent conductor
paths, Also, methods of displaying the
simulated topography and trails have been
programmed. Although this presentation
is centered around the circuit board prob-
lem, the technigue may be useful in other
problems of a contextual nature.

Introduction

The topographic simulation technigue,
presented here, is part of the continuing
development of the ACCEL™ system. It is
based on the idea that the configurations
of a circuit board can be represented in
a topographic structure. This idea was
first introduced to the authors by Dr.
Browning, Executive Director of the
Thomas~Bede Foundation in Los Altos, Cal-
ifornia.

iben

Topographic simulation, per se, is
not new; it has been used in physical
models to represent interrelated, steady-
state forces.2 However, it is believed
that the sense in which it is used here is
new; i.e., combining in the computer a
topographic scheme with self-modifying
characteristies in such a way as to pro-
duce a dynamic topography. As used here,
this dynamic property is especially vital
in representing the constantly changing
conditions caused by the growth of circuit
paths. Another unique feature allows any
given point to be "negative" in relation
‘to all other points; i.e., everything is
downhill from everything else. So, in
essence, we have a multi-dimensional, dy-
namic topography.

Topographic Structure

In the computer, the topographic area
is represented by an array whose dimen-
sions are 100 x 100 elements (this size
is limited only by the available core
storage in the computer). The location
of each element represents a corresponding

location on the circuit Saafa, scaled- on
the 100 x 100 grid. Each element is a
computer word and contains a number repre-
senting the "altitude” of its location.

The topographic structure that will
be created within this framework repre-
sents physical features occurring on the
circuit board. At the beginning of the
process, the following three features can
be represented:

1. The shape {outline) of the
circuit board

2. Holes or other obstacles to con-
ductor paths

3. Component and connector pin

locations (lands).

The conductor paths, plated-through holes,
and certain trouble spots that are estab-
lished by the process are added to the
topographic structure as they occur.

The process begins with all elements
being set at zero altitude. The data,
representing electrical contact locations
(component pins) and the locations of phy-
sical obstacles {such as holes .in the
board), are fed into the system. A "peak"
is created in the grid at each such loca-
tion. That is, the grid element repre-
senting a pin location is given a high
altitude, say 1000; the elements surround-
ing it are given a lower altitude, say 750;
and the next ring of elements still a
lower altitude, etc. Then, to répresent
the edges of the circuit board, a "ridge"
is created around the periphery of the
grid. This ridge slopes inward from each
of the four edges, forming a basin that
contains the peaks. The actual form of
the peaks and the basin is variable, being
governed by control data used in the
equation described below.

Although there are several ways in
which the structure may be numerically
developed, the one used most extensively
in the current study is of the following
form:
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where A is the altitude of any given
element,

C is a constant that controls the
slope of the basin and peaks,

D is the distance {(on the grid) be-
tween the element and the nearest
edge of the grid or between the
element, and the center location of
the nearest peaks, and

K is the constant that determines
the magnitude of the altitude.

Additional information can be repre-
sented by replacing K with a function.
For example, if a peak represents a high-
voltage contact on the board, K could be
a function of voltage and thus cause low-
voltage paths to avoid that area. Or,
similarly, if a location in the circuit is
particularly sensitive to the capacitance
effects of conductive paths, the K (for
peaks in that vicinity) could be a function
of sensitivity and thereby provide better
dispersion of conductors.

The variety of .conditions that can be
accommodated by this topographic structure
makes it an especially powerful technique
for the problem at hand and, perhaps, for
other problems that involve the inter-
relationships of many conditions.

After the basin and peaks have been
formed, the process of establishing cir-
cuit paths begins. That ‘process is dis-
cussed in the following section of this
report. However, changes in the topogra-
phy occur during the process and should be
mentioned here in order to complete the
description of this subject. These changes
do not occur in any particular sequence
but, instead, occur as the reguirement for
them is determined by the system., The fol-~
lowing conditions cause the topography to
be modified:

1. As the locations of circuit paths are
established, ridges are built along
the paths. This, in effect, forms
valleys between completed paths. The
purpose is to help the uncompleted
paths find their way around or be-
tween completed paths.

2. When a path runs into a trouble spot
in the terrain, it tends to wander in
a tight zigzag fashion, trying to
find a way out. Trouble spots may
be caused by conditions such as low
areas surrounded by peaks, by very
narrow valleys caused by ridges of
several completed paths, or by a V-
shaped or U-shaped bend in a comple-
ted path. 1If a path gets trapped in
such an area, the altitude of that
vicinity is progressively increased.
This causes the path to modify its

direction and, hopefully, find a way
out. It also helps other uncomple-
ted paths to avoid that area.

Up to this point, the topography that
has been described is somewhat comparable
to natural topography. This comparison
is at least close enough that features
occurring in natural topography, such as
ridges and valleys and peaks, are useful
in describing the imaginary topography in
this system. The one remaining topogra-
phic characteristic, yet to be described,
has no natural counterpart, and therefore,
must be imagined in a different way.

Perhaps the best way to view this
feature is to imagine that the topography
described thus far is built on a rubber
sheet that is stretched on a frame. Then
when a step is being taken (a step repre-
senting an increment of a circuit path)
from some location toward a target loca-
tion, the -rubber sheet is pressed down at
this point of the target location, form-
ing a cone with the ridges, peaks, etc.,
on its inside surface. When the step has
been taken, its target location is re~-
leased and the system is prepared to find
the next step. 2an iterative step-seguenc-
ing system is used {(that is, commutation
of all of the uncompleted path ends) which
gives ‘the effect of developing all paths
simultaneously. Therefore, the next step
will probably be with an increment, a path,
and a target different from those in the
preceding step. The new target location
is pressed down, a step is taken, and the
target is released., This process of press-
ing down and releasing successive target
locations is -an integral part of the pro-
cedure for establishing circuit paths.

Its exact purpose will become more evident
in the following section, where the method
of evaluating a path step is discussed.

The following figures, produced by
Fortran programs processed on the IBM 7094
and plotted by the SC4020 plotter, help
the reader to visualize the simulated
topography. Figure 1 corresponds to a
contour map showing the basin and peaks
at the beginning of the process. Figures
2 through 5 correspond to relief maps.
Figure 2, like Figure 1, shows the basin
and peaks; Figure 3 represents the same
structure, except with one of the peaks
pushed down to form a target cone. Fig-
ure 4 contains the same set of peaks, but
is later in the process after ridges have
been built to represent completed paths.
Figure 5 shows the effect of a target
cone at this stage.
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Figure 4. Same Structure, With Ridges

Algorithm for Path-Step Selection

The system contains two general fea-
tures that work together in the just-
described topography to -establish the lo-
cation of circuit paths. ©One is the basic
algorithm for step sequencing and step
sequencing and step evaluation described
below. The other comprises the usage
and variations of this algorithm in the
several phases of the system which are
described in the following section.

The definition of a path step, as
used here, is an element in the 100 x 100
grid and represents a portion of a con-
ductor path. If a path is to be developed
between peaks A and B, it will be composed
of at least as many steps as there are
elements in the grid between A and B.
Since paths frequently need to wander
(for example, around other peaks), the
number of steps to complete a path de-
pends upon thé obstacles between A and B.

The step-selection procedure is
basically one .of examining the slope of
the terrain in the immediate vicinity of
the element from which a step is to be
taken and choosing the direction that is
most downhill. The exceptions to this
rule are that a step must not be on or
adjacent to steps of a different node,
and a step cannot go backward (i.e., a
path cannot intersect itself). Because
of these exceptions, the most downhill
direction may be unacceptable. Therefore,
it is necessary to provide alternate
choices of step direction. Another

Figure 5. Effect of Target Cone af Later Stage of Process

restriction, which is purely for the sake
of simplicity, is that a step must be one
of the four orthogonal elements of the
current location (i.e., it cannot step

to a diagonal element).

An interesting feature of the step-
ping algorithm is that the two active ends
of a path try to find each other. This
stepping is controlled by a data array
that keeps track of the most recent step
location of each path end, as well as the
point of origin (peak) of each path end.
For definition, the most recent step of
a path end is called the "target" of the
other end: the peak toward which a path
is moving is called the "target peak"
(i.e., the point of origin of the target
path end); and the path end that is in the
process of taking a step is called the
"active end." During the step-evaluation
process, three characteristics of altitude
are measured for each of the orthogonal
elements at the active end:

1. The actual altitude currently in
the topography.

2, The portion of item 1 which is
due to the target peak, visual-
ized as though the target peak
had a cumulative effect upon
the entire terrain.

3. The effect on altitude caused by
the target being pulled down to
form a cone, -as described earlier,
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Items 2 and 3 are computed values pro-
duced by the following equations:

1000
CxDb+1

Altitude due to Target Peak =

where C is a constant that defines the
shape of the peak, and D is the distance
(grid elements) between the center of the
peak and the element being considered.

Altitude Change due to Cone =
K x (100 - D) where K is a constant
that defines the depth of the cone,
and

D is the distance from the
target to the element being con-
sidered.

Then, for each of the orthogonal elements,
an effective altitude is computed as be-
ing item 1 minus item 2 minus item 3.
Whichever of these elements has the low-
est effective altitude and does not vio-
late any of the restrictions described
earlier will be the new step location.

Process Phases ~- The overall operation
of the system is divided into several
phases. Each phase, while employing the
algorithm previously discussed, follows

a slightly different policy in making
connections. At the present time, the
system employs four separate phases. A
phase control subroutine is used to over-
see the sequence of phases. It is easily
varied to try different policies for mak-
ing connections.

Front of Board--Phase 1 -- Phase 1 begins
with a topography that includes only the
border and the peaks at the land locations.
During this phase, steps are taken from
both ends of a connection pair toward

each other, A step from both ends of all
connection pairs constitutes one cycle of
the stepping algorithm, It is important
to note that during this phase there are
no ridges to represent paths in the ter-
rain. However, a step is prohibited if
its location would be adjacent-to a pre-
vious step from a wire on a separate node.
Thus there is an infinite barrier sur-
rounding the wires as they progress, even
though the sloping ridges are not present.
Consequently, no early warning is provided
to warn -of an impending obstruction. Af-
ter the cycle limit is reached or all the
wires become trapped, whichever comes
first, Phase 1 terminates. Typically,
about half theé connections are made dur-
ing Phase 1.

Phase 2 -- Phase 2 is almost a repeat of
Phase 1, but with one important differ-
ence. All the wires completed in Phase 1
are provided with ridges, sloping down-
ward and outward from both sides of the

connection path. Of course, all those
connections not completed are wiped out,
and Phase 2 attempts them once more, but
now with more contextual information from
which to work.

Phase 2 is the last attempt to make
the connections on the front of the board.
Therefore, during this phase, a special
routine is used to determine whether the
steps from the two ends of the wires are
still making progress toward each other.
If this routine determines that one end
is beginning to stray, its progress is
halted and a land is placed there. Thus,
when Phase 2 terminates, for each wire
that has still not completed a connection,
a land is placed at the last position of
the two ends.

If a two-sided board is being gener-
ated, the program now tries to complete
the remaining connections, between the
new land locations, on the back of the
board. The completed path locations that
have been established for the front side
of the board are saved and the ‘topography
is initialized to zero before beginning
on the back side.

Back of the Board--Phases 1 and 2 -- The
topography representing the back of the
board is developed, placing the border as
before, and creating the peaks as before.
However, there will be many more lands ox
peaks than .there were for the front of
the board. The newly generated lands at
the ends of uncompleted wires, as well as
the original lands, make up the data for
calculating peaks. (These land positions
must be avoided bhecause the lands pro-
trude through the circuit board.)

After setting up the terrain for the
back of the board, Phase 1 is utilized as
before. Of course, only those wires still
uncompleted are attempted, and they step
from new land locations.

Again, after Phase 1 is completed,
dikes are generated for newly completed
paths, and uncompleted paths are erased.
Phase 2 is then tried. After Phase 2, if
there are still uncompleted paths, Phases
3 and 4 are tried.

Phases 3 and 4 -- Phases 3 and 4 differ
from Phases 1 and 2 in two ways: (1) only
one wire is tried at a time and (2) steps
are taken from only one end of the wire.
Thus, these phaseées are executed once for
each uncompleted wire. Phase 3 is tried
first. During this phase, end 1 of the
wire is trapped. In other woxds, it stays
at its land location while only end 2
steps toward that opposite land. It is
important to note that during this phase
steps are taken for only one wire path.
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Figure 6. Stepping Sequence, Phase 1 Figure 7, Stepping Sequence, Phase 2

After all wires have been tried, Phase 4
is entered. It is identical to Phase 3,
except that  the remaining uncompleted
wires are tried from the other end. That
is, end 2 is trapped, while end 1 does the
stepping. After all wires that are still
uncompleted have been attempted by Phase
4, the program generates a plot tape for
producing a picture of the board and :con-
ductor paths and then goes on ‘to the next
circuit to be routed.

The following figures illustrate
the progression of paths in the terrain
shown in Pigures 1 through 5. Figures 6
and 7 show the progress of paths in Phases
1 and 2, respectively. Note that the first
frame of Phase 2 contains those paths that
were completed in Phase 1.

The following figures illustrate the
final product of the system, using both
sides of the board. Figure 8 is a diagram
of a particular circuit, showing the place-
ment of components and the connections
that need to be made. Figures 9 and 10
are plots, produced by the system, to pro-
vide the required connector paths. Fig=-
ure 9 represents the front side of the
board, and Figure 10 the back. 1In this

particular case, all connections are com- Figure 8, Diagram of Circuit, Showing Placemeiit of Components
pleted. and of Connectians to he Made

The component placement shown in
Figure 8 was computer generated, using the
current ACCEL system.
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Figure 10. Plots Providing Required Cannector Paths (back of board)

Conclusions -~ Although it is somewhat
premature to compare the performance of
this technigue to the routing technigue
used in the operating ACCEL system, com-
parative results from two test circuits
reveal that, in terms of the number of
connections completed, the topographic
system did slightly better in both tests.
Also, the arrangement and dispersion of
paths appear to be better. On the other
hand, the topographic system left a few
paths uncompleted that the ACCEL system
would have completed with easé, There-
fore, a combination of the two techniques
seems most promising. Since electrical
characteristics (aside from connection
requirements) can be represented in the
topography, the system has distinct ap-
peal over analytical methods that only
consider minimizing crossovers.
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SUMMARY

This paper presents a balanced discussion of
SCEPTRE (System for Circuit Evaluation and Predie=
tion of Transient Radiation Effects) from both the aca~
demic and practical points of view, Two basic inci-
dence matrices that apply to any connected electrical
network composed of resistances, capacitances, in-
ductances, voltage sources and current sources will be
used to derive a general F matrix. The F matrix will
be used in turn to establish very practical relations
between the tree branches and links of the generalelec=
trical network. It-will be shown that this relationship
is exploited to form an efficient algorithm that is used
in forming some of the equations that are required for
a general transient solution.

The second part of this paper will describe the
most important features that are available to aid in-the
practical solution of contemporary networks, Each of
these features were designed to. provide more conve-
nience to the user without compromiging the overall
flexibility of the program.

INTRODUCTION

Automatic circuit analysis programs are intended
to relieve the user of the tedious and error-prone togks
of writing and programming circuit equations. Asa
result, the user is only required to enter a topological
and quantitative description of each network of interest,
according to an easily learned format. The generaluc-
ceptance of programs of this type can be gauged by the
steadily increasing volume of reports and descriptions
that are currently appearing in many technical journals,

In 1963, a group at IBM's Electronics Systems
Center was funded by the Air Force Weapons Labora«
tory at Kirtland Air Force Base, New Mexico, to

e
The work described in this paper was spon.

sored by the Air Force Weapong Laporatoty
undes]Eontract AF29({601)-6852 " 8thplemental
Agreement 1, as part of the Defense Atomic
Support Agency program under NWER, Subtagk
16,015,

N 6722630

develop an Sutomatic eircuit analysis program. This
program was to be flexible enough to accommodate a
variety of noh~conventional effects that are of interest
in trénsient radiation problems as well ag general
enough to hanidle conventional transient problemsg. The
result wag PREDICT (Prediction of Radiation Effects
Using Digital Computer Techniques), an automatic
transient progra that has been in general dissemifia-
tion throughot the country since 1964, Inevitably,
the need for a sdccessor program (SCEPTRE) slowly
became evident, Invaluable comments; pro and con,
flowed in from the more active and experienced users.
Thig information played an important part in the de-
velopment of many of the featires that today distin-
guish SCEPTRE from PREDICT. The reader who'is
seriously interested in the progress that has béen made
i this fleld would do well to read and compare the re-
spettive manuals for these programs (PREDICT [1] ,
SCEPTRE [2] ). Dissemination of both programs is
controlled by Lt. Gary Pritchard, Air Force Weapons
Laboratory, Kirtland AFB, New Mexico 87117.

Bymbols
Y vector of state variables
Y vector of state variable derivatives
b number of network elements; i.e., sum of

all resistors, capacitors, indtictors,
voltage sources and current sources

n fiumiber of network nodes
I vector .of currents through all network
elements

Vy vector of voltages across all network
elements
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F an incidence matrix that expresses a rela-
tion between network links and tree
branches

T
F the transpose of F

The description of a SCEPTRE formulation, must
first begin with the definition of 2 tree [3] . A tree
is:a connected subgraph of a network which includes
every node in that network, but contains tio closed loops
o6r meshes. A spegific tree may be defined as one in
which elements-are insertéd in the following order of
priority: voltage sources, .capacitors, resistors, and
inductors. All current sources are excluded from this
tree, All elements that are included in the tree are
called tree branches; all elements that are excluded
from the tree are called links,

The state variables of any system may be defined
as the minimum set of variables which, together with
all inputs, are sufficient to determine all other system
duantities at any particular instant of time. All system
quantities 4t time tn are dependent upon the values of
the state variables and inputs that hold at time t, and
are not directly dependant on those at any other time,

It can be shown that the state vartables of the general
electrical network are the set of capacito¥ tree branch
voltages and inductor link currents. This choice of
state variables is equivalent to specifying the independ=-
eht initial conditions of the network. It may be stated
further, that the choice of state variables, leads to &
sEt]of simultaneous first-order differential equations

41 .

The golution process is best illustrated with the
highly simplified block dingram of Figure 1. The pro-
dess begins with the ingertion of the state variables Y
that are valid at time t, where n=0 at the start of a
transient problem.l All currents, voltages and state
variable derivatives that are valid at t =ty are computed
and output (if desired). The state variable derivatives
Y (tn) are numerically integrated by the integiation
routine to provide the state variables ¥ (tyq1) that are
valid at the next solution increment. It is worth noting
that the block diagram serves to illustrate the two most
bagic factors concerned with the aniount of computer
time required for the golution of transient problems.
The number of solution steps required to complete a
given problem depends on the integration routine used,
and the amount of computer time required per solution
step depends on the efficiency with which the algebraic

1‘The initial values of the state variables may be
supplied, if known, by the user, Otherwige, they may
be automatically determined by an iterative procedure
that is contained in SCEPTRE.

operations are carried out i1 the Equation Solution
block,

YUt )
I’—-ﬂ»“——u—-—[ rouwur
Y{t ) PR

Y INTEGRATION EQUATION

% ROUTINE SOLUTION
‘ . Y
(R

Yt 4y START

Figure 1. Rolution Process Diagram

The topological makeup of any connected network
may be deseribed by means of two incidence tmatrices.
The first of these is the fundamental cut set matrix Q
where;

Q= [qij] is & matrix contaiting n-1 rows and b
columns for the geheral contiected network con-
sisting of n nodes and b elementy where:

gy = +1 if the direction of fundamentdl cut set
i coincides with the reference direction
of elemett j i fundimental cut-set 1

ay = =1 if the direotion of fundamental cut-get
i is in opposition with the reference dir-
sctioh of element j in fundamental cut-
set i

;= 0 if the fundamental cut-set 1 does not

inelude element j

The direction of each fundamental cut get 18 custorm-
arily chosetn to agree with that of its nssociated tree
branch. It will be convenient to partition Q according
to links 4nd tree branches ag

m  a= (o or)

which, if the rows and.columng are ordered appropri~
ately, becomes

[ o]

where the (n=1) rows and columns of the unit matrix U
correspond to the tree branches and the (b=n+1) columns
of ~FT correspond to the links associated with any tres,

Q=

Another invidenos matrix can be defined which rep-
regents the topological relationship between the ele
monts and the meshes, or loops, or circuits, of the
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network, This matrix will be called the fundamental
eircuit matrix T, where

T = Ltﬁ is 8 matrix containing (b-nt+1) rows and
columns for the general connected network
consgisting of n nodes and b elements where:

tyy =+1 if element j is part of fundamental
circuit 1, and if the reference directions
of element j and fundamental circuit i
coincide,

gy =-1 if element j is part of fundamental cir-
cuit i, and if the reference directions of
element j and fundamental circuit i do
not coincide

tij = 0'if element j is not part of fundamental
circuit i

The direction of each fundamental circuit is custom-~
arily chosen to agree with that of its associated link,
The number of rows in the T matrix corresponds to the
fact that only (b~n+1) circuit equations are required for
the solution of any network. If the columns of T are
ordered appropriately, T mdy be partitioned as

@ T=[v F
where, the (b~n+1) columns of the unit matrix U cor-
respond to the links and the n-1 columns of F corres—
pond to the tree branches of any tree. If the columng
of @ and T are arranged in the same element order, it
is well known that:

@ Q@rTl=0
Also, since

4 QIp=0

it always true, a .simple partition permits

L
T L

® [-F u] [IT ] =0
leading to

© Ip=FTri,
where 1T, and IT are the vectors of link currents and
tree branch currents, respectively. Equation 6 is
significant because it isolates the tree branch currents
of the general network in terms of the link currents.

In the same way, since

M T V=0

is always true, a simple partition permits

® [v [X;‘] =0

or
(9 Vi =-FVg

where, V. and VT are the vectors of link voltages and
tree branch voltages, respectively. Equation 9 is
significant because it isolates the link voltages of the
general network in terms of the tree branch voltages.

The Q and T incidence matrices have been eliminated.

Equations 6 and 9 indicate that the F matrix can be
uged to iransform the vector of link currents into tree
branch currents and the vector of tree branch voltages
into link voltages, These relationships also indicate
that F contains one row for each network link and one
column for each network tree branch, If the tree of the
sample network of Figure 2 is indicated by the bold
lines, the appropriate F matrix would appear as in
Figure 3. The associated elements are used to caption
each row and column. Note that the three link voliages
may be "read" horizontally fromthe F matrix as:

VR1 = -VCl+ E1
VL1 = VC1l -~ VR2

VJl = VR2

R1 L1

Figure 2. Sample Network

TREE BRANCHES
[}

C1 R2 E1
R 1 0 ~1
LINKS L1 ! 1 9
__ 0 - 0
Figure 3. F Matrix for Sample Network
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These equations are just a restatement of matrix equa~
tion 9. Note also that the three tree brankh currents
may be "read'vertically from the F matrix as:

IC1 = IR1 -IL1
IR2 = IL1-J1
IE1 = IR1

These equations are a restatement of matrix equation6.
SCEPTRE is programmed to '"read' the F matrix that
is congtructed for each network under analysis and to
store the resulting equat;ions2 for the duration of the
problem, These stored eguations may then be updated
at each solution step. This method may be contrasted
with the more conventional approach used in older pro-
grams (PREDICT, for example) in which, the same
results are obtained by repeated manipulation of the
matrix equations at each solution step. When one con-
siders that many problems require literally thousands
of solution steps, the computational savings that may
be gained by this process are quite significant.

Some of the features of SCEPTRE that represent a
significant advance over PREDICT will be found to be
unique, or nearly so, if one canvasses all the automatic
programs that are available today. It should be real-
ized that this discussion serves only as a summary; a
much more complete description exists in [2] .

Optional Stored Models

Most contemporary circuits include various types
of diodes and fransistors that require equivalent cir-
cuits with varying degrees of complexity, For example,
a large signal equivalent circuit for a transistor usu-
ally requires four to six passive elements and at least
three to four current generators., If the computer pro-
gram lacks a stored model feature, the user hag no re~
course but to insert each component individually into
the overall circuit. A partial remedy for this problem
is the provision of an "exclusive" stored model of con-
ventional form for diodes and transistors. The word
"exclusive" is used in the sense that the user must use
whatever topology is originally provided in the stored
model; no provision is made to allow topological choice.
A far better solution is called the optimal stored model
feature. The user may himself, by a simple procedure,
store almost any3 equivalent circuit that is composed

2'The topological limitations that apply to this method

are givenin [5] .

3'Network configurations that include voltage source

loops or current source cut sets are prohibited.

-0~

of; resistors, capacitors, inductors (including mutual)
inductances), and voltage and current sources, Once
stored, any model may be called out for use as many
times are required in a given circuit application. This
feature is not limited to equivalent circuits of active
devices; frequently used subnetworks such ag biasing
networks and filter sections may also be stored.

Rerun Capability

Tt is often desirable to know how well a glven net-
work would function if one or more of its components
or forcing functions were varied in size, Separate runs
can always be made to determine this, but a better way
now exists, A master run is first described, which
includes the nominal values of all components and forc-
ing functions. The user appends to this description.a
list containing the number of reruns desired and the
elements that are to be changed for each rerun. No
topological changes are permitted between the master
run and any of its associated reruns.

Sinee certain operations are common? between the
master run and its reruns, machine time economy can
be effected by simply performing these operations once,
for all of the runs. It should be mentioned, however,
that this rerun facility does not imply that anything like
true statistical analysis {s economically feasible, So-
lution time per runm is still often measured in minutes
and therefore, a large number of reruns can become
very expensive.

Automatic Termination

In some instances, the user will have no interest
in carrying a transient run to completion if it'is known
that some voltage or current has exceeded, equaled,
or dropped below some other network guantity or cri-
terion. A single entry into the program can set up the
logic necessary to monitor and automatically terminate
any run., Practical applications could be concerned
with turn-on, turn-off, or saturation of a transistor or
any specific current or voltage limit that the user would
care to set. This feature may be used concurrent with
the Optional Stored Model and Rerun features.

Flexibility

Some idea of the trend toward flexibility hasalready
been discussed in the section on Optional Stored Models,
but there is considerably more to the subject. Sources
may be inserted at almost any point in.a network and
multiple independent variables may be used to-control

4'The tree structure, ¥ matrix, and basic equation
setup do not change between runs unless the network
topology is changed.



these sources. In addition, a special section has been
built into the program to permit the definition of pseudo
cirecult parameters, To illustrate, the user may deter-
mine the power dissipation in resistor R1 of ‘any network
by defining the parameter PR1 = (R1 * IR1 ** 2), The
indicated mathematical operation would be performed
and output at each solution increment. The same fea-
ture allows the user to solve systems of first order dif-
ferential equations that may or may not have any connec-
tion with an electrical network. Consider the system

W1l = 3Wl+2W2+7

W2 = W1-3W2+3W3

W3 = 10W2 -20W3 + 5

where, W1t o), W2(to), W3(t,) are all known. The
complete transient response to this system can easily
be obtained with just a few input data cards.

Subprogram Capability

It appears to be obvious that no program can be de-
vised to accommodate every operation that all users
may require. The next best solution is to write the
program so that users can insert subprograms of their
own design which will perform special purpose tasks.
This option is available to SCEPTRE users with the
stipulation that all such subprograms are subject to the
rules and requirements of Fortran IV,

The preceding paragraphs by no means exhaust the
number of special features that have heen incorporated
into SCEPTRE, however they should serve to convey
some idea of the direction in which automatic circuit
analysis is moving. From all indications, development
of programs of this type will continue at a rapid rate
in the foreseeable future,
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SUMMARY

N67.22631

Accurate and timely circuit engineering is based upon: (a) accurate circuit parameter characterization,
(b) flexible network analysis computer programs, (c) continuous computer program development, and (d) empirical
investigations in adequate laboratories. This paper shows how these priteria are applied to obtain meaningful cir-
cuit analysis results. Typical examples of circuit perforrance obtained through computer-assisted analyses are

given and compared to measured results,
INTRODUCTION

This paper describes the capabilities an engineer-
ing organization must consider to perform circuit de~
sign and analysis efficiently with the aid of computers.
The availability of a large computer. system is
assumed.

Circuit engineering considers the worst-case cir-
cuit performance, which is a function of piece-part
tolerances, temperature environment, and aging. Cir-
cuit performance criteria include dec stability, power
dissipation, and dynamic performance. Dynamic per-
formance encompasses transient behavior, dynamic
stability, and four-terminal network characterization
of medule circuitry. While emphasis will be given to
circuit analysis and design, system design and analysis
can be and has been performed using the basic
approaches described herein.

Accurate and timely circuit engineering is based
upon: (a) accurate circuit parameter characterization,
(b) flexible network analysis computer programs, (c)
continuous computer program development, and (d)
empirical investigations in adequate laboratories.

ACCURATE CIRCUIT
PARAMETER CHARACTERIZATION

Overall accuracy-in the computer programs used
emphasizes the need for accurate parameter data of all
piece parts, information that is seldom available from
device manufacturer's specifications. Models giving
accurate device representation can be used because of
the increased capability afforded to the engineer by the
computer. Device parameters, therefore, must be
chosen to fit the models and then measured. For tran-
sistors and diodes these parameters are measured on a
limited sample (25 devices) at 25 degrees centigrade,

and statistical techniques are used to approximate
worst-case parameter limits, Data extrapolation for
other operating temperatures is accomplished by semi-
empirical relationships, developed to reduce parameter
measuring costs. Integrated circuitl parameters are
measured, depending on the module configuration, and
are defined as four-terminal network parameters on
analog devices, or as switching times and amplitudes
for digital devices. In special cases, integrated cireuit
parameters can be measured by gaining access into the
chip; but, after the measurements, the device is no
longer usable.

For de and transient analysis, the nonlinear tran-
sistor model (Figure 1) that is based on the Ebera-Moll
large signal switching model is used. The model is
valid for the three regions of transistor operation:
cutoff, active, and saturation, The parameters re-".
quired, Ig vs Vgg, Icg vs Vaar Chie and Cprgs AT
readily cbtajined through laboratory measurements.

The hybrid-Pi ac small signal transistor model
shown in Figure 2 indicates the circuit configuration,
model parameters, and the semi-empirical equations
relating temperature dependence. Since the model para-
meters are interdependent, they must be defined in '
terms of the basic independent parameters to determine
worst-case parameter variations. The basic parameter
variations are obtained from the common-base and
common emitter h parameters measurements, which
are accurate and readily obtained within the laboratory.

NETWORK ANALYSIS COMPUTER PROGRAMS

Experience has shown that circuit analysis pro-
grams, to be useful in circuit engineering, must have
the capacity to handle large and complex circuits, such
as the circuits shown in Figures 3 and 10. Four basic
programs are used, depending on the circuit
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Figure 1,-Nonlinear Transistor Characteristics and Equi-
valent Circuit, DC and Transient Analyses

performance required, The program characteristics
are given in Table I.

For linear circuits, the Performance Analysis of
Electrical Circuits program (PANE) is used to obtain
de stability, bias levels, peak and average power dissi-
pation, and frequency and phase response, The cirecuit

Table I-~Program Capabilities

CONTROL,
SYSTEM
8-PLANE/180

ANALOG
SIMULATOR
DSL-90

AC-DC

TRANSIENT
PANE/360.|"

INPUT
PARAMETERS 200 %00 - e

OUTPUTS 50 100 - 50

DEPENDENT
NODES 60 650 20

DISTRIBUTIONS
SHAPES & — — -

TABLES FOR
NONLINEAR
INPUTS 20 18 -- -

TRANSFER
FUNCTION
ORDER - - 2 -

TORCING
FUNOTION - — 5 -

STANDARD
FUNCTION
GENERATORS - - - 25

SIMULATION
BLOCKS - - -- 50

MEMORY
REQUIREMENTS
{BYTES) 266K 220K 200K 150K

S lulvg capabllftios of PAEDICT I, whick was daveloped by IBM
undor cohtract AF23{001)-6399 for the Research and Teohnology Divlalon, Afr Force 8ystome Command,
Az Force Woupons Laboratoty, Kirkland Alr Force Bass, Now Maxico,

analysis is performed automatically by the program
from a topological circuit deseription, requring a mini-
mum of programming knowledge. Tabular and graphi-
cal outputs of worst-case performance or statistical
performance are chtained, ''Piece-wise" linear de
analysis is performed, using this program, for analysis
of switching circuits to determine ON and OFF states,
and peak and average power dissipations.

PREDICT/360, atransient analysis program, is
capable of computing circuit responses, as a function
of time, to any periodic or nonperiodic forcing function
which can be defined by a table or equation. The pro-
gram outputs are time history tabulations or plots or
both. The program in its present form is not a worst-
case analysis program and engineering judgment has
been used to determine circuit worst-case performance.
By considering the worst~case parameters that would
degrade or improve the circuit and by rerunning the pro-
gram, the worst-case performance, limited only by the
degree of engineering judgment, can be determined,

Linear circuit or control system dynamic response,
including root-locus analysis, is obtained bythe S~-PLANE
program, Similar to PREDICT, S-PLANE obtains the
transient response of a transfer function to an impulse,
sine wave, square wave, ramp, or exponential input.
The transfer function of a network can also he obtained.
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Figure 2,-*Hybrid-Pi Equivalent Circuit

*Bymers R. J. "Linear Amplifier Design Manual, " M05-
0011-0, IBM, Standards Engineering, General Produets
Division, Glendale Laboratories

The de amplifier (Figure 3) is an analysis example
demonstrating the performance characteristics deter-
mined, using computer-aided circuit analysis techni-
ques. The analysis determined the amplifier open-
loop performance characteristics and, from these
characteristics, a mathematical model was developed.
The model was then used to determine the amplifier
closed-loop performance. The worst-case de null off-
set was determined for the closed-loop amplifier as a
function of temperature. Figures 4 and 5 show the
computed amplifier open-loop voltage gain magnitude
and phase along with laboratory measurements for
comparison of computed and measured resuits. The
amplifier worst-case open-loop voliage gain magnitude
response is shown in Figure 6. Results of the worst-
case analysis of the amplifier indicated a marginal de-
sign with respect to amplifier stability. The amplifier
was then stabilized with additional compensation. The
characteristics -of the improved amplifier are shown in
Figure 6, depicting a worst-case phase margin of 40
degrees. Figure 6 also shows the results of the de null
offset analysis and the open-loop-mathematical model
derived. The model performance characteristic is also
plotted for comparison. The closed-loop performance
of the amplifier is shown in Figures 7, 8, and 9. The
cirenit configuration analyzed is shown in each figure,
as is the minimum, nominal, and maximum circuit
response.

For ‘circuits or systems having highly nonlinear
elements (such as level detectors in combination with
amplifiers), the circuit is broken into individual blocks
that can be analyzed individually by the programs
mentioned, It is this division that requires a high de-
gree of engineering skill, judgment, and experience on
the part of the analyst, These blocks are then charac-
terized as four-terminal networks including all non~-
linearities, thus allowing a system simulation to be
obtained by using the analog computer simulation pro-
gram DSL-90,

COMPUTER PROGRAM DEVELOPMENT

While some of the programs stress that the lack of
programming knowledge does not impede their use,
experience has shown that being able to modify the pro-
grams to fit a particular circuit under consideration has
produced timely and guite unexpected results. Because
of the increased flexibility afforded by the programs,
the engineer can evaluate his design or complete his
analysis, without ignoring important but often neglected
parameters, if he can fit the program to the circuit
under scrutiny, This program knowledge and the use of
these programs have resulted in a continued program
updating to enable the analysis programs to keep sbreast
of circuit technology. In addition, this knowledge has
resulted in continued work to reduce computing time
and to increase the flexibility of the programs (i.e.,
adapting steepest descent techniques to PREDI CT/360
now under consideration, to enable worst~case transient
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-analysis). Program development over the past four
years has increased from the analysis capability of eir-
cuits having a maximum of 11 dependent nodes on a sta- EMPIRICAL INVESTIGATIONS

tistical basis to the capability. afforded by the PANE pro-

gram. Along with the ac and dc capability of PANE,
other programs were introduced and updated to their
present capabilities as shown in Table 1.

Often, especially during design efforts when timely
analysis results are required, empirical circuit re-
sponses must be obtained, since mathematical models
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cannot be developed in the time frame of the analysis.
An adequately equipped electronic measuring laboratory,
therefore, becomes an integral part of computer-
assisted cireuit engineering.
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Hemn=o

MO T

PR opr e Y

EL I

10K
FREQUENCY IN HERTZ

Figure 9, -Output Impedance of Closed-Loop Amplifier
Magnitude (C = 0, +125°C)

A servo amplifier system having nonlinear elements
is shown in Figure 10. The amplifier was divided into
individual blocks, as shown in Figure 11. The magne-
tic amplifier and load, being nonlinear blocks, were
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Figure 10. -Electrical Schematic of 50 MA Servo Amplifier

]
Magnetic Integrating Power Val
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sistor .
s Resistor
Figure 11.-Descriptive Block Diagram of 50 MA Servo Amplifier
characterized using empirical techniques. The empir~ the analysis are shown in Figure 12, The magnetic
ically determined load characteristic, driving point amplifier input impedance is shown in Figure 13, After
impedance function, and synthesized circuit used for all blocks were characterized, the amplifier was
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analyzed for closed-loop performance. From the
closed-loop performance characteristics, a mathema-
tical modeéi for the amplifier was derived as shown in
Figure 14, The worst-case current gain performance
characteristics are shown. The broken line depicts
the minimum gain at the temperature design limit of
the amplifier, Laboratory measurements arée plotted
to show correlation between computed and measured
resuits,

CONCLUSIONS

Computer~assisted circuit engineering, therefore,
requires more than just one computer eircuit analysis
program, The circuit parameters must be known,
Several programs must be available and checked out in
the computer laboratory. Program development must
keep the programs compatible with circuit technology.
Finally, a laboratory for parameter measurement,
empirical evaluation of ¢ircuit blocks, and analysis
reasonableness checks must be an integral part of
computer circuit engineering.
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SUMMARY

The widespread availability of high-
speed digital computers has profoundly
affected many technical areas, and the
impending introduction of powerful time-
sharing systems will again revolutionize
the engineer's work. One field of con-
siderable importance is the area of
optimization or approximation; for
example, design of loss, phase, and delay
equalizers is usually accomplished by
iterative techniques. Many optimization
algorithms have been designed and tested.
Each possesses particular advantages and
disadvantages., Search techniques such
as grid, random, and pattern search and
the simplex algorithm are less affected
by certain function anomalies than slope-
following methods such as steepest
descent, gradient partan, Fletcher-Powell
and generalized Newton-Raphson., Steepest
descent and gradient partan usually work
with a poor initial estimate of the
solution, while the generalized Newton-
Raphson approach is efficient near the
optimum, but may diverge elsevhere. The
Fletcher-Powell technique utilizes both
first and second derivative information,
and is quite often the most efficient.
Not all of these methods allow ready
inclusion of constraints, Ideally the
designer should have available a variety
of algorithms, and should be able to
apply any combination to his problems.

INTRODUCTION

The digital computer makes practical
iterative design and optimization proce-
dures where only an engineer's judgment
could have been used previously. Although
overall system optimization is not yet
achievable, subsystem optimization is
used every day in practical engineering
problems. The introduction of direct-
access time-sharing comwputer systems will
again increase the range of problems
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wherein iterative optimization techniques
are useful.

In approaching an iterative approx-
imation or optimization problem the
engineer has many techniques from which
to choose, varying from some brute force
search techniques ‘to highly sophisticated
second order gradient algorithms, Each
approach has its advantages and disadvan-
tages. Several techniques will be briefly
described in this paper, followed by a
description of an existing program with
sample results.

For more detailed descriptions and
comparisons of optimization algorithms
the reader is referred to a number of
excellent articlest=6 and books?-9.
Reference 8 presents results of recent
practical work, comparisons of methods,
and an unusually complete bibliography.
The contents of this paper have been
presented in expanded form.

THE OPTIMIZATION PROBLEM

The function to be optimized is of
the form

1)

where £ is the set of functional param-
eters and x is the set of parameters
which may be varied to optimize the
function y. Usually y 1is to be maximized
or minimized; in this paper it is assumed
that y is to be minimized.

y = y(fl,...,f&, Kyseees¥)

In general y can be any function of
f and x that is to be minimized. In
practical optimization problems y usually
takes the form of an error measure which
is a complicated function of £ and x.
One popular functional form is the so-
called "least squares'" error criterion

2 2
y = _zwi(gi-ri) = ;wiei 2)



where

y = error measure to be minimized,
ey = unweighted error at fi’
8; = g(fi,xl,...,xn) = comwputed values,
%, = j th parameter of the n parameters
3 to be varied,
T = r(fi) = required or desired

function value,

f, = i th value of independent
variable, and

w, = assumed weighting function
{(allows placing emphasis on
particular requirements).

Another useful criterion is the maximum
absolute error (Chebyshev error):

y = pax [, (gt 1 - 3)

In both cases the function y is often a
complicated expression or group of expres-
sions. Twmplicit in both error criteria

is the existence of requirement data r
(e.g., loss equalizer requirements) to
which comwputed values g (e.g., loss of
equalizer configuration) are to be matched
by varying parameters x (e.g., element

values of loss equalizer).

TRIAL
PARAMETER
SEV

ERROR
CRITERION

ANALYSIS

PERFORMANCE
CHECK

1MPROVED

OPTIMIZATION
STRATEGY

SET

Figure 1, -Optimization Program Block
Diagram

Figure 1 outlines the steps required
to solve typical engineering problems
iteratively, and hence is also an outline

for a computer program to autowate the
task.

OPTIMIZATION METHODS

The two general classes of optimiza-~
tion algorithms are the slope-following
and search techniques, The slope-
following methods use a gradient or
similar slope-determining function to
find a new set of parameters which will
reduce y, Search techniques are varied,
but do not use gradient information.

Slope~following techniques are often
superior for functions with continuous
derivatives, but are more time-consuming
because of the large number of derivatives
to be found. The search techniques,
however, often work better with functions
with discontinuous derivatives, In
addition, constraints are often easier to
include and, in most cases, a greater
variety of optimization criteria can be
incorporated. All optiwmization schewes
except some random and grid search methods
tend to reach the nearest local minimum
of the function to be optimized.

In the following sections the
unrealistically simple function

2 2
y = 16 x "+ (xz-é) (%)

will be used to illustrate various
optimization techniques.

SEARCH METHODS
Grid and Random Search

Grid search basically involves
evaluating Equation (1) for mwany choices
of x with each xj taking on values
throughnut a prechosen range, as illus-
trated on Figure 2. In random search the
trial parameter values are chosen with
some degree of randommess; in the illus-
tration on Figure 3 the direction and
distance of each move are chosen at
random, and only those moves resulting
in a lower y are retained.

Pattern Search

Pattern search techniques attempt to
establish proper moves (succession of
changes of x) by first making a series of
exploratory maneuvers. After exploring
the local terrain a larger move called a
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Figure 3.-Random Search Method
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pattern move is made based on the results
of previous trials. Many methods of
accomplishing the local exploration and
choosing the accelerating moves have been
tried. A test result for one of the
approaches (see Ref. 9, pp. 146-150) is
illustrated in Fig. 4.

Y25

Figure 4.~Pattern Search Method
Simplex Method

The Simplex ::-zlgorit:hm]'2 is outlined
on Figare 5. Unlike the other techniques
which involve successive sets of x, the
Simplex method always works with (n+l)
sets of x, where n is the number of param-
eters to be varied., The object is to
continually replace the set x producing
the worst (highest) y with a new set
through four basic actions: reflection
(new xy chosen by reflecting xw about the
center of gravity xo of all x except xy),
expansion (hew Xe chosen further in
direction of previous successful reflec-
tion), contraction (intermediate x, chosen
following unsuccessful reflection), and
shrinking (moving all x closer to the set
leading to minimum y when first three
actions fail). The sawple problem leads
to the initial simplex iterations shown
in Figures 6 and 7.
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Figure 5.-Simplex Method-Basic Algorithm

X
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Figure 6.-Simplex Example - First Step

145

Figure 7.-Simplex Example-Second Step
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Figure 8, -Unmodified
Method
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SLOPE~FOLLOWING METHODS
Steepest Descent Method

The steepest descent method relies
on the elementary calculus notion that
the gradient of a function points in the
direction of increasing functional values,
Hence to minimize a function successive
parameter sets can be calculated as

B =% m kW) . &)

Figure 8 illustrates a steepest
descent path. The gradient partial
derivatives also are used in many other
algorithmws, including the gradient partan,
generalized Newton-Raphson, and Fletcher-
Powell methods.

Gradient Partan

Gradient partanls’14 is one of
several versions of the method of parallel
tangents. The method seeks to speed up
the steepest descent approach by combining
the results of gradient steps to choose a
direction leading to a large improvement,
as shown for the test problem on Figure 9.
Considerable acceleration is often
experienced.

Generalized Newton-Raphson Techniques

When x is close to the optimum most
functions y are approximately quadratic.
In the generalized Newton-Raphson tech-
nique each x; is replaced by =xj+aj Axq.
The partial derivative of the least
squares error measure with respect to
each aj is then calculated and set equal
to zero. The resulting equations are
linear in a, and can be solved. If the
function g is monlinear in x, as is
usually the case, this procedure must be
iterated.

Fletcher~Powell Algorithm

The Fletcher<Powell algorithml5
introduces a matrix H which is usually
initially chosen to be a unit matrix, At
each iteration H is varied, and it

Y25

Figure 9.-Gradient Partan Method
A COMBINATION OPTIMIZATION PROGRAM
The SUPROX Program

The SUPROX .(SUccessive apPROXimation)
programlb combines the modified steepest
descent algorithm with the generalized
Newton-Raphson technique in a general
program package.® The user wust supply
a routine to evaluate the function g,
unless he can use one of the many routines
in the program library file. Many speci-
fied options are included, including
limiting parameter variations to specified
ranges, weighting requirements, and using
requirement ranges. The program has been
effective on many practical engineering
problems, although no program has yet
been found which will solve all problems.

approaches the inverse of the matrix of
Instead of searchiﬁg—___-:::=*f‘“-—

second derivatives,
in the negative gradient direction for a
minimum, a search is made along

= ~(N(%) . €
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§ 6 ADDITIONAL SECTIONS ?

RELATIVE DELAY REQUIRED {n secs}

Sample Problem - Delay Equalizer Design 209 o o TR 3 ITERATIONS,

INITIAL,
A delay equalizer design problem is ERROR
used to illustrate the use of SUPROX. An ¥
eight-section delay equalizer was required
as shown in Figure 10. The SUPROX func~
tion evaluation subroutine works with

/-REWIREMENTS

ideal all-pass sections, and a subsequent
program computes parasitic-corrected
network element values from the idealized
parameters.,

pd

ERROR N DELAY {N. SECS}

20+

¥
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60 €5 kel ke
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Figure 10.-Eight~section Delay Equalizer
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Figure 1ll.-Delay Equalizer Requirements %
and Performance of Initial “
Design ~20-

Without any attempt to design the 3 T T . :
equalizer, initial paraweter values were hd bad FrEQUENCY (’::, s 80
chosen, producing the large deviation *
between required delay and network per- Figures 12A,3,C.-Delay Errors at Various
formance shown on Figure 11, Stages of Optimization Process
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ABSTRACT

A progress report is presented on the first
year of a cooperative effort to develop a modu-
larly arranged circuit analysis program by

(a) A group of seven universities with
small to medium size computer faci-
lities, each participant specializing in
a module of the program.

Several industrial users of computer-
programs with extensive experience,
nearly all of whom are active in de-
veloping their own in-house programs
and who are willing first to trade know-
how and secondly are willing to give
serious thought to cooperative pro-
gramming efforts,

(0)

Present capabilities of NASAP are discus-
sed including flowgraph construction and evalua-
tion, input-output formulation and available
subroutines, Strengths and weaknesses are pre-
sented, together with plans for future develop-
ment,

NASAP DEVELOPMENT
Introduction
The Network Analysis for Systems Appli-
cations Program (NASAP) has been developed by
the NASA /Electronics Research Center as a two-
fold project:

(a) A research tool for the development of
new concepts in-automateéd circuit
design,

(b) An effective means of establishing
qualification and standardization pro-
cedures for future NASA computer
programs,

The first phase of the project has involved
the definition and implementation of the symbolic
oriented techniques, ‘and an outline of their ef-
fectiveness in a modularly arranged program,
This work is well documented in the literature
(1-12). This portion of NASAP will be discussed
in detail and future work will be outlined,

N67:22633

The NASAP program has been written in
FORTRAN IV for the CDC 3600 computer. It has
been designed in a modular arrangement, with
the main part of the program designed to develop
and evaluate a symbolic and numerical frequency-
dependent signal flowgraph for a given network,
The various modules perform specific applica~
tions and extensions of the reduced flowgraph.
This arrangement has provided an effective meth-
od of dividing the program development among
several universities and companies.

The modular structure has also provided
for expansion of the program to include additional
subroutines or larger systems as the need arises,
A more efficient use of computer time is achieved
since the engineer selects which of several anal-
yses or outputs he desires for a specific applica-
tion, and bypasses those which he does not desire.

The program has developed with seven ma~
jor branches emanating from the flowgraph con-
struction and evaluation program. These
correspond to the areas of seven university grants
in progress during FY67. Included are various
display routines for the derived flowgraph, the
addition of subroutines for non-linear elements
Bode plot, transient response, sensitivity analy-
sis, tolerance analysis and derivation and con-
struction of an approximate flowgraph, n addi-
tion, each university is responsible for qualifying
the main portion of the program as well as its
own subroutine on its own computer, This re-
sults in a program which is qualified on a number
of different computers,

Maintenance Procedures

To avoid costly duplication of effort for a
large program (on failure diagnostics and exten-
sion of scope) an atmosphere for a free exchange
of program information is a prime requisite,

For NASAP, program information and documen-
tation is made available on the understanding that
recipients will freely interchange programs,
diagnostics, and additions. NASAP is a coopera-
tive effort of about 20 users, whose development
has fostered:
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(a) A modular structure of compatible
subroutines, such that each subroutine
can be improved, extended and elim-
inted separately as needed. The main-
tenance of each module is the assigned
responsibility of one or more key
participants with particular interests
in these subroutines.

(b) Qualification procedures, such as a
sequence of sample problems with
corresponding performance criteria;
such as running times and round-off
error for two or more machines, It .
is also desirable to include a group of
problems which reveal at what point
the performance of the program be-
comes marginal or unsatisfactory.

Some preliminary results of this coopera-
tive effort entailed in NASAP will now be dis-
cussed,

NASAP PROBLEM FORMULATION

From a given network, NASAP constructs
a corresponding block-diagram, often referred
to as flowgraph which relates voltages and cur-
rents of the network elements, The block-dia~
gram may have frequency dependent or time-
dependent, linear and nonlinear, active and pas-
sive elements, Active elements are modeled in
the block-diagram either as voltage or as cur-
rent sources which are controlled by the output
of other sources, '

A passive element is modeled as a special
case of an active element, in which source and
control are of opposite type; namely, a voltage
controlled current source (Y) or a current con-
trolled voltage source (Z), Thus, for each pas-
sive element a choice or dichotomy is necessary
in modeling the network, This choice is con-
strained by requiring that no voltage sources are
in parallel and no current sources in series,

The flowgraph approach, often referred to
as the "dichotomous approach, "' differs signifi-
cantly from matrix oriented techniques. Like
matrix techniques it serves to determine driving
point and transfer functions, but it also provides
valuable insight into problem formulation. An
added feature is that network functions may be
obtained in symbolic form,

The NASAP program constructs a2 unique
flowgraph for a given equivalent circuit, A net-
work element in a flowgraph is represented as a
transmittance G (S) relating two variables X and
Y as in Figure 1, Evaluation of a transfer or

- will not be at all obvious.

X o]

FIG. 1. Open System Representation, ¥ = GX

driving point function is reduced to the determin-
ation of the transmittance between an input and
output node of the resultant flowgraph. For in-
stance, for Figure 3 the problem is to determine
the voltage gain, It is therefore necessary to
determine the transmittance between the input
node of the flowgraph (the voltage across element
1) and the output node {the voltage across element
9). In flowgraph notation this is as shown in
Figure 1 where X =V;and Y =Vp for Figure 3,
For an actual circuit the corresponding flowgraph
will be 2 many noded construction for which G{S)
The computer pro-
gram evaluates this flowgraph by grouping al-
gorithms which permit symbol manipulation within
the computer,

The flowgraph of Figure 1 is open, i,e.
starting at the input node (X) there is no way of
returning to that node in the direction of the trans-
mittances of the flowgraph, Desired is a flow-
graph which has only interdependent variables,
suchas Figure 2, To close the flowgraph a dummy

FIG. 2. Closed System Representation, Y =GX, X =TY

transmittance T is used, The program evaluates
symbolically a closed system containing the un-
known parameter

T([®) =X(8)/Y@) = 1/GE). (1)

It is instructive to interpret this result in terms
of the circuit of Figure 3, To determine
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the voltage gain, the voltage of the input genera-
tor, element 1, is made dependent upon the vol-
tage across element 9, which is the output voltage.
Hence, the desired transfer function V/V; can
be calculated as 1/T(S).

From the constructed block-diagram lin-
ear, piece-wise, stochastic, or non-linear rou-
tines can evaluate desired circuit criteria,
Significant advances result from

(a) Labyrinth and grouping algorithms,
which circumvent combinatorial
schemes used for tree enumeration in
passive networks.,

(b) 'Pagging techniques, which utilize pro-
perties of closed systems, For ex-
ample, in symbolic calculations no
distinction is made between known and
unknown quantities,

{c) Optimization procedures, which elim-
inate from a circuit those design
parameters which do not affect perfor-
mance parameters more than a pre-
assigned level of accuracy, Thus, the
simplest possible model is displayed,
given a set of design requirements,

Network and transfer functions as well as
sensitivity and generating functions are thus ob-
tained symbolically and numerically in the fre-
quency domain, State-space techniques yield the
corréesponding transient response in the time-
domain or in the probability domain,

Various display techniques can be used to
construct Bode plot, pole-zero configuration and
similar design graphs,

N\
NASAP INPUT-OUTPUT AND EVALUATION
ROUTINES

The tutorial description of NASAP to fol-
low will outline the fundamental algorithms and
describe in general terms the mechanics of the
program, viz,:

Coding of equivalent circuit (input
statement)

Construction and evaluation of flow=
graph

Function and operation of available
modular subroutines

Iltustration by example

The Equivalent Circuit

The first step in preparing a circuit for
computer analysis is the construction of a coded
equivalent circuit from the given schematic,

This serves one main purpose: the separation of
all elements into two distinct groups (current
generators coded "'1", and voltage generators
coded "'0"), For passive elements, admittances
and impedances are considered as voltage con~
trolled current generators and current controiled
voltage generators respectively. This dichotomy
or separation of elements into two mutually ex-
clusive groups is essential to the flowgraph con-
struction by the computer.

The elements of the coded schematic are
numbered consecutively as are the independent
voltage nodes, A group of elements selected as
voltage generators is called the "tree'; those
selected as current generators the "co-tree”,

A separation of the network elements into these
two mutually exclusive groups, tree and co-tree,
is made subject to certain constraints imposed
by network physics:

(1) Voltage sources in the circuit are en-
coded as voltage generators, Thus in
the coded equivalent circuit, voltage
sources always form part of the tree,
Conversely circuit current sources are
encoded as current generators in the
coded equivalent and hence never form
part of the tree,

(2) A passive element if contained in the
tree is referred to as an impedance,
(Z). I contained in the co-tree it is
referred to as an admittance, (Y).
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(3) When assigning elements to the tree
and co-tree,voitage sources are never
allowed in parallel or current sources
in series.

Coding of Equivalent Circuits for Computer
Input

The dichotomized equivalent circuit must
be presented as input data to the program in the
form of a matrix specifying circuit topology,
frequency dependence, numerical values, and
dichotomous structure. Table 1 gives this prob-
lem statement for the circuit in Figure 3A.

Each row corresponds to one circuit element
numbered as in Figure 3B, and indicated in in-
put E.

Column A describes the vertex of origin of
E, where the direction of the arrows in Figure
3B specifies the assumed positive direction of
current, Column B specifies the vertex termi-
nation, Thus element 1 hasentry A =1, B=2
to specify the positive direction of current as
flowing from node 1 to node 2. The inputs A and
B thus describe the circuit topology.

Column C indicates the dichotomy of vol-
tage or current control tothe program by the
binary inputs "0" for voliage and '"1" for current,
Input D indicates the element which is the con-
troller. This is the same as E for a passive
element since a passive element performs its
own control function between input and output,
For the active controlled source E = 4, the cur-
rent is controlled by element 3, hence D =3,
Input G serves to complete the dichotomous des~
cription in the same binary manner as C, For
example, from Table 1 and Figure 3B element
3 is'a passive voltage controlled current gen-
erator, a resistor, henceis coded C =0, D =3,
G=1,

As discussed inthe second section (NASAP
Problem Formulation), a closed flowgraph for
the circuit is desired, This is specified in input
H which identifies the unknown parameter, and
indicates how the system is to be closed by the
dummy transmittance T (8), For the example,
the voltage gain is desired, Referringto (1),
X(8) =Vy, ¥Y(8) = Vg and T(S) =V;/V,. Hence
1/T(S) represents the desired voltage gain,
Element 1 is made dependent on element 9 for
this calculation through input H(T) = 1, which
represents 1/T(S) = G(S) for this problem, All
other entries in column H are coded zero,

The use of tagging parameters in the input
serves to indicate quantities which require fre~
quent and rapid identification, Column F lists
the frequency dependence of the element E, tag-
ging SF where F = -1, 0, +1 for electrical net-
works, For example, a capacitor coded as an
admittance has F = +1, since ¥ =SC. Inthis
example all elements are frequency independent,
hence ¥ = 0 in all cases. The program accepts
higher powers of S, hence is useful for electro-
mechanical and mechanical systems,

Column K utilizes another tagging variable
useful for sensitivity calculations, The entry
K = 1 in the input for element 4 indicates to the
program to calculate the sensitivity of the vol-
tage gain to changes in the g of transistor 1,
since element 4 is the controlled current genera~
tor of the transistor equivalent circuit,

Care must be exercised in the specification
of numerical inputs to scale the value of an ele-
ment according to its dichotomous description,
For example, a resistor coded as an admittance
must have as its numerical input a value of con-
ductance rather than resistance, Dependent gen~
erators are coded with the value of the associated
gain,

Construction of Flowgraph

Table 2 gives the output of the computer-
constructed flowgraph in the form of three
matrices V, W, and T, where N equals the num-
ber of elements; here N = 9, These outputs rep-
resent a judicious choice of the constraining
equations for the closed system according to the
tree chosen at the beginning of the problem form-
ulation,

The matrices V and W define the Kirchhoff
voltage and current restraints for the network,
hence represent equations for network inter-
connections, The T matrix defines the set of
differential equations for the network-intra-
relationships for the elements,

For example from Table 2, reading down
column 1 of the W matrix:

I(1) = ~I2) - I(3)

This is the Kirchhoff current constraint at node
1.

1t is to be emphasized that these outputs
are only an intermediate step in the problem
solution and hence serve only a tutorial function
here, They are not visually necessary for the
flowgraph construction and evaluation, since this
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is performed within core, and these intermediate
results are stored and used within core,

Evaluation of Flowgraph

The basic concept in the evaluation of the
flowgraph is the first order loop L (1,n). A
first order loop is defined as a connected se-
quence of directed transmittances through the
flowgraph which touches no node more than once,
Alln =1, ---N first-order loops are consecu-
tively evaluated by labyrinth routines and are
tabulated with their symbolic and numerical
values, The value of a loop is the product of
its constituent transmittances,

A second order loop L(2, n) is defined as
the product of two disjoint first order loops, i,e.
those which have no common nodes, Similarly
a loop of order m, L{m,n), consists of m dis-
joint first order loops. These loops are succes-
sively evaluated and presented in a similar
manner to the first order loops,

For a given closed system a constraint
exists among the loops of the system flowgraph,
If there are N first order loops present, denote
the sum of these loops by H(l) where

N
H(1) = 2 L{i,n) 2)
n=1

Let H(m) be the sum of all L{m,n). I the
highest order loop present is of order M, then

M
HE: (-1)® H(m)=0
m=0 3)
where H(0) = 1 and (3) is defined to be the
topology equation constraint for closed systems
which equals zero, H is thus one plus the signed
sum of all loops present in the flowgraph,

The topology equation takes the form of a
linear function of the fictitious closing para-
meter T, )

H=HMT) +TH =0 @)
where H(T")is that part of the equation devoid
of T

and H(T') is that part deprived of T
(since T appears only linearly, it can
easily be factored out by the computer
using the tagging technique described)

Equation (4) can then be solved for the desired
function G = 1/T yielding

G = 1/T = -H(T)/H(T) )

which is the desired frequency-dependent transfer
function,

Table 3 gives the computer flowgraph eval-
uation for example 1, The columns L(i) and H(i)
give the number and order of the loops starting
with H(D) numbered 0; E(i) defines which of the
nine transmittances are contained in the loops.
The columns T, K, and S indicate the tags for
each loop which are formed as the algebrai sum
of the tags of the constituent elements, Finally,
the numerical value of each loop is listed, with
H(0) 2 1, The transfer function is then formed
according to the procedure outlined above. The
computer does this by forming separate signed
sums according to (3) of those loopg which are
tagged with T = 0 or T = 1 since H(T) = H(T = 0)
and H(T") = H(T = 1), The quotient is then formed
according to (5) to yield Vg = 9,00, Table 4 gives
the calculation of the sensitivity of the voltage
gain with respect to 8, which is discussed in more
detail just below. For now, just note that this
sensitivity = 1, showing that § has a direct effect
on the voltage gain of the circuit,

DESIGN APPLICATIONS
Sensitivity Analysis

The flowgraph approach is particularly
useful in the calculation of sensitivity functions.
We define the sensitivity of a performance
criterion P with respect to a parameter Q as

P dlogP. dp/P
s = dlogQ dQ/Q
Q

The program then calculates the symbolic and
numerical sensitivity function defined above,

The details of the algorithm are not im-~
portant here, but it is important to note that the
technique eliminates the need for numerical
schemes to take the required derivatives, These
are accomplished instead by grouping algorithms
for the symbolic topology equation, (13)

For the problem of example 1, the sensi~
tivity of the voltage gain to variations in g is
required, It can be shown that

Vg zH@E;) >H({K=0)
s = -
8, ZH{FgE ~H(T=0)

which can be obtained from Table 3.
H(f 1) and H{Vg) are the parts of the
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topology equation devoid of 8; and' Vg, A com-

plete description of the sensitivity analysis por-
tion of NASAP is available.

Transient and Frequency Response

A documented subroutine (14) is available
to obtain the transient response of a network
from the calculated transfer function, This sub-
routine produces the response of the network to
impulse, step, ramp and sinusoidal inputs, An
arbitrary input may be specified as an array of
numbers, The outputs consist of a graphic dis-
play of the response as well as a table of num~
bers showing the response of the system at
equally spaced intervals of time,

A plotting subroutine {Bode Plot) is also
available to display the frequency dependent
transfer function over a specified range of fre-
quency giving both magnitude and phase,

Example 2: L-C Filter

To further illustrate the techniques used,
and as an example of a circuit with frequency
dependent elements, consider the L-C filter of
Figure 4A. The dichotomized schematic is
shown in Figure 4B while the flowgraph drawn
from the computer output in Figure 4C is shown
only as avisual aid. It is desired to find the
input admittance of this circuit, and its sensi~
tivity to variations in L2,

L, = 66h
\ C, = 12f
: L, = 50h
Cy = .0083f
® 4 O
B 1T 2 T3 5
®
| 2 3 4 5
v - -
i I
¢ J sL s¢ e
2 3018, |s¢,
(L= =

FIG. 4. Example 2: L-C Filter

The problem statement or input to the pro-
gram is shown in Table 5, which has been formed
according to the rules developed in the subsec-
tion on Coding of Equivalent Circuits for Com~
puter Input, Note particularly row 1 of this
array for whichC =0, D=2, G=1, andH =1,
This indicates that the unknown transmittance is
one which relates the voltage generated by ele~
ment 2 and the current generated by element 1:
the input admittance, Column F of this matrix
containg the appropriate entries for the frequency
dependent elements, For example, element 3
is a capacitor coded as a voltage controlled cur-
rent generator (C=0, G=1) or admittance, has
frequency dependence of 51 hence F (E=3) = +1,
The K =1 in row 2 indicates that the sensitivity
analysis is to be performed with respect to L2,

Table 6 gives the flowgraph evaluation as
before., The transfer function must now be form-
ed according to the tags T=0 or 1, but also group-
ing those terms having the same S tag to form
the appropriate coefficients of terms with like
powers of 8. An additional output here is the
transfer function normalized as to the power of
S and the coefficient of the highest power of S in
both numerator and denominator polynomials,
Table 7 gives the sensitivity analysis, also is a
quotient of polynomials according to the previous
subsection on Transient and Frequency Response.

It should be noted that these are not the
only outputs available, Additional subroutines
factor all polynomials of interest, form a
transient responge and a Bode plot, Planned
sub-routines, as well as further work on the
above routines are discussed in the concluding
section,

CONCLUSIONS

The problem statement of NASAP seems
at first appearance somewhat cumbersome to
use, although with a little practice it becomes
quite easy.

The choice of the tree at the very begin~
ning of the coding seems to be quite critical to
the running time of the problem, There is no
theoretical information available on the best
(least computing time) choice of a tree, but ex-
perience has shown that a closely connected tree
(many voltage generators emanating from one
node) has a shorter running time than one which
is loosely connected, For most practical net-
works, the ground node naturally becomes this
node,
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The program at present handles a linear,
time~invariant circuit with a maximum of 40
elements. Most practical networks can be
adequately approximated by a linear equivalent
circuit only in fairly narrow ranges of operation,
For this reason it is planned to extend the pro-
gram to piecewise linear and non-linear networks.

Flowgraph techniques may be used effec-
tively to reduce the complexity of circuit models,
An optimization technique is to be implemented
as a subprogram which finds and eliminates all
components which contribute to a desired result
less than a pre-assigned value,

The NASAP program has received wide-
spread attention because of its symbolically-
oriented algorithms and its inherently logical
output capabilities, In this respect it has ful-

filled the initial reasons for its development as
a research tool,

Grants and contracts are now in force to
extend and develop NASAP into a useful design
tool. The capacity is being extended to 120
elements, The input formats are being rewritten
to provide automatic generation of the input
matrix. But, since the construction of the matrix
puts the designer in close touch with the circuit
he is analyzing, ‘it has been decided to leave this
automatic generation as an option.

A complete plotting package is being
written for display of the various outputs at the
user's request, A tolerance analysis and a
gengitivity matrix giving the sensitivity of trans-
fer functions of interest to all components now
available as subroutines, are being added mod-
ularly to the main program.,
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TABLE 1 " TABLE 3

Problem Statement for Two-Transistor Amplifier Flowgraph Evaluation for Two-Stage Amplifier

ABCDETFGHK Numerical L{) | H@ E(i) TKS + | Numerical
120910010 .100E +1 0 0 000 + J100E+1
1 1 1345679 {110 - . 100E +5
120220100 .100E -2 2 1 56 000 + . 100E +2
3 1 89 | 000 + L100E-1
120330100 .100E-1 4 2 56 89 | 000 + .100E+0
321340101 . 100E +2 Transfer Function = , 900E+1
Normalized Transfer Function = , 900E +1
321550000 . 100E +4
32066 0100 ,100E-1
421670100 . 100E +2
TABLE 4
420880100 .100E -2
Calculation of Sensitivity Function for
4219909000 . 100E +2 Two-Stage Amplifier
TABLE 2 L{) Numerical 8
Computer-Output-Flowgraph Construction 0 L100E+1 0
HE ) 2 .100E+2 0
v 1 2 3 4 5 6 T 8 9 3 L100E~1 i}
; - - 4 .100E+0 0
i Sum = ,111E4+2
5 - + _ 0 .100E+1 0
S H{Vg) 2 .100E+2 0
7 3 .100E-1 0
8 4 .100E+0 . 0
9 -+
Sum = ,111E4+2
w 1 2 3 4 5 6 17T 8 9
é Sensitivity = , 100E+1
3 -
4 -
5
6 -
7 -
8 -
9
TABLE 5
T2 3 45 6T 8 o Problem Statement For L-C Filter
2 Ty ABCDEFGHK Numerical
g 7z 120210110 .100E +1
8 v 1 121221001 .666E +1
7 120331100 .120E.+1
g ¥ 13044~-1100 .200E-1
9 E 7 3 215656-1000 J120E 43
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TABLE 6 2,

Flowgraph Evaluation For
L-C Filter

L{1)

H({) |1 2 3 4 5|T K S + |Numerical

(=2~ R N S

.100E +1
.666E+0
. 880E +0
.133E-1
+240E +1
«160E+1 4,
4 L192E+1

A

DO et s A D
OrHMOOOWO
o D RO
ORNO NS

668 +1,687T -

Transfer function = ey
.8808% + 2,9 +2.4572

Normalized Transfer function =
S +2,428

2 +2.72

.75
st 13,318

TABLE 7

Sensitivity of Voltage Gain of L-C Filter
to Variations in Ly

L{i) Numerical s

H(Lg) 4

0 J100E+1 0
. 240E+1 -2

H(Zin)

Sum =, 100E+1 + {, 240E+1)5™2

.100E+1 0
.880E+0 2
L133E-1 0
. 240E +1 -2
L192E+1 0

D WO

Sensitivity = 1.14

Sum = (,880E+0)82 + 2.9 + (. 240E+1)5 72
82 12,40 10.

st 13,3182 + 2,72

1.
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SUMMARY

The basic features, of ten autometed nonlinear
transient circuit analysis programs are listed and
the values of each of the femtures discussed from
a potential user's viewpolnt. The features com-
pared for each program include the types of analy-
sis performed, the types of elements handled,
built~in models, the computers on which the pro-
grams are operational, documentation, program
availability, user convenience, special features,
and mathematical solution formulation.

INTRODUCTION

This paper compares the major features of
several digital computer programs for nonlinear
transient circuit anslysis. The features of the
programs are presented from the user's viewpoint
and include discussions of the capabilities, limi-
tations, and availability of each program.

There are in existence a number of transient
eireuit analysis computer programs. Most of these
programs can be applied to Trensient Radistion
Jiffects -on Electronics (TREE) problems. Since
there is no current, comparative documentation on
the capability, limitations, end availability of
these programs, the Defense Atomic Support Agency
%l)I»\SA) requested the Air Force Weapons Laboratory
ATWL) review the programs in existence.

APPROACH

This survey complements earlier surveys by
Wirthl in 196} which briefly compared PREDICT,
NET-1, CIRCUS, MISSAP, and ECAP; by Dickhaut® in
1965 which compared PREDICT, NET-1, and CIRCUS;
and by Pritchard3 in 1965 which compared TRAC with
PREDICT, NET-1, and CIRCUS. Programs reviewed
previously have been modified, new programs have
been developed, and several other industry- and
university-developed programs have become of gen-
eral interest tl’xrough recent listings in tech-
nical journals, ts5

Information for this survey was primarily
gathered from a questionnaire which was sent to
sixteen different government laboratories, cor-
porations, and universities which were knowm to
have developed sophisticated circult analysis
programs .

The questionnaire was formulated to gather
information in a concise form about all aspects of
the program of interest to a potential user of
the program. The questionnaire consisted of seven
sections:

b e o

Officer

ons Laboratory
Kirtland AFB, New Mexico %

I. Capsbility of the Program: This section
was concerned with the types of analysis per-
formed (ac, de, transient), kinds and number of
elements handled, and built-in model capability.

II. Computer Compatibllity: This section
asked on which computers the progrem was opera-
tional, in what language the program was written,
the size memory required, and questions concerning
the status end documentation of the program.

III, Rediation Effects: This sectlon was con-
cerned with special features of a program for
hondling radiation effecis problems.

IV. Use, Convenience, and Flexibllity Fac-
tors: This section was concerned with input and
output formats, restrictions on ecircuit topology
specification, and general features such as re-
run options.,

V. Mathematical Details: This section was
concerned with the types of solution formulation
and integration routines used in the program,

VI. Availability: This section was concerned
with the availability of the program and the pro-
cedure for obtaining the progrem.

VII, Additional Informstion: This section
asked for @ user's wenual and a sample problem
run for each progrem.

RESULTS

From the information obtained from the ques-
tionnaires,¥ ten programs are categorized ss auto-
mated nonlineer transient circuit analysis pro-
grams, These programs are automated in that they
formulate the circuit equations from topological
and component data and perform the solution cal-
culations to provide a transient or time history
andlysis of the circuit. The programs are also
powerful enough to include nonlinear elements
(capacitors, resistors, inductors, or voltage
or current sources) used to model active elec-
tronic devices.

The names of the ten programs included in
this survey are given in Tsble I along with the
names of the originating organization and

*See Acknowledegments seetion of this paper and
references 6 through 13.
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government sponsor. A comparison of the major
features and capabilities of the progrems is shown
in Tables II through IV,

DISCUSSION

The program features are compared in Tables
II through IV. The following is a user-oriented
discussion of these features. As seen in Table TI
all programs except PREDICT provide a steady-state
de solution, Bach program uses an iterstive tech-
nique, usually a modified Newton-Raphson to obtain
the dc solution. This provides .an efficient means
of obtaining the initial conditions required for a
subsequent transient anelysis. Two of the pro-
grams, the General Network Analysis program and
the MISSAP I also provide nominal ac¢ solutions and
frequency or Fourier analysis.

One of the first concerns of a transient
analysis 1s the initiasl conditions of theé circuit.
For all programs, except PREDICT, the initial con-
ditions for the transient analysis can be sutcmat-
iecally calculated by the de solution portion of
the program. For PREDICT the dc solution can be
obtained by a separate "power supply-turn-on"
transient run. AlL of the programs except CIRCUS
and the General Network Analysis program provide
Tor entering user-supplied initial conditiens.
This Teature is particularly useful for circuits
which the dec iterative solution fails to converge
and the circuit initial condition must be approxi-
mated from measurements or separate transient runs

An importent feature of each program is the
type of elements or components which mey be
entered., All of the programs readily accept con-
stant valued resistors, capacitors, inductors, and
constant end time-varying voltage sources. AlL
except NET-1 also include constant and time-
varying current sources. All except TAG and TRAC
provide for entering inductive coupling through
mutual inductance, These elements along with
built-in models for active devices provide an
adequate tool for describing most standard dis-
cret component transistorized circuits. For
applications such as modeling new semlconductor
devices, more flexibility is required. For these
applications it ig important to be able to define
functionally-variable elements and enter these in-
to the program. Several of the programs provide
for this by allowing variable elements defined by

a table (F ) equation (P g, or subroutine (F,),
as shown in Tabl

An indication of the maximum size of the cir-
cuit which may be entered is shown in the next two
columg of Table II, This varies from 30 nodes for
the General Network Analysis program and 60 ele-
ments for the Oklehoma State fnalysis program, to
300 nodes for the SCEPTRE program and 600 elements
for the NET-1R program. For some of the programs,
additional limits are placed on the number of each
type of element, while others limit only the total
number of elements or nodes.

The CIRCUS, General Network Analysis, NEL-1R,
and TRAC progrems include fixed built-in models

for active devices. These models are considered
fixed models in that they cannot readily be
changed by a user. The built-in transistor and
diode models of these programs are nonlinear tran-
sient Ebers-Moll models and are essentially the
same for each of theseé programs.

MISSAP III built-in models are defined in
subroutines which can be changed by & user. Other
programs, PREDICT, SCEPTRE, STRAP, and TAG do not
include bullt-in models. 7For these progreams ac-
tive devices are entered by user-defined equiva-
lent circuit models either as part of an overall
circuit, or in the case of SCEPTRE, from a user-
defined model library tape.

The last column on Table II indicates whether
models or model parameter data may be stored and
called from & model library tape. The SCEPTRE-
slored model feature is unique in that the stored
model is user defined and may have up to 25 exter-
nal terminals.

Table III indicates the computers on which
each of the programs are operational, the language
it is written in, the extent of the documentation;
and the availability of each program.

If a program is capable of solving & particu-
lar problem and is operational on an available
computer, whether or not the program is used may be
determined by how difficult the program is to use.
All of the programs have been designed to be used
by engineers without requiring the services of a
programmer. All of the programs use an engineer-
oriented input language. In general, the less
restrictive, easier to use progrems provide for a
free~-field input as indicated in Table IV,

An exasmple free-field SCEPIRE input is shown
in Figure 1. The input for this circuit would
look similar for CIRCUS, with commas replacing
the dash and equal signs, and for NET-1 with
blanks replacing the commas, dashes, and equal
signs, The input for PREDICT would be similar
except the transistor would have to be specified
as equivalent circuit elements and defining equa-
tions. STRAP would also sppear similar except
variable element values would be entered in a
subroutine.

An example of the free-field subroutine for-
mat of MISSAP III is shown in Figure 2.

TAG also uses a free-field subroutine format
which is flexible, but less convenient to use.
TRAC uses a fixed field formet for element speci-
fication plus the use of auxiliary FORTRAN equa-
tions for delining nonstandard elements or outputs.

An economically important feature is a save
and continue feature that permits the user to
save the results of a transiernt run in a form
that permits the run to be continued from that
point, This is particularly valuable for analyz-
ing large circuits which mey require several
minutes of computer time for a few microseconds
of problem time and where the circuit recovery
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time cannot be estimated accurately. ALl Pprograms
except General Network Analysig\and MISSAP IIX
have this feature,

R3=1.5K8

T1=2HO14A

CIRCUIT DESCRIPTION (1)

ELBMENTS
Rl,1-2=1

B2, 2 - b =19

R3, 5 -3=1.5

T, L-5=10

ET, 4 -1 =10

T, 2 - 1 - 3 = MODEL 2N91La (Pﬁ;ﬁw)
OUTPUTS

VR3, VR, VCXTL, PLOT
RUN CONTROLS

STOPTIME = 500

RUN INITIAL CONDITIONS
END

Fipure 1, Example of SCEPTRE Input Format

Another convenient feature of most of the
programs is one that permits the circult analysis
to be rerun automatically, with circuit parameter
changes (clement value, transient foreing fune-
tion, ete.) by requiring only specification of the
changes.

For all the programs, transient output is a
time history of the circuit response. Some of the
programs such as CIRCUS, General Network Analysis,
and NET-1R essentially provide only node voltages
and somiconductor junction currents and voltages
as output. PREDICT provides only el®ient currents
and voltages as oubput. Other programs such as
SCEPTRE, 'PAG, and TRAC also provide for additionsl
user-defined outputs which are combinations of
clreuit variables. Using this feature, quantities
such as element power dissipation and voltage
between erbitrary points in a circuit are readily
available for output. MISSAP III provides a
unique méthod for specifying output by inseriing
voltmeters and ammeters in the circuit and then
printing these "meter readings” as output.

Most of the programs provide for plotted re-
sults as well as printed listings as shown in the
"plots” colum of Table IV. Some of the programs
such as CIRCUS and SCEPTRE provide plot informa-
tion which can be processed by user installation
supplied plot routines to ebtain additional plot-
ted results,
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5V
1 KHz
Sine Wave

SUBROUTINE CKT 1
DIMENSION MEM (1000)
COMMON MEM

CALL MISSAP (61, k0, 1000)

CALL E (2, 6, 3, 1.5, 0, 1,0B-3, 1000., 0)

CALL ¥ éa, 6, 1, 1, 1,0E-3)

CALL T (2, 4, 2, 15, 1.0E-6, 0.98, 1.0E-7, 39.5)
CALL R (%, 6, 330.0)

CALL C (X%, 6,

0.05E-6, 0.7, 0)
cATL R (15, 8, 1800.0}

CALL DC (8, 6, 12.0)

CALL Vv (15, 8, 2, 1, 1.0E-3)
CALL, QRUN (0, 5.0E-3, 5.0E-k)
RETURN

END

TFigure 2, Exemple of MISSAP III Input Format

The next four columns of Table IV indicate the
solution termination options available for each
program. Most of the programs provide for solu-
tion termination when the problem response time
limit specification is reached, when a specified
computer machine time limit is reached, and when
the solution time step increments decrease below
a minimum limit. MISSAP IT1I, SCEPTRE, and TAG
a’lso provide for termination when circuit vari-
ables exceed user-speciflied limits.

One of the major uses of these programs is
providing circuit nuclear radiation response
calculations, A1l but three of the programs,
MISSAP III, Oklehoma Slete Systems Anelysis, and
TAG vere either designed or have been adapted
specifically for radiation effects applications.

Somé of the programs provide directly for
radiation effects analysis as shown in Table IV
by including photocurrent generators in the built-
in semiconductor device models. These programs
also usually provide a simple format for entering
radiation effects data. These progroms also pro-
vide for entering or caleulating radiation in-
duced device model parameter changes.

The remanining columns of Teble IV indicate
the basic approach used for the equastion Formulas-
tion and solution by each of the programs. Tor
the transient solution either s state varisble
(capacitor voltage and inductor current) or nodal
(edmittance welrix) Tormulation is used. Gener-
ally, an explicit numeriecal integraiion routine



is used with the state variable formulation. Gen-
erally, for the nodal formulation, implicit inte-
gration by including recursive difference approxi-
mations in the admittance matrix is used for
solution with an asccompanying lteration solution
technique for nonlinearities and dependent sources
at each solution time increment.

There are other important aspects of these
programs that have not been -included in this paper,
One is the relative solution efficiency of the
various programs. Previous comparisons have shown

differences of up to a factor of ten in the comput-

er time required for different programs to cal-
culate the same circuit response -on a similaxr
computer. Although efficiency is important, its
accurate evaluation requires that all programs be
run on the same computer for a family of circuit
problems.

CONCLUSTONS

The programs reviewed were guite similar in
capabllity of anslyzing most transistorized cir-
cuits. The entering of most cirenlt data is con-
venient and quite similar for CIRCUS, NET-1R, and
SCEPTRE, with TAG and TRAC probably the least
convenient.

Conslderable diflerences in the flexibility
of the programs were noted. CIRCUS, General Net-
work Analysls, end WET-1R programs are fairly
inflexible in that only fixed value elements are
permitted outside of -the built-in models. The
other programs dre capable of processing func-
tionally variable elements and s0 are useful for
performing modeling work. However, the ease of
entering variable elewents varies considerably be-
-tween programs. Only PREDICT, SCEPTRE, and STRAP

make provisions for describing variable élements in

simple engineer-oriented language.
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TABLE I--AUTOMATED NONLINEAR TRANSIENT CIRCUIT

ANALYSIS PROGRAMS, ORIGINATORS, AND SPONSORS

Program Originator Sponsor
CIRCUS Boeing Company

(Circuit Simulator)

General Network Analysis Lockheed US Navy
Program Sunnyvale, Calif

MISSAP III Michigen State University

{Michigan State Systems Bast Lensing, Michigan

Analysis Program

NET-1R {Network Analysis Los Alamos Scientific TASL {AEC)
Program, Radiation Laboratory and Braddock, HDL, US Army
Versions Dunn, & McDonald, Inc

Oklahoma Stete Systems Oklshoma State University

Analysis Program Stillwater, Oklahoma

PREDICT (Prediction of IBM Corporation ATWL, USAF
Rediation Effects by Owego, New York

Digital Computer

SCHPTRE (System for Cir- IBM Corporation AFWL, USAF
cuit Bvaluation and Pre- Owego, New York

diction of Transient

Radiation Effects)

STRAP (Simplified Tran- Douglas Aircraft Co.

sient Badiotion Analysis Santa Monica, Calif

Program)

TAG (l‘ransient Analysis Jet Propulsion Laboratory | NASA

Generator)

Pasadena, Calif

TRAC (Transient Radiation
Analysis by Computer)

Autonetics
Anaheim, Calif
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CONVENIENCE, SPECIAL FEATURES, AND MATHEMATICAL DETAILS
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“A USER'S VIEW OF-ECAP "

By

* LEONARD DANKER® {1
| Bendix Radio Corp,, Baltimore, Md, -

Mr.” Danker is a Scientific Engineering Programmer
for the Bendix Radio Division of the Bendix Corporation.
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aided circuit design and analysis programs, Formerly
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the IBM System 360 - Model 50, IBM 1401 and CDC G-20
computers,

Mr. Danker was awarded a B, S, degree in Electrical
Engineering in 1965 from the City College of New York,
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1620 CARDS -~ BCD CODE

The circuit cards that have a BCD Code can
still ve used with System 360 if a card with the
following characters is inserted in front of the
eircuit deck.

# B C D Colums ledi-

411 the following circuit decks will be as=
sumed in the BCD mode unless a ney mode card of
the following form is encountered.

#EBCDIC Colums 1«7

This card returns the system to the
EBCDIC 360 mode.

DC = AC TRANSIENT CPTIONS

The following calculation can be made in
all three types of analysis:

CODE

1. NODE VOLTAGES W or Volteges
2. ELEMENT CURRENTS CA or Currents
3. ELEMENT VOLTAGES oV
L. ‘BRANCH CURRENTS BA
5. BRANCH VOLTAGES BV
6. ELEMENT POWER LOSS BP

1 ERRCR

The control card 1 ERROR= P is available in
all three analyses.

A summation is made of the currents at all
nodes amd if the SUM of the unbalances is greater
‘han the 1 ERROR value the unbalances and the
branch currents are printed.

DC ANALYSIS OPTIONS

I Partial Derivatives and Sensitivity Co=
efficients

The partial derivatives refer to the rate
of change of voltage at a particular node
with respect to a circuit parameter in a
particular branch. The four partial de-
rivatives available in DC analysis are the
following:

i - node

1o 3%
Ry

J =~ branch

Rj is a Resistor in branch -J

-107~

N67-22632

2. 3B, B 3 is a voltage source in branch 3
2 J

3. 2Ei I‘.j is a current source in branch }
ER

be DE
“_1 OM, is transconductance in branch j
vomy, I

The sensitivity coefficients are defined
as the change in node voltage for a one=-percent
change in the branch parameter, The four sensi-
+ivity coefficlents avadlable in DC amalysis are
the following:

i - node J = branch
1. 2E; x El.

2Ry 100
2. JEy x]EJ‘
BEj 100
ey
29Iy 100

b 28 ot
QGMj 100

Tolerance data mst be supplied in the
following manner for a worst case solutions

B = 1000, (900., .1100,} or R=1000.(.1)
E=20. (194, 21.) or E=20.(+05)

The worst case maximum solution is de=
fined as the sum at the k" node as

oF
+2 X AP
EK z&. oF. P

where all the termsaaél‘ A Pi are positive.
A

Ex- nominal value.

Pi « Nominal value of parameter

Pay Pi « Tolerance of the parameter

If a worst case minimum solution is de=
sired, all the terms are negative.

After the nominal solution has been cal~
culated, parameter values are chosen for
the worst case minmimum solution. For the
minimm solution, the minimum value of a



parameter is chosen if its partial derivative is
positive. If the partial derivative is negative,
the maximum value is used. A new solution for
node voltage is made using the new parameter
values. The partial derivative is calculated
again, and if a sign change from the nominal case
is encountered, a warning message ‘is printed out.
This warning message indicates that a true worst
case minimm has not been found.

Next, the worst case maximum solution is
obtaineds The procedure is the same as that of
the minimum solution except that if the partial
derivative is positive, the maximum parameter
value is substituted and if the partial dee
rivative is negative, the minimum parameter
value is substituted. Again, if a sign change
in the partial derivative is encountered, a
warning message is printed out and the true worst
case maxirum has not been found.

III. Standard Deviation

The calculation of standard deviations
requires that the user supply the?! 3 standard
deviation values of the circuit parameters.
These values are entered the same way that
tolerance data is entered. An assumption is
made that the circuit output variables are
linearly related to -the parameters, so that
the partial derivatives are nearly constant
over the range between maximum and minimum
values of the parameters.

DC-AC OPTIONS
Parametric Variation

Parameters can be varied only in DC and AC
analysis. For example, to change a ‘branch that
contained a resistor

BL N(0,1), R=10

another two cards of the following form would be
placed after the last branch card.

B 13 %(5,0), R=500 LAST BRANCH CARD
MORIFY

B1 R=5(3) 20
PRINT, VOLTAGES
END

The resistor in branch 1 would be incre-
nented from § to 20 ohms in 3 steps (5.}per
step)s The node voltages would be printed out
for each increment.

4 single value could have been substituted
in the following manner
MODIFY
Bl R=20

Miscellaneous

The MISCELLANEOUS output block indicator
can be used in DC and AC analysis only.

When MISCELLANEOUS is encountered in a DC
analysis print command, the nodal admittance
matrix, equivalent current vector, and nodal ime
pedance matrix will be printed.

In an AC analysis, only the nodal admit=
tance matrix and the equivalent current vector
will be printed if MISCELLANEOUS is encountered
in a print command,

AC OPTIONS
Frequency Variation

Frequency variation can be either linear or
geometric. For linear frequency variation, the
following two cards are entered

MODTFY
FREQ= P1 (+F2)E3

FL = starting freguency
P3 = end frequency
P2 = number of steps
For geometric frequency variation, the
following two cards are entered
MODIFY
FREQ=F1 (P2)F3
P1 and P3 are the same as above

P - multiplier

TRANSIENT ANALYSIS OPTIONS
Time Dependent Voltage and Current Sources

The card containing the source information
goes behind the branch that the source is low
cated ins The card format is the following

Xon  (K), PO, Pl, P2, ... Pn,

Xcanbe E or I nn = branch number

K= TIME STEFS the source value is specified.
PO, P1, P2, ...Pn=source values at selected

time intervals.
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Equilibrium

Periodic Source If an EQUILIERTUM control card is placed
T after the print statement, only the steady state
Xnn  P(X), PO, PL, P2, ... Pn solution will be printed out.

indicates a periodic ‘source

2 ERRCR
Sinusordal Source
e The 2 ERRCR= P card determines the time
nn SIN (TP), V1, VO, TO within which switch actuation takes place. The
actuation will teke place in P x TIME STEP of
the TIME STEP in which actuation occurs.
—TOR & TP
1
¥

3 ERRCR

The card 3 ERRCR =P can reduce the time
step after an initial condition solution. If
P>1, no reduction of the time step takes place.
L vo If P¢1l, then the first time step immediately

after the initial condition solution, is sub-
divided into four parts.

I80<L
0l s580% b
S
-
2 A |4
13.2 B 480 0.6

PNP

TRANSISTOR <

CIRCUIT )

éseo

L
- [N $2300
23003 2

p

— -
op—
r
@
3
1%
-3

Tt
B=i50
CIRCUIT 3
CIRCUIT 2 14
LOW PASS FILTER 0
2 |
1
A i+— | 2
Ol ut
2.5 14 SWITCH IS OPENED
000001 l . 10 l AT T=0
. 15923 uf \ Vo 04=2.5

fo
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CIRCUIT 4

TRANSISTOR SWEEP CIRCUIT

e
107K
bS

THREE REGION ‘PNP I LT I ¢
TRANSISTOR EQUIVALENT | -
| CIRCUIT L |
(.1, 10M) 480 1 .
2 A—s A _IGH s <
; (12.5K, 30M}
1000 N O 1 R
+
P
CIRCUIT 5

COMMON EMITTER TRANSISTOR CIRCUIT

‘ ‘élOOO

(30M,16) 230M l

BETA=150

25 50 10025 150 200 250
SEC

TRANSISTOR 3 )
| EQUIVALENT c | T
330*‘3 l(PNP) | I
l '2'5’(? ® | s
| +
! L8 | o |
2 | A P
L
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PROGRAM DESIGN FOR SCIENTIFIC COMPUTING

By
DR. K. ERHARD WITTMER

Dr. Wittmer received his Dipl. ~Ing. in Electrical
Engineering from the Institut of Technology, Aachen, Ger-
many in 1959. {n 1962 Dr, Wittmer received his Dr. -Ing.
degree in Electrical Engineer, also from the tnstitut at
Aachen,

In 1959-1962 Dr. Wittmer was a Research Fellow at the
Institut, and in 1962-1963 he was an Assistant Professor at
the Department for the HF and UHF Techniques, also at the
Institut.

Since 1963 Dr. Wittmer has been with Bell Telephone
Laboratories, incorporated.

At the Institut of Technology, Aachen, Dr, Wittmer
was engaged in research in microwave techniques and network
theory, At the Bell Telephone Laboratories he has been con-
cerned with the development of computer programs for engineer-
ing design and analysis.

From 1965 he has been heading a group concerned with
the application of computers in the engineering design process.
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PROGRAM DESIGN FOR SCIENTIFIC COMPUTING
by

K. E. WITTMER
Bell Telephone Laboratories, Incorporated
North Andover, Massachusetts

ABSTRACT

The design of computer programs is a very
essential part of computing and coften it
does not receive enough attention to guar-
antee economical computer usage.

Scientific computing is reviewed from the
standpoint of the computer user.

Program design considerations are presented
with emphasis on the development of appli-
cation programs.

Important program design principles are
demonstrated by means of a user-oriented,
special-purpose network analysis program.

Because of review complications, Dr. Wittmer
was unable to submit his complete paper in
time for publication.
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