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ANALYSIS OF MPD ARCS WITH NONEQUILIBRIUM IONIZATION*

R. K. Seals, Jr., and H. A. Hassan
North Carolina State University
Raleigh, North Carolina

Abstract

A quasi one-dimensional analysis of the MPD arc which takes into consideration finite rate processes and allows for a variable area is presented. Starting from low subsonic velocities at the entrance, the governing equations are integrated through the transonic region into the supersonic region for an argon propellant at low mass flow rates. The results of the calculations presented here were terminated at approximately the same distance. Comparison with the measurements of Ref. 3 shows that the calculated electron temperature agrees well with experiment; however, the velocities are underestimated by a factor of about 2.

1. Introduction

In a recent review article, Nerheim and Kelly1 stressed the limited progress that was made in understanding the thrust mechanism and in defining the proper test environment for MPD arcs. This situation is due mainly to the lack of uniform and detailed diagnostic measurements, especially within the engine itself, and to the complexity of the analytical problem.

Because most of the uncertainties seem to be associated with low mass flow devices, the calculations presented here, which are based on a quasi one-dimensional model, are carried out for low mass flow rates. The governing equations are the conservation equations of mass, momentum, and energy of the various plasma constituents2; thus, the analysis takes into consideration an electron temperature different from the gas temperature, ion slip, finite ionization rates, and heat loss. The geometry and magnetic field distribution are those of Ref. 3 which are typical of existing devices.

In the MPD arc, the propellant enters at low subsonic velocities and somewhere within or outside the device the Mach number becomes supersonic. Thus any realistic model must cope with the problem of carrying the integration through the sonic singularity. Since the sonic point is a saddle point, numerical integration through such a point is very complicated, especially when the electron temperature is different from the gas temperature.

The complexity of the analytical model is due, in part, to the nature of the sonic singularity. In this work a method has been found whereby one can remove such a singularity. This is achieved by utilizing the momentum and energy fluxes, instead of the velocity and temperature, as the dependent variables.

The magnetic field distribution given in Ref. 3 is limited to a range of about two anode diameters downstream of the exit plane. Because of this, the calculations presented here were terminated at approximately the same distance. Comparison with the measurements of Ref. 3 shows that the calculated electron temperature agrees well with experiment; however, the velocities are underestimated by a factor of about 2.

2. Formulation of the Problem

A. Qualitative Formulation

Since a one-dimensional model is employed to analyze the flow in the geometry shown in Fig. 1, it would be desirable, as a first step, to recall some of the pertinent results of the one-dimensional compressible flow theory4 in the variable area ducts. The first concerns flow with heat addition; when heat is added to a flow in a variable area duct, the sonic velocity occurs somewhere in the divergent section. This means that in an MPD arc where the heat input is being added at the rate of \( j \cdot E \) per unit volume, the assumption that the sonic velocity occurs at the throat is not valid.5 Also, heating accelerates a subsonic flow and decelerates a supersonic flow.

The second result concerns the interpretation of the experimental data; if the exit velocity is sonic or supersonic, a disturbance outside the duct cannot influence the flow within the duct. The above result implies that, if the tank pressure is below a certain critical value which results in a sonic or supersonic exit, the thrust should be independent of the test environment. If, on the other hand, the thrust varies with the tank pressure, then this would imply that the exit Mach number is subsonic.

In this work, the motion of the various species is referred to the center of mass; thus the Mach number and sonic velocity refer to the mean motion. For smooth transition from subsonic to supersonic, the combined influence of the \( j \times B \) force and area change must outweigh the net power input.
Because it is not possible to infer the location of the sonic point from available experimental data, a variety of models for the MPD arcs are explored here. Thus, for a given geometry, magnetic field distribution, mass flow rate, and total current, the first model assumes that power addition takes place within the engine only. Outside the engine, it is assumed that the plasma is magnetically contained. A wide range of entrance conditions was investigated and it was found that, in the absence of losses (other than radiation), the calculated power density was such that the maximum Mach number attained within the electrode region was unity. A calculation of the total power input showed that it was a small fraction of the total power input. Thus, one is tempted to conclude that the maximum Mach number within the engine is unity. This, however, may not be the case because wall losses and the fact that not all the power is added within the engine may be such that a transition to supersonic velocities can take place within the engine.

Experimental and theoretical evidence suggests that in most cases large currents and potential gradients exist in the plume and that losses represent a significant fraction of the power input. Thus, a representative one-dimensional model should allow for the existence of a virtual anode extending downstream of the engine, and power losses. The shape and extent of such a virtual anode and the magnitude of the power loss cannot, however, be determined from one-dimensional considerations and some assumptions must be introduced.

The second model employed here assumes that outside the electrode region the plasma is magnetically contained and the virtual anode coincides with the magnetic nozzle. It should be noted that, within the framework of one-dimensional theory, such an assumption does not predetermine the acceleration mechanism. To specify the extent of the virtual anode, one needs to specify the power input; the virtual anode extends to the point where the computed power input equals the specified power input. Beyond this point, it is assumed that no energy is added to the plasma. The power loss in the supersonic region was chosen in such a way as to ensure an increasing Mach number. In the subsonic region, the power loss was assumed to be some fraction of the total power.

B. Analytical Formulation

The analysis is based on the conservation equations of a singly ionized monatomic gas. For steady flow, the species continuity equation can be written as

$$\nabla \cdot (n_s \mathbf{v}_s) = \nabla \cdot (n_s (\mathbf{v} + \mathbf{v}_s)) = R_s$$ (1)

where $n_s$, $\mathbf{v}_s$, and $R_s$ are number density, mean and diffusion velocity, and production rate in particles/volume of species $s$, respectively, while $\mathbf{v}$ is the mean velocity of the entire mixture. The over-all continuity equation is obtained by multiplying Eq. (1) by $m_s$, and summing,

$$\nabla \cdot (\mathbf{v}) = 0, \quad \rho = \sum n_s m_s$$ (2)

where $m_s$ is the particle mass of species $s$. For the plasma under consideration, the dominant ionization reaction is

$$A + e \rightarrow A^+ + e + e$$

Opposing this is the recombination reaction,

$$A^+ + e + e \rightarrow A + e$$

where $A$ denotes an atom, $A^+$ an ion, and $e$ an electron. Based on these reactions,

$$R_e = R_i = -R_a = \left( n_e n_a - \frac{1}{2} n_a^2 \right) f(T_e)$$ (3)

where

$$K = 2 \frac{g_i}{g_a} \left( \frac{2 \pi m_e k T_e}{h^2} \right)^{3/2} \exp(-I/k T_e)$$ (4)

and

$$f(T_e) = \left( \frac{8}{m_e k T_e} \right)^{1/2} \frac{1}{k T_e}$$

where $g_i, g_a$ are the degeneracies of the ground states of the ions and atoms, $k$, the Boltzmann constant; $h$, Planck's constant; $I$, the first ionization potential; $T_e$, the electron temperature; and $Q$ is the ionization cross section.

In a one-dimensional analysis, where wall effects are neglected, the contribution to the number flux from diffusion, $n_s \mathbf{v}_s$, is usually neglected. When the resulting equation is combined with Eq. (2), one obtains

$$\nabla \cdot \mathbf{v} = R_i, \quad n = \sum n_s$$ (6)

where $a$ is the degree of ionization defined by

$$n_e = n_i = a, \quad n_a = (1-a) n$$ (7)

and $n$ is the number density of the nuclei.

The momentum equations give, in addition to the mean velocities, the ion and electron current densities. If the viscous stresses are neglected, the over-all momentum equation can be expressed as

$$\frac{D \mathbf{v}}{dt} + \nabla P = \frac{1}{\rho} \mathbf{J} \times \mathbf{B}, \quad \rho = \sum n_s \gamma B_s T_s$$ (8)

where $P$, $\mathbf{J}$, and $\mathbf{B}$ denote, respectively, the pressure, current density, and magnetic field strength. The expressions derived by Cowling for the ion current density and the
total current density are employed here. Assuming that collision cross sections of charged particles are much larger than cross sections of collisions involving neutral atoms the current densities can be written as

\[ J = \frac{\sigma_0}{w_{ie}^2 (1 + \lambda^2)} \left( \lambda [\dot{E}^* - \frac{\dot{E}^*}{B} - \frac{\dot{E}^*}{B}] \right)^2 + \sigma_0 \left( \frac{\dot{E}^*}{B} \right)^2 \]

with

\[ \lambda = (\frac{w_{ie}^2}{1 + \lambda^2} - 1) \frac{1}{\lambda} \]

\[ J_1 = [\lambda - (\frac{w_{ie}^2}{1 + \lambda^2} - 1)] \frac{1}{\lambda} \]

\[ E^* = \dot{E} + v \times \dot{B}, \quad \sigma_0 = \frac{\pi}{2} \frac{n_e}{m_e}, \quad w_s = \frac{eB}{m_s} \]

\[ Z_{st} = (3/2n_s Z_{st}) \left( \frac{2kT_0}{m_s} + \frac{T_0}{m_t} \right)^{-1/2} \]

where \( \dot{E} \) and \( Z_{st} \) denote the electric field and diffusion cross section, respectively.

Three energy equations are needed to determine the electron, ion, and neutral temperatures. However, since the mass of the atom is almost equal to the mass of the ion, the assumption is usually made that the ion and neutral temperatures are equal. Thus, two energy equations are needed and these will be chosen as the over-all energy equation

\[ \rho(D/Dt)[H + (v^2/2)] + \nabla \cdot \vec{q} - \vec{J} \cdot \nabla = 0 \]

and the electron energy equation,

\[ \nabla (\rho_e \vec{v}) = \vec{E} \cdot \vec{J} - \frac{e}{m_e} \vec{E} \cdot \vec{v} - IR_1 - \vec{v} \cdot \vec{q}_e \]

\[ + \frac{(n_e m_e / m_s)^{1/2}}{m_1} \left( \frac{3k(T_1 - T_e)}{m_1} + \frac{J \cdot J_1}{\rho e^2} + \frac{\nabla \cdot \vec{v}}{\rho e^2} \right) \]

where

\[ H = \frac{1}{m_e} \frac{5}{2} T_k n_s T_s + I_n e \]

\[ \rho_e v_e = \frac{5}{2} k n_0 T_e + I_n \]

and \( \vec{q} \) and \( \vec{q}_e \) are the total and electron heat flux vectors, respectively.

The one-dimensional equations are obtained from the above equations by letting

\[ \vec{v} = \vec{I}_x u_x + \vec{I}_\theta u_\theta, \quad \vec{J} = \vec{I}_x J_x + \vec{I}_\theta J_\theta, \quad \vec{B} = \vec{I}_x B_x + \vec{I}_\theta B_\theta, \quad \vec{E} = \vec{I}_x E_x + \vec{I}_\theta E_\theta \]

Expressions for the various collision cross sections and the radiative heat loss are discussed next. The ion-electron cross section is obtained by assuming that charged particles' collisions follow Coulomb's law.

In this case, the resulting expression depends on the cut-off distance. Using Spitzer's suggestion, one can write for argon,

\[ Z_{ie} = 2.96 \times 10^{-16} e^{-2} \]

\[ \times ln[3.441 \times 10^6 (\theta_e^3 / n_e)^{1/2} \]

where

\[ \theta_s = kT_s / I \]

The ion-atom collision cross section was calculated from Cramer's data. The resulting expression for argon can be represented as

\[ Z_{ia} = 16.385 \times 10^{-15} \left[ 1 - \frac{0.0032}{0.401} \right] \]

\[ \times ln(7.88 \theta_e) \]

Following Petschek and Byron, the ionization cross section is assumed to have the representation,

\[ Q(t) = a_{ea}(t - 1), \]

\[ a_{ea} = 4.375 \times 10^{-6}, \text{ cm}^2 / \text{erg} \]

The resulting expression for \( f(T_e) \) is in good agreement with that obtained by Lin using tabulated data in Massy and Burhop.

The quantities, \( \vec{v} \cdot \vec{q}_R \) and \( \vec{v} \cdot \vec{q}_{eR} \) represent the heat loss by conduction, \( \vec{v} \cdot \vec{q}_d \) and \( \vec{v} \cdot \vec{q}_{eR} \) and radiation \( \vec{v} \cdot \vec{q}_{eR} \). For an optically thin plasma, an expression for the radiation heat flux was given by Lin:

\[ \vec{v} \cdot \vec{q}_R = \vec{v} \cdot \vec{q}_{eR} = \frac{\pi}{2} (\alpha / 1 - \sigma) L_1 + \sigma L_2 \]

where, for argon

\[ L_1 = 1.647 \times 10^{-6} (1 + 2 \theta_e)^{-1} \exp(1 / \theta_e) \]

\[ + 1.0206 \theta_e^{-1} + 3 + 6 \theta_e (1 + \theta_e) \]

\[ L_2 = 0.49 \exp(0.3 / \theta_e) \]

and \( \eta \) is a number between zero and 1; the zero value corresponds to the case of a dense gas at low degree of ionization while the unity corresponds to the case of a highly rarefied gas at high degree of ionization. In the calculation reported here, \( \eta \) is chosen as 0.6.

In problems of discharges, it is desired to calculate the flow field, current densities and the components of the electric field for a given current (or voltage), mass flow rate and magnetic field distribution. To relate the total current to the current densities, an integrated form of the charge conservation equation,

\[ \vec{v} \cdot \vec{J} = 0 \]

will be employed. If \( R \) designates the radius of the anode at \( x = 0 \), \( R_C \), the radius of the cathode, and \( x = x_p \) denotes the tip of the cathode, then from Fig. 1 and Eq. (21), one
can write
\[ A_0 j_x + 2\pi R_0 \int_0^x j_t dx = -j_T \]
where
\[ j_T = J(x/x_o)^2, A_0 = \pi (R_o^2 - R_c^2), x \leq x_o \]
\[ j_T = j, A_0 = \pi R_c^2, x \geq x_o \]  
(22)

where \( J \) is the total current and \( t \) is some constant. Using Eqs. (9) and (14), it is seen that Eq. (22) gives a relation between \( E_x \) and \( E_r \) from the consideration that both the anode and cathode are constant potential lines. Thus, since

\[ (\Theta/\partial x)dx + (\Theta/\partial r)dr = -E_x dx - E_r dr \]

one may write, approximately,
\[ E_x = -E_r(dR/dx) \]  
(23)

where \( R \) designates the radius of the cathode or anode. It should be noted that Eq. (23) is not valid across the device. The third method assumes that the voltage is given; this gives an additional relationship between \( E_x \) and \( E_r \). There is always the possibility of assuming that one of the current densities is zero. Such possibility, however, was not investigated here.

The first and second procedures result, for a given total current, in a voltage that varies with the axial distance. Also, in such cases, one cannot predict the extent of the power input region because the total power input is not given. These difficulties do not arise when both the voltage and total current are given.

It is assumed here that the plasma is magnetically contained outside the engine. The shape of the magnetic nozzle can, in principle, be calculated from the magnetic field distribution given in Ref. 3; however, the \( B_r \) measurements are not detailed enough outside the nozzle. Because of this, the shape of the magnetic nozzle is obtained from considerations similar to those given in Ref. 13. From the requirement that

\[ \int B \cdot dA \]

through the nozzle be constant, one concludes that \( B \propto 1/A \). If it is further assumed that the magnetic field is produced by a single coil of radius 'a', so that, along the axis, \( B < [1 + (x/a)^2]^{-3/2} \); hence,

\[ A = A_o [1 + (x/a)^2]^3/2 \]

A is determined from the consideration that when \( x = x_o \),

\[ A = A_o, \text{ where 'e' denotes exit conditions.} \]

Thus,

\[ A/A_e = [(1 + (x/a)^2)/(1 + (x_e/a)^2)]^{3/2} \]  
(24)

Thus, the magnetic field distribution employed is that of Ref. 3 for \( B_x \), and for \( B_r \) inside the nozzle, \( B_r \) is determined from the equation

\[ B_r/B_x = dR_m/dx \]  
(25)

where \( R_m \) is the radius of the magnetic nozzle which can be calculated from Eq. (24).

3. Results and Discussion

The calculations were carried out for argon using the geometry shown in Fig. 1. The mass flow rate and total current were chosen as 0.02 g/sec and 450 amps, respectively, \( t \) in Eq. (22) was chosen as 3, and the initial pressure was assumed to be 0.33 mm of mercury.

For a given total current, magnetic field strength, and mass flow rate, one does not have enough information to calculate both \( E_x \) and \( E_r \). The three cases discussed here were: (i) \( E_r = 0, E_x \neq 0 \); (ii) \( E_x = 0, E_r \neq 0 \); and (iii) \( E_x = -E_r(dR/dx) \). Two sets of calculations were carried out for each of the above cases. In the first set, it was assumed that \( \nabla \cdot \Phi_c = \nabla \cdot \Phi_e = 0 \); in the second set, \( \nabla \cdot \Phi_e = 0 \), \( M = 1 \) occurs at the nozzle exit, and no power is added in the plume.

The first set assumes that

\[ \nabla \cdot \Phi_c = (1-\epsilon)\nabla \cdot \Phi_j, \nabla \cdot \Phi_e, c = (1-\epsilon)\nabla \cdot \Phi_j \]  
(26)

where, in the subsonic region, \( \epsilon \) is a given constant, and in the supersonic region, \( \epsilon \) is selected in such a way so as to insure an increasing Mach number. In this case, the location of the sonic point is not known a priori, and a virtual anode is assumed so that power is added in the plume.

Typical results for case (i), i.e., \( E_r = 0, E_x \neq 0 \), using the above computational schemes are shown in Figs. 2-4. The curves labelled \( \epsilon = \epsilon_l = 1 \) refers to the case of zero conduction losses while the curve labelled \( \epsilon_l = 1 \) indicates that conduction losses in the subsonic region are zero. The cut-off point in these figures corresponds to the location where \( T_i \) is about 100 K. Comparison of these results with the measurements of Ref. 3 shows that electron temperature predictions are in good agreement with experiment but the velocity is underpredicted by a factor of about 3; an electron temperature of 30,000 K at 40,000 K and a velocity of 12,000 m/sec were measured in Ref. 3. Figure 5 compares the axial velocity for cases (i) and (iii) with \( dR/dx \) based on the anode diameter. It is seen that there is a slight increase in the axial velocity when both components of the electric field are not zero. The results for case (iii) also indicate a higher rotational velocity but a lower electron tem-
perature. No improvement in the axial velocity was noticed when the calculations were carried out for case (ii). In all of the above calculations, the actual power supplied to the arc was of the order of 0.6 kW; this is responsible for the low axial velocities.

The other alternative to the above approach is to assume a given voltage. The measured voltage is about 45 volts. Because MPD arcs can operate in more than one voltage mode, the calculations were carried out for voltages of 45 and 20 volts. Figures 6-8 compare the axial velocity, rotational velocity, and degree of ionization for the two voltages, and Fig. 9 compares the axial velocities for various values of \( \varepsilon \) in the subsonic region. From these figures it is seen that the degree of ionization and axial velocity are higher for the 20-volt case and the axial velocity increases with a decrease in \( \varepsilon \), which is the value of \( \varepsilon \) in the subsonic region. (Further decrease in \( \varepsilon \) results in subsonic flow throughout.) For the cases investigated, the actual power input was in the range of 0.6-1.1 kW.

The above results follow from the consideration that, for efficient heating and ionization, the flow must be subsonic. Thus the higher axial velocities and degrees of ionization are characterized by a delayed transition to supersonic velocities and more power going into the arc.

Although the delay in transition to supersonic velocities has a large influence on the axial velocity, degree of ionization, and efficiency, the rotational velocity seems to be influenced more by the value of \( E_R \). Thus, for the case where \( E_R = 0 \), \( \varepsilon = 0 \), the rotational velocity was insignificant; while for the case where \( E_R \) was not zero, the rotational velocity was a large fraction of the axial velocity. In general, the rotational velocities will not behave as indicated in Fig. 7 because of the expected conversion of rotation into axial motion. If one assumes that the rotational energy is converted into axial motion, the resulting velocity is about 6000 m/sec or half the velocity measured in Ref. 3.

The calculations also indicate that the current densities have a peak in the neighborhood of the cathode tip; however, they do not exhibit any unusual behavior in the transonic region. In general, the Hall current densities were less than axial and radial current densities; a result which is in agreement with Powers' measurements.

For all the cases considered in this investigation, the power input up to the point where the calculations were terminated did not exceed 4 kW; this is much less than experimentally determined values. This discrepancy in the power input, which is responsible for the axial velocity being off by a factor of 2 to 3, may be a result of the following factors. The first is the neglect of second ionization; however, degrees of ionization calculated did not exceed 25%, and for such values the second ionization is not expected to be important. The second is that the wall losses are more than has been assumed here; this would result in higher power inputs and delayed transition to supersonic velocities. Based on the calculations carried here, the transition would have to take place outside the nozzle. In such a case, the possibility of gas entrainment exists and the effective and metered \( \Delta P \) will be different. Thus, there is a distinct possibility that the actual flow rates are higher than metered flow rates. An increased mass flow rate can partially account for the discrepancy because more power is needed to bring about transition to supersonic velocities.


The results of the calculations point to the conclusion that most of the published data on MPD arcs refer to situations where transition to supersonic velocities takes place outside the engine. If this is the case, then a three-dimensional model would be needed to explain the published data. The results also suggest that improved performance can result if transition to supersonic velocities is delayed. On the other hand, to avoid any uncertainties regarding the flow rate and to reduce entrainment, the transition to supersonic velocities should take place within the nozzle. The design that meets both of these requirements is the one where the sonic velocity occurs at the exit.
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Figure 1. Schematic of MPD Arc

Figure 2. Axial Velocity vs. Distance 
$(E_r=0, E_x ≠ 0)$

Figure 3. Electron Temperature vs. Distance 
$(E_r=0, E_x ≠ 0)$
Figure 4. Degree of Ionization vs. Distance ($E_r=0, E_x\neq0$)

Figure 5. Axial Velocity vs. Distance

Figure 6. Axial Velocity vs. Distance ($\varepsilon_1 = .8$)

Figure 7. Rotational Velocity vs. Distance ($\varepsilon_1 = .8$)

Figure 8. Degree of Ionization vs. Distance ($\varepsilon_1 = .8$)

Figure 9. Axial Velocity vs. Distance ($V = 20$ volts)