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I. Ii?TRODUCTION 

" 

a 

c The objectives of the research done under t h i s  grant have been: 
/ 

f " (1) t o  implement the NA8AP program (Network - - Analysis fo r  as tens  &- 
I, 

p l i ca t ion  grogram) on an SDS-940 time shared computer, (operated by 

TYMSHARE INC.) subscribed t o  by the University of Santa C l a r a ;  (2)  t o  

extend the  sens i t i v i ty  analysis portion of t he  program; ( 3 )  t o  develop 

a nonlinear analysis portion for the program; and ( 4 )  t o  study t h e  topo- 

log ica l  methods used i n  IJASAP. Reasonable progress tuward these ob- 

jec t ives  has been accomplished and is  evidenced by two M.S. theses 

[1,2] and f ive  r e l a t ed  papers 13-11. 

The IJASAP program as implemented by the  University of Santa Clara 

is  i n  four par ts .  

NASAP I and I?ASAP 11, i n  order t o  handle problems of reasonable com- 

plexity.  

as output the T, W and V matrices [ 8 ]  which are  s tored on a f i l e  f o r  in- 

puts t o  NASAP I1 or NASAP IV. 

The or ig ina l  progrm- w a s  semented i n t o  two portions,  

I3ASAP I accepts the coded description of the network and y ie lds  

KASAP I1 finds the first and higher order loops of t h e  flowgraph 

and produces transfer functions, i d t t e n c e  functions and Bode sensi- 

t i v i t y  functions i n  the  f o m  of rat ios  of polynomials. 

NASAP I11 f inds  the roots o f t h e  charac te r i s t ic  equation, the 

residues at the roots,  root s ens i t i v i t i e s  and weighted root sens i t iv i -  

ties. 

plemented on the  SDS 940. 

This program is operating on an IBM 1130 and has not y e t  been im- 

NASAP I V  i s  a time-domain state space anal- 

y s i s  program. It uses t h e  output of NASAP I. By using an augmenta- 

t i o n  technique a t i m e  domain solution i s  obtained. "his program at pre- 

. -  . . .  .-. - 

' .  



2 

sent handles r e s i s t i ve  nonlinearit ies of t he  piecewise continuous, 

sinusoidal and exponential var ie t ies .  

developed t o  handle hysteresis  functions . 
A t  present an algorithm is  being 

V 

E.S. Vattuone, "Sensit ivity Specifications as a Design Criterion," 
M.S. thes i s ,  Univnrsity of Santa Clara, 1968. 

G.J. Sauer, "Computerized Monlinear Circui t  Analysis ,I' 
University of Santa Clara, 1968, 

M.S. t hes i s ,  

F.!.!. Verduyn and S.P. Chan. "ComDuter Evaluation of Network Per- 
formance by a Topological Flowgraph Technique ," Proc. F i r s t  Asilomar - Conf. on Circuit  - and Systems, 1967, pp. 699-709. -- 
W.R. Dunn, Fr, ,  and S.P. Chan, "On the  Choice of a ' B e s t  Tree' i n  
the  Flowgraph Analysis of  Ketworks ," Proc. F i r s t  Asilomar Conf . 
on Circui t  and Systems, 1967, pp. 710-720. 

R. Nunoz and SOP. Chan, "Efficiency i n  t he  Use of a Computer fo r  
Network Analysis," Proc. F i r s t  Asilomar Conf. on Circui t  and 
Systems, 1967, pp. F E 3 5 T  

- 

- 

W. €3. Dunn, Jr. and S.P. Chan, "An Algorithm for Calculating the  
Gain of a Signal Flovgraph," 
on System Sciences, 1968, p. 

F. Rode and S.P. Chan, "Computer Evaluation of Topological Formulas 
f o r  lletwork Analysis ,I1 ?roc. F i r s t  Hawaii Internat ional  Conf . on 
System Sciences, 1968, p. 

Proc. F i r s t  H a w a i i  Internat ional  Conf. - - _I__- - 
-- -- 

\?.\I. Happ, "Flowgraph Techniques fo r  Closed Systems," IEEE Trans . 
Aerospace and Electronic Systems, v AES-2, fl3, My 1966, pp. 252-264. 
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I1 THEORY 

IIflRODUCTIOM (1 ] 

- - 
v1 

'e 

I1 

. . . 

. . 
11. 

From network topology it is  known t h a t  f o r  a l i n e a r  ac t ive  network 

with dependent sources the following equation can be writ ten.  

0 

0 

-I (s 
Q Ee 

and the  control  re la t ionship (CR) equations. Matrix Bf is the  funda- 

m n t a l  c i r c u i t  ( f - c i r cu i t )  rcatrix ~tnd Q 

l i n e a r  graph corresponding t o  t h e  network. 

i s  the  f-cutset aatrix of the f 

Submatrices Y and X express 

both the VCR and the CR equation;. Ie v1 ... Veil ... is  the var iable  

vector f o r  the  edge voltages and currents of the l i n e a r  graph ( e  i s  the 

t o t a l  number of elements). 

and voltage-generators respectively i n  the network. 

be represented by a Yason f lowpaph [2],  141 the  properties of which 

I ( s i  and E,(") are the  independent current- a 
Equation (1) can 

are given below. 

1. Properties of t he  Flowgraph 

Each va r i a l l e  i n  the vector  V ... V,Il 0 . .  le is  represented 

The eources defined by 14ason [2] ,  [ h ] ,  are the  "known 

There are e voltage nodes ( top row) and e current nodes 

by one node. 

variables." 
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(bottom raw) i n  the  flawgraph. 

governs t h e  relationships between the voltage nodes; and the KCL matrix 

The KVL matrix equation, BfVe(s) = 0, 

equation Q I ( 6 )  = 0, indicates  the relat ions between the current nodes, 

The VCR matrix equation gives the "vertical" node-relations i n  the form 
f e  

Vi = ZiI i  or  Ii = YiVi, where atransmit tance 2. is  directed from a 1 

current node Ii 

from Vi t o  Ii f o r  the latter. 

pendence. 

t o  a voltage node Vi; o r ,  similarly, Yi is directed 

The CR equation gives the  generator de- 

Dependence of a dependent generator on a control l ing element 

i n  the  network i s  given by a transmittance from the control l ing variable- 

node t o  the node of the controlled element. 

tance i s  the "control-constant." If a variable x is a function of 

The gain of t h e  transmit- 

il 
x * x = a .  i. ljxi, then a transmittance 

xJ; the  gain associated with the  edge is a 

w i l l  clarify the procedure for  obtaining the  flowgraph. 

edge is directed frorr node xi t o  node 

The following example 
i j  

2. Example of a FlowRraph. 

From the equivalent network in Fig. 1, the flowgraph i s  t o  be 

obtained. A f t e r  t he  l i nea r  graph has been found a t r e e  T is chosen 

containing all the  voltage-generators and possibly some passive elements ; 

T = (1,4,7) where edge 

4 and 7 are paasive elenerits. 

stated: 

I is an independent voltage-Wnerator, edges 

The KVL matrix equation can now be 



Fitq.1 EquivaLent network N 

e =  7 
V = Q  

7-= ( I , 4 >  7 )  

+ 

F i g .  2 Linear Graph 

* Pig.  3 Flowgraph 

i 
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I n  the  flowgraph, the  chord voltage i n  an f -c i rcu i t  is  expressed i n  term 

of the  branch voltages. 

Similarly t he  KCL matrix equation, QfIe(s)  = 0, is: 

where 

terms 

- 1 1 0 0 0 0  

0-1 1 1  1 0  
0 0 0 0-1 1 [ 

f o r  the flowgraph the  

of t he  chord currents 

V4 = Z414 

v7 = Z717 

0 

O S  1 

X 

branch current i n  a 

. T h e  VCR equations 

= Y V  I2 2 2 

= Y V  I3 3 3 

[o 1 

f-cutset i s  

are : 

( 3 )  

expressed 

( 4 )  

in 

I5 = Y5V5 

f o r  branches and chords respectively. The control (CR) equation yields:  

'6 = %nV4 (5) 

The flowgraph for eq. 2,3,4 and 5 is  shown i n  Fig. 3. 

The flowgraph, and the  l inear  graph are  equivalent descriptions 

of the  same network; i n  the first the  "dichotomous" character is exp l i c i t ,  

because each element is  represented with two variables V. and I . A SO- 1 

l u t ion  for the unknown variables i n  terms of the  known sources is  ob- 

ta ined by evaluating the flowgraph. Using Mason's gain formula 121, 141, 

t h e  gain G can be expressed as: 

G = x / x  
j i  

where xi is the  independent source node and x 

shown i n  Fig. 4. 

i s  the variable node as 3 
A closed flowgraph [61-[10] is formed, when a trans- 



xJ to node "i 
mittance j is  added which is directed from norie 

(j is used as a tagging parameter [lo]) and 

=%I G = 1/j = ( 7 )  

c 

which i s  known as Shannon's gain formula [ 5 ] , [ 9 ] ,  where H ( 1 )  is the  

summation of gains over all loopsets containing 3 ,  and H(o) i s  the  

summation of gains fo r  a l l  loopsets devoid of j . 

ROOT SENSITIVITY [2] 

When sens i t i v i ty  functions are desired i n  terms of a parameter k, 

the transmittance can be w r i t t e n  i n  the  form 

where A(s) 

B(s) is t he  numerator coefficient of k ,  C(s) i s  the portion of the 

denminator devoid of k and D ( s )  is the denominator coeff ic ient  of k . 
The zeros of t h e  denominator are found by d e t e d n i n g  the  roots of the  

equation C(s) + k D ( s )  = 0. 

may be rewri t ten as 

is the portion of the  runerator &?void of t h e  parameter k, 

For a simple root at  r t h i s  equation i' 

C ( s )  + k D ( s )  = ( s  - r.)M(s) = 0 (9 1 
1 

where N(s) 

Thus, f o r  a small change i n  k, we have 

represents the product of t h e  other roots of the equation. 

C ( s )  + (k  $. Ak) D ( s )  = (s - r - Ari)H*(s) (10) i 

i 
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where A r i  denotes the  change i n  ri due t o  t h e  change i n  k and 

Nr(s) corresponds to H(s) with the change i n  k taken i n t o  account. 

Evalvating at S = ri 

By taking the  limit as Ak + 0, N*(ri + A r i l  + N(ri) and . 

For a root ri of order n : 

Taking the  (n-l)st derivatives with respect t o  s : 

where F ( s )  is a combination of derivatives of N(s) multipled by 

powers of (s - ri) . For an incremental change i n  k: 

a”-’D( s 
asn-’ i 

dk = -n: N(s) d.ri + n! (s-r )d IY(s) 

2 + 2(s-r.) F(s)dri  + (s-ri) d F(s) (15) 
1. 

C(s) vanishes i n  (15) because it i s  not a function of k . 
Evaluating (15) at s = ri 
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‘s = ri 

It is noted t h a t  n! N ( s )  evaluated as s = r j  i s  the  nth deriva- 

t i v e  of C(s)  + kD(s) evaluated at  s = r4 . Therefore (12) and 

(16) can be wr i t ten  i n  the form: 

where n is the order of the  root at ri . (17) may be used i n  any 

of the  various forms of root s ens i t i v i t i e s .  

TIE AUGMENTED STATE NATIIIX EQUATIOE 3,4 1 

The canonical form of the s t a t e  vector equation for l i nea r  systems i s  

e 

x = -  x = A x + B z ,  - (18) d t  - - - 
where 5 is  an n-vector containing t h e  n state variables of the  

system, 

of the  system, t h e  A mat r ix  is of order n x. n and t h e  order of t h e  B 

matrix is n m . The elements of the  A and B matrices a re  constants 

determined from the  system parameters . 

1 is  an m-vector containing the forcing functions o r  inputs 

The s t a t e  vector equation can be wri t ten 
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I '  

* can be employed, and the  Then an augmented s t a t e  vector ; r ~  = (2, 

s t a t e  vector equation written i n  augmented form: 

( 2 0 )  

This requires t h a t  the  forcin? functions be constant. 

ing  forcing functions m u s t  be quantized f o r  calculation, and the  time 

in te rva ls  f o r  calculations must be suf f ic ien t ly  short  t h a t  no la rge  

change i n  any forcing f'unction occur durine the calculation time inter-  

val. The augmented A matrix A* i s  defined as 

Thus tine vary- 

which allows the  augmented s t a t e  matrix equation t o  be w r i t t e n  i n  

the  forn: 

which has the solution: 

y(t+Tj = y(t), (23) 

where T i s  a time interval and e is  defined from the Ttaclaurin 

expansion of e" with x = A*T: 
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A B C  

0 0 0  

0 0 0  
L 

@(T) is cal led the t r ans i t i on  matrix. The augmentation is necessary 

t o  perform the multiplications involved i n  forming the t r ans i t i on  matrix 

+(TI. 

calculat ion of the s t a t e  variables 

of the  inputs II, 

each ins tan t  of time. 

The augmented state matr ix  equation is ef fec t ive  only f o r  t he  

- x and is  not valid f o r  t he  calculat ion 

which must be specif ied from another information at  

The method used t o  t r e a t  nonlinear systems i s  a straightforward 

I n  t h i s  case the  s t a t e  equa- extension of the  method described above. 

t i o n  is 

x = AX + BU + CV - - I 

where - v is the k-vector of the nonlinear outputs and C is a constant 

matrix of order n x k . Here the outputs of the nonl inear i t ies  are  

t r ea t ed  &s forcing functions. This results i n  an augmented s t a t e  matrix 

equation of the form: 

(26) 

As the augmented A matrix contains no infomation concerning o r  

-9 v bath are considered constant during a calculation. For va l id  
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- 
4) 13 
0 .  

1 
7 

results it is  necessary that  nei ther  - u nor 1 change s igni f icant ly  

during any calculation t i m e  interval.  Equation (26) can be solved by 

finding the t r ans i t i on  matrix 

cated by eq. (24) . 
Q(T) fo r  a given t i m e  i n t e rva l  as indi- 

The resul t ing difference equation is: 

i X - 
U - 
V i - + 12 

I 

0 

(27) 

This equation y ie lds  va l id  information only concerning the state 

variables.  Again t h e  value of 5 must be determined by spec i f ica t ion  

of input values. 

output vector, f romthe  describing models of the nonlinear elements. 

The nonlinear elements are functions of the  state variables 5, 

i n g  functions 2 and the  nonlinear outputs 1 . 
ment has a nonlinear model which is symbolically wri t ten  

It is a l so  necessary t o  obtain x( t+T)  , the  nonlinear 

t he  forc- 

The jth nonlinear ele- 

The interact ions between the  nonlinear elements then requires some 

i t e r a t i v e  procedure be used t o  determine x(t+T), using z(t+T), - u(t+T) 

and - v(t+T) . 

11 [I] F.M. Veduyn and S.P.  Chan, 
formance by a Topological Flowgraph Technique," Proc. .- F i r s t  Asilomar - -  COnf . on Circui ts  - and Systems, 1967, pp. 6 9 9 - 7 0 3 7  

E.S. Vattuone, "Sensit ivity Specifications as a Design Criterion," 

Computer Evaluation of Betwork Per- 

121 
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M.S. Thesis, University of Santa Clara, 1968. 

S.P. Chsn, Introductoly To 010 i c a l  Analysis of E lec t r i ca l  Networks, [SI 
Holt, Reinhart and Winston, + 19 9, ch. 7. 

It [ 41 G. J. Saur, Computerized Nonlinear Circui t  Analysis ,'I M.S. Thesis, 
University of Santa Clara, 1968. 

4 
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111 USING 1JASA.P FOR CIRCUIT AIU.LYSIS 

" 

3.1 INPUT CODING 

The network topology, parameter values, inputs and desired outputs m u s t  

be entered as input t o  IWAP I i n  a par t icu lar  form. 

o r  row of t e n  variables which describe each element. The first nine of 

t h e  variables are entered i n  input format 12, and the  tenth i n  input for- 

mat E11.3. The preliminary procedure i s  as follows: 

The form i s  a list 

Draw a directed graph of the c i r cu i t .  

d i rect ion defines bot'n t h e  posit ive sense of current through the  

branch (posi t ive current i s  i n  the assigned d i rec t ion) ,  and t he  

direct ion of voltage r i s e  across the  branch (pos i t ive  voltage r i s e s  

i n  the assigned d i rec t ion) ,  

must be incllrded as a.! edge (branch) of t h e  graph. 

Number all vert ices  (nodes) of the  graph, wi th  t he  reference node 

as number 1. 

Number a l l  edges (branches) of the  graph. 

Choose a t r e e  w i t h  the  following p r i o r i t i e s :  

(a)  

The assigned edge (branch) 

Tne input voltage o r  input current 

A l l  controlled voltage sources and input voltage sources are t o  

be included i n  the tree. 

A l l  controlled current sources and input current sources a re  t o  

be excluded from t h e  tree. 

If the  desired output is the  voltage across a ce r t a in  branch, 

t h a t  branch should be included i n  the  t r ee .  

I f  t he  desired output is  the current through a cer ta in  branch, 

(b) 

( c )  

(d)  

t h a t  branch should be excluded from t h e  t ree .  
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If the voltage across a cer ta in  branch controls a dependent 

source elsewhere, t h e  branch having the  controll ing voltage 

across it should be included i n  the t ree .  

If the  current through a branch controls a dependent source 

elsewhere, the  branch containing the controll ing current 

should be excluded from t h e  t ree .  

A f t e r  a l l  t h e  above have been considered, all possible capaci- 

t o r s  should be included i n  the t r ee .  

A l l  possible inductors should be excluded from the tree. 

The tree is  coEpleted when there  is a branch ccnnecting every 

nade and no closed paths ex i s t ,  The t r e e  should be completed 

w i t h  resistances if possible, 

ductors can be included as a last resort .  

For nonlinear c i r cu i t s ,  items ( g )  and (h )  take precedence over 

items ( c ) ,  (a), ( e )  and (f). 

If t h i s  is not possible in- 

Once t h i s  procedure has been completed the  input matrix can be 

generated. The input matrix consists of a t e n  column by e-row matrix 

where e is the  nuuber of edges (branchesl i n  the  network graph. Each 

row describes a s ingle  element by the following t en  terms: 

A,[IVO( J) 1": The vertex (node of or ig in  of the directed branch*# 

J. That is, the directed branch J is directed away 

from vertex (node) IVO(J). 

* bracketed terms are the  variable names i n  NASAP 

**The voltage rise across a branch and t h e  current through the branch 
are defined as posit ive i n  the assigned direct ion 
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B,[IVT(J)]: 

c , [ ICO(J) 1 : 

The input format used is  12, two decimal integers  

corresponding t o  the assigned number of vertex I V O ( J )  

If the  number is less than LO, it may be w r i t t e n  as 

(space) N or ON, i e  -6 f o r  vertex #6 .  

The t a rge t  vertex (node) of t he  directed branch J. That 

is ,  directed branch 3 is directed toward vertex (node) 

IVT(J) . t he  input format i s  12. For example i f  branch 

3 is directed frcm vertex 2 t o  vertex 5, t he  coding f a r  

A and B i s  e i ther :  

Indicator of type of control l ing variable. 

directed branch J is controlled by a voltage ICO(J) = 00. 

The input format is again 12. 

w i l l  c l a r i f y  t h i s  term: 

0205 o r  -2-5. 

If the  

The following examples 

A passive t ree  branch has i t s  own voltage controlled 

by its current so t h a t  i t s  control i s  a current:  

IC0 (J ) =01 

A passive link has i ts  own current controlled by i ts  

voltage, so t h a t  i t s  control  is  voltage: 

An ac t ive  element controlled by a voltage has 

I C O ( J )  = 00 

ICO(J) = 00 

An ac t ive  element controlled by a current has 

ICO(J) = 01 

If t h e  output is a current ,  t h e  input i s  considered t o  

be current controlled: 

If t h e  output is a voltage, t h e  input is  considered 

t o  be voltage controlled: 

ICO(J) = 01 

ICO(J) = 00 
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D, [ IDD(J ) ] :  This t e r n  is  the  number of the controllinG branch, or 

fo r  an illput source it iden t i f i e s  the transmittance desired. 

For CL passive elexent IDD(J) = J. 

controlled by b r e c h  k,  IDD(J) = K. 

12. 

For en ac t ive  element 

The input format i s  

For an input source where the  transferrence between 

i tself ,  (J) , and the output taken from element E is  the  

desired transmittance of t h e  analysis ,  I D D ( J )  = E. The 

input format is 12. 

This is J, t h e  Given number of the  branch, t he  format is 12. 

This is t h e  frequency dependence of the  branch: 

For res is tance I E T ( J )  = 00 

For inputs IST(J) = 00 

For capacitors 

(a) 

(b) 

For induct o r  s 

(a) 

(b)  

For a tree branch IGE( J) = 00 

For a t r e e  l i n k  I G E ( J )  = 01 

E,[IEZ(J)]: 

F,[IST(J)]: 

i n  tree branches IST(Z) = -1 

i n  tree links IST(J) = 01 

i n  tree l inks  IST(J) = -1 

i n  tree branches IST(J)  = 01 

G, [ IGE(J)  f : 

H , [ I J T A G ( J ) ~  For the input source IJTAC(J)  = 01 

For all other branches IJTAG(J) = 00 

K, [ I K T A G ( J )  1: For sens i t i v i ty  analysis,  t h i s  term iden t i f i e s  t he  var iable  

element or parameter. 

for a l l  other branches IWAG(J) = 00. 

For the  var iable  branch IKTAG(J)  = 01, 

L 



This is  t h e  parmeter  value r e l a t ing  t h e  branch 

var iable  (current  f o r  a l i n k  and voltage f o r  a tree 

branch) t o  i ts  control, exclusive of frequency depen- 

dence. 

For a l i n k  resistor Z ( J )  = 1/R 

The following w i l l  clarif 'y t h i s :  

For a tree branch r e s i s t o r  Z(J) = R 

For a l i n k  capacitor Z ( J )  = C 

For a tree branch c a p c i t o r  Z ( J )  = 1/C 

For a l i n k  inductor Z ( J )  = l / L  

For 8 t ree  branch inductor Z ( J )  = L 

For an input source Z ( J )  = 1.0 

For a current source i(J) control led by a v o l t q e  V(K) 

(i.e. i = r). v ) Z(J) = gjk 3 '.jk k 
For a current  source i(J) control led by a current i(K) 

aj k 
( i . e . ¶  i j - - ajk i k ) Z ( J )  = 

For a voltage source V ( J )  controlled by a voltage V(K) 

8jk* (i .e.> v j  = 9 v ; "jk k Z ( J )  = 

For a voltage source V ( J )  controlled by a current I ( k )  

(i.e., vj = rjkik) Z ( J )  = rjko 

For a nonlinear element Z ( J )  = 0.0 

The input format for Z ( J )  is E 11.3 which is  of t h e  form: 

where E+XX indicates posrer of t e n .  . There can be -up t o  
I 

LO s ignif icant  d i g i t s  m d  t h e  decimsl pognt 12ay be placed 

'anywhere i n  the  field. I f  t he  deci-mal point i s  omitted 

.it i s  placed t o  the left of t h e  third last  d i g i t .  



EXAi4PLE 

The circuit shown In f i z .  1 has the network graph shotm in  f i g .  2,  

and the chosen tree is sh0T.m i n  f i g .  3 .  

Assuming that the desired output i s  the voltage across element 7, 

and 'we are interested in the sensitivity of the voltage gain to the 

gain of the active element ( 6 )  the following input matrix is obtained: 

A B C D E F G H K Z  

0102000701000001001.0 

020300020200010000.010 

030100030300010000.001 

0103010~0~-10000001. ooc+08 

0304000505010100001 00E-10 

040100040600010001. io0  

010401070~000000001.00~+03 
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Fig. 3.1. EXAMPLE CIRCUIT 

Resistance in ohms, capacitance in PF. 
, 

. 2  

Fig. 3.2 DIRECTED NETWORK GRAPH 
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3.2 IJASAP I 

Input data f o r  the  iJASAP I pro,yram is  first loaded in to  a f i l e  

named /TEST/ by means of the EDITOR operating system. 

da ta  can be typed d i r ec t ly  in to  ed i tor  o r  read from paper tape i n t o  

EDITOR. Here it is temporarily stored at vhich time chanyes i n  t h e  

input data may be made if  necessary. Once the input data is i n  its 

f i n a l  form, it is  wri t ten onto the  f i l e  nmes /TEST/ f o r  permanent 

storage. 

I n i t i a l l y ,  t h i s  

The IJASAP I profymn, at execution t i m e ,  t r i l l  read t h e  input da ta  

from the  f i l e  /TEST/. After the NASAP I program has completed its 

calculat ions,  it outputs information per t inent  t o  t h e  execution of 

IVASAP I1 onto a f i l e  named /DATA/. 

stored u n t i l  IiASAP I1 or  KASAP IV is executed, at  which time f i l e  /DATA/ 

w i l l  be read t o  obtain input datttn. fo r  GASAP I1 or EASAP I V .  

The folloving is a complete l i s t  of instructions.  

Here the data from P Y G A P  I is 

STEP 1: LOG-IN 

The usual log-in procedure is followed. 

The computer w i l l  then t-ype 3 dash(-) i n  the  far l e f t  margin when 

it is ready for i t s  first instruction. 

is i n  t he  EXECUTIW mode of operation. 

This indicates t h a t  t he  computer 

STEP 2: LOAD DATA Imo  EDITOR 

a) After the  dash i s  typed by t h e  computer, t h e  user then types 

t h e  instruct ion "WITOR" follotred by a carr iage return.  

Once i n  EDITOR, tfie c o q u t e r  types back an a s t e r i sk  i n  t h e  

f a r  left  margin and then waits f o r  t h e  next instruct ion;  

b) 



22 

t h i s  T r i l l  be t o  read t h e  teletype. 

The i q u t  data can be e i ther  typed i n  or read i n  by t he  

paper tape reader. 

by turning the console switch on the  left  of t h e  te le type  t o  

START. 

key and the  alphabetic D key simultaneously; t h i s  will indi- 

c a t e  the  end of the input data. 

i n t o  EDITOR where it w i l l  be stored temporarily. 

c )  

The paper tape reader is act ivated 

A t  the end of t h e  input data ,  depress t h e  control  

The data is now loaded 

-EDITOR c r  

*READ TELETYPE: c r  

Type i n  data" o r  read i n  data f'ron! the paper tape reader. 

for each row of the input data is 912,El1.3. A 0 (zero) i n  column 2 

of t h e  roit after t h e  last rov of data w i l l  indicate t o  the  TIASAP I 

program t h a t  there  is no more datz. Push the coctrcrl key and the D 

key simultaneously t o  indicate the end of the  input t e x t  t o  EDITOR. 

The computer then responds wi th  an as t e r i sk  at which time t h e  computer 

is ready for t he  next instruction which w i l l  be t o  write t h i s  data 

onto file /TEXT/. 

The format 

*WRITE/TEXT/ c r  

OLD FILE cr  -- 

*For Data Format see section 3.1 
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K o w  depress the  escape key twice t o  re turn t o  the  EXECUTIVE mode. 

This w i l l  be indicated by a dash typed i n  the  f a r  lert  margin. 

STEP 3: 

a) 

LOAD AID EXECUTE NASAP I 

I n  the EXECUTIVE mode, access t o  the  FORTRAN 11 operating 

system can be obtained by typing "FOS". 

then ask for t h e  binary f i l e  which is t o  be executed and 

The computer w i l l  

the name of the binary f i l e  which contains t h e  l i b ra ry  sub- 

routines which are t o  be used by the  main program. 

loading, execution i s  s ta r ted  by typing a 

A f t e r  

;G (semi-colon, G), 

c r  indicates  carriage return. 

-FOS 
LOAD MAIN PROGRAM 
FROM FILE /BcTESTEVORI/cr -- 
LOAD SUBPROGRAMS 
FROM FILE "LIB" c r  
LQADIXG COLPLETE 
XXXX~JO~OHDS - OF STORAGE UiJuSED 
;G 

(program is  executed) 

Note that D A W  I is on a file nmed /BCTESTEVORI/. The B" refers t o  the 

control  key and t he  B key simultaneously depressed. 

users  of the  same account nunber t o  use t h i s  program. 

"LIB" is the  name of the binary f i l e  which contains t h e  l i b ra ry  sub- 

routines used by t he  main progrm. A f t e r  execution, the  instruct ion 

"GO TO PART 2 OF ::ASAP" is pricted. Uow depress t h e  escape key twice 

t o  return t o  the  EXECUTIVE node. 

This allows other  

3ote also t h a t  
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STEP 4: LOAD AID IXIXUTE NASAP I1 

In  the  EXECUTIVE mode, t he  following set of instruct ions must 

be given t o  execute IASAP 11: 

-FOS 
LOAD f M N  PROGRAiI 
FROII FILE /BTE2/ c r  
-- -- 
LOAD SUBPROGRATtIs 
FRO!? FILE “LIB” 
LOADING CObiiLETE 
xxxxl?ORDS OF STORAGE 
;G 

- -- 
-- 

PRIITOUT YES OR BO 
‘EE7Tno)J -  .- - 

Y E S  requests t h a t  a l l  loops i n  terms of nodes be printed out ,  this 

provides e i the r  a symbolic solution o r  a program check. 

(program is executed) 

Note: t h e  NASAP I1 program is on a binary f i l e  named /BTE2/. A f t e r  

execution, return t o  the  EXECUTIVE mode and log  out: 

-LOG 
TIME USED xx:xx --- 
3 . 3  NASAP I1 OUTPUTS 

I Loops 

These are given i n  terms o f t h e  node of the  closed flowgraph. 

loop number is printed out on the  far l e f t  and i ts  associated nodes 

The 

are printed out consecutively t o  the  r igh t .  

I1 Topo logy  Equation (as a function of one variable)  

Topology equations devoid of 1/G(s) [A(Z,s)] 

Topology equation containing 1/G(s) [ A ( G ’ , s ) ]  

1) 

2 )  



I11 Transfer f'unction o r  inun i t  tance function. 

1) Numerator 

2 Denominator 

I 

IV Bode-Sensitivity function 

1) Numerator 

2) Denominator 

. 
V Topology equation (as a function of two var iab les )  

1) That portion containing imaginary generator but devoid of 

s e n s i t i v i t y  generator. 

That portion containing imaginary generator and sens i t i v i ty  

generator, KG(s)H(C' ,kC,s) 

That portion devoid of imaginary generetor and devoid of 

s ens i t i v i ty  generator. H( G , k ,s ) 

That portion devoid of imaginary generator but containing 

sens i t i v i ty  generator. Kf-I(G,k' ,s) 

G( s )H( G' ,E, s)  

2) 

3) 
- -  

4) 

3.4 NASAP 111 

NASAP I11 has not yet  been implemented on the  SDS 940 computer. It 

is presently operating on an IBP11130 computer, and the output from NASAP 

I1 must be t ransferred t o  cards. 

Input t o  NASAP I11 

The input t o  the  NASAP I11 program cons is t s  of t h e  arrays of a 's ,  

b's, c ' s ,  d's, A's, B's, C ' s  and the order of each of the functions' 

numerator and denominator. The input data cons is t s  of 17 I.B.11. data  cards 

which are l i s ted  as follows: 
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Card #1 ORDERS OF: 

1) t r ans fe r  functior, nunerator 
2) t ransfer  function denominator 
3)  root s e n s i t i v i t y  function numerator ( f o r  first parameter) 
4 )  root s ens i t i v i ty  function denominator ( f o r  first parameter) 
5) root sens i t i v i ty  function numerator ( f o r  second parameter, 

6) root sens i t i v i ty  function denominator ( f o r  second parameter, 
i f  any) 

i f  any) 

Note: The input format f o r  each of these var iables  is 13. 

Card #2 NUMERATOR OF TUNSFER FUNCTION 
a i n  descending orders of s (coef f ic ien ts  multiplying 5' 
1 9 3  

Card #3 NUMERATOR OF TRANSFER FUNCTION 

c terms i n  descending orders of s (coeff ic ients  multiplying K2) 
1 ¶j 

Card #4 NUMERATOR OF TRAn'SFEF, FUNCTIOX 

b terms i n  descending orders of s (coef f ic ien ts  multiplying 
j u s t  6 )  

Card #5 DENOMINATOR OF TRANSFER FUIJCTIOY 

a terms i n  descending orders of s (coef f ic ien ts  multiplying $) 
s ¶k 

Card #6 DENOMINATOR OF TRANSFER FUNCTIOTI 

c terms indescending orders of s (coeff ic ients  multiplying K2) 
2 ¶k 

Card #7 DENOMINATOR OF TRABfSFB FUNCTION 

b terms i n  descending orders of s (coef f ic ien ts  multiplying 
29k j u s t  s) 

Card #8 PARAMETER VALUES 

1) i n i t i a l  value of  first parameter K 

2) value f o r  which K1 is t o  be incremented 
1 
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Card #9 

Card #10 

Card #11 

Cardd #12 

Card #L3 

Card #1k 

Card #15 

Card Hi6 

f i n a l  value of Xl 
i n i t i a l  value of second paraneter K 
value for  which K2 is t o  be incremented 

f i n a l  value of K2 

2 

S E N S I T I V I T Y  FUNCTION NMEBATOR 

A terms i n  descending orders of s (coef f ic ien ts  
' 9 3  multiplying 5)  

SEIVSITIVITY FUNCTION WMERATOR 

C terms i n  descending orders of s (coeff ic ients  multiplying 
both K1 and K2 

S E N S I T I V I T Y  FUNCTION NUbIERATOR 

I) terms i n  descending orders of s (coef f ic ien ts  multiplying 
j u s t  8 )  

S E N S I T I V I T Y  F'UNCTION DJDJOMINATOR 

ka terms indescending orders of s (coef f ic ien ts  multi- 
p k  plying K ~ )  

S E N S I T I V I T Y  FUK!TION DENOMIKATOR 

kc terms i n  descending orders of s (coef f ic ien ts  multi- 
2 p k  plying K ~ )  

S F J i S I T I V I T Y  FUNCTIOI'J DENOMINATOR 

kb terms i n  descending orders of s (coef f ic ien ts  
2 p k  d t i p l y i n g  ju s t  s )  

S E N S I T I V I T Y  FUNCTION NU3EXNTOR ( SECOND PARAMETE3 ) 

B terms i n  descending orders of s (coef f ic ien ts  
2*J  multiplying x2) 

SEI'JSITIVITY FUNCTION NUMERATOR ( SECOND PARAMETER ) 

C terms i n  descending orders of s (coef f ic ien ts  
2 ¶ J  multiplying 5 and K ~ )  
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Card # 17 SEIISITIVITY FUNCTION llluMERATOR (SECOED PARAMETER) 

D terms i n  descending orders of s (coeff ic ients  
*¶J  multiplying just s) 

The coeff ic ients  of t h e  denominator of t h e  second sens i t i v i ty  Function 

are not read i n  as input data since the denominator is t h e  same as t h e  

denominator f o r  the  f i r s t  sens i t iv i ty  f’unction. 

OUTPUT TO NASAP I11 

The output t o  NASAP I11 consis ts  of: 

1) 

2) 

The value of the  parameter ( s )  is  printed out 

The roots  of the character is t ic  equation (poles of t r ans fe r  

function) a re  printed out 

a) If the  roots are  complex conjugate, then the  damping 

r a t i o  and t he  natural  frequency of these roots  are 

printed out. 

3 )  The magnitude(s) of t he  root s ens i t i v i ty ( s )  a t  the  roots  printed 

out i n  1) is printed out. 

The residue of the t ransfer  function at these roots  is 

printed out. 

The weighted root sens i t iv i ty(  s) (second approximation) 

i s  printed out. 

The t o t a l  weighted root s ens i t i v i ty  is printed out. 

The angle(s) of the  root s ens i t i v i ty ( s )  is printed out.  

4) 

5 )  

6 )  

7) 

3.5 BASAP IV 

NASAP I V  is a time domain c i r cu i t  malysis program which allows 
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ce r t a in  nonl inear i t ies  t o  be included. 

output of IJASAP I stored i n  t h e  f i l e  /DATA/. 

provide i n i t i a l  conditions f o r  a l l  energy storage devices, descrip- 

t i o n s  of the  nonlinear elements, and information concerning the  sources 

or  forcing functions is required. 

of t i m e  increments f o r  which calculations are desired and t h e  number of' 

t i m e  increments fo r  which output is desired are requested. 

This program f i r s t  reads t h e  

Then it is necessary t o  

Finally t h e  time increment, t he  number 

A t  each t i m e  in te rva l  requested t h e  values of the  state variables 

and the  nonlinear element outputs are printed out. 

are explained i n  t h e  following. 

Optional outputs 

3.5.1 USE OF NASAP IV - ---- 
A t  t he  termination of NASAP I the  computer p r in t s  t h e  instruction: 

GO To PART I1 

It is then necessary t o  return t o  the  executive mode by pushing t h e  

escape key twice. The operator then requests for t ran:  

Underlining indicates computer response. 

return.  

c r  indicates carr iage 

-FOS 
LOAD MAIN PROGRAM - FROM FILE /PREC/cr 
LOADING COMFLETE 
xxxxx WORDS OF STORAGE UIIUSED 

The operator then begins the  program: 

;G 

- LPOUT = 1 for printout of the  T,A# and 2 matrices (program t e s t ing )  

0 otherwise 
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JQUEST = 1 for  printout of loops, nodes, loop gains, INODE AND RPROD 
arrays (program tes t ing)  

0 otherwise 

3 5.2 IIVITIAL CONDITIOX3 

AMPSIC(J) = This requests the i n i t i a l  current i n  inductor numbered 
i o  inductor numbered J. Input format E10.6. 

VOLTSIC( J )  = This requests the i n i t i a l  voltage across capacitor 
numbered J. Input format E 10.6 

3.5.3 NONLINEAR DESCRIBING EQUATIONS 

TYPE (J) = J is the  number assigned t o  t he  nonlinear element. The 
responses may be: 

O,N i f  the nonlinearity is  piecewise continuous, N indicates 
t he  number of segments o r  sections,  t he  format fo r  N is 12. 

1 c r  f o r  a sinusoidal nonlinearity 

2 c r  f o r  an exponential nonlinearity 

3 c r  for  hysteresis  (not ye t  implemented) 

PIECENISE CONTINUOUS NONLINEARITY 

After a piecewise continuous nonlinearity has been indicated t h e  

computer requests information on each of t h e  N sections.  Each sec- 

t i o n  must be described by a cubic equation of t he  form: 
1 2 x(k) = DIG) + C X P * Y  + SMP*Y + AMP*Y3 where DXP, CMP, BMP and 

AM?? are constants supplied by the operator, 

y is the  input variable.  The greatest  value of y i n  each section 

is designated by the term TMP. 

x is the  output var iable  

The operator must enter  t he  piecewise 
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continuous information fo r  each of the  N segments i n  t h e  order 

a 

4 

TEfp, DIG', CMP, BMP, AMP. The computer requests t h i s  information 

by typing t h e  number of t h e  section: 

W = 2 W(J,2), DMP(J,2), CMP(J,2), BMP(J,2), AEP(J,2) c r  

n = N TMP(J,N), DMP(J,N), W ( J , N ) ,  3bP(J,N), Ai@(J,N) cr 

The input format is 5E10.6. The value of TMP(J,EJ) mst be greater  

than a-ry expected value of y ( J )  . 

SIUUSOIDAL NONLINEARITY -- 
A sinusoidal nonlinearity i s  indicated by a response of 1 t o  the  

computer's request: TYPE J = 1. The sinusoidal nonlinearity is 

described by four parameters: 

x = DMP SIN( ( 6 . 2 8 3 Y / T ~ )  + C l P )  + BIW 

For t h e  sinusoidal nonlinearity t h e  computer requests t h e  parameter 

values of typing N = 1: 

N = 1 TMP(J,l), DFP(J,l), CMP(J,l), BMP(J,l) c r  

The format is 5E10.6 

EXPONENTIAL NONLINEARITY 

An exponential nonlinearity is indicated by a response of 

computer's request: Type J = 2 . In  this 'case t h e  nonlinearity is  

2 t o  t h e  

described by four parameters: 
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x = D W  + CI4Pexp (TP(Y) + BHP) 

The computer requests information i n  t h e  same form as t h e  sinusoidal 

nonlinearity: 

N = 1 TMP(J,l), D M P ( J , l ) ,  CKP(J',l), BP!P(J,l) c r  

The format is 5E10.6 

HYSTERESIS* 

The hysteresis nonlinearity is indicated by typinl: a 3 i n  

response t o  the  computer request of type: 

The operator must then supply the  four pa i r s  of coordinates 

(y,x) identifying t h e  four corners of t he  hysteresis loop. 

Type J = e. 

The parameters a r e  Y = DMP, x = CblP fo r  t h i s  nonlinearity. The 

computer requests t h i s  information for  four quadrants : 

QUAD 1: 

QUAD 2: 

QUAD 3: 

QUAD 4:  

DMP(J,l) , CMP(J,l) c r  

DMP(J,2), CMP(J,2)  c r  

DMp(J3,), CNP(J,3) c r  

DMP(J,4), CMP(J,b) c r  

The format is E 10.6. 

approximation t o  the  hysteresis.  

This function only allows st raight- l ine 

*This portion has not yet been implemented. 

3.5.4 SOURCE DESCRIPTIOM 

The form of the  source information is s i m i l a r  t o  that of t h e  non- 

l i n e a r i t i e s .  The sources types are described by th ree  parameters, 

and the  specifications of the sources by an addi t ional  entry. The 
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4 

three parameters identifying the  type are JTYPE (K), NSECT(K) and 

WEB( K) : 

TYPE (J) = JTYPE(J), NSECT(J), TPER(J) c r  

JTYPE(J): Format 11 

0 for piecewise continuous input ( includes s tep ,  ramp and 
rectangular inputs) 

1 fo r  sinusoid 

2 fo r  exponential 

BSECT( J) : 

The number of sections per period of the  source. 
JTYPE = 1 or 2. Format i s  12. 

This is 1 f o r  

TPER( J) : 

The period of the  source function i n  seconds. 
i n  as 0.0 o r  omitted it i s  read as 1.OE + 75. For sinusoidal 
sources TPER can be neglected as it i s  read i n  as TT@. 

If TPER is read 

Format 
is ~ 1 0 . 6 .  

The computer w i l l  immediately request fur ther  information on 

each source term by typing: 

N = 1: TMP, DMP, CMP, BW’, Alp 

The operator response of TMP, D W ,  C M P ,  BIG’, AMP, is the 

same for the  corresponding nonlineclrities ( sect  3 5.3) ex- 

cept t h a t  t i m e  t (seconds) i s  subst i tuted f o r  t he  input y. 

3.5.5 OUTPUT P r n r n E R S  

The last inputs necessary fo r  the program are T,  NUMOUT and NDIV. 

T 

t r ans i t i on  matrix (see ch. 2 ) .  

crements for  which the operator wants t he  computer t o  calculate  

is  the  t i m e  increment which is used i n  calculat ing t h e  

I?UlIIOUT is t h e  number of in- 
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t he  system stetes. IIDIV incicates  the f rac t ion  of calculrttions 

t h e  operator wants printed out ,  i.e. , i f  at every t en th  time 

increment the  output is desired IDXV = 10. 

- T = (time i n  seconds, format E 10.4) 
N4OW = 
NDIV = 

(number of calculat ion increments, format 16) 
( f ract ion of calculations t o  be printed,  format 16. 

3.5.6 RECObl?lENDATIONS FOR FURTHER DEVELOPMEPZT 
I 

The cr i t ic i sms  of t h i s  program (NASAP IV) can be seen t o  be the  fol- 

lowing : 

1. There is no provision for  a state var iable  t o  be nonlinear. 

It i s  then necessary t o  make provisicns, e i the r  i n  terms of 

defining netr variables or i n  fur ther  development of the  pro- 

gramming t o  take care  of t h i s  d i f f i cu l ty .  

Output printout is available only fo r  the  state variables and 

This  requires fur ther  prograrming to :  

2. 

nonlinear outputs. 

(a) Define desired outputs i n  terms of the  state variables 

and t h e  nonlinear outputs, and (b) generate the desired 

outputs. 

3.  The hysteresis portion of t h e  program is  not ye t  implemented. 

A t  t h e  present time, it appears t h a t  su i tab le  models f o r  square- 

loop magnetic cores can be inplemented by using two p a r a l l e l  

nonl inear i t ies  i n  the  form of switching functions. The sub- 

program fo r  hysteresis as included ir! the  report  is under de- 

velopment however and should be avai lable  i n  the next few months. 


