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Il"RODUCT1ON 

I n  the pas t  f i f t e e n  years, there  has been an increasing i n t e r e s t  i n  

theor ies  of human memory t h a t  consider storage and r e t r i e v a l  t o  be proba- 

b i l i s t i c  processes t h a t  may vary randomly from one moment t o  the next. 

These theor ies  f o r  the most p a r t  can be regarded as var iants  of Stimulus 

Sampling Theory (Estes ,  1959; Atkinson and Estes ,  1963), and stimulus 

f luc tua t ion  theory (Estes ,  1955a,b). A f a i r l y  la rge  number of memory 

var iables  have been analyzed by quant i ta t ive ,  mathematical models within 

t h i s  framework. Heretofore these models have tended t o  be qui te  r e s t r i c -  

t i v e ,  t h e i r  range of appl ica t ion  being l imited t o  a small number of 

var ia t ions within simple s i t ua t ions  ., I n  addition, these models have 

been concerned primarily with the memory acquis i t ion  process r a the r  

than the memory loss process. This repor t  attempts t o  extend t h i s  

e a r l i e r  work by introducing a theory which can d e a l  quant i ta t ive ly  and 

simultaneously with many of the var iables  previously examined individual ly ,  

and which w i l l  dea l  as extensively with forge t t ing  as learning,  

theory is formulated i n  the  s p i r i t  of Stimulus Sampling Theory, but due 

t o  the complexity of the data examined, i s  not a d i r e c t  extension of 

the ear l ier  models which have la rge ly  taken the  mathematical form of 

mul t i - s ta te  Markov models. 

The 

The theory i s  conceived of as a quant i ta t ive  a l t e rna t ive  t o  

primarily qua l i t a t ive  theories  such as "two-factor theory" (Postman, 

1961), although the var iables  d e a l t  with i n  the  two cases do not e n t i r e l y  

overlap. 

papers of Atkinson and S h i f f r i n  (1965, 1968) and S h i f f r i n  and Atkinson 

The d i r e c t  antecedents of the  present work are the t h e o r e t i c a l  



(1968). A s  a r e su l t ,  the theory is  primarily concerned with an elabora- 

t i on  of a complex search and r e t r i e v a l  process from long-term memory. 

Chapter I of the present report  ou t l ines  the general  framework of 

the theory. Chapter I1 describes and presents the r e s u l t s  of two experi- 

ments designed t o  provide a wide range of data t o  tes t  a quant i ta t ive 

version of the overa l l  framework. The first experiment i s  concerned 

with the probabi l i s t ic  nature of r e t r i eva l ,  and forge t t ing  o f  individual 

items, The second experiment i s  concerned with in t rus ion  phenomena i n  

responding, and with interference phenomena following the a l t e r ing  of 

the response assigned with a stimulus, 

are  examined w i l l  be described i n  the t ex t .  Chapter I11 presents a 

spec i f ic  quant i ta t ive model based on the theory of Chapter I, and applies 

it t o  the r e su l t s  of  the two experiments. 

A number of other  variables which 

2 
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CHAPTER I 

A TKEORY OF STORAGE AND RETRIEVAL 

I N  LONG-TERM MEMORY 

This chapter begins with a br ief  survey of the human memory system, 

The largely following the  format of Atkinson and Sh i f f r in  (1965, 1968). 

report  w i l l  then tu rn  t o  a detai led discussion of a theory of storage 

and r e t r i e v a l  f o r  long-term memory. 

quite general, the theory w i l l  be described as  it appl ies  t o  a continuous 

paired-associate learning task.  Such a task consis ts  of a s e r i e s  of 

an t ic ipa t ion  t r ia ls .  On each t r i a l  a stimulus i s  presented f o r  t e s t  and 

Although the system i s  meant t o  be 

then paired with a response f o r  study. The task  i s  cal led continuous 

because new s t imul i  are continually being introduced a t  randomly spaced 

in te rva ls .  The theory i s  described i n  r e l a t ion  t o  t h i s  t a s k  because it 

i s  the one u t i l i z e d  i n  the experiments described i n  Chapter 11, 

The Memory System 

It has proved of value (Atkinson and Shi f f r in ,  1968) t o  dichotomize 

memory processes on a dimension of subject control.  Thus, on the one 

hand, there are " s t ruc tu ra l  processes" which are  permanent, unvarying 

features  of the memory system, features  which may not be modified a t  

the w i l l  of the subject.  

which are selected,  constructed, and used a t  the option of the subject ,  

On the other  hand are  "control processes" 

and may vary grea t ly  from one t a sk  t o  another. 

f o r t h  i n  grea t  d e t a i l  i n  the report  c i ted ,  and w i l l  not be belabored 

This d i s t inc t ion  was set 

here, I n  the remaining portions 

most of the processes discussed, 

of this chapter it w i l l  be c l ea r  t h a t  

from storage mechanisms t o  search 

3 



schemes, a re  under subject  control  t o  one degree or another. Except 

where spec ia l  emphasis i s  required, the d i s t inc t ion  between s t r u c t u r a l  

and control  processes w i l l  not be s t a t ed  exp l i c i t l y .  

The three major components of the  memory system are the  "sensory 

reg is te r , "  the "short-term store"  (STS) , and the "long-term s tore"  

(LTS) 

holds it very b r i e f ly  while it i s  given minimal processing and then 

t ransferred t o  STS. 

quickly, then only a portion of t h i s  information can be transmitted t o  

STS, and the precise charac te r i s t ics  of the sensory r eg i s t e r  w i l l  become 

qui te  important, 

however, the presentation r a t e s  are  slow enough, and the information 

quant i t ies  are small enough, t h a t  the information presented can be 

assumed t o  t r a n s i t  the sensory r eg i s t e r  and en ter  STS es sen t i a l ly  

i n t a c t ,  I n  the following, then, discussion of the sensory r e g i s t e r  

The sensory r e g i s t e r  accepts incoming sensory information and 

I f  a large amount of informatl.on i s  presented 

In  the experiments t o  be considered i n  t h i s  report ,  

w i l l  be omitted. 

The short-term s tore  i s  the subjec t ' s  working memory; it i s  used 

f o r  the momentary holding of information u t i l i z e d  by control  processes 

such as the storage mechanisms and search schemes. Information w i l l  

decay and be l o s t  from t h i s  s t o r e  within about 30 seconds o r  l e s s  i f  

unattended, but may be maintained there  inde f in i t e ly  by rehearsal .  I n  

some s i tua t ions ,  such as those discussed i n  Section 4 of Atkinson and 

Sh i f f r in  (1968), the  primary function of STS i s  one of memory -- t h a t  

is ,  information w i l l  be maintained there  v ia  rehearsal  from the t i m e  of 

presentation wt5.1 the moment of t e s t ,  

assumes t h i s  function are  ones i n  which the study-test  i n t e rva l s  are  

The s i tua t ions  i n  which STS 

4 
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shor t ,  in terference i s  high, and long-term learning i s  d i f f i c u l t .  I n  

o ther  s i t ua t ions ,  such as the ones examined i n  t h i s  report ,  the memory 

f'unction of STS i s  u t i l i z e d  i n  a d i f f e r e n t  manner; STS i s  used f o r  the 

temporary holding of information needed f o r  long-term processing. 

information needed f o r  coding and search schemes i s  temporarily s tored  

i n  STS. Although STS i s  u t i l i z e d  f o r  the t r ans i en t  handling of in for -  

Thus 

mation, it i s  not u t i l i z e d  f o r  maintenance of the information u n t i l  the  

moment of t e s t .  

The long-term s to re  i s  a permanent repository for infomation.  It 

w i l l  be assumed t h a t  information once s tored i s  never the rea f t e r  l o s t  

o r  eliminated from LTS, but the  s u b j e c t ' s  a b i l i t y  t o  r e t r i eve  t h i s  

information w i l l  vary considerably with such var iables  as time and the  

amount of intervening, i n t e r f e r i n g  material. The in t e rac t ion  between 

STS and LTS, i n  terms of the mechanisms and s tages  of storage and re- 

t r i e v a l ,  i s  the main concern of t h i s  chapter. We turn  t o  these consider- 

a t ions  d i r ec t ly .  

Storage and Ret r ieva l  

The discussion here follows the terminology of S h i f f r i n  and Atkinson 

(1968) Storage refers t o  the s e t  of processes by which information 

i n i t i a l l y  placed i n  STS i s  examined, a l te red ,  coded, and permanently 

placed i n  LTS. 

desired information i s  sought for ,  recovered, and emitted a t  t e s t .  It 

Ret r ieva l  r e f e r s  t o  the  inverse operations by which 

i s  convenient t o  subdivide both s torage and r e t r i e v a l  i n t o  three  com- 

ponents. The components of storage a re  " t ransfer ,  " "placement," and 

"image-production." The t r a n s f e r  mechanism includes those cont ro l  

processes by which the subject  decides what t o  s to re ,  when t o  s to re ,  

5 



and how t o  s t o r e  information i n  LTS. The placement mechanism determined 

the  LTS locat ion i n  which an ensemble of information under consideration 

w i l l  be stored. 

the  information ensemble presented f o r  s torage w i l l  achieve permanent 

s t a t u s  i n  LTS. The components of r e t r i e v a l  a r e  "search," "recovery," 

and "response-generation. '' Search is  the  mechanism by which an image 

i s  located i n  memory. Recovery i s  the  mechanism by which some or a l l  

of t he  information i n  a s tored image i s  recovered and made avai lable  t o  

the short-term s t o r e  * Response generation cons is t s  of the processes by 

which the subject  t r ans l a t e s  recovered information i n t o  a spec i f i c  

Image-production i s  the process by which a portion of 

response 

&fore de t a i l i ng  the  above processes, there  a re  severa l  general 

coments t o  be made about LTS as a whole. F i r s t ,  the  use of the t e r m  

"location" i s  not meant t o  imply necessarily a spec i f i c  c o r t i c a l  area;  

ra ther ,  an LTS loca t ion  i s  a psychological construct  used t o  denote 

closeness of storage. The c loser  the  loca t ion  of two s tored images, 

the more l i k e l y  the  examination of one w i l l  occur j o i n t l y  with thk 

examination of the other.  Thus t o  say an image i s  s tored i n  a s ing le  

LTS loca t ion  i s  t o  imply t h a t  the information i n  the  image w i l l  tend t o  

be recovered together. Second, a number of d i f f e r e n t  terms w i l l  be 

used t o  denote an ensemble of information s tored i n  some LTS locat ion:  

ensemble of information, image, and code w i l l  be used interchangeably. 

Final ly ,  t he  s t ruc tu re  of LTS may be c l a r i f i e d  by an analogy with 

computer memories. A location-addressable memory is the  normal computer 

memory; i f  the system i s  given a memory locat ion,  it w i l l  r e tu rn  with 

the  contents of t h a t  1ocat.l.on. A content-addressable memory i s  

b 
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constructed so t h a t  the system may be given the contents of a word and 

w i l l  r e turn  with a l l  the memory locations containing those contents. 

A location-addressable memory must be programmed before t h i s  i s  possible:  

an exhaustive search i s  made of a l l  memory locat ions and the  locations 

of a l l  matches recorded, There are two primary methods f o r  construction 

of content-addressable memories. I n  one, a f a s t  p a r a l l e l  search i s  made 

of a l l  locations simultaneously, with a buffer recording the locations 

of matches, I n  the other,  the contents themselves contain the informa- 

t i o n  necessary t o  iden t i fy  the locat ion where those contents a re  stored. 

This l a t t e r  poss ib i l i t y  can occur i f  the information i s  or ig ina l ly  

stored i n  accord with some precise  plan based on the contents, as  i n  

some form of l i b r a r y  shelving system. When followed a t  t e s t ,  t h i s  

storage plan w i l l  lead t o  the appropriate storage location. For example, 

a l i b r a r y  with a shelving system based on the contents of books would 

s tore  a book on the waterproofing techniques f o r  twelf th  century 

Egyptian r ive rc ra f t  i n  a very precise  location, 

desires  a book with these contents, the l i b r a r i a n  simply follows the 

shelving plan used f o r  storage and d i r ec t ly  reaches the storage location. 

This type of memory w i l l  be termed self-addressing, The point of v i e w  

adopted i n  t h i s  report  i s  t h a t  LTS i s  largely a self-addressing memory. 

That i s ,  t o  a f a i r  degree of accuracy, presented information w i l l  lead 

a t  once t o  a number of r e s t r i c t ed  locations where t h a t  information i s  

l i k e l y  t o  be stored. To give t h i s  discussion concrete form consider 

an experiment i n  which a series of consonant trigrams are  presented and 

the sub jec t ' s  t ask  i s  t o  t e l l  whether each one has been presented pre- 

viously or not. Suppose JFK i s  presented, I n  a location-addressable 

7 
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memory an exhaustive search would be car r ied  out comparing JFK with 

each stored code, 

a p a r a l l e l  search i s  car r ied  out which gives the locat ions of codes 

containing JFKo 

a search i s  a t  once made of those locations where JFK i s  momentarily 

most l i k e l y  t o  be stored. 

f a i r l y  r e s t r i c t ed  areas. 

p a r t i a l l y  self-addressing i n  t h a t  a search must next be i n i t i a t e d  within 

each probable area t o  determine whether the desired information is  indeed 

present. 

I n  a content-addressable memory of the first type, 

We assume, however, t h a t  LTS i s  self-addressing; hence 

These locations a re  defined by a number of 

The long-term s to re  i s  assumed t o  be only 

We now tu rn  t o  a de ta i led  discussion of storage and r e t r i eva l .  

Storage 

It i s  convenient t o  discuss the three components of the storage 

process i n  an order opposite t o  t h a t  normally obtaining. 

s ide r  f i rs t  the image-production mechanism. 

the process by which some port ion of an ensemble of information directed 

t o  some LTS locat ion i s  permanently fixed there.  

t h i s  mechanism i n  two primary ways. 

the number of presentations of the information ensemble , more repe t i t ions  

resu l t ing  Tn a l a rge r  proportion of information stored i n  the f i n a l  

image. 

be controlled by the  subject  -- the  longer the period during which the 

information resides  i n  STS, the l a rge r  the proportion of information 

stored., 

of the subject.  

Thus we con- 

Image-production refers t o  

The subject  can control  

I n  the f i rs t ,  the  subject  may control  

I n  the second, the duration of the  period of presentat ion may 

Apart from these means, image production i s  beyond the control  

I n  many applications it w i l l  simply be assumed t h a t  a 

random proportion of the presented information w i l l  be permanently 

s tored,  
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No d i s t i n c t i o n  w i l l  be made i n  t h i s  repor t  between the  qua l i t y  and 

quant i ty  of s tored information; r a the r  each image, or portion of an 

image, w i l l  be described by a s t rength  measure which lumps both qua l i t y  

and quantity. 

co, the  higher the number the  g rea t e r  the s t rength.  

The s t rength  of an image w i l l  be a number between 0 and 

I n  the  paired- 

assoc ia te  s i t ua t ion ,  it i s  necessary t o  consider th ree  s t rength  measures, 

one describing stimulus r e l a t ed  information, one describing response 

re la ted  information, and one describing stimulus-response associat ive 

information. 

same LTS locat ion.  

information s tored w i l l  have a s t rength  d i s t r i b u t i o n  F ( I ) ,  the response 

information w i l l  have a s t rength  d i s t r i b u t i o n  F ( I ) ,  and the associat ive 

information w i l l  have a s t rength  d i s t r ibu t ion  F,(I). (It should be 

apparent t h a t  these measures may be p a r t i a l l y  independent from each 

This varied information may or may not be s tored i n  the  

Spec i f ica l ly ,  it w i l l  be assumed t h a t  the stimulus 

S 

r 

other ,  For a given stimulus-response pa i r ,  the  subject  may s to re  in -  

formation so le ly  concerned with the stimulus, so l e ly  concerned with the 

response, or p a r t i a l l y  concerned with t h e i r  associat ion;  these measures 

may even be s tored i n  separate  loca t ions . )  

t r i bu t ions  above w i l l  vary according t o  the experimental t a sk  and the  

techniques of s torage adopted by the  subject ,  but i n  general  w i l l  have 

some spread. For example,, a "good" stimulus-response p a i r  i s  one t h a t  

The form of the  three  d is -  

w i l l  t yp ica l ly  r e s u l t  i n  a l a r g e r  amount of s tored information than a 

"bad" pa i r .  

The placement process determines where information s h a l l  be stored. 

A s  pointed out  previously, LTS i s  assumed t o  be la rge ly  a self-addressing 

memory; hence the information s tored  w i l l  p a r t i a l l y  d i r e c t  i t s e l f  t o  i t s  

9 



own storage location. Thus a v isua l  image of a cowboy w i l l  be s tored 

i n  the  appropriate region of the  v isua l  area of LTS. From a d i f f e ren t  

point of v i e w ,  it may be seen t h a t  placement w i l l  be determined by the 

form of the  code adopted by the subject.  A visua l  code will r e s u l t  i n  

a d i f f e ren t  storage locat ion than an auditory code. A mediator may 

e s t ab l i sh  i t s  own storage location; f o r  example, the p a i r  QWZ - 64 may 

be stored v ia  use of the mediator “the 64,000 do l l a r  question,f‘ and the 

locat ion used may be i n  the “television-quiz-show“ region of LTS. 

a paired-associate task,  (when in t e r -pa i r  organizational schemes are  

not feas ib le ,  as i n  continuous paradigms), the placement method yielding 

the  best  performance i s  one i n  which the l w a t i o n  of storage is as unique 

as  possible while simultaneously being recoverable a t  tes t .  

stimulus i s  presented a t  test ,  it i s  most e f f i c i e n t  t o  s t o r e  i n  a loca- 

t i o n  determined by stimulus information. Experiments demonstrating the 

r e l a t ive  e f f icacy  of,  say, v i sua l  imagery ins t ruc t ions  a s  opposed t o  

no instruct ions,  demonstrate t h a t  subjects  are not of ten aware of the 

most e f fec t ive  placement techniques t o  be u t i l i zed .  

I n  

Since the 

Considerable subject  

differences are  of ten found i n  long-term memory experiments f o r  t h i s  

reason. 

The t r ans fe r  process consis ts  of subject  decisions and s t r a t eg ie s  

de t a i l i ng  what t o  s tore ,  when t o  s tore ,  and how t o  s to re  information 

current ly  avai lable  i n  STS. 

experiments because of the high degree of control  t h a t  the subject  exer t s  

over it. When t o  s to re  i s  the  f irst  decision t h a t  must be made. Con- 

It i s  a ra ther  important process i n  most 

s i d e r  a new paired-associate t h a t  has not been seen previously; the 

subject must decide whether t o  attempt t o  encode t h i s  pair .  If the 

10 
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Study t i m e  i s  long enough, and i f  the presented information i s  simple 

enough, then a coding attempt may always be made. I n  most experiments, 

however, these conditions a re  not m e t ,  and the subject  w i l l  not f ind it 

feasible  t o  attempt t o  encode every item. I n  t h i s  event, the decision 

t o  encode w i l l  be based upon momentary fac tors  such as the expected ease 

of encoding, the time available f o r  encoding, the importance of the i t e m ,  

the extent  t o  which the item f i t s  i n t o  previously u t i l i z e d  storage 

schemata, and s o  for th .  I n  continuous experiments with homogenous items, 

these fac tors  w i l l  vary randomly from t r i a l  t o  t r i a l  and we may assume 

tha t  a, the probabi l i ty  of attempting t o  s to re  a new i t e m ,  i s  a parameter 

of a random process, and iden t i ca l  for each new item presented. 

same holds f o r  a previously presented item about which no information 

can current ly  be retr ieved from LTS. I n  t h i s  l a t te r  case, however, the 

image stored w i l l  be i n  a d i f f e ren t  locat ion than the unretrievable 

previous image; thus an item may have two or more codes s tored i n  LTS 

over a period of reinforcements, A t  a subsequent tes t  the information 

i n  each of these codes w i l l  have some chance of r e t r i eva l .  If an item 

i s  current ly  re t r ievable  from LTS when presented f o r  study, then the 

subject has severa l  options. When su f f i c i en t  time i s  avai lable  f o r  

study, the subject may decide t o  s to re  a new code i n  a new location. 

With less time avai lable ,  information may merely be added t o  the current 

code, 

s a t i s f i e d  with simply tagging the current  code with temporal information 

t h a t  w i l l  update it t o  the present time, 

The 

I n  complex tasks  with shor t  study periods the  subject  may be 

When a stimulus that has previously been presented with one response, 

cal led R1, i s  presented f o r  study with a new response, cal led R2, several  

11 



mechanisms may come i n t o  play. 

i n i t i a t i v e  may Lead a subject t o  add the information encoding the R2 

Ei ther  i n s t ruc t iona l  set or individual  

response t o  the  code f o r  the R 1  response ( i f  t h i s  code i s  present i n  

LTS and current ly  re t r ievable)  ; t h i s  mechanism can be ca l led  "linking" 

o r  "mediating." Mediating i s  especial ly  usefu l  i f  a flxture t e s t  w i l l  

require t h a t  both the R1 and R2 responses be given. 

especial ly  those where the subject  i s  instructed t o  "forget" the R 1  

I n  other  s i tua t ions ,  

pair ing when the R2 pair ing i s  presented, the R2 pa i r ing  may be coded 

i n  independent fashion and stored i n  a new location. A s  was the case 

f o r  a new item, it i s  assumed t h a t  the probabi l i ty  of attempting t o  

code i s  a parameter ao, which may be d i f f e ren t  than a. 

i s  no assurance t h a t  a or a w i l l  not change from one reinforcement t o  

the next. Especially i n  l i s t  s t ructured experiments, there  may be 

increasing incentive fo r  coding unretrievable items as learning proceeds 

Note t h a t  there  

0 

However, i n  the continuous 'casks we s h a l l  be discussing, it is not un- 

reasonable t o  expect t h i s  probabi l i ty  t o  remain constant over successive 

reinforcements 

Each of the components of the storage process are  accomplished by 

the subject via one action: the generation and maintenance i n  STS of 

the information intended f o r  storage. It i s  assumed t h a t  information 

i s  t ransferred t o  LTS from STS during the period t h a t  the information 

resides  i n  STSe* 

*Throughout t h i s  paper, t r ans fe r  of information i s  not aeant t o  imply 
t h a t  the information i s  removed from one loca t ion  and placed i n  another, 
Rather, t r ans fe r  implies the copying of information from a locat ion 
without a f fec t ing  it i n  any way. 
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Retr ieval  

When a tes t  occurs the subject  w i l l  f irst search STS and then LTS 

f o r  the desired information. The STS search i s  assumed t o  be a rela- 

t ively fast and accurate process compared with the LTS search. 

following, we s h a l l  consider only the case where the  desired information 

I n  the 

is  not found i n  STS,and the r e t r i e v a l  process w i l l  be considered so le ly  

as  it appl ies  t o  LTS, L i s  r e t r i e v a l  i s  assumed t o  take place as follows. 

The search process generates an image t o  be examined. The recovery 

process makes some of the information contained i n  t h i s  image available 

t o  STS. Final ly ,  response-production consis ts  of decisions concerning 

whether t o  output a response found, whether t o  cease searching, or 

whether t o  continue the search by examining another image. The search 

continues u n t i l  it terminates of i t s  own accord, or u n t i l  an ex terna l  

time l i m i t  of the experimental procedure has expired. Retr ieval  i s  

best described as a ra ther  complex sequent ia l  search scheme. 

Search. Because memory i s  assumed t o  be p a r t i a l l y  self-addressing, 

a stimulus presented f o r  t e s t  w i l l  a t  once lead t o  a number of l i k e l y  

LTS locat ions where information about t h a t  stimulus may be stored. I n  

ce r t a in  cases the stimulus w i l l  have some cha rac t e r i s t i c  so s a l i e n t  

t ha t  a storage locat ion i s  defined uniquely and precisely.  This locat ion 

w i l l  then be examined. If the experiment i s  such t h a t  ce r t a in  s t imul i  

presented f o r  tes t  may be new (not presented previously),  and i f  no 

stored information i s  found i n  the locat ion indicated,  the subject  may 

decide t h a t  the stimulus i s  new, and cease fu r the r  search. There w i l l  

be a bias  mechanism determining how much information must be present 

f o r  the  search t o  continue. I n  most cases? the information required 



4 

w i l l  be extremely minimal, since the coded image i t s e l f  may be s tored 

i n  a locat ion o ther  than the one indicated by the s a l i e n t  stimulus 

charac te r i s t ic ,  

Regardless of the sal ience of the stimulus charac te r i s t ics ,  the 

images or codes examined w i l l  i n i t i a l l y  be determined by stimulus in- 

formation [Fs(I)]. 

w i l l  be roughly indicated by information contained i n  the stimulus 

presented. Within the regions thus indicated,  an image w i l l  be chosen 

f o r  examination p a r t l y  on the basis  of recency (temporal information 

s tored) ,  pa r t ly  on the basis  of i t s  s t rength,  and pa r t ly  on the basis  

of chance, Once the search has begun successive images examined w i l l  

depend not only upon stimulus information, but a l so  upon associat ive 

information recovered during the search. I n  a continuous paired- 

associate task  the  conception of the search may be simplified somewhat, 

as i l l u s t r a t e d  i n  Figure 1-1. 

LTS which w i l l  eventually be examined i f  the search does not terminate 

via a response recovery and output. This subset w i l l  be termed the  

That is, the locations i n  memory t o  be examined 

We first define a "subset" of codes i n  

"examination-subset." It i s  then possible t o  consider the order of 

search through t h i s  subset.  Figure 1-1 portrays t h i s  process. The 

stimulus of the paired-associate labeled number 2, on the far l e f t ,  

has j u s t  been presented for t e s t ,  on t r i a l  70. The second row from the 

bottom i n  the Figure gives the sequence of presentations preceding t h i s  

test .  The t h i r d  row from the bottom gives the images s tored i n  LTS for 

each item presented, where the height of the  bar gives the s t rength of 

the code s tored (lumping stimulus, associat ive,  and response information. ) 

The fourth row from the bottom gives those codes t h a t  are  i n  the examination- 
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subset.  The arrows on the top of the Figure give the order of search 

through the subset,  Thus item 32 was f i r s t  examined and rejected,  then 

item 27, then item 20. 

response coded there w a s  recovered and accepted, and the search ended 

with a correct  response. 

the search terminated. 

Final ly ,  the code f o r  item 18 was examined, the 

Rote t h a t  item 23 was not examined because 

I n  continuous tasks  it may be assumed generally tha t  the order of 

search through the subset of codes i s  a function both of the "age" and 

s t rength of the codes involved, where age i s  re la ted  t o  t h e  number of 

items tha t  have intervened between storage of a code and the present 

t e s t .  It seems c l ea r  t ha t  temporal information must be an important 

determiner of search order. I n  f r ee  r e c a l l  tasks ,  f o r  example, suc- 

cessive s e r i e s  of items a re  presented t o  the subject ,  Following each 

se r i e s ,  the subject  attempts t o  output the members of the se r i e s .  The 

important f inding f o r  present purposes i s  t h a t  in t rus ions  from one s e r i e s  

i n  the responses for.  a following s e r i e s  are  extremely rare  ; apparently 

subjects  can order t h e i r  search temporally so tha t  only the members of 

the most recent l i s t  are examined during r e t r i e v a l o  

the degree t o  which search order depends upon temporal fac tors  w i l l  be 

examined i n  Chapters I1 and 111, and w i l l  not be discussed here. 

The question of 

There are  severa l  fac tors  which help determine which codes w i l l  be 

i n  the examination-subset. 

current ly  being tes ted  as  a c-code, A e-code should have a higher proba- 

b i l i t y  of being i n  t h i s  subset the higher i t s  s t rength  (primarily the 

amount of i t s  stimulus information), 

should have a probabi l i ty  of being i n  the subset which i s  greater ,  the 

Denote the image which encodes the p a i r  

Other images, denoted i-codes, 

16 



1 

i 

I 
a 

i 

F 

grea ter  the  degree of generalization between i t s  stimulus information 

and the  stLmulus being tes ted.  I n  general, however, i-codes w i l l  have 

a much smaller probabi l i ty  of being i n  the  subset than a c-code of equal 

strength.  

of codes t o  be examined may be f a i r l y  small. 

As a r e su l t ,  the  t o t a l  number of codes making up the subset 

Recovery, Recovery re fers  t o  the  ex t rac t ion  of information from 

the image under examination. The recovery of a desired complex of in- 

formation, i f  this information i s  ac tua l ly  encoded i n  the image under 

examination, should be a monotonic function of  the s t rength  of the  image. 

A number of decisions are dependent upon the outcome of the recovery 

process Stimulus information recovered i s  la rge ly  responsible f o r  

accepting or re jec t ing  the image as containing the desired response. 

That is ,  regardless of response information recovered, i f  the stimulus 

information i s  discrepant with the stimulus being tes ted ,  then the 

search w i l l  skip by t h i s  image and continue elsewhere. Response in-  

formation recovered allows the subject  t o  emit the encoded response. 

Associative information recovered w i l l  of ten serve the purpose of 

d i rec t ing  the  search t o  a d i f f e ren t  LTS locat ion where an image encoding 

the response may be stored, 

Response Generation. Following recovery of information from an 

image, a decision process must be u t i l i z e d  t o  decide whether t o  e m i t  a 

response, and i f  so, what response, 

the stimulus information recovered from a c-code w i l l  be congruent with 

the stimulus being tes ted ,  and a decision w i l l  then be made t o  attempt 

t o  output the response i f  a t  a l l  possible, Whether a response can be 

emitted w i l l  depend upon the response information recovered, I n  cases 

1-7 

It w i l l  normally be the  case t h a t  



where the response s e t  i s  w e l l  delineated, a c r i t e r i o n  i s  assumed t o  be 

s e t  which w i l l  monitor the s e n s i t i v i t y  of the output process. If the 

c r i t e r i o n  i s  s e t  qui te  low, then many responses w i l l  be e m i t t e d ,  but 

they w i l l  of ten be wrong. I f  the c r i t e r i o n  i s  set qui te  high, few 

responses w i l l  be given, but these w i l l  almost always be correct .  For 

i-codes the probabi l i ty  of emitt ing a response w i l l  be considerably 

lower than f o r  e-codes; t h i s  occurs because output may be suppressed 

when the recovered stimulus information does not match the stimulus 

being tes ted.  Thus a response w i l l  be emitted a f t e r  examination of an 

i-code considerably l e s s  of ten than after examination of a c-code, I n  

some applications (as i n  Chapter 111) the recovery and response gener- 

a t ion  processes will be lumped f o r  s implici ty  in to  a s ingle  process. 

I n  t h i s  event the probabi l i ty  of output of the response encoded w i l l  be 

a function of the s t rength f o r  c-codes. For i-codes the s t rength w i l l  

be multiplied by a general izat ion parameter less than one; the resu l tan t  

quantity w i l l  be termed the "effect ive strength" of the i-code, The 

probabi l i ty  of output w i l l  then be the same function as  f o r  c-codes, 

but the  function w i l l  be based upon the  e f fec t ive  s t rength  of the i-!code. 

This scheme w i l l  be discussed f u l l y  i n  Chapter 111. 

Search Termination. Depending upon the task,  a var ie ty  of mecha- 

nisms help determine when the search ceases, If the test i n t e r v a l  is  

qui te  short ,  then the search may continue u n t i l  a response i s  output or 

t i m e  runs out, Furthermore, i f  the t es t  i n t e r v a l  is  short ,  the subject  

may output the first l i k e l y  response recovered i n  the  search., When 

longer response periods a re  available,  then the  search might be allowed 

t o  continue u n t i l  a number of l i k e l y  responses are  recovered; these 
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responses w i l l  then be evaluated and a 

When sufficient time i s  avai lable ,  the 

of sophis t icated termination schemes. 

first choice chosen f o r  output. 

subject  may adopt one of a number 

These were discussed i n  Atkinson 

and Sh i f f r in  (1965) and w i l l  not be discussed fu r the r  hereo 

Applications and Extensions 

We shall next consider applications of the theory t o  a var ie ty  of 

manipulations which may be carr ied out i n  the context of a continuous 

paired-associate design. Primarily we s h a l l  discuss those var ia t ions 

which were ac tua l ly  employed i n  the experiments presented i n  Chapter XIo 

Recognition and Recall. I n  a recognition t e s t ,  a spec i f ic  i t e m  i s  

presented and the subject  must attempt t o  ascer ta in  whether t h i s  item 

has been presented previously i n  the session or not, 

been assumed t h a t  use of such a tes t  w i l l  eUminate search from the 

r e t r i e v a l  process, but this i s  not necessarily correct .  Character is t ics  

of the item presented w i l l  lead the  subject  t o  examine some re s t r i c t ed  

LTS region f o r  relevant information. The more s a l i e n t  are these charac- 

t e r i s t i c s ,  the more r e s t r i c t ed  w i l l  be the region indicated,  and the 

smaller w i l l  be the search needed t o  locate  the  desired information, 

It has sometimes 

I n  general, however, some search w i l l  be required, When a stimulus i s  

presented i n  a r e c a l l  tes t  where the number of responses i s  large,  a 

considerably more extensive search is  required, This occurs because 

stimulus information alone i s  required f o r  the recognition phase, but 

the response may be encoded i n  qui te  another LTS locat ion than t h a t  in- 

dicated by any s a l i e n t  stimulus charac te r i s t ics .  I n  a continuous paired- 

associate  t a sk  with r e c a l l  tests, recognition i s  s t i l l  an important 

process; for example, the subject may recognize t h a t  a stimulus presented 



f o r  t e s t  i s  new and has not been previously presented; upon such a 

recognition, the  search w i l l  cease. When the task  i s  such tha t  the 

subject may e i t h e r  r e f r a in  from responding or emit a response, then 

wrong responses ac tua l ly  emitted are  ca l led  intrusions.  Due t o  the 

recognition process, the in t rus ion  r a t e  f o r  new i t e m s  being t e s t ed  may 

be considerably lower than t h a t  f o r  previously presented i t e m s  a 

Ranking. The task  may require the subject  t o  rank a s e r i e s  of 

responses i n  the order of t h e i r  perceived l ikelihood of being correct ,  

When the r e t r i e v a l  scheme i s  such t h a t  the search ceases when the  f irst  

l i k e l y  response i s  recovered, then the response ranked first w i l l  of ten 

be correct.  However, responses ranked a f t e r  the first w i l l  be cor rec t  

only t o  the degree expected by pure guessing. 

enough t i m e  i s  available f o r  severa l  l i k e l y  responses t o  be recovered 

If on the other hand, 

and considered, then responses ranked a f t e r  the f i r s t  w i l l  be correct  

a t  an above chance level .  The degree t o  which the rankings a f t e r  the 

f i rs t  w i l l  be above chance w i l l  c?epend upon the decision process used 

t o  choose between l i k e l y  responses, and a l so  the coding schemes used. 

Second-Guessing. Second-guessing r e fe r s  t o  a procedure i n  which 

the subject i s  to ld  whether h i s  f irst  response i s  wrong; If it i s  wrong 

he i s  then allowed t o  make an addi t ional  response, ca l led  the second- 

guess. 

would not r e s u l t  i n  an above chance ranking e f f ec t ,  i .e. ,  the f i rs t  

l i k e l y  response recovered i n  the search i s  output, 

F i r s t  consider the case where a search procedure i s  used that 

When informed of an 

;' i 

d 1 
3 

incorrect  response, the subject  w i l l  i n i t i a t e  another search of LTS. 

Performance on the second-guess w i l l  be pa r t ly  determined by the degree 

of dependence of the  second search upon the o r ig ina l  search. I f  the 
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second search i s  completely dependent, both i n  terms of the  items making 

up the examination subset and a l s o  the order of search, 

second-guess can be made only i n  those instances where 

response was an in t rus ion  einitted before the c-code was eiamined i n  the 

o r ig ina l  searcho I n  these instances,  the second search may continue 

bepond the point of the in t rus ion  and the rea f t e r  r e s u l t  i n  a correct  

recovery* 

then correct  recoveries can be made during the second search i n  cases 

where the c-code w a s  present i n  LTS but not i n  the examination subset 

during the o r ig ina l  search. 

examination subset during the second search. 

compUcated s l i g h t l y  i f  the o r ig ina l  search was of the type which re- 

covers severa l  l i k e l y  response a l te rna t ives ,  ranks them, and outputs 

On the o t M r  hand, i f  the searches a re  completely ihdependent, 

I n  this event, the c-code might be i n  the 

These considerations a re  

the most l ike ly ,  I n  t h i s  case, it i s  possible f o r  the subject  t o  forego 

a second search e n t i r e l y  and simply give the response ranked second most 

l i k e l y  during the o r ig ina l  search. If a second search i s  nevertheless 

engaged in ,  then the f i n a l  response given must be the r e s u l t  of a de- 

c i s ion  process involving a l l  the l i k e l y  response a l te rna t ives  recovered 

during both searches. 

Regardless of the form of the second-guess search, there  i s  no 

guarantee t h a t  the parameters of t h i s  search w i l l  be the same as on the 

o r ig ina l  search. I n  pa r t i cu la r ,  it would be na tu ra l  f o r  the subject  t o  

lower bis c r i t e r i o n  f o r  output of recovered responses, s ince the o r ig ina l  

e r ro r  indicates  t h a t  the s t a t e  of knowledge regarding the correct  answer 

may be qui te  weako 
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Interference Phenomena. Interference r e fe r s  t o  a paradigm i n  which 

the first response paired with a stimulus ( R l )  i s  changed t o  a d i f f e ren t  

response ( R 2 ) ;  a subsequent t es t  f o r  R 1  i s  ca l led  a retroact ive i n t e r -  

ference condition, while a subsequent t es t  f o r  R 2  i s  cal led a proactive 

interference condition Although e onside rable work on interference 

phenomena has taken place within designs employing repeated presentations 

of whole l is ts  of paired-associates,  it i s  cur ren t ly  uncertain what form 

these phenomena w i l l  take i n  a continuous task.  This e n t i r e  question 

w i l l  be discussed more f u l l y  i n  subsequent chapters of t h i s  report ,  

For the  present we should merely l i k e  t o  point out t h a t  the theory can 

predic t  e i t h e r  proactive or re t roact ive interference e f f ec t s .  That is , 
learning of the R1 response may hinder r e c a l l  of the R2 response, or 

vice versa. The predictions w i l l  depend upon the precise  form of the 

assumptions regarding order of search and the addition of information 

t o  codes current ly  stored i n  LTS. For example, i f  search order i s  

s t r i c t l y  temporal and proceeds s t a r t i n g  with the most recent item, and 

i f  the o r ig ina l  response code i s  older  than the new response code, then 

no proactive effect  w i l l  be expected. This predict ion r e su l t s  from the 

following argument. I n  those cases where both the old an6 new codes 

f o r  a stimulus a re  simultaneously i n  the examination subset,  the  new 

response code w i l l  always be examined p r io r  t o  the older  response code, 

Hence the probabi l i ty  correct  w i l l  not be affected by the presence or 

absence of the  older  code.* 

*This is  not qu i te  true, but approximately so. 
sponse and emitt ing it w i l l  insure t h a t  an e r r o r  i s  made. On the other  
hand, a d i f f e ren t  type of intrusion,  or a pure guess, w i l l  be correct  a t  
the chance level .  Thus the above argument i s  t rue  when the chance l e v e l  
i s  zero, and i s  almost true when the chance l e v e l  i s  qui te  low. 

On the other  hand, a strong re t roac t ive  

Recovering the R1 re- 
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e f f e c t  w i l l  be expected i n  t h i s  case, a t  least i f  the search terminates 

a t  the  R2  code an appreciable proportion of the t i m e .  

To the  degree t h a t  the s t r i c t l y  temporal search order assumption 

i s  relaxed, a proactive e f f e c t  w i l l  be expected. However, i f  information 

i s  added t o  the R1 code t h a t  the response has been changed, then the  

search w i l l  bypass t h a t  code and continue; thus the  proactive e f f e c t  

will be dependent on the  information added t o  the R1 code when the 

response i s  changed. These same fac tors  apply t o  re t roac t ive  in t e r -  

ference. This discussion should make it c l ea r  t h a t  the theory has a 

good dea l  of freedom with regard t o  interference predictions.  Experiment 

I1 i n  the next chapter examines proactive interference,  and fur ther  

discussion i s  reserved unt i l  t h a t  point. 

Latencies. The recovery of a response from STS i s  assumed t o  be 

associated with a very short  latency* The latency associated with a 

response recovery from LTS i s  assumed t o  be monotonically re la ted  t o  

the number of codes examined before the response i s  given, the more 

codes examined, the  slower the response. For the  present discussion, 

components of response t i m e  associated with the decision processes in-  

volved i n  r e t r i e v a l  w i l l  be ignored. This r a the r  simple conception of 

la tenc ies  leads t o  a large number of predictions.  The latency of pure 

guesses should be qui te  long, s ince guesses occur only a t  the conclusion 

of an unsuccessful LTS search. The latency of intrusions w i l l  depend 

upon the order of search, but w i l l  probably be somewhat l a rge r  than 

correct  response latencies. The la tency of a correct  response i s  ex- 

pected t o  increase as the  length of the period s ince the  previous 

presentation increases,  since a grea te r  number of codes will tend t o  be 
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examined p r io r  t o  the c-code as t h i s  period increases.  

response latency w i l l  be expected t o  decrease as the number of re in-  

The cor rec t  

forcements increases,  since the e-code will tend t o  be stronger,  and 

codes of grea te r  s t rength  w i l l  tend t o  be examined e a r l i e r  i n  the 

search. 

t o  change-of-response conditions, and t o  second-guess conditions, but 

f'urther discussion w i l l  be reserved u n t i l  the latency da ta  of Experiment 

This l i s t  of predictions may be extended i n  a na tura l  fashion 

I1 i s  examined. 

I 
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s CHAPTER I1 

THE EXPERIMENTS: DESIGN, PROCEDURE, AND RESULTS 

The two experiments of the present study were designed t o  inves t i -  

gate various face ts  of search and re t r ieva l  from long-term memory, and 

t o  provide a source of quant i ta t ive data  against  which a spec i f i c  version 

of the  theory outlined i n  Chapter I could be tes ted.  Although both ex- 

; periments u t i l i z e d  a continuous paired-associate design, the  differences 

I between them were considerable and t h e i r  procedures w i l l  be described 

separately.  The experiments are referred t o  as continuous because a 

pa r t i cu la r  item may have had i t s  f i rs t  presentation on any t r i a l  of the 

experiment, appeared a f e w  times a t  varying in te rva ls ,  and then been 

discarded. Each t r i a l  of the experiments consisted of a t e s t  phase 

followed by a study phase. 

sented alone and the subject was then tes ted  i n  some d e t a i l  concerning 

During the t e s t  phase a stimulus was pre- i 

'1 h i s  knowledge of the cor rec t  response. During the study phase, the 

stimulus j u s t  t es ted  was presented with a response t o  be remembered. I n  

what follows, we use the term - l ag  t o  r e f e r  t o  the number of t r ia ls  

intervening between two successive presentations of a pa r t i cu la r  skimulus. 

Experiment I 

J 

Design Jus t i f i ca t ion .  Experiment I w a s  designed with severa l  objec- 

tives i n  mind. A primary a i m  w a s  the  independent establishment of the 

imperfect-search charac te r i s t ics  of memory r e t r i e v a l  i n  the  paired- 

associate s i tua t ion .  I n  order t o  accomplish t h i s ,  a design was u t i l i z e d  

which would separate two components of "second-guessing" performance : 

the partial-information component and the imperfect-search component. 
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A number of paired-associate experiments have shown t h a t  performance on 

a second response (following information t h a t  a first response was in- 

cor rec t )  may be w e l l  above chance l e v e l  (Bower, 1967; Binford and Gettys, 

1965); other  experiments have shown t h a t  ranking of responses i n  t h e i r  

order of being correct  can r e s u l t  i n  rankings beyond the first choice 

which are a l so  above the  chance l e v e l  (Bower,  1967) 

be explained by e i t h e r  of two models: i n  the first,  r e t r i e v a l  from memory 

results i n  recovery of p a r t i a l  information about more than one response; 

i n  the second, r e t r i e v a l  r e su l t s  i n  recovery of information about only 

one response; but if i t ’ s  an e r ro r ,  a second search of memory r e su l t s  i n  

recovery of new information about some other  response. These models are  

separated i n  Experiment I by u t i l i z i n g  both rankings and second-guesses 

on each t e s t  t r i a l .  

These findings can 

The second major objective of Experiment I w a s  the examination of 

changes i n  r e t r i e v a l  of individual  items from memory, i n  a steady-state 

s i tua t ion .  Forgetting, par t icu lar ly ,  needs extensive examination i n  a 

continuous task,  since ahnost a l l  the  research on long-term forge t t ing  

has u t i l i zed  a l i s t - s t ruc tu re  design. I n  such a design performance 

changes are measured f o r  whole lists, and then infer red  f o r  individual  

items, but t h i s  inference lacks validation. For t h i s  reason, l ist  

s t ruc ture  is  eliminated i n  Experiment I by using a continuous task:  

new items are  continually being introduced, and old items eliminated, 

A t h i r d  objective of Experiment I was the demonstration t h a t  a 

c l a s s  of previously used models f o r  paired-associate learning suffered 

from ce r t a in  deficiencies,  def ic iencies  not present i n  the  theory of 

Chapter I (henceforth ca l led  LTS theory) The design of Experiment I 
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is  s imi la r  t o  those used by Bjork (1966) and Rumelhart (1967). Each of 

these workers used a model t o  describe t h e i r  data  which has been ca l led  

the GFT. The GFT model i s  bas ica l ly  a three s t a t e  Markov model with a 

long term absorbing state ( L )  e 

L increases as the  number of presentations of the i t e m  increases,  

an i t e m  enters L, a cor rec t  response w i l l  always be given and the item 

cannot t he rea f t e r  leave Lo  Thus the GFT implies t h a t  the probabi l i ty  

correct  following a given sequence of reinforcements cannot be lower 

than a ce r t a in  minimum,  regardless of the  l ag  of the current test;  the 

minimum i s  determined by the probabi l i ty  t h a t  the i t e m  i s  i n  the s t a t e  

L a t  the  t i m e  of tes t ,  which i s  not affected by the  previous lag. 

predictions are qui te  a t  odds with LTS theory: as long as new items are 

continually being introduced, LTS theory predicts  t h a t  the probabi l i ty  

correct  should decrease toward chance as the l ag  increases.  It i s  not 

surpr is ing t h a t  the Bjork data  was  handled w e l l  by the GFT, because the 

design used did not allow f o r  the continual introduction of new items; 

ra ther  the design bas ica l ly  u t i l i z e d  a l i s t  s t ruc ture ,  so t h a t  a l l  items 

late i n  the session had been presented many times before. I n  such a 

s i t ua t ion  LTS theory predicts  t h a t  a l l  items w i l l  become permanently 

learned, much as i f  an absorbing s t a t e  was present;  the predict ion i s  

based on many factors ,  which are  described i n  Sh i f f r in  and Atkinson 

(1968). 

t i o n  of l i s t - s t ruc tu red  designs. 

used a design i n  which new items are  continually being introduced; 

nevertheless the GFT model f i t  the da ta  qui te  adequately. W e  propose 

tha t  the  GFT model proved adequate only because the  range of lags 

The probabi l i ty  t h a t  an i t e m  w i l l  be i n  

Once 

These 

Thus e i t h e r  GFT o r  LTS theory w i l l  provide an adequate descrip- 

The Rumelhart study, on the other  hand, 
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examined was qui te  r e s t r i c t ed ,  never being l a rge r  than 32. It should be 

possible t o  demonstrate t h a t  the  GFT model is  inadequate i f  a large enough 

range of lags  is  examined, 

very long lags  tends toward chance, then a model i n  which an appreciable 

number of items en te r  an absorbing s t a t e  w i l l  not be appropriate. 

these reasons, the range of lags  examined i n  Experiment I i s  very large,  

ranging from 0 t o  about 225. 

For example, i f  the  probabi l i ty  correct  a t  

For 

Design. A da i ly  session for each subject  consisted of a s e r i e s  of 

On 440 tr ials,  each made up of a t e s t  phase followed by a study phase. 

each t r i a l  a stimulus, possibly one not presented previously, was chosen 

according t o  a prearranged schedule and presented f o r  t e s t .  Following 

the t e s t  phase t h a t  same stimulus i s  presented with a correct  response 

during the study phase. The sequence i n  which the s t imul i  are presented 

for test  and study are the same f o r  every subject  and every session; 

Appendix 1 gives the ac tua l  sequence used. I n  the Appendix, the sequence 

of t r i a l s  i s  given i n  terms of the stimulus number. For a given subject  

and session each stimulus number represents some randomly chosen stimulus 

(ac tua l ly  a consonant tr igram). Thus the sequence of t r ia l s  remained 

fixed, but the ac tua l  s t imul i  and responses were changed from session 

t o  session. 

A pa r t i cu la r  stimulus could be presented f o r  a maximum of e igh t  

t r ia ls  (e ight  reinforcements), a t  varying lags.  

sequence of lags associated with each "item-type, 

item-type - i i s  presented a t  successive lags according t o  the - i t h  row 

of the table .  The first column i n  Table 11-1 gives the item-type, The 

next seven columns give the successive lags a t  which items of each type 

Table 11-1 gives the 

where a stimulus of 
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TABLE 11 - 1 
SEQUENCE OF LAGS FOR ITEM-TYPES 

OF EXPERIMEm I 

Item-type Lag 1 Lag 2 Lag 3 Lag 4 Lag 5 >ag 6 

1 1 1 

1 1 1 

6 6 6 

6 6 6 

10 10 10 

10 10 LO 

25 25 25 

50 50 50 

1 1 16 

1 1 100 

6 6 16 

6 6 100 

10 10 16 

10 10 100 

25 25 25 

50 50 50 

9 100 100 100 100 

10 0 100 100 100 100 

11 1 100 100 100 100 

12 10 100 100 100 100 

13 w 2 2 5  

EkLz 

100 

100 

100 

100 

100 

100 

25 

50 

Number of 

Sequences 

6 

2 

6 

3 

7 

4 

7 

4 

a 
4 

4 

5 

6 
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are  presented. 

item-type t h a t  are presented during each experimental session. A s  in- 

dicated i n  the tab le ,  the lags vary from 0 t o  about 225. The d i f f e ren t  

st imuli  of a given item-type are  given f i r s t  presentations which a re  

spaced f a i r l y  evenly throughout each experimental session; the exact 

The f i n a l  column gives the number of s t imul i  of each 

presentation schedule i s  presented i n  Appendix 1. 

Four responses are  used i n  Experiment I, When a stimulus i s  pre- 

sented f o r  t e s t  the subject  responds by ranking the four  responses i n  

the order of t h e i r  l ikelihood of being correct ,  using a random ranking 

i f  he does not know the cor rec t  answer., I f  the response ranked f i r s t  

i s  incorrect ,  then the subject  i s  informed of t h i s  f a c t  and he proceeds 

t o  rerank the three remaining a l te rna t ives ,  not necessar i ly  i n  the same 

order as on the first ranking, and again guessing i f  the answer is  not 

known. I n  order t o  make subsequent discussions c l ea r ,  we adopt the 

following terminology. The sub jec t ' s  f i r s t  four responses on a t e s t  

t r i a l  are referred t o  as  the "ranking." 

responses (when given by the subject)  i s  referred t o  as the "reranking." 

There i s  a fu r the r  breakdown depending on the order of response. 

the f i r s t  response given on the t e s t  t r i a l  i s  ca l led  the "f i rs t - ranking,"  

the second i s  ca l led  the "second-ranking," e t c .  

the reranking (when the subject  engages i n  reranking) i s  termed the 

"f i rs t - reranking" and so for th .  

responses i n  this experiment are akin t o  the responses given i n  the 

typ ica l  ranking experiment i n  the l i t e r a t u r e d  Similarly,  the f irst-  

ranking and f i r s t - re ranking  responses i n  t h i s  experiment a re  akin t o  

the responses given i n  the t y p i c a l  second-guessing experiment. 

The second group of three 

Thus 

The f i r s t  response of 

It should be noted t h a t  the ranking 
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,,\ i Subjects, The subjects  were t en  students from Stanford University 

who received $2,00 an hour f o r  t h e i r  services.  Each subject  par t ic ipated 

i n  a minimum of 8 and a maximum of 11 experimental sessions. 

were conducted on weegday evenings and took approximately 1-4/4 hours 

each. 

student employment service ., 

The sessions 

The subjects  were procured without regard f o r  sex through the 

Apparatus. The experiment was conducted i n  the  Computer-Based 

Learning Laboratory a t  Stanford University. 

performed by computer programs running i n  a modified PDP-1 computer 

manufactured by the Dig i t a l  Equipment Corporation, and under control  of 

The control  functions were 

a time-sharing system. The subject was seated a t  a cathode-ray-tube 

display terminal; there  were f i v e  terminals each located i n  a separate 

7 X 8 - f t .  sound-shielded, airconditioned room. Stimuli and other in-  

formation were displayed on the face of the cathode ray tube (CRT) ;  

responses were made on an e l e c t r i c  typewriter keyboard located immedi- 

a t e ly  below the lower edge of the  CRT. 

Stimuli and Responses. The s t imul i  were 990 consonant trigrams 

( C C C ' s )  made up of a l l  possible 3 l e t t e r  permutations of the following 

consonants: B,D,F,G,J,K,P,Q,X,W, and Z. Thus a typ ica l  stimulus w a s  

JXQ. 

with the r e s t r i c t i o n  t h a t  any stimulus used i n  a session 

used i n  any succeeding session f o r  t h a t  subject.  

not take p a r t  i n  more than 11 sessions,  

Ninety s t imul i  were randomly selected f o r  use during each session, 

could not be 

Thus a subject  could 

Four responses were used: the numbers 1,2,3, and 4. Thus the  

guessing probabi l i ty  of a cor rec t  f i rs t - ranking was 4/4 and the  guessing 

probabi l i ty  of a cor rec t  f i rs t - reranking was 4/3.  



Instruct ions 

When a subject  arrived f o r  the  f i rs t  session he was given a sheet  

of ins t ruc t ions  t o  read, as follows: 

"This i s  an experiment t o  t es t  your memory. You w i l l  
be s i t t i n g  i n  a soundproof booth facing a T.V. screen with 
a typewriter keyboard below it. 
booth as the previous day. To s tar t  the  session, type the 
semicolon ( ;) The experiment w i l l  then begin, 

You w i l l  be required t o  remember the response members 
of a number of paired-associates,  each consis t ing of a non- 
sense-syllable paired w i t h  a number as a response. 
responses wL11  always be e i t h e r  1,2,3, or 4. 
associate w i l l  be presented a number of times during a 
session and you should t r y  t o  learn  it, Each t r i a l  w i l l  
consis t  of a tes t  followed by a study, On a - tes t ,  the word 
"test" appears on the  top of the screen, and then below it 
appears a nonsense-syllable. Below the sy l lab le  w i l l  appear 
the term "rank answers." 
response paired with the sy l l ab le  presented f o r  t e s t .  
respond, type the number you think most l i k e l y  t o  be the 
correct  response; then type the second most l i k e l y  number; 
then the  t h i r d  most l i ke ly ,  then the least l ike ly .  That i s ,  
you w i l l  rank the responses 1-4 i n  order of t h e i r  l ikelihood 
of being correct .  As  you type these 4 responses, they w i l l  
appear on the screen, your first choice being on the l e f t .  
If you are  s a t i s f i e d  with your answers, then type a carriage- 
re turn ( C R ) .  I f  not s a t i s f i e d  a t  any point,  and you wish t o  
change your ranking, type E and the  screen w i l l  c l ea r  and 
you may type i n  a new ranking. If you make a typing mistake, 
the screen w i l l  c l ea r  your responses a t  once: i n  t h i s  case, 
type them i n  again. 

the computer w i l l  check t o  see whether your - first ranked 
response was correct .  
a study t r i a l  on the sy l lab le  you were j u s t  t e s t ed  on. 
your first rank was incorrect ,  then you w i l l  ge t  one more 
chance: the words "wrong. rerank answers" w i l l  appear on 
the screenD You w i l l  then rerank the three remaining 
answers i n  the order of t h e i r  l ikelihood of being correct.  
That is ,  the first number typed i s  the f irst  choice, e tc .  
These "reranks" do not have t o  correspond t o  the  f irst  re- 
rankings. If your f irst  ranking was  incorrect ,  search your 
memory again, and then make your best possible choices, A s  
you type i n  your reranks they w i l l  appear on the screen. 
If you are s a t i s f i e d  with your three choices, then type a 
carriage re turn  and the  test  t r i a l  w i l l  be terminated. The 
sy l lab le  you were t e s t ed  on w i l l  then be presented with the 

Each day take the  same 

The 
Each paired- 

- 

You w i l l  t r y  t o  remember the  
To 

When you rank the  responses and type a carriage-return,  

If it was correct ,  you w i l l  go on t o  
I f  
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correct  response f o r  2 seconds of study* Then a f t e r  a 
shor t  delay, the  next t e s t  t r Z a l w i l 1  begin. 

but attempt t o  respond as  quickly as possible without lower- 
ing your performance ., 

Your t ask  i s  t o  l ea rn  and remember as  many pair ings as 
possible and t o  demonstrate t h i s  learning during the t e s t  
phases of the  t r i a l s .  Fee l  f r ee  t o  use any codes or mnemonics 
you can devise i n  order t o  learn  the pairs .  

The way the experiment i s  'being run, a sy l lab le  w i l l  
f irst be presented f o r  t es t  on a t r ia l ,  and then f o r  study. 
Thus, especial ly  a t  the start of a session, you w i l l  be tes ted  
on sy l lab les  whose response you have not y e t  seen. I n  t h i s  
case, simply rank the responses randomly, ioeo, guess, When 
guessing, do not always type i n  the answers i n  the same way - 
try t o  guess randomly, Furthermore, even i f  you fee l  you 
know the answer, do not always type i n  the remaining answers 
i n  the  same order, Try t o  type these answers randomly also.  
Any questions? 
s t ruc t ions  with you verbally. " 

Take the t i m e  you need t o  respond during - t es t  tr ials,  

The experimenter w i l l  now review these in-  

The experimenter reviewed the ins t ruc t ions  with the subjects  and 

then introduced them t o  the computer and i t s  operation. 

f irst  session was used t o  famil iar ize  the subject  with the apparatus 

and instruct ions,  and t o  give him pract ice  a t  the task.  

The e n t i r e  

Procedure 

Each session consisted of a sequence of 439 tr ials,  a t r i a l  being 

defined as  a t e s t  followed by a study.. 

series of events. 

Each t r i a l  involved a fixed 

(1) The word - TEST appeared on the upper face of the 

CRT, 

stimulus set  appeared, the stimulus member indicated by the  presenta- 

Beneath the word _p TEST a spec i f i ca l ly  determined member of the 

t i o n  schedule given i n  Appendix 1, Below the stimulus appeared the  

words RANK ANSKERS. The subject  then ranked the four responses by typ- 

ing them i n  order on the keyboard, t he  most probably cor rec t  answer 

first, and so for th .  

- 

The answers appeared on the  CRT as they were typed, 

After ranking the four responses the subject typed a carriage-return 
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and the rankings were evaluated by the  computer. 

the subject could begin h i s  rankings anew by typing - E. 

ranked response w a s  wrong (even f o r  s t imul i  never seen before) then the 

words WRONG. RERANK ANSWERS appeared on the  CRT below the  o r ig ina l  

rankings, which remained on the  CRT, The subject then reranked the  

three remaining answers under the same conditions t h a t  pertained t o  the 

o r ig ina l  rankings, The rankings and rerankings were self-paced, but 

ins t ruc t ions  were used which insured t h a t  t he  subject  took about 6-7 

seconds f o r  responding, on the average, 

blank screen appeared f o r  1/4 second. 

the top of the CRT. 

t es ted  along with the correct  response. 

on the CRT for 2 seconds. 

Then the next t r i a l  began. 

about 10 seconds or less and thus a session las ted  about 1 hour and 

15 minutes. 

Previous t o  t h i s  point,  

If  the first- 

cI__ 

(2 )  The CRT was cleared and a 

(3)  The word STUDY appeared a t  

Beneath the word STUDY appeared the stimulus j u s t  

The correct  pair ing remained 

(4)  The CRT was blanked f o r  3/4 seconds, 
P 

A s  indicated above, a complete t r i a l  took 

e 

A t  the  start  of each session, t he  computer randomly assigned each 

subject 90 s t imul i  he had not seen i n  previous sessions.  Each stimulus 

w a s  then randomly assigned one of the four responses as the correct  

pair ing t o  be used throughout t h a t  session. 

t h a t  the sequence of trials was the same f o r  every subject-sessfon, but 

It should be noted again 

the ac tua l  s t imul i  and responses differed.  The first 12 t r i a l s  of each 

session consisted of 10 f i l l e r  i t e m s ;  these appeared seldom thereaf te r ,  

From the 13th t r i a l  on, almost a l l  t r ia ls  were instances of one or 

another of the 13 item-types l i s t e d  i n  Table 11-1. These item-types 

were spaced roughly uniformly through the remaining 427 t r i a l s .  
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Altogether 83 subject-sessions of data  were col lected folloving 

the i n i t i a l  p rac t ice  session. Because of computer stoppage o r  other  

extraneous reasons, only 58 sessions were e n t i r e l y  completed, but the 

remaining sessions were a t  worst within 10 o r  20 t r i a l s  of completion, 

The data  col lected on each ' trial consisted of the stimulus t es ted  and 

i ts  cor rec t  response, and the rankings and rerankings given by the  

subJeet. Latencies were not recordedo A t  the  conclusion of the ex- 

periment, each subject  f i l l e d  out a wr i t ten  questionnaire. 

Results of Experiment I 

Table 11-2 presents the swnmary r e su l t s  f o r  each of the  10 subjects  

Tabled i s  the probabi l i ty  of a correct  f i rs t - ranking i n  the experiment, 

lumped over a l l  t r i a l s  and sessions,  The r e su l t s  are  l i s t e d  i n  order 

of increasing probabi l i ty  correct.  It i s  evident t h a t  there  are  appre- 

c iable  subject ddfferences i n  ove ra l l  a b i l i t y  i n  t h i s  task., 

i n  order to gain precis ion of estimates,  the remaining data  a re  presented 

i n  a form lumped over a l l  subjects.  This should not overly d i s t o r t  the 

Nevertheless, 

observed e f f ec t s ,  since a consideration of the  data  t o  follow, where 

the number of observations permitted a subject by subject  breakdown, 

consis tent ly  showed t h a t  the sane qua l i ta t ive  e f f e c t s  hold f o r  indi-  

visuals  as  f o r  the average data. 

by averaging w i l l  be discussed i n  Chapter 111. 

Possible se lec t ion  e f f e c t s  introduced 

Table 11-3 gives the  probabi l i ty  of a cor rec t  f i rs t - ranking over 

successive days of the experiment ( the  pract ice  session i s  not included) 

It i s  c l e a r  t h a t  no trend over days i s  present i n  the ta'ble. 

proactive interference from session t o  session was minimal. The data 

t o  follow w i l l  be lumped over a l l  sessions,  excluding the pract ice  session, 

Apparently, 
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T W  I1 - 2 

MEAN PROBABILITY CORXiECT 
FOR SU€UECTS OF EXPERIMJ3NT I 

Sub j e c t 
Number i o  7 4 2 g i  6 3 8 5 

Probabi l i ty  of 
Correct 
First-ranking 

.45 .47 - 5 1  .52 .54 -56 .59 .68 .69 .77 

TABLE 11- 3 

MEAN PROBAEILITY CORRECT 
FOR SUCCESSITE DAYS OF EXPERIM!&NT 1 

Day 
Number 1 2  3 4 5 6 7 8 g i o  
Probabi l i ty  of 
Correct 
First-ranking 

.58 .55 .58 .62 .61 .55 .56 .63 .54 .60 

TABLE I1 - 4 

PROEUUXCLITY CORRECT AS A FUNCTION OF THE AVERAGE STATE 
OF KNOWIBDGE CONCERNING THE ITEMS 

MAKING UP THE PRECEDING LAG 

Lag 1, Reinforcement 1: 
Lag 6, R1:  
Lag 10, R1: 
~ a @ ;  25, RI: 
Lag 50, R1:  
Lag 100, R1: 

Lag 1, Reinforcement 2: 
Lag 6, R2: 
Lag 10, R2: 
Lag 25, R2: 
Lag 50, R2: 
Lag 100, R2 f 

* 75 
61 

e 70 
54 

e 54 9 57 
0 43 52 
* 35 43 
0 31 * 39 
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Ranking Performance vs. Second-Guessing Performance. A s  s t a t ed  

e a r l i e r ,  a number of previous experiments have found t h a t  responses 

ranked after the first choice are correct  a t  an above chance leve l ,  A 

hypothesis which can explain t h i s  f inding holds t h a t  the subject  some- 

times re t r ieves  from memory information which indicates  the possible 

correctness of two or more responses. The subject  examines t h i s  

ambiguous information and then produces h i s  rankings as the  resul t  of 

some type of decision process. Thus the correct  response i s  sometimes 

ranked second ra ther  than first, and the above finding i s  observed. 

Other experiments i n  the l i t e r a t u r e  demonstrate t h a t  second-guesses, 

a f t e r  the subject i s  to ld  the f i rs t -guess  i s  wrong, can r e s u l t  i n  per- 

formance well  above chance levels .  The hypothesis proposed above can 

a l so  be u t i l i z e d  t o  explain t h i s  r e s u l t :  the subject  engages i n  impl ic i t  

ranking on the first guess and gives the response impl ic i t ly  ranked 

first; i f  he makes an e r ro r ,  he then outputs the response he had previously 

ranked second, 

the second-guessing e f f ec t  may be explained by an a l te rna t ive  hypothesis: 

the subject  makes h i s  first guess on the  basis  of information available 

T t  i s  possible,  however, t h a t  a subs t an t i a l  portion o f  

a t  the t i m e ;  upon knowledge of an e r r o r  he then engages i n  an addi t ional  

search of memory. 

information not previously available to the  subject ,  information which 

may then be used t o  respond correct ly .  

This second search sometimes r e su l t s  i n  r e t r i e v a l  of 

This hypothesis is  qui te  d i f -  

fe ren t  from the first i n  i t s  emphasis of the e s sen t i a l ly  probabi l i s t ic  

nature of the  memory r e t r i e v a l  process 

The present experiment provides a means of separating these hypoth- 

eses.  The e s s e n t i a l  s t a t i s t i c  examines those instances where the response 
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first is  not the ranked f i r s t  i s  wrong, but where the response - 
response second. For these instances,  a probabi l i ty  of correct  

f i r s t - re ranking  above the l e v e l  expected by chance guessing implies t h a t  

the second hypothesis i s  operative i n  the experiment. A convenient way 

t o  begin an analysis of the data  i s  presented i n  Figure 11-1, 

abscissa i s  the probabi l i ty  of a correct  f i r s t - ranking  divided i n t o  

successive in t e rva l s  which are marked on the graph. These in t e rva l s  

s tar t  a t  . 3 O  s ince no item-type had a probabi l i ty  of correct  f i r s t -  

ranking on any t e s t  a f t e r  the f i r s t  reinforcement which was below .3O. 

For each i n t e r v a l  we consider a l l  t r ia ls  i n  the sequence of 440 on which 

the probabi l i ty  of correct  f i r s t - ranking  l i e s  i n  the in te rva l .  

these t r i a l s  we graph (1) the probabi l i ty  t h a t  the second-ranked answer 

i s  correct  and (2 )  the probabi l i ty  t h a t  the f i r s t  reranked answer i s  

correct .  

e r ro r ;  thus the chance l e v e l  for both probabi l i t i es  i s  .33. 

follows we w i l l  r e f e r  t o  the f i r s t - re ranking  as second-guessing, 

On the 

For 

Both probabi l i t i es  a r e  plot ted conditional upon a f i r s t - ranking  

I n  what 

From the upper curve i n  Figure 11-1 it i s  evident t h a t  a subs t an t i a l  

amount of correct  second-guessing has taken place. 

the lower curve indicates  t h a t  v i r tua l ly  no i n i t i a l  ranking e f f e c t  took 

place. 

chance leve l ,  the  mean f o r  a l l  t r i a l s  except those on which new s t imul i  

are  presented being .352. 

chance s ince it i s  based upon approximately 7000 observations, but it i s  

obvious t h a t  the magnitude of the ranking e f f e c t  i s  small compared with 

t h a t  of second-guessing, 

presented above i s  appropriate f o r  t h i s  experiment. 

On the other  hand, 

The probabi l i ty  of correct  second-ranking i s  barely above the 

This probabi l i ty  i s  s ign i f i can t ly  above 

This r e s u l t  suggests t h a t  the second hypothesis 

That i s ,  s ince the 
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ranking e f f e c t  was near chance, the maJority of cor rec t  second-guesses 

were responses t h a t  were not ranked-second during i n i t i a l  ranking. Thus 

the subjects  were u t i l i z i n g  information during second-guessing t h a t  w a s  

not u t i l i z e d  during i n i t i a l  ranking, A straightforward in t e rp re t a t ion  

holds t h a t  a f t e r  the e r r o r  feedback a search was i n i t i a t e d  which occa- 

s iona l ly  resul ted i n  the cor rec t  response being found,* 

It is  most l i k e l y  t h a t  the f a i l u r e  t o  f ind  a large second-ranking 

e f f e c t  was due t o  the ins t ruc t ions  regarding response r a t e .  Although 

responding was self-paced, the subjects  were instructed t o  respond 

quickly enough t o  f i n i s h  i n  an hour and a quarter ,  and had t o  respond 

rapidly as a r e su l t .  Under these conditions, the subjects  would be led 

t o  adopt a memory-search s t ra tegy  which would output the f i r s t  l i k e l y  

response a l t e rna t ive  located i n  the search. If responding ra tes  were 

lower, the subjects  could adopt a s t ra tegy  i n  which the  memory-search 

continued u n t i l  a l l  l i k e l y  a l te rna t ives  could be recovered and evaluated 

I n  t h i s  case a second-ranking e f f e c t  would very l i k e l y  r e su l t .  

The f a i l u r e  t o  f ind  a subs t an t i a l  ranking e f f e c t  might lead us t o  

expect t h a t  the reranking e f f e c t  would a l so  be minimal. This was indeed 

the case; rerankings a f t e r  the first were correct  with a conditional 

*It conceivably could be argued t h a t  the subjects  "knew" during t h e i r  
i n i t i a l  rankings the information they l a t e r  used t o  second-guess, but 
nevertheless ignored it while making the rankings, This seems doubtful, 
especial ly  i f  one takes the subjects  own wr i t ten  comments i n t o  account: 
i n  severa l  instances the subjects  s t a t ed  the second hypothesis almost 
verbatim on t h e i r  f i n a l  questionnaire. 
it i s  not d i f f i c u l t  t o  formulate experiments t o  c l e a r  up t h i s  possible 
ambiguity, perhaps by giving posi t ive payoffs f o r  cor rec t  second- 
rankings a 

I n  any event, i f  the need arose, 
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probabi l i ty  of .498, almost exact ly  the  level expected by Ehance. 

r e su l t ,  the  remaining data  analysis i s  considerably simplified.  

the f i rs t - ranking and f i r s t - re ranking  r e su l t s  will be considered and w i l l  

be referred t o  as f i rs t -guessing and second-guessing respectively. 

As a 

Only 

Learning and Forgetting. The t i t l e  of t h i s  sec t ion  should not be 

misconstrued: by learning and forge t t ing  i s  meant only increases and 

decreases i n  retrieval. 

approach does not allow f o r  the disappearance of stored information from 

As indicated i n  Chapter I, our theo re t i ca l  

memory, and the use of the  term forge t t ing  should not be taken t o  mean 

such, 

I n  the  following data  the number of observations a t  each point may 

be found approximately by reference t o  Table 11-1: f o r  each item-type, 

multiply the en t ry  i n  the column headed "NUMBER OF SEQUENCES" by 80, the 

approximate number of subject  sessions,  

curves f o r  f irst  reinforcement items, 

b i l i t y  of a correct  f i rs t -guess  following an i tem's  first reinforcement 

a t  a l ag  marked on the abscissa,  

Figure 11-2 presents the lag  

The top  panel presents the proba- 

The lower panel presents the probabi l i ty  

of a cor rec t  second-guess conditionalized upon an e r r o r  on the  first 

guess. 

l ines .  

and may be ignored f o r  the  present. 

task,  the l ag  curve decreases toward chance as  the  number of intervening 

items increases,  a l b e i t  quite slowly. The chance l e v e l  i n  the  top panel 

The observed data  are  plot ted as open c i r c l e s  connected by dashed 

The predictions are based on the model presented i n  Chapter I11 

As might be expected i n  a continuous 

i s  .25, and i n  the bottom panel i s  .33. The second-guessing curve i s  of 

i n t e r e s t  because of i t s  r e l a t ive ly  s m a l l  variance over the range of lags 

shown, and because of i t s  m a x i m u m  a t  about a l ag  of 10 or thereabout. 
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Discussion of the second-guessing data  i s  reserved f o r  the next chapter, 

The f i r s t -guess  curve i s  most important because it demonstrates t h a t  the  

probabi l i ty  of a correct  response tends toward chance as the  l a g  in- 

creases. 

state, w i l l  not provide an appropriate descr ipt ion of the data. 

Thus the GFT model, or any model with a long-term absorbing 

Figures 11-3 and 11-4 present the "learning" curves f o r  each of 

the item-types i n  the  experiment. 

guess i s  p lo t ted  as a function of the number of presentations,  f o r  each 

item-type, 

The probabi l i ty  of a correct  first- 

The l a g  between successive presentations i s  l i s t e d  i n  each 

graph as a small number placed between successive points  on the pre- 

dicted curve. I n  the two f igures ,  the  chance l e v e l  i s  .25. Figures 

11-5 and 11-6 present the same curves f o r  second-guessing. These 

f igures  present the probabi l i ty  of a correct  second-guess conditionalized 

upon a f i rs t -guess  e r ro r ;  thus the chance leve l  i s  .33. I n  each of these 

l a s t  four f igures ,  a l l  curves begin a t  the chance leve l ,  since on the 

first presentat ion the subject  has not previously seen the item being 

tes ted .  I n  Figure 11-5 severa l  observed points  have been deleted from 

the Type 1 and Type 2 graphs, The number of observations a t  these 

points  w a s  below 30 (because the probabi l i ty  of a cor rec t  f i rs t -guess  

was s o  high).  

Several charac te r i s t ics  of these data  should be noted a t  t h i s  t i m e ,  

F i r s t ,  as  found by previous workers (Greeno, 1964; Peterson, Hillner,  

and Saltzman, 1962; Rumelhart, 1967) , a d is t r ibu ted  pract ice  e f f e c t  

occurred. Consider item-types 10, 11, and 12 i n  Figure l I - b e  As the 

I 

1 
! 

*rx 

first lag  was varied from 0 t o  1 t o  10, the probabi l i ty  correct  after 

a subsequent l ag  of 100 rose from .37 t o  .44 t o  -49; i o e o ,  the longer 
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the i n i t i a l  l ag  the  be t t e r  i s  performance af ter  a L__ long subsequent lag. 

A similar e f f e c t  is  seen i n  the graphs of i t e m  types 2, 4, and 6 i n  

Figure 11-3. 

formance on two subsequent t e s t s  a t  l ags  of 100 rose from .52 t o  .62 t o  

.65; i . e ,  , performance i s  b e t t e r  a t  long lags  the more spaced is  the 

Following f ive  i n i t i a l  lags  of e i t h e r  1, 6, o r  10, per- 

s e r i e s  of i n i t i a l  reinforcements. 

It should be noted t h a t  item-types g 9  10, 11, and 12 seem t o  exhib i t  

something l i k e  steady s t a t e  charac te r i s t ics ;  i , e , ,  i f  reinforcements are  

given a t  lags  of 100, performance seems t o  s t a b i l i z e  near the . 5 O  l eve lo*  

Item types 7 and 8 a l so  seem t o  be approaching an asymptotic l e v e l  of 

probabi l i ty  cor rec t  wel l  below 1.0 (.75 and .63 respectively) These 

results fu r the r  demonstrate t h a t  any model with a long term absorbing 

s t a t e  which items en te r  an appreciable portion of the  t i m e  w i l l  not 

provide an adequate descr ipt ion of the data. 

f o r  an i t e m  i n  the absorbing s t a t e  i s  p9 then a l l  curves a t  long lags 

should be asymptoting a t  p. This is  not the case f o r  these data  even 

i f  p i s  allowed t o  be less than L O . .  

I f  the  probabi l i ty  correct  

The Effects of Intervening Items. 

forget t ing increases as the l ag  increases. 

whether it i s  the number of intervening i t e m s  per se which determines 

The l a g  curves above show t h a t  

It should be questioned 

the amount of forget t ing.  

I implies t h a t  forge t t ing  

The theo re t i ca l  pos i t ion  outlined i n  Chapter 

should, among other  things,  be a function of 

*This r e s u l t  might lead t o  speculation t h a t  item-types 1-6, i f  given 
addi t ional  reinforcements a t  lags  of 100, would exhib i t  a decrease i n  
performance down toward the .5O l e v e l  (which would be a strange s o r t  
of "learning," indeed) 

i' 

I 
i 
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the  amount of new information s tored during the intervening period. 

Therefore, the amount of forge t t ing  should vary as a function of how 

well-known are the intervening items, i f  we accept the view t h a t  l e s s  

new information i s  stored concerning well-known items. A similar 

pectat ion would hold if the degree of inter-stimulus interference were 

a determinant of forget t ing;  the  grea te r  the number of unknown s t imul i  

t h a t  intervened, the grea te r  t he  forgetting'o* 

experiments which bear on these points 

t h a t  a strong short-term e f f e c t  e x i s t s  i n  a s i t u a t i o n  where the subject 

adopts rehearsa l  as a predominant s t ra tegy;  t h a t  is ,  a shor t  s e r i e s  of 

There are  a number of 

Thompson (1967) demonstrated 

extremely overlearned items following an item caused no forget t ing,  

whereas an equal length se r i e s  of unknown items caused dramatic decre- 

ments i n  performance This short-term memory rehearsal  e f f e c t  should 

be d i f fe ren t ia ted ,  however, from the long-term memory r e t r i e v a l  e f f e c t  

proposed above; we s h a l l  re turn t o  t h i s  point  shortly.  

Atkinson (1965) proposed a tr ial-dependent-forgett ing model f o r  l i s t -  

s t ructured P-A learning. I n  t h i s  model, the amount forgotten from a 

short-term s t a t e  of learning between successive reinforcements was 

proposed t o  decrease as the t r i a l  number increased, since the i n t e r -  

vening items became be t t e r  and be t t e r  known as the experiment proceeded. 

While they found the tr ial-dependent-forgett ing model t o  f i t  the data  

Calfee and 

*In pr inciple ,  the various sources of forge t t ing  should be separable 
For example, an experiment could be run i n  which items are  compared 
which are  tes ted  a t  equal lags and have equal numbers of intervening 
new st imuli ;  the items would d i f f e r  i n  t h a t  the  interreinforcement lags 
of the intervening items would be low i n  one case and high i n  the other,  

, 49 



more closely than the Blternatives,  one cannot d i r e c t l y  conclude that 

the finding applies t o  individual  i tems; s ince a l i s t  design was used, 

the changes i n  forge t t ing  could be the r e s u l t  of some s o r t  of reorgani- 

zat ion or in tegra t ion  of the e n t i r e  l i s t  over t r ia ls ,  

Although Experiment I was not expressly designed t o  systematically 

vary the makeup of the intervening items a t  a given lag,  a f a i r  amount 

of chance var ia t ion  occurred and it is  possible t o  cap i t a l i ze  upon t h i s  

f ac t .  Every t r i a l  i n  the t r i a l  sequence was assigned a number "K" 

representing how well  "known" w a s  i t s  stimulus-response p a i r  as  follows : 

K = (reinforcement number) x ( 2 0 ) / (  l ag+l )  Eq, 11-1 

I n  t h i s  formula the reinforcement number and the l a g  r e f e r  t o  the stimulus 

t e s t ed  on t h a t  t r i a l .  K i s  very highly correlated with the probabi l i ty  

correct  on each t r i a l  and therefore provtdes a reasonably val id  measure. 

Next we compute f o r  each item presented the average value of K during 

the preceding lag,  and c a l l  t h i s  average 'ifo We can now compare the 

probabi l i ty  correct  f o r  each item with how well  "known" were the items 

making up the preceding l ag ,  Table 11-4 presents the resu l tan t  data  

(on page 36) f o r  items t e s t ed  following t h e i r  f i r s t  and second reinforce- 

ment, a t  each of severa l  lags.  A t  each lag,  a l l  i t e m s  are  divided i n t o  

two roughly equal groups, those with high E and those with low 'if. Thus 

the items with l ag  1 and reinforcement 1 are s p l i t  i n t o  a high-group 

and a low-group, a l l  items i n  the high-group having values of E grea ter  

than any items i n  the low-group. 

computed f o r  items i n  the high-group and f o r  items i n  the low-group, and 

these means are  l i s t e d  i n  columns 2 and 3 of the tab le .  Hence column 

The mean probabi l i ty  cor rec t  i s  then 

1 
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two of the tab le  gives the mean probabi l i ty  correct  f o r  items whose 

intervening items are  r e l a t i v e l y  well-known, 

There are  a number of points t o  be made regarding Table 11-4, F i r s t ,  

there i s  a de f in i t e ,  highly s igni f icant  e f f e c t  i n  the expected d i rec t ion :  

intervening items which a re  l e s s  well-known cause more forget t ingo* 

Almost ce r t a in ly  the magnitude of the differences would have been even 

l a rge r  than those observed i f  var ia t ions i n  E had been la rger ;  however, 

differences i n  ?? arose by chance r a the r  than by design, Of pa r t i cu la r  

i n t e r e s t  i s  the r e s u l t  f o r  l ag  lo I n  t h i s  case there  i s  only a s ingle  

intervening item and E varies considerably from item t o  item; i n  f ac t ,  

the mean probabi l i ty  correct  f o r  the intervening item was .3l f o r  the 

low-group and .,77 f o r  the high-group, Nevertheless, only a difference 

I 

of .O5 was found i n  the measure tabled, I f  a rehearsal-type short-term 

process was causing the r e su l t ,  as i n  the Thompson study c i t ed  e a r l i e r ,  

then t h i s  difference should have been f a r  l a rge r  than was observed, and 

f a r  l a rge r  than other  differences i n  the tableo** There i s  another 

feature  of the data  which makes t h i s  same point ,  The rehearsal  model 

I 

*There is  no question of significance.  The r e s u l t s  f o r  reinforcements 
grea te r  than 2 show es sen t i a l ly  the same r e s u l t s  as f o r  those shown i n  
the table .  
p < .01 and more rigorous t e s t s  would lower t h i s  probabi l i ty  considerably, 

A s ign t e s t  on the d i rec t ions  of the differences gives 

**The j u s t i f i c a t i o n  f o r  t h i s  statement ul t imately r e s t s  on a theo re t i ca l  
analysis i n  which the buffer  model i s  applied t o  the data,  It is  beyond 
the scope of t h i s  report  t o  go i n t o  the d e t a i l s  of the analysis ,  but a 
buffer  model was applied t o  the da ta  of Experiment I, The best f i t  of 
the model w a s  not adequate as a descr ipt ion of the data,  and one of  the 
major f a i l i ngs  of the model was  the extreme overprediction of the e f f e c t s  
of known items a t  l ag  1. Rather than the .O’j difference a t  l ag  1 which 
was presented i n  Table 11-4, the  buffer model predicted a difference 
of about .3O. 



explanation of the e f f e c t  of known items holds t h a t  known items f a i l  t o  

cause decreases i n  performance because they do not e n t e r  rehearsal ;  i f  

the intervening items do not en te r  rehearsal ,  then the t a rge t  item w i l l  

tend t o  s t ay  i n  rehearsal  i n  STS f o r  a longer period of time, even u n t i l  

the moment of t e s t .  

item are  c ruc ia l  i n  determining the magnitude of the e f f ec t .  

I n  t h i s  model, the first few items a f t e r  the t a rge t  

I n  order 

t o  check t h i s  point,  the  analysis  leading t o  the s t a t i s t i c  i n  Table 11-4 

was repeated, except t h a t  E was calculated without including the K values 

of  the first two intervening items, Nevertheless, the r e su l t an t  pa t te rn  

of r e su l t s  (excluding l a g  1, of course) was v i r t u a l l y  i d e n t i c a l  t o  tha t  

i n  Table 11-4. A sign t e s t  on the d i rec t ion  of differences again gave a 

p < .01 as a l e v e l  of significance.  We therefore conclude t h a t  the 

e f f e c t  i s  not c ruc ia l ly  dependent upon the K value of the f i r s t  few 

intervening items. It seems reasonable, then, t h a t  the e f f e c t  or iginates  

i n  the LTS r e t r i e v a l  process, ra ther  than i n  a rehearsal  mechanism, The 

explanation we propose, i n  terms of the theory of Chapter I, holds tha t  

the "age" of any code i s  dependent upon the number of new codes t h a t  are 

subsequently s tored i n  LTS. 

the ''age" of a code, the e f f e c t  found i n  Table 11-4 follows d i r ec t ly ,  

Since the probabi l i ty  correct  depends upon 

Summary, There are  severa l  main r e s u l t s  of Experiment I. F i r s t ,  

the multiple-search nature of r e t r i e v a l  was established by a compar- 

ison of ranking and second-guessing e f f e c t s  on the same t e s t  t r i a l o  

Second, performance w a s  observed t o  tend toward chance as the l a g  in- 

creased; t h i s  and re la ted  findings demonstrated the inappropriateness 

of a model f o r  t h i s  task  which postulates  a long-term memory absorbing 

s t a t e .  

w a s  observed t o  depend upon the degree t o  which the intervening items 

b 

Third, the forge t t ing  of an item a t  a given lag,  long or short ,  
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were known. Discussion of other  r e su l t s ,  and of the quant i ta t ive aspects 

of the data,  w i l l  be reserved f o r  Chapter IIIo 

Experiment 11 

Experiment I1 was designed with the  objective of provtding a 

s t r ingent  t e s t  of the model used t o  predict  the r e su l t s  of Experiment I. 

An i n t e g r a l  feature  of this model ( t o  be discussed i n  d e t a i l  i n  Chapter 

111) was the prediction of in t rus ion  e r ro r s ;  i.e., incorrect  r e t r i eva l s  

from memory. I n  Experiment 1 responses were required on every t r ia l ,  so 

t h a t  intrusions and pure guesses were not separable a t  the observable 

l eve lo  I n  Experiment I1 the response s e t  s i ze  was increased and the 

subject  was instructed t o  respond only when he f e l t  he knew the answer. 

I n  t h i s  manner, intrusions may be observed d i rec t ly .  The ranking tech- 

nique was not used - only a s ingle  f i r s t -guess  was allowed - but second 

guesses were allowed following e r ro r s ,  A second objective of Experiment 

I1 w a s  the co l lec t ion  of "interference" data which would allow f o r  the 

na tura l  expansion of the e a r l i e r  model. 

present experiment some times had t h e i r  response assignment changed 

Formally, a design was adopted which w a s  the counterpart i n  a continuous 

Thus individual  s t imul i  i n  the 

paired-associate experiment of the standard proactive interference 

paradigm, 

The design and procedure of Experiment I1 i s  i n  c e r t a i n  respects 

i d e n t i c a l  t o  t h a t  of Experiment I, Except where noted, the procedure 

was the same as  i n  the previous experiment- 

Design J u s t i f i c a t i o n ,  Each session involved an iden t f ca l  sequence 

of 400 tr ials;  each t r i a l  consis t ing of a t e s t  phase followed by a study 

phase. The t r i a l  sequence, presented i n  Appendix 2, w i l l  be discussed 
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short ly .  

changed from one session t o  the next - only the  sequence remained fixed, 

An individual  stimulus could be presented on as many as  8 t r i a l s  during 

the sequence, a t  varying lags ,  

of a stimulus was changed; on these t r i a l s  the  subject  was not i f ied  

following the tes t  phase t h a t  the answer would be changing, The p a i r  

presented during the  study phase would then contain the new response. 

A s  i n  Experiment I, the individual  s t imul i  and responses were 

On some t r ia ls  the response assignment 

The item-types i n  the  present experiment were constructed so  as t o  

provide a f u l l  tes t  of proactive-interference phenomena with appropriate 

controls.  Quite apart  from considerations r e l a t ing  t o  the theory pro- 

posed i n  th3.s paper, it i s  maintained t h a t  interference phenomena need 

reexamination i n  the  context of continuous paradigms. 

phenomena have been examined extensively f o r  many years with the use of 

l i s t - s t ruc tu red  experiments: l i s ts  of paired-associates are  successively 

learned, each l i s t  u t i l i z i n g  the same st imuli ,  but with response assign- 

ments sh i f ted  ( i e e o ,  the  A-B, A-C design). The r e su l t s  of these experi- 

ments have been f a i r l y  successfully explained by some version of 

two-factor interference theory (Postman, 1961; Melton, 1963; Underwood, 

1957; Keppel, 1968; e t c . ) .  

place over whole lists, but it i s  of ten assumed t h a t  equivalent changes 

Forgett ing 

The experimental e f f ec t s  are found t o  take 

occur i n  individual  stimulus-response assignments, the assumption based 

upon a seemingly na tura l  inference. Thus, i f ,  i n  an A-B, A-C design, 

it i s  found t h a t  increased t ra in ing  on the A-C l i s t  causes increased 

forge t t ing  of the A-B l i s t ,  it i s  then infer red  t h a t  increased learning 

of a pa r t i cu la r  stimulus-response p a i r  w i l l  r e s u l t  i n  increased for -  

ge t t i ng  of a previous pair ing of t h a t  same stimulus with a d i f f e ren t  
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response 

ence (DaPolito, 1966; Greeno, 1967) @ 

subjects were asked t o  give f o r  each stimulus both responses previously 

paired with it; regardless of the presence of re t roact ive interference 

e f f e c t s  i n  the lists as  a whole, it w a s  found t h a t  the probabi l i ty  of 

a cor rec t  first-list response times the probabi l i ty  of a cor rec t  second- 

l i s t  response was equal t o  the combined probabi l i ty  of giving both 

responses correct ly .  

individual  item response in te rac t ions ;  i o e e ,  i f  f o r  a pa r t i cu la r  item 

the l e v e l  of learning of the first l i s t  response does not a f f ec t  the 

l e v e l  of learning of the second list response, and vice versa. This 

implies t h a t  the usual  inference from l i s t s  t o  items may not be valid,  

and theories  of i tem interference should therefore  be based on appro- 

p r i a t e  experiments which do not u t i l i z e  a s ipp le  l i s t  s t ruc ture .  

Recent research, however, has ra ised doubt about t h i s  in fer -  

Following A-B, A-C learning 

This is  a r e s u l t  t o  be expected i f  there  were no 

- 

Atkinson, Brelsford, and Sh i f f r in  (1967) reported a continuous 

P-A experiment i n  which some indicat ions of proactive interference were 

found f o r  individual  items. This f inding w a s  only inc identa l  i n  t h a t  

experiment, however, and could possibly have been caused by se lec t ion  

e f f ec t s .  Estes (1964) reported experiments i n  which proactive in t e r -  

ference e f f ec t s  were sought f o r  individual  items buried i n  a list 

s t ruc ture ,  but the r e s u l t s  indicated no proactive e f f ec t .  

Hillner,  Saltzman, and Land (1963) reported a continuous task i n  which 

there  were indicat ions of re t roac t ive  interference,  These experiments 

seem t o  del imit  the current  s t a t e  of knowledge concerning individual  

item-interference: very l i t t l e  i s  current ly  es tabl ished.  

Peterson, 

c 
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The present experiment w a s  therefore  designed t o  examine i n  depth 

the s t a t u s  of proactive item-interference e The item-types u t i l i z e d  f o r  

t h i s  purpose are  l i s t e d  i n  Table 11-5. 

i t s  first response (Rl) e i t h e r  2 or 4 times f o r  study. 

then changed and 3 study t r i a l s  are presented with the new response 

(R2), a l l  a t  l ag  10. 

(0-10) or (10-10) i f  there  are two i n i t i a l  presentations,  or (0-10-0-10) 

or (10-10-10-10.) i f  there are  four  i n i t i a l  presentations,  

where the answer f i r s t  changes, the t e s t  asks fo r  the R1 response, the 

subject  i s  then to ld  the answer i s  changing, and the new pair ing i s  

presented, We denote these item-types by the  i n i t i a l  sequence of lags ,  

The column on the r igh t  margin of the tab le  gives the number of instances 

of each item-type i n  the sequence of  400 t r ia ls ,  

A stimulus i s  presented with 

The response i s  

The lags of the i n i t i a l  presentations are  e i t h e r  

On the t r i a l  

A comparison of the f i r s t  and second t e s t s  following the change of 

response, with the first and second t e s t s  before the change of response, 

should indicate  any overa l l  proactive e f f e c t s ,  A comparison of the 

conditions i n  which the number of response 1 presentations var ies  ( i e e o  

(10-10) vs, (10-10-10-10))permits us t o  examine the probabi l i ty  of a 

cor rec t  R2 as a function of varying amounts of learning on R1, A 

comparison within the same number of i n i t i a l  presentations ( i o e  , (0-10) 
vs, (10-10)) should allow the same examination as above, but where the 

number of presentations i s  held constant (assuming t h a t  the 0 lags  do 

not  r e su l t  i n  much learning).  

any proactive e f f e c t  found i s  due t o  the amount learned about R1, or 

simply due t o  the number of presentations of R1. 

I n  t h i s  way it may be determined whether 

i 
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The above item-types examine proactive interference only a t  l ag  10, 

I n  order t o  study the e f f e c t s  of variations i n  lags,  16 other  item-types 

were used, Each of these 16 item-types i s  given j u s t  three presentations;  

on the  second presentation the response i s  changed. The l ag  between the  

first and second presentation i s  cal led lag  1; the l ag  between the  second 

and t h i r d  presentations i s  ca l led  l ag  2, 

Table II-Ta. 

values 1, 5, 10, 2'j0 

The item-types are l i s t e d  i n  

Lag 1 takes on the  values 0, 1, 4, 10; lag  2 takes on the  

The e n t r i e s  i n  each c e l l  of the 4 X 4 t ab le  are  

the nwnber of occurrences of each i tem-tne,  These item-types w i l l  be 

denoted by t h e i r  l ag  1 and lag  2 separated by a comma: e -g .  (4,25). 

Note t h a t  item-type (10-10) i s  d i f f e ren t  than item-type (lO,lO)* 

The subject  i s  instructed t o  respond during each tes t  with the 

response most recently paired with the stimulus presented, He i s  to ld  

t o  "forget" any old pairings once the response has changed. 

does not have t o  respond i f  he does not know the  answer, 

respond and i s  wrong, he i s  to ld  so  and given an opportunity t o  respond 

again 

_I_ 

The subject 

I f  he does 

Subjects. The subjects were 14 students from Stanford University 

who received $2,00 per hour f o r  t h e i r  services ,  Each subject pa r t i c i -  

pated i n  a minimum of 8 and a maximum of 11 experimental sessions plus 

one i n i t i a l  p rac t ice  session, The sessions were conducted on weekday 

evenings and took approximately 55 minutes each. The subjects were 

procured without regard fo r  sex through the student employment service,  

The apparatus was iden t i ca l  t o  t h a t  for Experiment I. 

Stimuli  and Responses., The st imuli  were 1600 cornon English words 

e i t h e r  3, 4, o r  5 le t ters  i n  length selected i n  random fashion from 
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TABLE rr - 5 

ITEM-TYPES FOR EXPERIMENT 11 

0-10-0-10 

Response 1 I Item- type 

PL -Gag- ~2 -Lag- ~3 -Lag- ~4 -~ag- 
0 10 0 10 

0- 10 

10- 10 

10-10-10-10 

P1 -Lag- P2 -Lag- 
0 10 

P1 -Lag- P2 -Lag- ~3 -Lag- ~4 -Lag- 
10 10 10 10 

P1 -Lag- P2 -Lag- 
10 10 

Noo of 
L!z!E2 Response 2 

~3 -Lag- ~4 -Lag- ~5 
10 10 

7 

~3 -Lag- ~4 -Lag- ~5 
10 10 

7 

P5 -Lag- ~6 -Lag- p7 
10 10 

8 

~5 -Lag- ~6 -zag- p7 
10 10 

7 

'i 
* '  1 

I n  the above tab le  P followed by a number represents the 
presentat ion number of a s t i m l u s  of t h a t  item-type, 

T A m  I1 - 5a 

ITEIM-TYPES FOR EXPERIMENT I1 

Second Lag 

1 F i r s t  - 
4 Lag - 

I n  the above tab le  the numbers i n  each c e l l  a re  the numbers of 
instances of each item-type, Note t h a t  the f i r s t  l ag  is  previous 
t o  the changing of the response, and the second lag  is  subsequent 
t o  the changing of the response. 
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Thorndike (1921) , with homonyms, personal pronouns , possessive adjec- 

t ives ,  and the  pas t  tense of verbs eliminated. Ninety-five s t imul i  were 

randomly selected f o r  use during each session, with the r e s t r i c t i o n  t h a t  

any stimulus used i n  a session could not be used i n  any succeeding ses- 

s ion f o r  t h a t  subject ,  

i n  order t o  make the  proactive interference comparisons meaningful. 

That i s ,  the design does not use unique response pair ings;  hence the  

same response can be assigned t o  more than one stimulus. If two s t imul i  

Words were used as  s t imul i ,  ra ther  than CCC's, 

assigned the same response are  not su f f i c i en t ly  d i f f e ren t ,  it would be 

d i f f i c u l t  t o  d i f f e ren t i a t e  t h i s  case from the case where a s ingle  stimulus 

had a changed response assignment, 

The responses were the 26 l e t t e r s  of the alphabet, A t  the s t a r t  of  

each session a l l  s t imul i  were assigned R1 and R 2  responses randomly with 

the r e s t r i c t i o n  t h a t  no word could be assigned i t s  own i n i t i a l  l e t t e r  as  

a response, Since no subject reported noticing t h i s  r e s t r i c t ion ,  it may 

be assumed t h a t  the  probabi l i ty  correct ,  i f  the  subject  decided t o  make 

a pure guess, would be U26. 

Instruct ions.  When a subject  arrived f o r  the f irst  session he w a s  

given the  following ins t ruc t ions  t o  read: 

"This experiment w i l l  test  your a b i l i t y  t o  remember 
responses t o  a s e r i e s  of common English words, The response 
w i l l  always be one of the l e t t e r s  of the alphabet, You must 
always try t o  remember the l e t t e r  most recent ly  paired with 
a pa r t i cu la r  word, 

succession and last  about an hour (o r  l e s s )  each day, 
t r i a l  w i l l  begin when the word " tes t1 '  w i l l  appear on the  
screen befolre you, Blow the word "test" w i l l  appear an 
English word (which you may o r  may not have seen before on 
a previous t r ia l . )  

The experiment w i l l  consis t  of a number of t r i a l s  i n  
Each 

59 



The task  on t h i s  t e s t  t r i a l  i s  t o  give the response most 
recently paired with the word shown, 
what the answer i s ,  then e i t h e r  type a "carriage return" (CR) 
o r  do not respond a t  a l l ;  i f  you have a guess, then type the  
l e t t e r  you think i s  correct.  Remember, the cor rec t  l e t te r  
i s  the one most recently paired with a pa r t i cu la r  word. 

If you type a l e t t e r  and are wrong, the computer w i l l  
t e l l  you so  and give you a second chance. 
carriage return or do not respond i f  you have no idea as  t o  
the answer, and type the l e t t e r  i f  you have a guess. 

You must try t o  respond quickly, as there  w i l l  be a 
time l i m i t  i n  which t i m e  you must give your response, 
you exceed the time l i m i t ,  the machine w i l l  go on t o  the 
study portion of the t r i a l .  

Following the "test" portion of the  t r i a l  w i l l  be a 
pause, Then the word "study" w i l l  appear on the screen.. 
Below the word "study" w i l l  appear the English word you 
were j u s t  t es ted  on paired with the current ly  correct  
answer, This i s  always the  correct  response which you 
must t r y  t o  remember. 
which help you t o  remember the response. 

d i f f e ren t  than the previously correct  response associated 
with the given word. I n  t h i s  case, forget  the previously 
correct  response and learn  the new response ( t h e  old one 
i s  now wrong). You w P l l  be warned j u s t  before the study 
t r i a l  if the response i s  being changed, s o  t h a t  you w i l l  
never f a i l  t o  notice t h a t  a change has occurred. 
warning w i l l  be : "answer changes e 

word-letter pa i r ,  and then, a f t e r  a br ie f  pause, the next 
t r i a l  w i l l  begin ( f e e ,  , a new tes t  t r i a l  w i l l  occur) e 

session w i l l  consis t  of a continuous sequence of these t r i a l s .  

The experimenter w i l l  give you ins t ruc t ions  regarding 
which booth t o  use, how t o  s t a r t  each session, and what t o  
sign each day." 

If you have no idea 

Again, type a 

I f  

Feel  f r ee  t o  use any coding mnemonics 

Sometimes the response presented f o r  study w i l l  be 

This 

You w i l l  be given severa l  seconds t o  study the  current 

Each 

The experimenter reviewed the ins t ruc t ions  with the subject and 

then introduced him t o  the  computer and i t s  operation. The e n t i r e  f i rs t  

session was used t o  famil iar ize  the subject  with the  apparatus and in- 

s t ruc t ions ,  and t o  give him pract ice  a t  the task.  

Procedure. As  noted e a r l i e r ,  each session consisted of a sequence 

of 400 t r i a l s .  Each t r i a l  involved a standard s e r i e s  of .events. (1) The 
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word Test appeared on the upper face of the CRT. 

appeared the member of the stimulus s e t  indicated by the presentation 

schedule of Appendix 2, 

knew the response, If he w a s  sure he did not know the response, then 

he could terminate the t e s t  t r i a l  by typing a carr iage return.  If an 

incorrect  response was typed, then the words WRONG. TRY AGAIN appeared 

on the CRT below the previous response, which remained displayed, The 

Beneath the word - Test 
_3_1_ 

The subject  then typed a l e t t e r  i f  he f e l t  he 

___. s_- 

subject could then respond, not respond, or  type a carr iage return,  as  

fo r  the f i rs t  guess, I f  the subject  had not typed a response within 3 

see, f o r  the f i r s t -guess ,  o r  within sec,  f o r  the second-guess, then 

the t e s t  phase w a s  terminated. 

the response t o  the current  stimulus was t o  be changed; i f  so, the CRT 

wsls blanked momentarily, and then the following words appeared: ANSWER 

CHANGES. After 1 / 2  sec. the study phase began, I f  the response w a s  

not t o  be changed, then the CRT w a s  simply l e f t  blank f o r  1 / 2  sec. u n t i l  

( 2 )  The computer next determined whether 

the study phase began, 

STUDY appeared a t  the top of the CRT. 

the stimulus j u s t  t e s t ed  along with the correct  response t o  be remembered 

(changed or not as  was appropriate) .  

seconds, 

began, 

minutes 

(3) The screen was blanked and then the word 

Eeneath the word STUDY appeared 

This display remained f o r  3.0 

( 4 )  The CRT w a s  blanked for 1 / 2  sec. and then the next t r i a l  

Using t h i s  procedure, the session of 400 t r i a l s  took about 55 

A t  the  s t a r t  of each session, the computer randomly assigned each 

subject  95 s t imul i  he had not seen i n  previous sessions,  Each stimulus 

w a s  then randomly assigned two d i f f e ren t  l e t t e r s  a s  responses, with the 

r e s t r i c t i o n  t h a t  the f i r s t  l e t t e r  of a stimulus could not be used as  
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i t s  response. 

which appeared only seldom the rea f t e r .  

The f irst  14 t r ia ls  consisted of 10 f i l l e r  items, items 

Altogether 147 subject-sessions of da t a  were co l lec ted  (not  count- 

ing  the  prac t ice  sess ions) ,  Due t o  computer shutdown and o ther  extraneous 

fac tors ,  only 122 of these sessions were e n t i r e l y  completed, the remainder 

being close t o  completion. The da ta  co l lec ted  consisted of the e n t i r e  

sequence of events within each session, including the l a t enc ie s  of the 

responses, A t  t he  conclusion of the experiment each subjec t  f i l l e d  out 

a wr i t ten  questionnaire, 

Results of Experiment I1 

A large amount of da t a  w i l l  be presented i n  t h e  present sect ion,  

A s  it i s  r a the r  d i f f i c u l t  t o  grasp without a t h e o r e t i c a l  basis ,  de- 

t a i l e d  discussion w i l l  be put o f f  u n t i l  the  next chapter. An attempt 

w i l l  be made here t o  l i m i t  discussion t o  c e r t a i n  highl ights .  I n  the 

following the  f i rs t  response given by the subject  i s  termed a "first- 

guess," and the second response when given by the subject  i s  termed a 

"second-guess. " 

response f o r  each subject ,  lumped over a l l  t r i a l s  and sessions.  

Table 11-6 presents  the p robab i l i t y  of a cor rec t  first- 

The 

resul ts  a re  l i s t e d  i n  order of increasing probabi l i ty  cor rec t .  It i s  

evident t h a t  there  i s  a wide range i n  subjec t  a b i l i t y  a t  t h i s  task .  

Despite t h i s ,  the remaining da ta  i s  presented i n  a form averaged over 

a l l  subjec ts  i n  order t o  gain prec is ion  of estimates. This should not 

overly d i s t o r t  the observed e f f e c t s ,  s ince a subjec t  by subject  break- 

down of the data seemed t o  show the  same qua l i t a t ive  e f f e c t s  holding 

f o r  individual subjec ts  as f o r  the  group average. 

i 
3 

* i  
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T A B 3  I1 - 6 
MEAN PROBAEILITY COERECT 

FOR SUPJECTS OF EXPERIMENT I T  

Subject 
Number 7 6 2 1 4  3 1 3 1 1  8 9 1 2  5 1 4 1 0  

Probabi l i ty  
Corre c t 
First-guess 

.29 .30 -34 .36 .41 .49 .5l .51 -51 .5l '53 .56 .68 m69 

Day 
Number 

TABLE I T  - 7 

MEAN PROBABILITY CORRECT 
FOR SUCCESSIVE DAYS OF EXPERIMENT I1 

Probabi l i ty  
Correct 
First-guess 

.52 .48 .44 .48 .45 .5O .47 '42 ,49 .52 



Table 11-7 gives the probabi l i ty  of a correct  f i rs t -guess  on suc- 

cessive days of the experiment (prac t ice  day not included) 

evidence f o r  a trend over days. 

act ive interference from session t o  session w a s  not an important fac tor ,  

The data t o  follow w i l l  be averaged over a l l  sessions.  I n  the following 

discussion an e r r o r  w i l l  be taken t o  mean the absence of a correct  

response; the term in t rus ion  w i l l  be reserved f o r  overt  e r ro r s ,  

There i s  no 

Apparently, as  i n  Experiment I, pro- 

First-Response Data. Figure 11-7 presents, i n  the top panel, the 

probabi l i ty  of a cor rec t  f i r s t -guess  f o r  each of the  item-types l i s t e d ,  

a t  each of t h e i r  presentations,  

b i l i t y  f o r  the remaining item-types. 

Figure 11-7. 

the predictions f o r  the  present. 

del ineates  the point a t  which the R1 response i s  changed. 

the change of response a l l  lags are  10. 

Figure 11-8 presents the same proba- 

Consider first the top panel of 

The observed data  i s  represented by open c i r c l e s ;  ignore 

The v e r t i c a l  l i ne  i n  each graph 

Following 

The successive lags  previous 

t o  the change are  presented i n  the  item-type name a t  the top of each 

graph. There are  s l i g h t l y  more than 1000 observations a t  each point 

shown, The most important features  of these data r e l a t e  t o  the question 

of proactive interference 

(10-10-10-10) , the probabi l i ty  correct  a f t e r  one reinforcement i s  about 

.55. The f i rs t  t e s t  a f t e r  the response changes, however, has a proba- 

b i l i t y  correct  of about .41. 

present,  

e f f e c t  i s  not dependent upon the number of reinforcements p r i o r  t o  the 

change of response, nor upon the  terminal probabi l i ty  correct  j u s t  p r io r  

t o  the change. 

I n  conditions (10~10) , (10-10) , and 

Hence an ove ra l l  proactive e f f e c t  i s  

A comparison of a l l  f ive  conditions reveals t h a t  the proactive 

This i s  t rue  despi te  a reasonable range i n  both variables:  

* ,  
i 

i 
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the number of i n i t i a l  reinforcements takes on the  values 1, 2, and 4; 

the terminal probabi l i ty  correct  takes on the  values .55, -61, .74, .80, 

and .87; the  probabi l i ty  correct  a f t e r  the change of response takes on 

the values .42, .40, -39, .39, -42, A s imi la r  r e s u l t  appears t o  hold 

f o r  the second t e s t  following the change of response. 

dependence upon the degree t o  which the first response i s  learned r a i se s  

some questions about the source of the overa l l  proactive e f f ec t .  I n  

par t icu lar ,  one must consider the hypothesis t h a t  the  subjects,  having 

been informed t h a t  the response i s  changing, attempt t o  code the new 

pair ing with a probabi l i ty  smaller than f o r  an R1 reinforcement, 

hypothesis, and a number of models which can account f o r  the  obaerva- 

t ions,  w i l l  be d e a l t  with i n  the following chapter, 

This lack of 

This 

Figure 11-8 presents much the same pa t te rn  of r e su l t s  as those 

j u s t  discussed. This figure gives the  probabi l i ty  of a correct  first- 

guess f o r  the tes t  before and a f t e r  the response i s  changed, where the 

l ag  previous to ,  and following, the change of response i s  varied. The 

left-hand panel presents the first-reinforcement l ag  curve f o r  lags  0, 

1, 4, and 10. 

of these lags  the response i s  changed and a second l ag  of 1, 5, 10, 

or 25 ensues. The right-hand panel i n  the f igure presents the r e su l t s  

f o r  the 16 resu l tan t  conditions , henceforth termed the "matrix" item- 

types,  I f  var ia t ions i n  the first l a g  did not have a d i f f e r e n t i a l  

proactive e f f ec t ,  then the four  observations a t  each l ag  i n  the second 

panel should not d i f f e r  from each other, which seems t o  be the case. 

The da ta  a re  somewhat more unstable than i n  the previous figure because 

each point i n  the  right-hand panel i s  based on approximately 400 t o  

The observations are  the open c i r c l e s .  Following each 
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500 observations. Points i n  the left-hand panel are based on about 

1800 observations 

Figure 11-7 presents,  i n  the bottom panel, the probabi l i ty  t h a t  a 

false in t rus ion  response was given, conditionalized upon the  f a c t  tha t  

a correct  response was not given ( the  unconditional probabi l i ty  of an 

intrusion w a s  divided by 1.0 minus the  probabi l i ty  co r rec t ) ,  I n  the 

following we refer t o  a response given i n  e r r o r  which had previously 

been associated w i t h  the tested stimulus as an old-intrusion, Other 

intrusions a re  ca l led  new-intrusions., I n  Figure 11-7 both types a re  

lumped. The observed points  are represented by open c i r c l e s .  Several 

points  should be noted concerning these graphs. The in t rus ion  r a t e  f o r  

newly presented items i s  above zero (about . O 7 ) ,  but w e l l  below t h a t  

observed on succeeding t r i a l s ,  

an answer on every new t r i a l ,  it might be expected t h a t  an in t rus ion  

rate higher than those on succeeding t r ia ls  would r e su l t .  The r e l a t ive ly  

low ra t e s  observed would be expected i f  the subject  was of ten recognizing 

quickly t h a t  the stimulus presented was newg and thereby ceasing fur ther  

memory search, Note a l so  tha t  there  is a considerable increase i n  in- 

t rusions following the change of response - i n  f ac t ,  the increase i n  

number of intrusions is considerably l a rge r  than the decrease i n  proba- 

b i l i t y  correct  a t  those points ,  Most of the increase i n  intrusions 

following change of response i s  of course i n  old-intrusions.  Table 

11-8a gives the probabi l i ty  of an old-intrusion f o r  the major item-types, 

conditional upon the fact t h a t  a correct  response was not made, 

numbers i n  parentheses are predictions which may be ignored fo r  the  

moment. Before the change of response the probabi l i ty  of an old-intrusion 

- 
- 

I f  the subject  searched his memory f o r  

- 

- 

The 
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T A m  I1 - 8 

FIRST-GUESS INTRUSIONS 
(Predicted Values i n  Parentheses) 

Table II - 8a: Probabili ty of Old-Intrusion Gfven an Error  

Item Type 
10- 10 0- 10- 0- 10 10- 10- 10- 10 0- 10 

Number of presen- 
t a t ion  after 
change of 
response 

Table 11 - Ilb: Probabili ty of Intrusion Given an Error 

F i r s t  Test Second Test 

I Second I 
I 0 

1 

4 

10 

0 

1 

4 

10 

.60 
(e651 

I 
F i r s t  
Lag 

40 
( 031) 

.66 
( 059) 

.64 
(*56) 

.40 
(034) 

? 

0 65 
(055) 

37 
L 3 5 )  

Table I1 - Ilc: Probabili ty of Old-Intrusion Given an Error 

Second LaglO 5 
I 

25 

0 

1 

4 

10 

F i r s t  
Lag 



i s  zero, so these t r ia ls  are  not tabled, Note tha t  i n  the tab le  the 

old-intrusion rate shows a tremendous decrease from the  first t o  the 

second t e s t  of R2. This might be explained i f  the subject  was learning 

on the f i rs t  t r i a l  t h a t  the  old-intrusion he had given w a s  wrong - t h i s  

in t rus ion  would then be repressed on the next t r i a l ,  The in t rus ion  

results f o r  the item-types where the  l ag  was varied are presented i n  

Table 11-8b and 11-8c. Table 11-8b gives the  lumped r e su l t s ,  and Table 

11-8c the old-intrusion resu l t s .  Discussion of these tab les  are reserved 

u n t i l  the next chapter, 

For a number of reasons it might be f e l t  t ha t  in t rus ion  r a t e s  should 

increase as  the duration of the session lengthened. 

be examined by considering intrusions on items presented f o r  the f irst  

t i m e  a t  d i f f e ren t  locat ions i n  the t r i a l  sequence, Figure 11-9 presents 

This poss ib i l i t y  may 

these resu l t s .  Intrusion r a t e s  are  averaged fo r  successive groups of 

e ight  new i t e m s  during the t r i a l  sequence. 

a f a i r l y  orderly increase i n  in t rus ion  r a t e s  occurs, though not of large 

The graph demonstrates t h a t  

magnitude I 

Second-Guess Data. Figure 11-10 presents data  f o r  second-guesses 

following - new-intrusions on the  first guess. The top panel presents 

the  probabi l i ty  of a correct  second-guess f o r  the major item-types. 

Table 11-9a presents the same probabi l i t i es  f o r  the item-types on which 

the lag  was varied. It may be observed t h a t  the second-guess curves 

follow the f i rs t -guess  curves i n  general  form: there  i s  a r i s e  before 

the change i n  response and then a sharp drop a f t e r  the change, Further- 

more, across conditions, var ia t ions i n  presentation schedules p r i o r  t o  

the change do not seem t o  a f fec t  the second-guessing r a t e  following the 

change; t h i s  f a c t  conforms t o  the f i r s t -guess  finding. 
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Figure 11-9, Probabi l i ty  of Intrusions f o r  New 
Items, as a Function of Duration 
of Se s s ion 
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TABLE I1 - g 
SECOND-GUESS ImUSIONS 

(Predicted Values in Parentheses) 

Table I1 - ga: Probability of Correct Second-Guess Following a New 
Intrusion 

First Test Second Test 

Second Lag 

0 

First 1 
Lag 

4 

10 

Table' TI - 9b: 
ntrusion, Conditional Upon a Second-Guess Error. Top 
Matrix for Second-Guess New Intrusions. Lower Matrix 
for Second-Guess Old-Intrusions 

First Test Second Test 

5 10 Second $ag 
25 

First 
Lag 

1 

4 

10 

Table I1 - 96: Second-Guess Old 
Intrusions 

0 

1 

4 

10 

1 

2 
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The lower panel i n  Figure 11-10 presents the probabi l i ty  o f  any 

intrusion on the second-guess following a new-intrusion on the first- 

guess. 

Table 11-9b presents the same da ta  f o r  the  item-types on which l a g  was 

The probabi l i ty  p lo t ted  is  condi t ional  upon a second-guess e r ro r ,  

varied, 

the item-types i n  Figure 11-10. 

observations i s  the ra ther  high r a t e  of intrusions as compared with the  

Table 11-gc presents the second-guess I old-intrusion r a t e  f o r  

The f i rs t  point t o  notice about the 

rates observed on the first guess. Whereas the in t rus ion  r a t e s  on the 

f i rs t -guess  l i e  a t  about the .40 l eve l ,  the  second-guess intrusions are  

between probabi l i t i es  of .5 and .6.* One possible in t e rp re t a t ion  of 

t h i s  f inding would hold t h a t  the subjec t ' s  decision c r i t e r i o n  f o r  output 

of responses found during memory search has been lowered on the second- 

guess., 

Having made a wrong f i rs t -guess  on a new i t e m ,  subjects  w i l l  then make 

a wrong second-guess with a probabi l i ty  of almost .60 (which can be 

compared with the  f i r s t -guess  new-intrusion r a t e  of 07) An implication 

of t h i s  r e s u l t  i s  t h a t  once a decision has been made t o  search LTS on 

Par t icu lar ly  in t e re s t ing  i s  the in t rus ion  r a t e  f o r  new items: 

the f i rs t -guess ,  a search w i l l  always be made on the  second-guess. 

Table 11-10 presents the data  dealing with second-guesses following 

- old-intrusions given on the  f i rs t -guess .  

carefu l ly  because they are ra ther  c ruc ia l  t o  the model used i n  Chapter 

111, 

intrusion.  

The r e su l t s  should be noted 

Table 11-loa gives the probabi l i ty  cor rec t  following an old- 

This probabi l i ty  i s  qui te  high -- higher even than t h a t  

I 

i L .  : 

*A pa r t  of t h i s  rise might have been due t o  subject  select ion,  but a 
subject-by-subject breakdown showed 13 out of 14 subjects  t o  have 
higher overa l l  second-guess than f i r s t -guess  in t rus ion  rates, 
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following a new-intrusion. 

guess new-intrusions following f i rs t -guess  old-intrusions,  We sha l l  

merely note f o r  the present t h a t  t h i s  new-intrusion r a t e  i s  lower than 

the new-intrusion r a t e  following f i r s t -guess  =-intrusions 

Table 11-lob gives the probabi l i ty  of second- 

Latencies, It i s  beyond the scope of t h i s  report  t o  make a thorough 

analysis of the latency resu l t s .  Tables 11-11 through 11-15 present the 

mean la tenc ies  f o r  a l l  item-types f o r  the following conditions: a) correct  

f i r s t -guess  responses, b) f i r s t -guess  old-intrusions,  e)  f i r s t -guess  

new-intrusions , d )  cor rec t  second-guesses following old-intrusions,  and 

e )  correct  second-guesses following new-intrusions 

the following r e su l t s .  

as the number of reinforcements increase; i . e . ,  f o r  the (10-10-10-10) 

condition the mean la tenc ies  a re  successively l,52, L42, ~ 3 6 ,  1,33. 

(2) The longer the lag,  the longer the latency of a correct  response. 

We mention here 

(1) The la tenc ies  of a correct  response decrease 

For i n i t i a l  lags of 0, 1, 4, and 10, the mean la tenc ies  of a correct  

response a re  L O 3 ,  1.37, 1.50, and 1.56. 

na tura l  i n t e rp re t a t ion  if memory search were temporally ordered t o  some 

degree, but could a l so  be handled i f  there were a s igni f icant  amount of 

correct  r e t r i e v a l  from a fast access short-term s to re  a t  the shor te r  

lags.  

response a re  slower than the corresponding latency f o r  the first response, 

Nevertheless, these la tenc ies  a f t e r  the change of response do not vary 

as a f'unction of the type of sequence p r i o r  t o  the change, This r e s u l t  

i s  i n  good accord w i t h  the response data;  i , e , ,  the change of response 

has an e f f e c t ,  but an e f f e c t  independent of the h is tory  preceding it. 

T h i s  r e s u l t  would have a 

(3)  The la tenc ies  of a correct  response following the change of 
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TAE.8 I1 - 10 

SECOND-GUESXES FOLLOWING OLD-INTRUSIONS AS FIRST GZTESSES 

Probabili ty Corre c t 

Second Lag 

Table I1 - loa: 
Number of 

Present a t  ions 

1 

1 c 

0 

F i r s t  1 

4 

10 

Lag 

0- 10 

10-10 

0-10-0-10 

10- 10- 10- 10 

* 23 

27 
- 
- 

Table I1 - lob: Probabili ty New Intrusions 
Conditional Upon a Second Guess Error 

Number of 
Present ations Second Lag 

&+%- 0- 10 

10- 10 

0- 0- 10 

10- 10- 10- 10 

0 

F i r s t  1 

4 
Lag 

0- 

0 35 -- lo 



j 

L O 4  

1.52 

I 

1 

1.53 1.14 1.42 

1.42 1.36 1.33 
1 

1 
I 

i 

TABLE I1 - 11 
MEAN LA!I"ENCIES FOR CORRECT FIRST-GUESSES 

F i r s t  Response Test 

P1 P2 P3 P4 
1 

0-10 

10-10 

0- 10- 10-10 

10- 10- 10- 10 

I 1.55 11.45 I 

Second Response T e s t  

Tl 'P2 
0-10 

10- 10 

0-10-0-10 

10-10- 10- 10 

P= number of previous presentations of the stimulus-response p a i r  

F i r s t  Response T e s t  Second Response Test: 

prst 
sag 

0 

1 

4 

10 

Second Lag 
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TABLE I1 - 12 

MEL4.N LATENCY OF FIRST-GUESS 
OLD INTRUSIONS 

F i r s t  Response Test 

0- 10 

10- 10 

0- 10- 0- 10 

10- 10-10- 10 

'P1 'P2 

P= number of previous presentations of the stimulus-response pa i r  

F i r s t  

Second Response Test 

Second Lag 

0 

1 

4 

10 
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MEAN LATENCIES OF FIRST-GUESS 
NEW- ImusIoNs 

F i r s t  Response Test 

P3 P4 

10-10 

0- 10- 10- 10 

10- 10- 10- 10 

Second Qesponse Test 

0-10 

10- 10 

0-10-0-10 

10-10-10-10 

'P1 'P2 

P= number of previous presentations of the stimulus-response p a i r  

First Response Test Second Response Test 

Second Lag 

1 5 10 25 

F i r s t  
La% 

0 

1 

4 

10 

0 

1 

4 

10 
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MEAN LATENCY FOR C O m C T  SECOND-GWSSES 
FOLLOWING OLD- INT'RUST ONS 

F i r s t  Response Test 

0- 10 

10- 10 

0- 10-0-10 

10-10-10-10 

P1 P2 

P= number of previous presentat ions of the  stimulus-response p a i r  

0 

First;  1 

Lag 4 

10 

Second Response Test 

Second Lag 

1 5 10 25 

i 
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TABI1;E I1 - 15 

- #  
.3 

3 
I .. ' 

I 
i 
t 

MEXN LATENCIES OF CORRECT SECOE\TD-GUESSES 
'' FOLLOWING NEW-IYTRUSIONS 

0- 10 

10- 10 

0-10-10-10 

10-10-10-10 

F i r s t  Response Test 

Second Response T e s t  

'Pl 'P2 

0- 10 

10- 10 

0- 10-0-10 

10- 10- 10- 10 

P= number of  previous pEsenta t ions  of  the stimulus-response p a i r  

F i r s t  Response Test Second Response Test 

Second Lag 

1 5 10 25 

F i r s t  
Lag 
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We next t u rn  t o  the in t rus ion  la tenc ies ,  The mean la tenc ies  of 

intrusions,  both old and new, are  slower than the corresponding correct  

l a tenc ies  i n  a l l  cases; however, the la tenc ies  of new-intrusions are 

markedly longer than those of old-intrusions,  

seen i n  the next chapter, has important implications regarding the 

This r e s u l t ,  as w i l l  be 

temporal ordering of the memory search. 

as opposed t o  the correct  la tencies ,  does not vary as  the number of 

reinforcements of R1 increases.  

t o  be slower the longer the l ag  since the correct  response, but the  

e f f e c t  i s  e s sen t i a l ly  elbninated i f  lag  = 0 i s  not considered. 

turning t o  the second-guess r e su l t s ,  we w i l l  mention here only the 

following f a c t :  a f t e r  the change of response, the mean latency f o r  a 

correct  second-guess i s  shor te r  following new-intrusions than following 

old-intrusions,  

The latency of new-intrusions, 

The latency of a new-intrusion seems 

Final ly ,  

This would be surpr is ing i f  the source of f i rs t -guess  

old-intrusions arose i n  confusion of the old and new responses. 

is ,  i f  the old and new responses were confused and the subject  chose 

one t o  output, then it might be expected t h a t  it would not take long 

t o  output the other  a f t e r  a wrong f i r s t -choice ,  

That 

Conclusions 

A ra ther  large amount of diverse data  has been collected i n  the two 

The variables examined include l ag  between study and t e s t ,  experiments. 

number of reinforcements, second-guessing, rankings, negative t ransfer ,  

in t rus ion  r a t e s  f o r  both first- and second-guessing, and la tenc ies  of 

response. A storage and r e t r i e v a l  model of long-term memory w a s  de- 

scribed i n  Chapter I which, a t  l e a s t  theore t ica l ly ,  had the capacity 

i 

h i 

a2 



t o  dea l  with these var iables  simultaneously, 

w i l l  be seen whether an e x p l i c i t  model based on the  general  theory can 

dea l  quant i ta t ive ly  with the data. 

I n  the next chapter it 

, 

f 
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CHAPTER I11 

THEORETICAL ANALYSIS: A STORAGE 

AND RETFZEVAL MODEL 

The der ivat ion of a quant i ta t ive  model from the theory presented 

i n  Chapter I involves a large number of individual  decisions. 

of possible models t h a t  could be derived i s  extremely large,  and t h i s  

The number 

report  cannot compare and cont ras t  them a l l .  Rather, an attempt w i l l  be 

made t o  construct the simplest possible model consis tent  with both the 

ove ra l l  theory and the data ,  A f e w  var ia t ions of the resu l tan t  model 

w i l l  a l so  be discussed. 

A model w i l l  f i r s t  be presented f o r  the data of Experiment I. This 

model w i l l  then be extended, but not a l te red ,  i n  an attempt t o  predict  

the data  of Experiment 11, data  involving a number of addi t ional  var iables ,  

Experiment I 

The Short-Term System. The subject  i s  assumed t o  pay some a t t en t ion  

t o  each item presented f o r  study, and thereby en te r  it i n t o  STS, a t  l e a s t  

momentarily. Therefore a t e s t  a t  l ag  0 should r e s u l t  i n  nearly perfect  

performance (s ince the study phase and the test  phase of the next t r i a l  

are  separated by only 3/4 sec.) .  We do not wish t o  involve ourselves i n  

predict ing jus t  - how good performance on such a zero-lag t e s t  should be 

(we would have t o  consider typing mistakes, and s o  f o r t h )  and therefore  

w i l l  treat the few zero-lag t r i a l s  t h a t  occur as  spec ia l  cases, The 

f i r s t -guess  and second-guess predictions f o r  performance a t  zero-lag 

are simply s e t  equal t o  the mean probabi l i ty  which w a s  observed i n  a l l  

such instances,  ., 97 and 50 respectively.  
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The present task  was designed so t h a t  the  short-term cont ro l  pro- 

cesses u t i l i z e d  would tend t o  be s i n g l e - t r i a l  coding mechanisms, r a the r  

than m u l t i - t r i a l  rehearsal  operations, That the  design was successful 

i n  t h i s  regard i s  indicated both by subject reports  and by the r e l a t ive  

lack of an e f f e c t  due t o  the type of intervening item a t  a l ag  of 1. 

Nonetheless, some items are  undoubtedly maintained i n  STS beyond the 

t r i a l  of presentation -- t h i s  could occur i f  the subject  takes more 

than one t r i a l  t o  encode ce r t a in  items, or i f  some items previously 

encoded are  given a small amount of addi t ional  rehearsalo 

fore proposed t h a t  any item for which a storage attempt i s  not made 

decays rapidly from STS and i s  l o s t  by the termination of the following 

t r i a l .  

r a t e  independent of the type of intervening items. Specif ical ly ,  l e t  

P(A) represent the  probabi l i ty  t h a t  a storage attempt i s  made f o r  a 

pa r t i cu la r  item; note t h a t  P(A) includes the probabi l i ty  t h a t  the item 

i s  already i n  STS when presented on a t r i a l .  

probabi l i ty  t h a t  the item w i l l  be present i n  STS a t  a l ag  of - i, 
we have the  following: 

It i s  there- 

On the other  hand, items whLch are coded decay from STS a t  a 

Let P(Ri) represent the 

Then 

where 5 is  a parameter governing decay from STS. It might be asked 

whether there  i s  a reason other  than i n t u i t i v e  f o r  including a decaying 
- 

short-term process i n  the model. As it will be seen l a t e r ,  it i s  

through the act ion of t h i s  process t h a t  a d is t r ibu ted  learning e f f e c t  

i s  predicted by the model., 



There i s  one important exception t o  the s t a t ed  r e s u l t s  concerning 

lack of organized rehearsal.. 

a t e s t  of an i t e m  a t  l ag  l w a s  almost always followed by a sequence of 

The design of the experiment was such t h a t  

f i r t he r  tests of t h a t  item a t  l a g  1. All subjects  reported noting t h i s  

f ac t ,  and a majority of them reported spec i f i ca l ly  rehearsing these 

i t e m s  when they were noticed, A s  a r e su l t ,  performance on Type 1 and 

Type 2 items was abnormally high f o r  presentation numbers 3, 4, 5, and 

6. Rather than add t o  the model a spec i f i c  rehearsal  process t o  account 

f o r  these observations, we w i l l  merely coment t h a t  it would be easy t o  

do so, 

Storage. When a current ly  unretrievable i t e m  is  presented f o r  

study, an attempt may be made t o  s t o r e  it, 

attempting t o  s to re  such an i t e m ,  

Let - a be the probabflfty of 
* 

The information stored w i l l  involve 

three components: stimulus, response, and associat ive information 

(F( Is ) ,  F( I r ) '  and F(1,)). 

t o  emphasize the differences between these information measures, we 

As the present experiment i s  not designed 
.*J 

w i l l  characterize the amount of information transmitted t o  LTS by a 

s ingle  measure, F ( I ) ,  where the components of F(1) include the three 

measures above., The exact form of F(I) i s  not c ruc ia l  t o  the model, 

but a reasonable spread i n  i t s  d i s t r ibu t ion  i s  necessary ( a  spread i n  

the d i s t r ibu t ion  i s  needed t o  pred ic t  both the f i r s t -guess  l ag  curve 

and the ra ther  low, and invariant ,  second-guessing performance over 

lags) .  For the  purpose of simplifying calculat ions F(1) w i l l  be ap- 

proximated by a two-point d i s t r ibu t ion  as follows. F(1) i s  divided a t  

i t s  median; codes with s t rengths  above the median w i l l  be cal led 

hi-codes and defined t o  have s t rength  uH; codes with s t rengths  below - 

I 
J 

'2 
, .> 

I 
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the median w i l l  be ca l led  lo-codes and defined t o  have s t rength  

u (uE > uL)o Thus an attempt t o  s t o r e  information will r e s u l t  i n  a L - 
lo-code with probabi l i ty  .5 and will r e s u l t  i n  a hi-code with proba- 

b i l i t y  .5. 

mined by stimulus cha rac t e r i s t i c s  

uses a continuous task  with homogenous items, the placement w i l l  not 

The information s tored w i l l  be placed i n  a locat ion deter-  

but because the present experiment 

be ordered from the point of view of the model, 

t r e a t  placement as an e s sen t i a l ly  random process. 

Hence the model w i l l  

There are  a number of decision ru les  which determine whether a 

storage attempt w i l l  be made f o r  a pa r t i cu la r  item, Basically, a 

storage attempt w i l l  be made with probabi l i ty  a only when a correct  

response has not been retr ieved from STS or LTS on the t e s t  phase of 

the t r i a l ,  The only exception t o  t h i s  rule  occurs a t  zero-lag. Term 

the s t a t e  i n  which an item enters  STS only momentarily, and i s  not 

coded, as the nu l l - s t a t e ,  

i n  STS, are  t rea ted  as  if a successful  r e t r i e v a l  had - not occurred. 

an attempt may be made t o  s tore  these items with probabi l i ty  a. 

decision ru les  imply t h a t  a code which has j u s t  resul ted i n  a successful 

r e t r i e v a l  w i l l  not be disturbed by fu r the r  storage attempts, a reasonable 

s t ra tegy  f o r  the subject  t o  adopt. 

cess fu l  r e t r i e v a l  i t s e l f  could reasonably be expected t o  make future  

Items i n  the nul l - s ta te  a t  t e s t ,  even though 

Thus 

These 

On the other  hand, the ac t  of sue- 

r e t r i e v a l  eas ie r .  For t h t s  reason, lo-codes which have been success- 

f u l l y  re t r ieved from LTS are  t rea ted  the rea f t e r  as hi-codes ( the  

a l t e rna t ive  model, i n  whhch retr ieved lo-codes are  not a l te red ,  w i l l  

? 

be discussed l a t e r ) ,  One f i n a l  informational change occurs i n  a code 
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t h a t  has been successfully re t r ieved from LTS: the code i s  updated 

temporally t o  the  present. 

There are two processes which may occur when an item i s  given a 

reinforcement beyond the first,  I n  one, a code which has not been re- 

t r ieved from LTS w i l l  be l e f t  untouched, and a new and d i f f e ren t  code 

w i l l  be introduced during the study phase of the t r i a l ,  

the unretrieved code w i l l  be ret r ieved while a new storage attempt i s  

made during the study phase, s ince the correct  response i s  supplied a t  

t h a t  time. If the code i s  retr ieved during study, then it may be assumed 

t h a t  the ongoing storage attempt w i l l  consis t  of amending or changing 

the retr ieved code; thus only a s ingle  code w i l l  r e su l t .  Most l ike ly ,  

a mixture of these processes w i l l  take place during an experiment of 

the present type. However, because it g rea t ly  s implif ies  matters com- 

putat ional ly ,  we s h a l l  assume t h a t  only the second hypothesis occurs; 

thus only a s ingle  code can e x i s t  f o r  an i t e m  a t  any one t i m e  i n  LTS,* 

I n  the other, 

The proportion of t i m e s  a coding attempt i s  made, based on a, 

should be closeLy re la ted  t o  the decay r a t e  from STS, al; t h a t  is, the 

more coding e f f o r t  expended on intervening t r i a l s ,  the  more l i k e l y  i s  

an item's l o s s  from STS. 

remainder of t h i s  chapter. 

For simplici ty ,  we s h a l l  assume 5 = a i n  the 

Retrieval.  A t  zero l ag  the  subject  i s  correct  w i t h  probabi l i ty  

.97 and second-guesses cor rec t ly  with probabi l i ty  .5O. The following 

*The extended model, i n  which a mixture of the  two p o s s i b i l i t i e s  occurs, 
w i l l  necessarily predict  the data  more c lose ly  than the r e s t r i c t ed  model 
ac tua l ly  used. 
periments i s  such t h a t  the extended model w i l l  not be b e t t e r  t o  an 
appreciable degree, 
w e l l .  

However, the type of da ta  col lected i n  t h e  present ex- 

As i t  w i l l  be seen, the r e s t r i c t ed  model f i t s  qui te  

I 
E ,  



discussion does not dea l  with the zero-lag case, A t  t e s t ,  a search i s  

first made of STS; i f  the  i t e m  i s  found, then it i s  reported cor rec t ly  

with probabi l i ty  L O .  

of LTS. We continue t o  use the terminology of Chapter I: i f  the stimulus 

current ly  being tes ted  has a code s tored i n  LTS, t h i s  code i s  termed the 

c-code; the  other codes s tored i n  LTS are termed i-codes, 

If the i t e m  i s  not found i n  STS, a search i s  made 

For any stimulus tes ted,  only a small subset of the  codes stored 

i n  LTS w i l l  be examined during the search. 

examination-subset) w i l l  be defined by the cha rac t e r i s t i c s  of the  

This subset (termed the 

stimulus presented, charac te r i s t ics  t h a t  lead the subject  t o  examine 

. . J  

I 

i 

, 
4 

4 

, 

cer ta in  memory regions ra ther  than others;, O f  course, once the search 

begins, the successive members of the  examination subset w i l l  be de- 

termined t o  a large degree by associat ive fac tors .  For the current 

experiment, however, the associat ive fac tors  must be t rea ted  as  essen- 

t i a l l y  random, and the  probabi l i ty  t h a t  a c-code w i l l  be i n  the examina- 

t i o n  subset depends only upon the "age" of the  code, and the s t rength 

of the  code. 

Although the search through memory proceeds one code a t  a t i m e ,  the 

c l ea re s t  exposit ion r e su l t s  i f  we consider the search process i n  two 

stages,  F i r s t  we define a po ten t i a l  examination-subset, containing a l l  

those codes t h a t  w i l l  eventually be examined i f  the search continues 

long enough, I n  the  second stage we define the  order of search through 

the subset,  and the probabi l i ty  of terminating the search and emitt ing 

a response a t  some point. 

will be i n  the examination-subset, i f  the current  t e s t  i s  a t  l ag  i. 

Then 

L e t  P(Z.) be the probabi l i ty  t h a t  a c-code 
1 
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where CJ i s  the s t rength of the c-code ( e i t h e r  u 

function of i, and p i s  a parameter (0  < p < a) governing the dependence 

o r  oL), age i s  some H 

of P(Zi) upon age, Since evidence w a s  presented i n  the previous chap- 

t e r  t h a t  the probabi l i ty  correct  depended upon the  degree t o  which the  

intervening items were t'known,'t the  age of an i t e m  i s  defined t o  equal 

the mean number of new codes t h a t  were s tored during the l ag  s ince the 

item's l a s t  presentation. The mean i s  taken over a l l  possible rea l iza-  

t i ons  of the experiment; it is  used ra ther  than the  ac tua l  number of 

new codes stored as an approximation t o  make the mathematics of the 

model tractable., The pa r t i cu la r  function presented i n  Eqe 111-2 was 

u t i l i z e d  because it conforms t o  the c r i t e r i a  mentioned i n  Chapter I, 

and because of i t s  simplicity.  

qui te  slowly as  i increases,  but a t  small i an appreciable decrease 

occurs 

A t  large i, the value of P(Z.1 decreases 
1 

If a c-code i s  examined during the  search two processes can occur; 

first, a response may be recovered; second, the subject  engages i n  a 

decision process t o  decide whether t o  emit any response recovered. 

the following, the poss ib i l i t y  t h a t  a response other  than the one encoded 

w i l l  be recovered from the c-code w i l l  not be considered; t h i s  possi- 

b i l i t y  w i l l  be taken up instead i n  the in t rus ion  r a t e  from i-codes. 

I n  

The probabi l i ty  of recovery and output should then be a straightforward 

function of the s t rength  of the  code: designate p 

of recovery and output on the f i r s t -guess  search, given a code w a s  

as the probabi l i ty  1 

- 1  

i 

I 
I * !  

I 

V -3 



i 

” r 
I 

I 

i 

examined ., Then, 

p1 = 1 - exp( -a> Eq. 111-3 

where exp is  the exponential function (exp(k) = eFk) and u i s  the 

s t rength  of the  code examined. 

Next we turn t o  a consideration of intrusions,  where an in t rus ion  

re fers  t o  the recovery and output of a response, as the r e s u l t  of the 

examination of an i-code during the search. 

i-code w i l l  be i n  the examination-subset w i l l  depend i n  p a r t  upon the 

The probabi l i ty  t h a t  an 

s imi l a r i t y  of i t s  stimulus t o  the  stimulus being tes ted,  but on the 

average t h i s  probabi l i ty  w i l l  be considerably smaller than f o r  a c-code, 

Similarly, t he  probabi l i ty  t h a t  examination of an i-code r e s u l t s  i n  the 

recovery and output of a response is considerably less than f o r  a c-code, 

Each of these p o s s i b i l i t i e s  may be incorporated i n t o  the model by in- 

troducing the  concept of effect ive-s t rength of an i-code, bI, where uI 

is  less than e i t h e r  u o r  uL. The degree t o  which crI i s  less than uH H 
or uL should depend upon the s imi la r i ty ,  or amount of generalization, 

between the s t imul i  used i n  the experiment. Note t h a t  it does not matter 

whether an i-code i s  a hi+--code or a lo-code; i t s  s t rength  i s  uI i n  both 

caseso (While on the one hand a hi-code w i l l  be i n  the examination sub- 

s e t  and lead t o  response recovery more often than a lo-code, on the 

other hand a hi-code i s  more l i k e l y  t o  contain information which w i l l  

i n h i b i t  intrusions during response-production,) Equations 111-2 and 

111-3 can now be generalized t o  include i-codes: depending on the code 

being examined, u i n  these equations will take on the value crI, uH9 or 



U 

amination, and not necessar i ly  t o  the item being tes ted.  

Note t h a t  the age i n  Equation 111-2 appl ies  t o  the code under ex- L" 

The f i n a l  component of the search process t o  be specif ied i s  the 

order of search through the examination-subset, To begin with, note 

t h a t  the experbnental design u t i l i z e d  does not induce an order i n  the 

search (as might be the case i f  the s t imul i  were grouped i n  some obvious 

manner), 

examined e a r l i e r  i n  the search, the grea te r  i t s  s t rength  and the l e s s e r  

i t s  age, We choose here t o  assume a s t r i c t l y  temporal search, independent 

of the s t rength of the codes. While t h i s  assumption cannot be e n t i r e l y  

accurate, it should prove ins t ruc t ive  t o  see how T a r  it can be carr ied.  

Furthermore, it has the advantage of making the mathematics of the model 

t rac tab le .  

I n  Chapter I it w a s  suggested t h a t  an item would tend t o  be 

The memory search i s  assumed t o  be terminated when the f i r s t  re- 

sponse i s  recovered and output; t h i s  seems reasonable i f  responding i s  

required t o  be f a i r l y  rapid. A s  noted i n  Chapter I, t h i s  assumption 

leads t o  predictions t h a t  rankings and rerankings beyond the f i r s t  choice 

w i l l  be a t  the chance leve l ,  which i s  close t o  the e f f e c t  observed. 

every code i n  the examination-subset i s  examined without a response 

being recovered and output, then the subj.ect guesses randomly. 

I f  

Following an e r r o r  (an incorrect  f i r s t - ranking)  the subject  engages 

i n  a second search of LTS. The second search i s  i d e n t i c a l  t o  the first, 

except t h a t  the decision c r i t e r i o n  f o r  output of recovered responses i s  

lowered. This assumption is based on the r e s u l t s  of Experiment 11, where 

it was observed t h a t  the in t rus ion  r a t e s  were considerably higher f o r  

second-guesses than for f i rs t -guesses  The change i n  decision c r i t e r i o n  

3 
" i  
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: 

i s  assumed t o  apply t o  a l l  codes, and i s  governed by a parameter 2 as 

follows: l e t  p2 be the probabi l i ty  of recovery and output on the second- 

guess search, given t h a t  a code was  examined. Then, 

Equation 111-4 is  of course the counterpart of Equation 111-3 f o r  the 

f i r s t -guess  search, The second-guess search i s  assumed t o  proceed in-  

dependently of the f i r s t -guess  search, but a c-code examined and r e  jected 

on the f i rs t -guess  cannot give r i s e  t o  a response on the second-guess,* 

Review of the Model. The model u t i l i z e s  s i x  parameters: 

a: governs the probabi l i ty  of a coding attempt, and decay 
from STS; 

p: adjus ts  the degree t o  which an i t emss  probabi l i ty  of being 
examined during the search depends upon age; 

aH: the s t rength (amount of information s tored)  f o r  a hi-code; 

aL : the  s t rength  f o r  a lo-code; 

aI: the s t rength  f o r  an i-code ( a  code f o r  an item other  than 
the item current ly  Being tested)--governs intrusions;  

y :  adjus ts  the decision c r i t e r i o n  for output of a recovered 
response during the second-guess search, 

When an item i s  presented f o r  t e s t ,  a memory search commences. A t  

zero-lag the probabi l i ty  correct  i s  .97 and the probabi l i ty  of a correct  

second-guess i s  .500 Otherwise, i f  the item i s  current ly  present i n  

*In f a c t ,  t h i s  assumption makes a3most no difference i n  the predictions 
f o r  the data  of Experiments I and 11, compared with the complete inde- 
pendence assumption, It was used here because it seemed reasonable 
t h a t  the same c-code examined twice within a second or two would seldom 
give r i s e  t o  d i f f e r ing  resu l t s .  The same does not apply t o  i-codes 
because aI i s  low enough t h a t  the change i n  decision c r i t e r i o n  on the 
second-guess w i l l  make a s ign i f i can t  difference.  



STS, then a cor rec t  response i s  output, If the item i s  not i n  STS, then 

a search of LTS begins. The search takes place through a subset of the 

codes s tored i n  memory, termed the  examination-subset ., The probabi l i ty  

t h a t  a pa r t i cu la r  code will be i n  the examination-subset i s  given by 

Ego 111-2, The subject considers each code i n  the examination-subset 

i n  temporal order, the most recent f i rs t ,  The probabi l i ty  of recovering 

and outputting a response while considering a pa r t i cu la r  code i s  given 

by Eq. 111-3. I f  a l l  the  codes i n  the subset are examined, but no re- 

sponse i s  emitted, then the subject  guesses randomly. Whenever a response 

i s  recovered and emitted, the  search i s  terminated and the  subject ranks 

the remaining a l te rna t ives  randomly. I f  the  f i rs t - ranking proves t o  be 

incorrect ,  then a second search i s  i n i t i a t e d .  This search i s  iden t i ca l  

t o  the f i r s t ,  except t h a t  the decision c r i t e r i o n  f o r  output of a re- 

covered response i s  loweredo I n  addition, a c-code examined and rejected 

during the first search cannot give rise t o  a response on the second 

search. 

During the  study phase of a t r i a l  the following events take place,  

If a successful r e t r i e v a l  had been made from LTS, then the  code u t i l i z e d  

i s  temporally updated t o  the present;  i n  addition, a lo-code retr ieved 

successfully becomes a hi-code. I f  a r e t r i e v a l  had been made from STS, 

then no new code i s  stored. Following any incorrect  r e t r i eva l ,  or a 

pure guess, or a r e t r i e v a l  a t  zero-lag from the nul l - s ta te ,  an attempt 

i s  made t o  s to re  with probabi l i ty  a. I f  a storage attempt i s  made, then 

a hi-code w i l l  r e s u l t  with probabi l i ty  .5, and a lo-code w i l l  r e s u l t  

with probabi l i ty  .,5. Following a storage attempt, an item w i l l  leave 

STS with probabi l i ty  a on each succeeding t r ia l .  
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I n  the  following sect ions of the paper the  model w i l l  be used t o  

predict  second-guessing data,  among other  phenomena, It should be noted 

tha t  these data  are  conditional upon first-guess e r ro r s ,  and therefore 

are  subject  t o  considerable se lec t ion  e f fec ts  due t o  subject-item di f -  

ferences. The model predicts  such se lec t ion  e f f e c t s  since codes are 

assumed t o  be stored which have d i f f e r ing  s t rengths ,  Thus se lec t ion  

due t o  subject-items should present no d i f f i c u l t i e s ,  This i s  not t rue ,  

however, i f  items are  selected on the basis of t h e i r  performance on 

previous t r i a l s ,  Large subject differences a re  observed i n  both ex- 

periments; these differences w i l l  r e s u l t  i n  a considerable d i s to r t ion  

of sequent ia l  phenomena which w i l l  not be predicted by the  model. For 

t h i s  reason, t h i s  paper w i l l  not dea l  with sequent ia l  phenomena (such 

as two-tuples of e r ro r s  on successive reinforcements, etc. ) 

Mathematical Analysis. The following discussion w i l l  be f a c i l i t a t e d  

by a number of defini t ions.  

the i t h  t r i a l  and the - j t h  guess (i gives the t r i a l  number i n  the sequence 

of 439; j = 1 implies the  rankings; j = 2 implies the rerankings), 

e represent the  corresponding e r r o r  function, Let Qi,k represent 

the s t a t e  of the memory system a t  t r i a l  i, f o r  some rea l iza t ion  of the 

Let ci represent a correct  response on 
d 

- 
L e t  

i 9 j  

experiment, ko 

the s t imul i  which are  current ly  i n  STS, the s t imul i  which have lo-codes 

The state of the system is  described by three lists: 

s tored i n  LTS, and the s t imul i  which have hi-codes s tored i n  LTS. 

W e  s h a l l  deal  i n  the  following only with P(c ), and not with the 
i , j  

rankings and rerankings beyond the first choice -- the  model predicts  

these t o  be a t  the chance level.. We therefore have: 
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where summation i s  taken over a l l  rea l iza t ions  of the experiment, denoted 

by k. 

f o r  the present model i n  which search i s  s t r i c t l y  temporally ordered 

and i n  which age i s  approximated by the  mean number of intervening new 

codes, it i s  possible t o  bypass the summation and dea l  with the average 

s t a t e  of the system a t  each t r i a l ,  cal led Ei. 
calculated t r i a l  by t r ia l ,  and P(c 

of The d e t a i l s  of the calculations,  which are straightforward but 

require a cumbersome amount of notation, are reserved for Appendix 3. 

We note here only the following observation, which has not been s t ressed 

previously. When generating the predictions f o r  the second-guess data,  

For ce r t a in  models t h i s  sum would be unwieldy t o  work with, but 

__3 

- 
Qi may be i t e r a t i v e l y  

.) i s  a r e l a t ive ly  simple function 
i , J  - 

one must take i n t o  account the se lec t ion  e f f e c t  on the proportions of 

hi-  and lo-codes introduced by the f i r s t -guess  e r ro r ,  For example, many 

more e r ro r s  occur i f  the i t e m  being tes ted  has no code stored, or a 

lo-code stored, than i f  a hi-code is  current ly  s tored,  

second-guess r a t e s  conditional on an e r r o r  can be surpr is ingly s tab le  

over reinforcements and lags., 

As a r e su l t ,  the  

Using the computational methods described i n  Appendix 3, predictions 

can be generated from the  

These predictions consis t  

t r ia ls  of the experiment; 

model f o r  any given set of parameter values, 

of the following vector f o r  each of the 439 

t h a t  P(ci,*) is  not conditional upon a f i rs t -guess  e r ro r ;  the numbers 

graphed i n  Figures 11-5 and 11-6 - are conditional and equal P( ci,2)/P(ei,l) a 

- 

a 

i 

1 

I. 1 



Given predictions f o r  any given set  of parameter values, we next define 

a goodness-of-fit measure- Corresponding t o  the  predicted probabi l i t i es  

above, we define three observational quant i t ies .  

the observed number of correct  first-guesses on the  - i t h  t r i a l ;  Oi,* is  

defined t o  be the  observed number of correct  second-guesses on the - i t h  

Oijl  i s  defined t o  be 

i s  defined t o  be Ni - Oijl  - Oi,2, where N. i s  the t o t a l  t r i a l ;  Ei,2 1 

frequency of a l l  responses on the  - i t h  t r i a l .  

t o  be used i s  termed fi2 (Holland, 1967), and i s  calculated ident ica l ly  

t o  X as follows: 

The goodness-of-fit measure 

2 

I 

i 
i 

. J  

2 2 ,I [NiP(Ci 9 - oi 9 + Eq. 111-6 N.P 1 ( c i , 2 )  

N.  i n  the above equations decreases from 83 when i=l, t o  58 when i=439. 

Although the  f12 d i s t r ibu t ion  i s  not i den t i ca l  t o  t h a t  of X 
1 

2 because 

ce r t a in  independence assumptions are not s a t i s f i e d  i n  the above sum, a 

crude approximation t o  the leve ls  of significance of f12 can be made by 

use of the X t ab les ,  

i s  equal t o  twice the number of t r ia ls ,  i, over which the f12 is  summed, 

minus the number of parameters being estimated (6  i n  the present case).  

2 I n  using the tab les ,  the  degrees of freedom (d.f .)  

The next s t e p  is t o  estimate parameters by minimizing the fi2 function 

1 
, 

over a l l  possible s e t s  of parameter values. A g r id  search procedure w a s  
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used t o  accomplish the minimization; i .e. ,  a reasonably exhaustive search 

was made through the possible sets of parameter values, the  computer gen- 

e ra t ing  predictions and computing fi2 f o r  each set. The se t  of parameters 

giving rise t o  the lowest value of fi2 i s  assumed t o  generate the b e s t  

f i t  of the model t o  the data. We w i l l  first state t h a t  the minimization 

car r ied  out over a l l  439 t r ia l s  resul ted i n  predictions t h a t  consis tent ly  

underestimated presentations 3 through 6 for item-types 1 and 2. 

pointed out e a r l i e r ,  however, t h i s  was expected since the  subjects  re- 

ported rehearsal  schemes f o r  these t r i a l s .  Therefore, i n  order not t o  

bias  the predictions f o r  the remaining data,  the 32 t r ia ls  of the above 

type were deleted from the  IS sum. Thus the  fl function i n  what follows 

i s  summed over only 407 t r i a l s .  

A s  

2 2 

Predictions of the  Model. The values of parameters which mfnimized 

the fi2 function f o r  Experiment I were a = .68, p = .286, uH = 10.5, 

u = 1.16, uI = . l7,  y = 2.3. The minimum  IS^ value was 871.4, and the - L 

number of d.f .  = (407)(2)-6 = 808, Since f o r  large d.f .  d2X2 - 4 ( 2 ) ( d e f 0 ) - 1  

i s  approximately normally d is t r ibu ted  with a one-tailed t e s t  appropriate, 

a x 
This i s  a strong indicat ion t h a t  the model and the da ta  were i n  close 

agreement on a t r i a l - b y - t r i a l  basis ( i f  we ignore the abnormal points  

f o r  item-types 1 and 2) .  

and the various item-types a re  shown i n  Figures 11-2 through 11-6 (pages 

43 through 47) as the s o l i d  black points  connected by unbroken l ines .  

Ekcept f o r  the cen t r a l  portions of the Type 1 and Type 2 curves, the 

predictions are  qui te  accurate. 

predictions are  qui te  accurate f o r  presentations 1 and 2, before rehearsal  

2 value of 871.4 would be j u s t  above the .O5 signif icance levei .  

The predictions of the model f o r  the l a g  curves 

Even for the  Type 1 and 2 curves the 

i 

i 
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has begun, and f o r  presentations 7 and 8, a f t e r  rehearsal  has ceased, 

Par t icu lar ly  noteworthy are  the second-guess predictions,  since only a 

s ingle  parameter, y ,  has been u t i l i z e d  f o r  adjustment of the second- 

guessing probabili ty.  It i s  instructave t o  note how the model predicts  

the m a x i m u m  i n  the second-guess lag  curve i n  Figure 11-2 (page 43)* 

very small lags,  a l l  stored c-codes are  l i ke ly  t o  be retr ieved correct ly ,  

A t  

so  t h a t  most of the e r ro r s  w i l l  occur when no c-code i s  stored i n  LTS; 

hence second-guesses w i l l  not be accurate, A t  longer lags,  more and 

more intrusions occur before the c-code i s  reached i n  the f i r s t -guess  

search, hence more and more e-codes are available i n  LTS during second- 

guessing. 

the c-code i s  reached i n  the f i r s t -guess  search, and therefore many 

A t  very long lags,  even though many intrusions occur before 

c-codes are  available during second-guessing, the l ag  is  so long t h a t  

the probabi l i ty  correct  drops again, Note a l so  t h a t  the d is t r ibu ted  

pract ice  e f f e c t  i s  predicted by the model. Such an e f f e c t  a r i s e s  from 

a short-term decaying s to re  from which l i t t l e  learning takes place 

(Greeno, 1964) I n  the present model recovery from STS maintains 10- 

codes which would otherwise probably be transformed t o  hi-codes, 

We may ask how the model performs under various r e s t r i c t i o n s  and 

a l te ra t ions .  If y = L O ,  which implies t h a t  the  same bias applies during 

second-guessing as f i rs t -guessing,  the predictions of the second-guessing 

probabi l i ty  are consis tent ly  above the observations, and the  min imum 'IC 

almost doubles i n  value. 

2 

Hence the a l te red  output c r i t e r i o n  implied by 

y = 2.3 i s  necessary i n  the  model. No r e s t r i c t i o n s  among the three 

s t rength parameters, B B and u can come close t o  f i t t i n g  the  data;  

t h a t  is, no two of the s t rength parameters may be set  equal without 

H9 L9 I 
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losing accuracy of the model. 

i f  we eliminate the  assumption t h a t  successfully re t r ieved lo-codes 

become hi-codes, 

primary reason this model mispredicts i s  t h a t  very l i t t l e  learning i s  

predicted t o  take place over the  first few reinforcements of an i t e m ,  

Reference t o  Figure 11-3 (page 44) shows a large r i s e  i n  probabi l i ty  

correct  over the first few reinforcements. The transforming of re t r ieved 

lo-codes t o  hi-codes should not be misconstrued as a n t i t h e t i c a l  t o  the 

finding from 3-state  Markov models (Greeno, 1967a) t h a t  learning from 

the intermediate state i s  minimal, There i s  no simple correspondence 

between the three s t a t e s  of the  Markov models, and the  various s t a t e s  

of the present model; r a the r  they overlap each other. I n  any event, the 

present model does have a s t a t e  from which l i t t l e  learning occurs: STS. 

To the extent  t h a t  one i s  wil l ing t o  equate t h i s  s t a t e  and the in t e r -  

mediate Markov state, there  i s  no conf l ic t .  

An in t e re s t ing  a l te rna t ive  model r e s u l t s  

The minimum r2 f o r  the resu l tan t  model i s  1020.4; the 

Finally,  we may ask how the model predicts  i f  "age" i s  based upon 

the  number of intervening t r i a l s ,  r a the r  than the number of intervening 

new codes. 

increase, but one which confirms the empirical  f inding i n  Chapter I1 

t h a t  "unknown" intervening i t e m s  cause more forget t ing,  

The f i t  of the  model t o  the  data  of Experiment I i s  qui te  good. 

The minimum r2 f o r  t h i s  model i s  920.0, perhaps not a dramatic 

The 

model i s  able  t o  dea l  quant i ta t ively,  and simultaneously, with var ia t ions 

i n  number of reinforcements and i n  lag,  with f i rs t -guesses  and second- 

guesses, and with rankings and rerankings ( i n  a sense) Nevertheless , 
the  model as it stands has the power t o  dea l  with a considerably r icher  

set  of data. To be precise,  an i n t e g r a l  feature  of the model i s  the 
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predict ion of intrusions,  but intrusions were not observable i n  Experi- 

ment I, 

s t r ingent  t es t  of the model. 

predict  phenomena r e l a t ing  t o  the  changing of response assignments f o r  

individual s t imuli .  

Experiment I1 

Experiment T I ,  therefore,  should provide a considerably more 

I n  addition, the model is  extended t o  

Before discussing Experiment I1 we wish t o  r e i t e r a t e  some important 

terminology. 

response ., 

t o  denote the emission of a response which has never been paired with 

the stimulus being tes ted ;  "old-intrusion" i s  used t o  denote the emission 

of a response which i s  incorrect  but has been paired a t  some e a r l i e r  point 

i n  the  session with the stimulus being tes ted ,  

denotes the emission of the R1 response, i f  the  R2  response i s  cnrrent ly  

correct.  

the i n i t i a l  port ion of the  tes t  t r i a l .  If a f i rs t -guess  in t rus ion  i s  

given, then the subJect i s  given another chance t o  respond cal led the 

"second-guess. I' 

t r i a l  might be described as a "second-guess old-intrusion following a 

f i rs t -guess  new-intrusion, 'I 

since it w i l l  be used throughout the remainder of t h i s  chapter. 

The term "intrusion" denotes the emission of an incorrect  

Two types of intrusions are possible : "new-intrusion" i s  used 

That is, an old-intrusion 

The term "first-guess" denotes the subject  s s  response during 

Thus, f o r  example, the  r e su l t s  of a hypothetical  tes t  

This terminology should be noted careful ly ,  

There i s  one extension of the  model t h a t  i s  not re la ted  t o  the 

change of response. 

there  i s  a considerable r i s e  i n  the in t rus ion  rate following the first 

presentation of an i t e m ,  

i s  the'  one outlined i n  Chapter I ,  When the stimulus is  presented f o r  

A s  seen i n  Figure 11-7 i n  the lower panel (page 65) 

The most l i k e l y  in t e rp re t a t ion  of t h i s  f inding 
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tes t ,  it i s  presumably scanned f o r  s a l i e n t  charac te r i s t ics ,  

s a l i e n t  cha rac t e r i s t i c  is  found, a search i s  then made i n  the xaemory 

locat ion indicated by t h a t  charac te r i s t ic ,  and i f  appropriate informa- 

t i o n  i s  not found there ,  then the stimulus i s  iden t i f i ed  as new and the 

search ceases, 

If a very 

We therefore introduce a parameter 8 t o  govern t h i s  

process. 

new item. 

new and no search i s  made. 

is  recognized as new (presumably old s t imul i  with high-salient charac- 

terr is t ics  always have enough information s tored i n  the appropriate 

locat ion t h a t  a recognition occurs and the search continues),  

Let 8 be the probabi l i ty  t h a t  a normal search i s  made f o r  a 

Thus with probabi l i ty  1 - 8 the stimulus i s  recognized as 

We assume t h a t  no previously presented i t e m  

The model must now be extended t o  account f o r  change-of-response 

phenomena. 

an o-code t o  be the code which encodes the R1 response f o r  the i t e m  

being tes ted ,  i f  the  R 2  response i s  cur ren t ly  correct .  

encbding the previously correct  response is  called an o-code, 

be assumed t h a t  when a change of response occurs the o-code, i f  it i s  

present i n  LTS, w i l l  not be updated temporally, it w i l l  simply remain 

i n  LTS and may be found during a la ter  search. During a l a t e r  search 

of LTS the probabi l i ty  t h a t  an o-code w i l l  be i n  the examination subset, 

and the probabi l i ty  t h a t  the R1 response w i l l  be recovered, w i l l  be the 

same as f o r  a c-code a t  t h a t  same age, That is ,  s ince the s t imul i  are  

the  same f o r  the two codes, the same strengths  apply i n  Equations 111-2 

and 111-3: uH i f  a hi-code i s  stored, and d 

However, the  probabi l i ty  of output of the recovered response must depend 

upon whether information has been added t o  the o-code t h a t  i t  i s  "old" 

I n  order t o  make the  following discussion c lear ,  we define 

Thus the image 

It w i l l  

i f  a lo-code i s  stored. L 

, 
* I  

i 
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and hence wrong, 

re t r ieved,  output, and i s  incorrect ,  t h a t  t h i s  information w i l l  be added 

t o  the o-code, s o  t h a t  the o-code cannot give r i s e  t o  an old-intrusion 

on following trials. During the t r i a l  on which the answer i s  changed, 

however, the R 1  response i s  correct  when giveno 

a parameter K defined as  the probabi l i ty  t h a t  an o-code is  tagged a s  

wrong. 

appears on the CRT, and a r e s u l t  of the changed pair ing which i s  then 

presented f o r  study,, Note t h a t  K applies only on the t r i a l  on which 

the answer changes, and applies only t o  o-codes which were cor rec t ly  

re t r ieved during the t e s t  phase of the tr ial .  I 

The model as it now stands, due t o  the s t r i c t l y  temporal search 

W e  s h a l l  assume t h a t  whenever an R1 response has been 

We therefore  introduce 

The tagging is a r e s u l t  of the message ANSNER CHANGES which 

cha rac t e r i s t i c ,  p red ic t s  no proactive e f f ec t .  

c-code will always be encountered i n  the search before the o-code, i f  

both are  i n  the examination-subset. It was seen i n  Figure 11-7 (page 

6 3 ) ,  however, t h a t  an overa l l  proactive e f f e c t  exis ted:  the probabi l i ty  

correct  following the change of response was l e s s  than the probabi l i ty  

correct  following the first presentat ion of the R1 response, 

a is therefore defined a s  the probabi l i ty  of attempting t o  encode the 

R2 response during the t r i a l  on which the change of response occurred, 

where a < a. It i s  assumed t h a t  a applies because the message ANSWER 

CHANGES appears on the screen, 

appear, a is assumed t o  apply i n  the usua l  way. 

This is t rue  because the 

A parameter 

0 

0 0 

On t r ia ls  where t h i s  message does not 

Presumably the message 

sometimes induces the subject  t o  pass by the new pairing, perhaps as  a 

r e s u l t  of f e a r  of confusion. 



The extended model t o  be applied t o  Experiment I1 has three para- 

meters not used i n  the model f o r  Experiment I:  6, the probabi l i ty  of 

searching LTS when a new stimulus i s  t e s t ed ;  K, the  probabi l i ty  of 

tagging an 0-code with the information t h a t  the response has been changed; 

and ao, the probabi l i ty  of attempting t o  s to re  on the t r i a l  when the re- 

sponse changes. Note t h a t  K and a apply only on the  t r i a l  on which the 

response changes. 

0 

When a search is made of LTS and no response is  re- 

covered and output, then the subject  r e f r a ins  from responding -- he does 

not guess. 

Mathematical Analysis. For a given s e t  of parameter values, the 

predictions of the model a re  generated i n  a manner qui te  s imi la r  t o  the 

method used f o r  Experiment I. 

the i t e r a t i v e  procedures used t h a t  enable us t o  predict  the data  f o r  

Appendix 4 presents the a l t e r a t ions  i n  

Experiment 11. 

2 appropriate fl function, followed by a minimization routine.  Unfortun- 

a t e ly  there i s  too  much observed data  f o r  an attempt t o  minimize s2 t o  

A na tu ra l  next s t ep  would be the de f in i t i on  of an 

succeed i n  a reasonable length of time, i f  a l l  the  da ta  is  considered 

simultaneously. Therefore, as a f i rs t  s tep ,  we will f i t  the f i r s t -  

guess data only. 

then be fixed. 

The r e su l t an t  parameter values, except f o r  y ,  w i l l  

As a second s tep ,  the model w i l l  be applied t o  the 

second-guess data,  but only y w i l l  be estimated f r ee ly ;  the other  para- 

meters will r e t a i n  the values giving the best f i t  t o  the f i r s t -guess  

data.  The reason f o r  estimating y from the second-guess data  is  t h a t  

y i s  most sens i t ive  t o  t h i s  data. 

Let N. be the t o t a l  number of observations a t  the - i t h  t r i a l ;  l e t  
1 

0. be the observed number of cor rec t  f i rs t -guesses  a t  the - i t h  t r i a l ;  
1 
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l e t  Z. be t h e  observed number of intrusions (both old- and new-) a t  the 

i t h  t r i a l o  

1 

L e t  P (c . )  be the predicted probabi l i ty  of a correct  response 
1 

a t  the  i t h  t r i a l ;  l e t  P( z, ) be the predicted in t rus ion  probabi l i ty  ’at  

the - i t h  t r i a l  (unconditional, and including both old- and new-intrusions 1. 
Then the following 71 function i s  defined as a goodness-of-fit measure. 

1 

2 

ENiP(ci) - Oil 2 [NiP(zi) - ZiI 2 
E+ 111-7 N. P( ci 1 4- Nip( zi 1 

1 

[Ni(l-P(ci)-P(Zi)) - (Ni-Oi-Zi) I 
+ N.(l-P(ci) - P(z i ) )  

1 

The general  comments made regarding Equation 111-6 3pply here a lso,  

i n  the above fi 

The number of degrees of freedom of f12 i n  t h i s  instance i s  (2 X 400)-9 = 791. 

Ni 
2 

function var ies  from 147 when i=l t o  122 when i=400. 

A g r id  search procedure was used t o  minimize f12 over the possible 

s e t s  of parameter values. When the parameters giving rise t o  the mini- 

rnm value of f12 were found, the second s tep  o f  the estimation procedure 

was carr ied out, 

was iden t i ca l  t o  f12 except t h a t  a l l  quant i t ies  were redefined t o  apply 

2 
1 F i r s t  a new f12 function ca l led  f12 was defined; fl 1 

t o  the second-guess ( thus N. became the  t o t a l  number of intrusions,  

both new and old; e t c . ) .  

the minimum value of fl were fixed except f o r  the value of yo Then 

fll(y) w a s  minimized. The minimum value of n2 w a s  937. 4 which occurred 

1 

All of the parameter values giving rise t o  

2 

2 
1 

when y = 4.9, 

parameters, was then used t o  recalculate  fl , The resu l tan t  value of fl 

This value of y ,  along with the fixed values of the other  

2 2 



was not appreciably higher than the minimum value based only on the first- 

guess data ,  

generated by the parameter s e t  with y = 

.parameters giving rise t o  the minimum n2 are as follows: a = .94, 

a. - I 

As a resu l t ,  we s h a l l  accept as "best" the predictions as 

The values of the other  

- .74, f3 = .25, dH = 45.1, dL = 1.25, d = .,ll7, 8 = .33, and K = .30. 

The minimum fi2 value was 872.6 ( t r ea t ed  a s  a x2 t h i s  value would correspond 

t o  a l eve l  of significance between .O5 and .Ol>. 

Predictions of the Model, The predictions o f  the model f o r  the 

f i rs t -guess  data  are presented i n  Figures 11-7, 11-8, and Table 11-8 

(pages 65, 66, 69) The predictions,  overal l ,  are quite accurate; in- 

t rus ion  r a t e s  and correct  guesses are predicted accurately both before 

and a f t e r  the response changes, as a function of the number of reinforce- 

ments, and as  a function of  lag. The model predicts  the overa l l  proactixm 

e f f e c t  (due t o  the parameter ao) ,  and a l so  the  lack of a proactive e f f e c t  

as a function of the sequent ia l  h i s tory  before the change of response 

(due t o  the s t r i c t l y  temporal search) ., 

t ha t  should be examined, however, F i r s t ,  note tha t  the probabi l i ty  

correct  i s  considerably underpredicted a f t e r  four reinforcements i n  the 

(10-10-10-10) condition ( the  discrepancy is 05 which is equivalent t o  

a z-score of about 4 ,2)  The model i n  general  d11 underpredict a f t e r  

a la rge  number of reinforcements f o r  the  following reason, 

There are severa l  discrepancies 

Because the 

search is  s t r i c t l y  temporally ordered, there  i s  always a minimum average 

number of intrusions which oecur before the c-code i s  ever examined, no 

matter how well  the c-code is  stored, Thus there is  a ce i l i ng  f o r  the 

probabi l i ty  correct  a t  a given lag,  as long as new items are  continually 

introduced. I n  Experiment I some items were given up t o  7 reinforcements, 
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but the lags i n  these cases w e r e  large,  and the  probabi l i ty  correct  never 

got near enough t o  the a rb i t r a ry  ce i l i ng  f o r  discrepancies t o  occur. 

the  present experiment, there are  only four consecutive reinforcements 

before the respanse changes; as a r e s u l t  only a s ingle  discrepant point 

occurs, Thus it is  not safe  t o  conclude without fur ther  experimentation 

w i t h  g rea te r  numbers of reinforcements that  the model de f in i t e ly  f a i l s  

i n  predict ing such a ce i l i ng  e f f ec t .  

evidence of a ra ther  d i f f e ren t  character  which w i l l  de f in i t e ly  show t h a t  

the s t rLc t ly  ordered search hypothesis i s  i n  e r ro r . )  

of the  predictions occurs i n  the in t rus ion  r a t e s  following the change of 

response , espec ia l ly  old-intrusion rates ., 

i s  not predicted for the  probabi l i ty  correct ,  old-intrusions are pre- 

dicted t o  rise as the amount of learning concerning R1 increases. The 

data, however, show a qui te  s tab le  old-intrusion r a t e  over conditions, 

I n  

(However, we w i l l  s ho r t ly  examine 

A second discrepancy 

Even though a proactive e f f e c t  

The above points  notwithstanding, the predict ions f o r  the f irst-  

guess data  are qui te  accurate, 

t h i s  out. 

during the session, s ince more and more i t e m s  are available t o  give rise 

There i s  another s t a t i s t i c  which bears 

The model pred ic t s  tha t  the new-intrusion rate w i l l  increase 

t o  new-intrusions. T h i s  i s  easiest t o  check f o r  new i t e m s .  The observa- 

t ions  and predictions are given i n  Figure 11-9 (page 71). The overa l l  

l e v e l  of the predictions i n  the Figure i s  governed by the parameter 6, 

and i t s  accuracy i s  not surpr is ing;  however, the form o f  the predicted 

increase i s  quite close t o  tha t  observed. The meaningf'ulness of t h i s  

s t a t i s t i c  i s  d i f f i c u l t  t o  determine. The ove ra l l  reduction i n  in t rus ion  

rates ( r e f l ec t ed  by 6) i s  assumed t o  occur because new items are  recog- 

nized as such; it might seem log ica l  that  t h i s  recognition process 



would be a function of the duration of the session. It is  possible t o  

argue, however, t h a t  recognition v ia  extremely s a l i e n t  stimulus charac- 

t e r i s t i c s  i s  not appreciably affected by the number of s t imul i  input,  

T h i s  question should prove susceptible t o  fu r the r  experimental research; 

f o r  the present, it i s  not unreasonable t o  accept the second hypothesis 

above, an hypothesis i n  accord with the model. 

Before turning t o  the second-guess r e su l t s  it would be ins t ruc t ive  

t o  consider the values a t ta ined by severa l  of the parameters. It has 

been suggested e a r l i e r  t h a t  the value of u 

amount of inter-stimulus general izat ion i n  the experiment, Since Ex- 

periment I u t i l i z e d  highly confusable consonant trigrams, and Experiment 

II u t i l i z e d  words, the value of CT 

periment. 

. l l 7  respectively).  A t  f irst  glance, the value at ta ined by UH, 45.1, 

seems f a r  too high; fo r  example, t h i s  value would lead t o  predictions 

t h a t  the probabi l i ty  correct  a t  a l ag  of near 300 would be as  high as  

.3O (depending upon the condition)., 

be roughly checked i n  the da ta  since there  were a f e w  instances of very 

long lags. For example, stimulus number 10 ( i n  the t r i a l  sequence of 

Appendix 2) was given successive reinforcements on t r i a l s  13, 39, and 

389. 

and 28.5 respectively.  

and 42.4 respectively.  

those predicted,  

reinforcements on t r ia ls  77 and 380, 

t r i a l s  w e r e  35.4 and 26.3; the  observed values were 35.3 and 42.3. 

should be r e f l ec t ive  of the I 

should be smaller i n  the second ex- 

The values a t ta ined were i n  the expected d i rec t ion  ( .18 and 

I 

Fortunately t h i s  predict ion can 

The predicted probabi l i ty  correct  f o r  t r i a l s  39 and 389 w a s  44,6 

The observed values on these t r ia ls  were 42.1 

Thus, the observed values were even higher than 

Similarly, stimulus number 47 was given i t s  f i n a l  two 

The predicted values f o r  these 
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These r e s u l t s  indicate  t h a t  the  high value of uH estimated i n  the  present 

case w a s  qu i te  appropriate 

The second-guess predictions are  presented i n  Table 11-9 and i n  

Figure 11-10 (pages 73, 72), Figure 11-10 gives the probabi l i ty  correct  

Fn the  top panel and the overa l l  in t rus ion  rate i n  the  lower panel, both 

following first-guess - new-intrusions. 

the lower panel are  conditional upon a second-guess e r ro r ,  

the f i t  i s  f a i r l y  accurate. 

because y = 4.9, considerably lowering the decision c r i t e r i o n  f o r  output 

of second-guess responses, A very high in t rus ion  r a t e  i s  predicted even 

f o r  new items, i t e m s  not previously presented, 

effect because the  r a t e s  shown are  conditional upon a f i r s t -guess  e r r o r ;  

an e r r o r  implies t h a t  during the f i rs t -guess  the subject  did not recog- 

nize tha t  the i t e m  was new, and made a decision t o  search LTS, Under 

these circumstances, a second-guess search w i l l  a l s o  be made, and s ince 

the stimulus being t e s t ed  i s  new, t h i s  search w i l l  quite of ten r e s u l t  

i n  intrusions ( there  is  no c-code i n  LTS t o  lower the in t rus ion  proba- 

b i l i t y ) .  

panel of the  f igure,  F o e , ,  it gives the  second-guess - old-intrusion 

probabi l i ty  f o r  the major item-types, following new-intrusions on the 

f i rs t -guess  ( the  combined old- and new-intrusion rates were given i n  

the f igu re ) ,  

lending support t o  the hypbthesis t h a t  o-codes and @-codes are  qui te  

similar, even with respect t o  t h e i r  probabi l i ty  of being given following 

an extraneous intrusion,  

I n  addition, the predict ions i n  

I n  both panels 

The high in t rus ion  r a t e s  predicted occur 

The model pred ic t s  t h i s  

Table 11-9c gives the breakdown of the predictions i n  the  lower 

The predictions f o r  these cases seem qui te  accurate, 



T.ables 11-ga and 11-9b give the second-guess predictions f o r  the 

matrix item-types, following a new-intrusion on the f i rs t -guess .  The 

first comment t o  be made i s  t h a t  the  predictions in these tab les  are 

consis tent ly  high; t h i s  r e su l t s  from a f a i l i n g  of the model t o  be d i s -  

cussed shor t ly  (under-predictions following p__ old-intrusions on the first 

guess) ; i f  the second-guess da ta  following f i r s t -guess  - old-intrusions 

were not pa r t  of the n2 minimization, then these data  would be f i t  more 

closely,  Qual i ta t ively,  the e f f e c t s  predicted are observed w i t h  severa l  

minor exceptions, For example, i n  Table 11-ga, a m a x i m u m  probabi l i ty  

correct  i s  predicted a t  a second lag  of 5: t h i s  predict ion i s  observed 

i f  one ignores the observation a t  (1,l). 

should be pointed out there  are  very f e w  observations i n  the (0,l) and 

( 1,l) conditions Similarly, i n  Table 11-gb, the predicted increase i n  

second-guess new-intrusions as  a function of the second lag  i s  observed 

i f  one eliminates the (0,l) and (1,l) points.  

deviant predictions f o r  second-guess old-intrusions a f t e r  the second lag,  

The old-intrusion r a t e  i s  predicted t o  rise as  the second l ag  increases;  

t h i s  is  observed f o r  first lags  of 1, 4, and 10, but j u s t  the opposite 

is  seen f o r  a first l ag  of 0. 

by assuming t h a t  the zero-lag is a spec ia l  case t h a t  r e su l t s  i n  a very 

high probabi l i ty  of coding the old-response as being wrong. I n  the 

previous model, t h i s  coding only occurs a f t e r  a non-null-state r e t r i eva l .  

I n  fa i rness  t o  the model it 

More ser ious are the 

This misprediction could be r e c t i f i e d  

As a whole the  predictions discussed so f a r  are qui te  accurate, We 

turn  now t o  a predict ion which conclusively demonstrates t ha t  the  assump- 

t i o n  of a s t r i c t l y  temporally ordered LTS search is  not adequate, 

predictions are  the counterpart t o  the  observations presented i n  Table 11-10 

These 

1 
I 
f 
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i 
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(page 76) 

extremely discrepant from the observations. The observed probabi l i ty  

of a second-guess cor rec t  response following a f i rs t -guess  old-intrusion 

The predictions were not given there  because they are so 

- 
is  qui te  high -- about .3O, Without giving the predict ions c e l l  by c e l l ,  

we can state t h a t  the predicted probabi l i ty  cor rec t  var ies  between .02 

and .Os, depending upon the condition. The model pred ic t s  such low 

probabi l i t i es  following f i r s t -guess  old-intrusions because a c-code w i l l  

always be examined before an o-code, i f  both are  i n  the examination sub- 

s e t ,  This occurs because the LTS search is  s t r i c t l y  temporal, and the  

c-code i s  always more recent than the o-code. If an old-intrusion first- 

guess i s  given, then it i s  ce r t a in  t h a t  the c-code i s  e i t h e r  not present 

or has been bypassed i n  the  search. A c-code present i n  LTS i s  not by- 

passed often,  but when it is, it is almost always a lo-code; thus the 

probabi l i ty  of recovering it cor rec t ly  during second-guessing i s  very 

low. The predicted second-guess in t rus ion  p robab i l i t i e s  following first- 

guess old-intrusions a re  a l s o  f a i r l y  deviant. Because the probabi l i ty  

correct  is  predicted t o  be qui te  low, the in t rus ion  predictions are 

quite high, about .45 a 

These f a i l u r e s  of the  predict ions of the model make it c l ea r  t ha t  

the assumption of a s t r i c t l y  temporal LTS search must be a l te red ,  The 

precise  manner of a l t e r a t ion ,  which w i l l  s t i l l  allow predict ion of the 

previous observations, i s  not t r i v i a l  and w i l l  be discussed l a t e r .  

The f a i l u r e  of the temporal search assumption would make it pre- 

sumptious t o  extend the present model t o  the latency r e su l t s .  

the less ,  there  are a number of t heo re t i ca l  remarks tha t  may be made 

concerning the observed la tenc ies .  

Never- 

A simple model which can be used 
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as a base f o r  speculations .holds tha t  items retr ieved from STS have a 

r e l a t ive ly  short  mean latency; items retr ieved from LTS have a latency 

proportional t o  the  number of codes examined before the response is out- 

put. 

explained e i t h e r  by considerations of recovery from STS (which decreases 

The observed increase of correct  response latency with l a g  can be 

with lag)  o r  by a p a r t i a l l y  temporal LTS search. 

response latency with the  number of reinforcements cannot be explained 

by a s t r i c t l y  temporal search; however, a search t h a t  examines codes i n  

an order p a r t i a l l y  dependent upon the code's s t rength  can predict  t h i s  

e f f ec t  nicely. 

The decrease i n  correct  

A s  the number of reinforcements increase,  more and more 

of the c-codes stored w i l l  be hi-codes; hi-codes w i l l  tend t o  be examined 

e a r l i e r  i n  the search than lo-codes because of t h e i r  g rea te r  s t rength  

and hence w i l l  r e s u l t  i n  lower la tencies .  Previous s tudies  have re- 

ported latency decreases with increases i n  reinforcements ( i. e. , 
Rumelhart, 1967), but responding i n  these s tudies  w a s  required on every 

t r i a l .  The r e su l t s  could therefore be explained as the r e s u l t  of averag- 

ing guesses and r e t r i eva l s .  

correct  responses decreased a f t e r  an i tem's terminal e r r o r ,  a r e s u l t  

Rumelhart a l so  found t h a t  the latency of 

not explicable by guessing considerations. 

qui te  eas i ly  by the present model, however. 

The e f f e c t  i s  predicted 

The same assumption regard- 

ing order of search can help explain why correct  response la tencies  

after the change of response are higher than before the change: The 

o-code w i l l  be examined occasionally before the c-code; even when the 

o-code response is  inhibi ted,  the latency of giving the e-code response 

w i l l  be lengthened by the p r i o r  consideration of the o-code. A t  first 

glance, it might appear t h a t  an occasional p r i o r  consideration of an 

I 
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o-code w i l l  not s ign i f i can t ly  a l ter  the latency predictions,  but t h i s  is  

not so.  

subset i s  only 5.0 f o r  the present model, even on the  l a s t  t r i a l s  of the 

session, The mean number ac tua l ly  examined p r i o r  t o  a correct  response 

is  considerably less than t h i s  f igure,  perhaps l e s s  than 1.0. I n  these 

circumstances, only a small  proportion of o-codes addi t ional ly  examined 

p r i o r  t o  emission of the correct  response will grea t ly  a f f e c t  the pre- 

dicted latency of such a correct  response, 

The predicted mean number of i-codes i n  the po ten t i a l  examination- - 

, -, \. 

That in t rus ion  la tenc ies  would be l a rge r  than correct  response 

la tenc ies  would not be unexpected even i n  the s t r i c t l y  temporal search 

model. The model i n  which the search order depends upon the s t rength 

of the codes, however, does not only explain t h i s  r e su l t ,  but a l so  why 

the la tenc ies  of old-intrusions are markedly smaller than those of new- 

intrusions (s ince the s t rength  of i-codes i s  much l e s s  than t h a t  of 

o-codes, the o-codes w i l l  be examined e a r l i e r  i n  the search).  

t h a t  l a tenc ies  of old-intrusions are  grea te r  than those of cor rec t  

responses, even though i n  most cases there i s  a higher proportion of 

high s t rength  codes f o r  o-codes than c-codes, indicates  t h a t  there  i s  a t  

l e a s t  some temporal component t o  the search, 

The f a c t  

I n  the absence of  a spec i f i c  model, we w i l l  not discuss the latency 

r e su l t s  fur ther .  The major import of these r e s u l t s  is  t h a t  the order of 

the LTS search through the examination-subset must be only p a r t i a l l y  

temporally ordered, and p a r t i a l l y  dependent upon the s t rength  of the 

codes i n  the  subset,  This i s  the same conclusion arrived a t  through a 

consideration of the probabi l i ty  of a correct  second-guess following an 
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old-intrusion on the  first guess. We might t u rn  then t o  a discussion of 

the necessary fea tures  of such a model.* 

Extensions of the Modelo The most reasonable extension of t he  

model lets the order of search through the examination-subset depend 

upon both the  s t rength  and temporal pos i t ion  of the codes. 

soon a s  the  s t r i c t l y  temporal search i s  a l te red ,  a proactive e f f e c t  W i l l  

be predicted which depends upon the amount of learning of the R1 response, 

However, as 

That is, i n  the extended model the proportion of t i m e s  the  o-code is 

encountered p r i o r  t o  the  c-code w i l l  be g rea t e r  the more of ten  the o- 

code i s  s tored,  and w i l l  be g rea t e r  the  l a r g e r  the  s t rength  of the o-code. 

Similarly, the  number of old- intrusions should be markedly affected by 

the  l e v e l  of learning of the R1 response, but ne i the r  of these predict ions 

i s  observed, Apparently what i s  needed i n  the  model is  a mechanism by 

which well-known o-codes are  marked as being wrong (o ld ) ,  but i n  which 

the number and s t rength  of the  unmarked o-codes remain very nearly con- 

s t a n t  over a wide  range of reinforcement h i s t o r i e s ,  The formulation of 

such a process would undoubtedly e n t a i l  the use of s eve ra l  new parameters, 

but severa l  parameters of the  cur ren t  model could very probably be 

eliminated, namely a and K. 

model t o  d e a l  with the change-of-response data i s  beyond the  scope of 

The prec ise  formulation of an appropriate 0 

the  present report ;  it must await f u r t h e r  research t o  ve r i fy  the  r e s u l t s  

found, and t o  extend the range of var iables  studied., The major change 

*The e n t i r e  question of order of search can probably be set t led un- 
conditionally by engaging i n  fu r the r  research i n  which each stimulus 
has a unique response assignment, Then a l l  in t rus ions  could be pre- 
c i s e l y  placed temporally. 

I 
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of response r e su l t ,  that proactive item interference does not depend upon 

the degree of learning of the R1 response, i s  cer ta in ly  surpr is ing i n  the  

l i g h t  of the l i s t  s t ruc ture  r e su l t s ,  and from the point of vTew of two- 

fac tor  interference theory. This alone i s  su f f i c i en t  reason f o r  engaging 

i n  fu r the r  research dealing with individual  item-interference 

Concluding Discussion 

We may summarize the major r e s u l t s  of Experiment I as follows. 

F i r s t ,  it was found t h a t  the second-guessing probabi l i ty  could be con- 

s iderably above chance even when responses ranked a f t e r  the first choice 

were correct  a t  the  chance level. T h i s  r e s u l t  was interpreted as  i m -  

plying t h a t  the subjects  used a r e t r i e v a l  s t ra tegy  which output the 

first acceptable response recovered i n  the memory search. 

s t ra tegy  i s  adopted, then the subject  w i l l  give the recovered response 

as h i s  f i r s t - ranking  and guess f o r  the remaining three rankings. Thus 

only the f i r s t - ranking  w i l l  be above chance. 

hand, i s  based U P G ~  the r e s u l t  of an addi t ional  search of memory and may 

therefore be above chance, 

continuous task  decreased toward the chance l e v e l  a s  the study-test  

i n t e r v a l  became very large;  i n  addition, when the l a g  between reinforce- 

ments was large,  learning curves did not asymptote a t  a probabi l i ty  

correct  of 1.0, but ra ther  seemed t o  s t a b i l i z e  a t  some intermediate 

value re la ted  t o  the s ize  of the  l ag  between reinforcements. These 

r e s u l t s  demonstrated t h a t  any model which assumes a long-term absorbing 

I f  t h i s  

Second-guessing, on the other 

Second, it was found t h a t  performance i n  a 

s t a t e  is  not 

tasks  of the 

was proposed 

an appropriate representation of the memory process f o r  

present type. I n  order t o  pred ic t  the above r e su l t s ,  it 

t h a t  codes of varying s t rength  a re  s tored i n  LTS, and t h a t  
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the  probabi l i ty  of r e t r i e v a l  a t  t e s t  is  dependent upon the age and 

s t rength of the stored codes, This model w a s  able t o  pred ic t  the learn- 

ing, forget t ing,  and second-guessing data  qui te  accurately. Third, it 

was found t h a t  the amount of forge t t ing  a t  a given l ag  w a s  dependent 

upon how well-known were the intervening items, The model predicted 

t h i s  r e s u l t  because the "age" of an item was made dependent upon the 

number of new codes t h a t  were stored during the intervening period. 

The primary empirical  r e s u l t s  of Experiment I1 were concerned with 

proactive interference,  It was found f o r  both the probabi l i ty  of a 

cor rec t  response and the  probabi l i ty  of an in t rus ion  t h a t  an overa l l  

proactive e f f e c t  was present. The magnitude of the e f f e c t ,  however, w a s  

not dependent upon the reinforcement and l a g  h is tory  p r i o r  t o  the change 

of response, The model predicted t h i s  proactive e f f e c t  for probabi l i ty  

correct  because it assumed a s t r i c t l y  temporally ordered memory search. 

However, it w a s  found t h a t  the probabi l i ty  of cor rec t ly  second-guessing 

following an old-intrusion was about .3O, markedly higher than the pre- 

dict ions of about .O5. This l a t t e r  f inding demonstrated t h a t  the memory 

search could not be s t r i c t l y  temporally ordered; it was argued t h a t  

search order is  dependent upon the s t rength  of codes as wel l  a s  t h e i r  

age, This hypothesis was given fu r the r  support by the analysis  of 

response la tenc ies  e 

with the number of reinforcements; second, the latency of a cor rec t  

response w a s  g rea te r  following the change of response than p r i o r  t o  the 

change. These latency r e su l t s  would be expected i f  codes of grea te r  

s t rength  tended t o  be examined e a r l i e r  i n  the  memory search, 

t h i s  extension of the model seems qui te  natural ,  it results i n  the 

F i r s t ,  the  latency of a cor rec t  response decreased 

Although 

i 

3 
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predict ion t h a t  proactive e f f e c t s  w i l l  depend upon the reinforcement and 

lag  h is tory  p r i o r  t o  the change of response. Since this predict ion was 

not confirmed, fu r the r  extensions of t he  model were suggested which 

would handle the observations, 

Because an important feature  of the storage and r e t r i e v a l  model was 

the predict ion of intrusjions, Experiment I1 was designed t o  examine in- 

t rus ion  probabi l i t i es  over a wide range of condftions, I n  general, the  

model predicted the intrusion probabi l i t i es  qui te  accurately. Twu 

findings are  especial ly  noteworthy. F i r s t ,  the intrusion probabi l i t i es  

during second-guessing were found t o  be considerably higher than those 

during first-guessing; this r e s u l t  w a s  taken t o  imply t h a t  the c r i t e r i o n  

f o r  output of recovered responses was considerably lowered during second- 

guessing. Second, the in t rus ion  probabi l i ty  when a new stimulus was 

presented f o r  t e s t  was very much lower than t h a t  observed f o r  previously 

presented items. 

ce r t a in  new s t imul i  are recognized as  being new; when presented s t imul i  

with very s a l i e n t  charac te r i s t ics  do not t r i gge r  a recognition response 

i n  the expected location, it i s  assumed t h a t  a decision i s  made t o  cease 

fur ther  memory search, 

then a second-guess following an e r r o r  should r e s u l t  i n  a very high 

intrusion probabi l i ty ,  and t h i s  was a l so  observed. 

Taken as  a whole, the predictions of the model were qui te  accurate. 

The model proved capable of dealing quant i ta t ively and simultaneously 

with a wide var ie ty  of data,  including lag, number of reinforcements, 

This r e s u l t  r e f l e c t s  a recognition process i n  which 

However, i f  a decision is  made t o  search LTS, 

second-guessing performance, in t rus ion  ra tes  on first- and second- 

guessing, and change of response phenomena. The primary way i n  whbch 



t h i s  model d i f fe red  from i t s  predecessors w a s  i ts emphasis upon an ordered 

search through a small subset of the codes stored i n  LTS. 

such a process w a s  confirmed by the analysis  of the  data;  i n  f ac t ,  the 

analysis gives considerable support t o  the theory outlined i n  the first 

chapter of t h i s  report .  

The value of 
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APPENDIX 1 

.i 

f 

Column a = t r i a l  number 
Column b = stimulus number 
Column c = number of reinforcements of current stimulus 

a b c  

A 1 0  
2 2 0  
3 3 0  
4 4 0  
5 31. 
6 5 0  
7 6 0  
8 7 0  
9 2 1  
io 8 0  
11 9 0  
12 10 0 
13 5 1  
14 11 0 
15 12 0 
16 13 o 
17 12 i 
18 14 0 
19 12 2 
20 15 0 
21 12 3 
22 16 o 
23 12 4 
24 17 o 
25 12 5 
26 17 1 
27 13 1 
28 17 2 
29 16 1 
30 17 3 
31 18 0 
32 17 4 
33 1.9 0 
34 17 5 
35 20 0 
36 16 2 
37 21 0 
38 13 2 
39 11 1 
40 19 1 
41 12 6 
42 22 0 
43 16 3 
44 23 0 

- - -  a b c  a b c  a b c  

45 24 0 90 30 0 135 36 1 
46 23 1 91 26 3 136 36 5 
47 19 2 92 21 5 137 20 4 
48 21 1 93 56 0 138 37 1 
49 13 3 94 27 2 139 11 5 
50 16 4 95 56 1 140 32 1 

- - -  - - -  - - -  

51 25 0 96 24 1 141 12 7 
52 25 1 97 30 1 142 22 1 
53 51 0 98 31 0 143 38 0 
54 19 3 99 31 3 144 27 6 
55 52 0 100 57 0 145 37 2 
56 26 o 101 57 I 146 35 2 
57 16 5 102 26 4 147 23 1 
58 20 I 103 29 6 148 24 2 
59 21 2 104 30 2 149 39 0 
60 13 4 105 27 3 150 40 0 
61 19 4 106 60 o 151 25 2 
62 53 0 107 61 0 152 37 3 
63 53 1 108 62 o 153 51 1 
64 11 2 109 59 0 154 38 1 
65 52 1 110 20 3 155 63 o 
66 54 o 1x1 30 3 156 39 1 

68 19 5 113 32 o 158 16 6 
69 26 1 114 ii 4 159 37 4 
70 21 3 11.5 33 o 160 53 2 
71 13 5 116 27 4 161 20 5 
72 27 o 117 14 2 162 32 2 
73 28 o 118 30 4 163 39 2 
74 28 1 iig 59 1 164 ii 6 
75 28 2 120 15 1 165 38 2 
76 29 o 121 34 o 166 37 5 
77 55 0 122 55 1 167 14 3 
78 29 1 123 34 1 168 35 4 
79 26 2 124 35 0 169 28 2 
80 29 2 125 30 5 170 39 3 

82 29 3 127 27 5 172 40 1 

67 14 1 112 26 5 157 35 3 

81 21 4 126 36 o 171 52 2 

83 27 1 128 36 1 173 54 1 
84 29 4 129 18 1 174 28 3 
85 19 6 130 36 2 175 64 o 
86 29 5 131 37 0 176 38 3 
87 20 2 132 36 3 177 39 4 
88 13 6 133 17 6 178 55 2 
89 11 3 134 36 4 179 35 5 

a b e  

181 41 0 

- - -  
180 58 o 
182 37 6 
183 39 5 
184 42 0 
185 19 7 
186 20 6 
187 38 4 
188 13 7 
189 32 3 
190 58 1 
191 57 2 
192 41 1 
193 21 6 
194 56 2 
195 40 2 
196 31 2 
197 38 5 
198 ~4 3 
199 39 6 
200 43 0 
201 29 7 
202 43 1 
203 41 2 

206 43 3 
207 42 1 
208 43 4 
209 20 7 
210 43 5 
211 26 6 
232 44 1 
213 32 4 
214 41 3 
215 33 1 
216 40 3 
217 45 o 
218 14 4 
219 44 2 
220 15 2 
221 46 o 
222 34 2 
223 47 o 
224 30 6 

204 43 2 
205 44 0 



APPENDIX 1 (CONT, ) 

a b c  

225 41 3 
- - -  

226 44 3 
227 43 6 
228 45 1 
229 55 3 
230 47 1 
231 18 2 
232 46 1 

234 17 7 

237 47 2 
238 36 6 

233 44 4 

235 42 2 
236 4 1  5 

239 42 2 
240 44 5 
241 32 5 
242 22 2 
243 46 2 
244 47 3 
245 37 7 
246 )+O 4 
247 28 3 
248 24 4 
249 59 2 
250 45 3 
251 47 4 
252 25 3 
253 41 6 
254 46 3 
255 51 2 
256 65 o 
257 16 7 
258 47 5 
259 42 3 
260 48 o 
261 45 4 
262 48 1 
263 32 6 
264 48 2 
265 46 4 
266 48 3 
267 49 o 
268 48 4 
269 1 4  5 

a b e  - 
270 48 5 
271 40 5 
272 45 5 

275 47 6 
276 46 5 
277 52 3 
278 54 2 
279 35 6 
280 53 3 
281 49 2 
282 55 4 
283 37 7 

285 66 o 
286 67 o 
287 48 6 
288 49 3 
289 45 6 

291 58 2 
292 2 1  7 
293 46 6 
294 56 3 
295 49 4 
296 40 6 
29.7 38 6 
298 24 5 
299 31 3 
300 39 '7 
301 57 3 
302 49 5 
303 68 o 
304 50 0 
305 69 0 
306 50 1 
307 42 5 
308 50 2 
309 70 0 
310 50 3 
311 26 7 
312 50 4 
3x3 68 1 
314 50 5 

273 28 4 
274 49 1 

284 42 4 

390 32 'I 

a b c  

315 33 2 
316 75 0 
31.7 14 6 
318 70 1 
319 49 6 
320 15 3 
321 40 7 
322 34 3 
323 59 3 
324 76 0 
325 30 7 
326 1 1 
327 43 7 
328 4 1 
329 55 5 
330 50 6 
331 18 3 
332 42 6 
333 7 1  0 
334 60 1 
335 72 0 
336 36 7 
337 73 0 
338 6 1 
339 73 1 
340 44 6 
341 75 1 

343 '76 1 
344 30 5 
345 7 1  3 

347 23 4 
348 24 6 
349 30 6 
350 28 7 
351 25 4 
352 74 0 
353 41 7 
354 51 3 
355 69 1 
356 7 1  2 
357 42 7 
358 72 2 
359 7'+ 1 

- - -  

342 22 3 

346 72 1 

a b c  - - -  
360 63 1 
361 86 o 
362 87 o 
363 53 4 
364 75 2 
365 52 4 
366 74 2 
367 14 7 
368 54 3 
369 71 3 
370 72 3 
371 6 1  1 
372 76 2 
373 74 3 
374 88 o 
375 47 7 
376 7 1 
377 8 1 
378 55 6 
379 35 7 
380 7 1  4 
381 6 7  1 
382 72 4 
383 74 4 
384 66 1 
385 89 0 
386 9 1 
3fY[ J+8 
388 '(5 3 
389 45 7 
390 58 3 
391 7 1  5 
392 74 5 
393 46 7 
394 72 5 
395 76 3 
396 56 4 
397 38 7 
398 24 7 
399 31 4 
400 90 0 
401 57 4 
402 10 1 

404 79 0 
403 78 o 

a b c  

405 64 1 
406 69 2 
407 80 0 

409 62 1 

411 81 0 

I - -  

408 7 1  6 

410 74 6 

412 72 6 
413 68 2 

415 33 3 
416 75 4 

419 49 7 

414 1 2  

417 2 2 
418 70 2 

420 15 It 
421 59 4 
422 34 4 
423 76 4 
424 3 2 
425 77 0 
426 4 2 
427 '77 1 
428 55 7 
429 77 2 
430 50 7 
431 7'( 3 
432 3.8 4 
4'33 '77 4 
434 5 2 
435 '77 5 
436 6 2 
437 82 o 
438 83  o 
439 '73 2 
440 44 T( 

i 
d 

i 
m i  

i 
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APPENDIX 2 

Column a = 
Column e = 
C o l ~ n n  d = 

a b e d  

1 1 0 0  
2 2 0 0  
3 3 0 0  
4 4 0 0  
5 2 0 1  
6 5 0 0  
7 6 0 0  
8 4 0 1  
9 7 0 0  

i o  8 0 0  
11 9 0 0  
12 1 0 1  
13 io o o 
14 3 0 1  
15 12 o o 
16 12 o 1 
17 5 0 1  
18 45 o o 
19 13 o o 
20 45 1 0 
21 8 0 1  

23 14 o 1 

26 15 o o 
27 12 o 2 
29 40 1 o 
30 13 o 1 

33 6 0 1  

35 L4 0 3 
36 43 1 o 
37 15 0 1 
38 12 o 3 
39 10 0 1 
40 41 0 0 
41 13 1 o 
42 41 1 0  
43 16 o 1 
44 41 1 1 

- - - -  

22 14 0 0 

24 43 0 0 
25 3 0 2  

28 40 0 0 

31 40 2 0 
32 16 0 0 

34 14 0 2 

t r i a l  number Column b = stimulus number 
0 f o r  study of first response, 1 f o r  second 
number of reinforcements of l a t e s t  response 

a b c d  

46 14 1 0 

- - - -  
45 45 1 1  

47 43 1 1  
48 15 o 2 
49 12 0 4 

51 47 1 o 
52 13 1 1 
53 42 0 0 
54 16 i o 
55 17 0 0 
56 17 o 1 
57 14 1 1 
58 42 1 0 
59 15 0 3 
60 44 o o 
61 44 1 o 
62 41 1 2 
63 13 1 2 
64 42 1 1 
65 16 1 1 
66 46 o o 
67 17 1 o 
68 14 1 2 
69 49 o o 
70 15 1 o 
71 46 1 o 
72 44 1 1 
73 18 0 0, 
74 49 1 0  
75 13 1 3  
76 16 1 2 
77 47 1 1 
78 17 1 1 
79 51 0 0 
80 48 o o 
81 15 1 i 
82 50 o o 
83 52 o o 
84 18 o 1 
85 ig o o 
86 io o 1 
88 20 o o 
89 17 1 2  

50 47 0 0 

87 50 1 0 

- a - b - -  c d  

go5110 
91 48 1 o 
92 15 1 2 
93 48 1 L 
94 52 1 o 
95 18 o 2 
964611 
971902 
981903 
99 20 0 1 
100 49 1 1 
101 21 0 0 
102 21 0 1 
103 22 0 0 
104 53 0 0 
105 53 1 0 
306 18 o 3 
107 58 o o 
108 15 i 3 
109 19 i o 
110 20 0 1 
111 53 1 1 
112 50 1 1 
113 21 1 0 
114, 22 0 1 
115 51 1 1 
116 57 o o 
117 18 1 o 
118 58 1 o 
119 52 1 1 
120 19 1 1 
121 20 0 3 
122 59 0 0 
123 59 1 0 
124 21 1 1 
I25 22 0 2 
126 60 o o 
127 57 1 0 
128 18 11 
129 23 0 0 
130 23 0 1 
131 19 1 2 
132 20 o 4 
133 57 1 1 
134 59 1 1 

- a - b - -  c d  

135 21 1 2 

137 60 1 0 

139 18 1 2 
140 54 1 0 
141 23 0 2 
142 23 0 2 
143 60 1 1 
144 58 1 1 
145 24 0 0 
146 54 1 1 
147 22 1 0 
148 55 0 0 
149 56 o o 
150 55 1 0  
151 25 0 0 
152 25 0 1 
153 23 1 0  
154 56 1 o 
155 24 0 1 
156 56 I 1 
157 62 0 0 
158 22 1 1 
159 61 0 0 
160 61 1 o 
161 55 1 1 
162 61 1 1 
163 25 1 o 
165 56 1 2 
166 54 i 2 
167 24 1 o 
168 62 1 o 
169 22 1 2 
170 62 1 1 
171 26 o o 
172 26 o 1 
173 61 1 2 
174 25 1 1 
175 23 1 2  
176 27 o o 
177 64 0 0 
178 24 1 1 
179 28 0 0 

136 22 o 3 
138 54 o o 

164 23 1 1 

- a - b - -  c d  

180 28 o 1 
181 22 1 3 
182 64 1 o 
183 26 o 2 
184 26 0 3 
185 25 1 2  
186 63 o o 
187 27 o 1 
188 63 1 0 
189 24 1 2 
190 63 1 1 
191 28 1 o 
192 65 o o 
193 64 1 1 
194 65 1 0 
195 26 0 4 
ig6 67 o o 
ag7 67 1 o 
198 27 o 2 
199 66 o o 
200 65.1 1 
201 66 1 o 
202 28 1 1 
203 76 0 0 
204 29 0 0 
205 64 1 2 
206 26 o 5 
207 70 o o 
208 76 1 o 
209 27 0 3 
210 30 0 0 
211 30 o 1 
212 66 1 1 
213 29 1 2 

215 24 1 3 
216 69 o o 
217 26 o 6 
218 70 1 o 
220 27 1 o 
221 69 1 o 
222 30 o 2 
223 30 0 3 
224 67 1 1 

214 29 0 1 

219 76 1 1 

12 1 



a b c d  

225 2 9 - i  0 
- - -  
226 31 o o 
227 69 1 1 
228 70 1 1 
229 32 o o 
231 27 1 1 
232 68 o o 
233 68 1 o 
234 30 1 0 
235 72 0 0 
236 29 1 1 
237 31 0 1 
238 71 o o 
239 68 1 1 

230 32 0 1 

240 72 1 0 
241 32 1 0 
242 27 1 2 
243 71 1 0 
244 30 1 1 
245 71 1 1 
246 72 1 1 
247 29 1 2 
248 31 0 2 
249 77 0 0 
250 77 1 0 
251 33 0 0 
252 32 1 1 
253 79 0 0 
254 34 0 0 
255 34 0 1 
256 30 1 2 
257 23 1 3 
258 73 0 0 
259 31 0 3 
260 73 1 o 
261 27 1 3 
262 33 o 1 
263 32 1 o 

265 34 o 2 
266 79 1 1 
267 34 0 3 
268 30 1 3 
269 37 0 0 

264 79 1 0 

APPENDIX 2 (CON".) 

a b c d  

270 31 1 o 
271 75 0 0 
272 75 1 0  
273 33 1 0  
274 75 1 1  
275 78 0 0 
276 77 1 1 
277 78 1 0 
278 34 1 o 
279 78 11 
280 35 o 1 
282 80 o o 
283 80 1 o 
284 33 1 1 
285 73 1 1 
286 36 o o 
287 36 o 1 
288 70 1 2 
289 80 1 1 
290 34 1 1 
291 35 0 2 
292 31 1 2 
293 81 0 0 
294 33 1 2 
295 81 1 0 
296 73 1 2 
297 82 o o 
298 36 1 o 

300 34 1 2 
301 81 1 1 
302 35 0 3 
303 37 0 0 
304 88 o o 
305 38 0 0 
306 38 o 1 
307 86 o o 
308 86 1 o 
309 36 1 1 
310 82 1 1 
311 34 1 3 
312 81 1 2 
313 35 0 4 
314 37 0 1 

- - - -  

281 31 1 1 

299 82 1 0 

a b c d  - - - -  
315 88 1 o 
316 87 o o 
317 38 0 2 
318 38 o 3 
3x9 86 1 1 
320 36 1 2 
321 87 1 o 
322 39 0 0 
323 87 1 1 
324 35 0 5 
325 37 1 0 
326 88 1 1 
327 83 0 0 
328 89 1 o 
329 38 1 0 
330 95 0 0 
331 95 1 0 
332 93 0 0 
333 39 0 1 
334 34 1 4 
335 35 0 6 
336 37 1 1 
337 93 1 0 
338 83 0 1 
339 89 1 0 
340 38 1 1 

343 95 1 1 
344 39 0 2 
345 89 1 1 
346 36 1 3 
347 37 1 2 
348 82 1 2 
349 83 0 2 
350 94 0 0 
351 38 1 2  
352 81 1 3 
353 11 0 2 
354 11 0 3 
355 39 0 3 
356 90 0 0 
357 90 1 0 
358 85 0 0 
359 85 0 1 

341 11 0 0 
342 11 0 1 

122 

a b c d  

360 83 0 3 
361 94 1 o 
362 93 1 1 
363 84 o o 
364 89 1 2 
365 11 1 2  
366 39 1 0 
367 92 0 0 
368 74 o o 
369 92 1 0 
370 85 1 0 
371 83 1 0 
372 94 1 1 
373 74 1 0 
374 84 o 1 
375 71 1 2  
376 11 I 1 
377 39 1 1 
378 91 0 0 
379 91 0 1 
380 47 1 2 
381 85 1 1 
382 83 1 1 
383 90 0 1 
384 74 1 1 
385 84 1 o 
386 89 1 3 
387 11 1 2 
388 39 1 2 
389 i o  1 o 
390 91 0 2 
391 91 0 3 
392 85 1 2 
393 83 1 2 
394 71  1 3 
395 92 1 1 
396 84 1 1 
3 9 7 9 4 1 2  
398 47 1 2 
399 10 1 1 
400 10 1 2 

- - - -  



APPENDIX 3 

ITERATIVE PROCEDURES FOR CALCULATING PREDICTIONS 
FOR EXPERIMENT I r, * I  J 

s 

- 1  I 
, 

" ,  

Let bn . be the probabi l i ty  t h a t  the i t e m  being t e s t ed  is  i n  STS, a t  l ag  j .  
Let c 'J be the probabi l i ty  correct  on t r i a l  n, guess k. 
L e t  enJk be 1.0 - 

n9k - 
L e t x  be the  average s t a t e  of memory a t  t r i a l  n. R is equivalent t o  
the s f a tus  of the following f ive  vectors, each of length n: n 

code, i s  the probabi l i ty  t h a t  a new code w a s  stored on t r i a l i . *  
bufiLis the probabi l i ty  t h a t  the item presented on t r i a l  i 
entered STS (but  not the  nul l - s ta te ) .  
hiei i s  the probabi l i ty  t h a t  a hi-code f o r  the i t e m  presented on 
t r ia l  i i s  temporally placed i n  memory a t  t r i a l  i. 
loc .  i s  the  probabi l i ty  tha t  a lo-code f o r  the i t e m  presented on 
t r i h  i i s  temporally placed i n  memory a t  t r i a l  i, 

t r i a l  i i s  l a t e r  teSted on a t r i a l  previous t o  n, e l s e  equals one, 
q. i s  a dummy variable;  equals zero only i f  the stimulus t e s t ed  on 
1 

Assume we have 7 n-1. We now show how t o  derive 

We need the following def in i t ions .  
CR1 

LTS search, on t r i a l  n. 
CR2 i s  the same f o r  a second-guess search. 
I N l n  i s  the probabi l i ty  of an incor rec t  response recovery given a f i rs t -guess  

IN2 i s  the same f o r  a second-guess search, 
CElE = 1 - C R l n  - I N l n e  

SCi is  the probabi l i ty  of a cor rec t  recovery i n  an LTS search given t h a t  

as  a function of E n-1' 

is  the  probabi l i ty  of a cor rec t  response recovery given a f i rs t -guess  n 

n LTS search, on t r i a l  ne 

CE2, = 1-CR2n - Ifi2Q0 

J 

SI .  

Let 

Let 

Let 

Lei! 

The 

the search has proceeded as f a r  as the j t h  t r ia l .  
proceeds backwards, from t r i a l  n t o  trig1 1,) 

(Note: the search 

i s  the  same f o r  incorrect  recoveries from LTS during the search. 
j* be the t r i a l  number of the  c-code. 
f p i  be the probabi l i ty  of an incorrect  in t rus ion  between t r ia ls  n and j*o 

P(\)  be the probabi l i ty  t h a t  a code of type k i s  i n  the examination 
subset,  where k= H,L, o r  I, depending upon the code type, 

P(P ) be the probabi l i ty  t h a t  an examined code of type k gives rise t o  k the response encoded, where k= H,L, or I, depending upon the code, 

s t a t u s  of a search of memory is  defined by ( S C  S I j ) "  This vector may 
j '  be calculated recursively.  If j-1 f j* then 

= SI .  + q.( l -SC.-SI . ) (hic  
j-1 J J J J  j 

SI 

3 SC = SC.  + q.( l -SC.-SI . ) (hic  
j-1 J J J J  



APPENDIX 3 (COHTI) 

But i f  j-1 = j* then, 

SI = SI 
j* j 

"j* = SC. + (1-SC.-SI.)(hic.P(ZH)P(PH) + locjP(ZL)P(PL). 
J J J  J 

I n  the above recursions, the age of an item a t  t r i a l  j is  required 
( i n  P( %) ) The age is calculated as follows: 

i = n  
agej = Ccodei. 

i= j  

A s  the  result of the recursion, we have (SC1,SI ).  Then CRl, = SC1; 
I N l n  = %PI1. 1 

We now have, 

C = b  + ( 1-b, . ) ( C R l n  + I N l n / 4  + CEln/4) , where b . =( bufn- j+l ) an- j 
n , l  n , j  ,J n,J 

Before the second-guess search predict ions may be calculated,  adjustment 
must be made f a r  the se lec t ion  e f f e c t  due t o  the f i r s t -guess  e r ror .  Hence, 
we must temporarily a l t e r  the proportions of hi-  and lo-c-codes stored. 

The second-guess recursion now proceeds iden t i ca l ly  t o  the f i r s t -guess  
recursion, except t h a t  the quan t i t i e s  above are subs t i tu ted  f o r  hiej*, 
l 0 C j *  - The r e s u l t  is CR2n, IN2n, and CE2n, Then we have, 

C = (1-c )(CR2 + IN2,/3 + CEZn/3). 
n,2 n, 1 

This concludes the predictions on the nth t r ia l ;  t o  ca lcu la te  En, however, 
we must complete the nth t r i a l  of-the f i v e  vectors making up the s t a t e  
of memory. 

- 
) ; Let  W = CRl, + I N l n / 4  + e ( CRPn + INznk3). 

n , l  Let y = (l-bn,n,j*+l 

Then, 

coden = Y( 1 - ~ ) a .  

hic, = Y(W+[l-WI [0/21). 

locn = Y(l-W)d2. 
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qj* = 0. 

bufn = 1 - Y -k Y(1-W)ae  
F 

The above f ive  equations transform Q, i n t o 5  The i t e r a t i v e  process 
then continues u n t i l  the  439 trials ar; '" predicted. The 
boundary conditions on the  above process, and spec ia l  cases such as  zero- 
lag, are not given here: 
merely increases the terminology needed. 

they a re  straightforward, and t h e i r  presentat ion 



APPENDIX 4 3 
ITERATXVE PROCEDURES FOR CALCULATING PRED1CTI:ONS FOR 

EXPERIMENT I1 

The i t e r a t i o n s  used f o r  Experiment I1 are very close i n  character 
t o  those f o r  Experiment I, and l i t t l e  purpose i s  served by repeating 
them here i n  f u l l  d e t a i l .  Instead, we present only the equations which 
normalize the proportions of hi- and lo-codes f o r  se lec t ion  e f f e c t s  p r i o r  
t o  second-guesstng, 

Before the answer changes, a l l  in t rus ions  are new, hence, there  a re  j u s t  
two conditions: HICj, represents adjusted hi-codes; LOC represents 
adjusted lo-codes e 

j* 

After the answer changes we must consider two p o s s i b i l i t i e s :  
could have been old- o r  new-* We denote the adjusted p robab i l i t i e s  d t h  
primes ( I )  i f  there  w a s  a new-intrusion; we denote the  adjusted p robab i l i t i e s  
w i t h  quotes ('I) i f  there  was an old-intrusion, 

the  in t rus ion  

Then, 
r \ 

'HICj, = b ( h i c .  ) (  f p i  + [I-( 26/25)( f p i )  I [l-P(zH) I E (  l - f l ) + f l (  1-e2)( 1-f2) ] /nn,lo 
J* 3 

'LOC~, = Cy( loc  . ) ( f p i  + [1-( 26/25) ( f p i )  1 [ l -~(  zL) I [ f  L-f l )+ f l (  1-c2) (1-i~) ] /nn,l. 
J* 3 

"LOC j* = Cy( loc  .*) ( 1- [26/25 l f p i )  ( 1-p[zL1 1 ( f l )  ( c 2 3  /en,l. 
J 

The above equations use severa l  def in i t ions  not used i n  Appendix 3. 

L e t  ng 
on t r ~ ~ ~  n. 

represent the probabi l i ty  of a new in t rus ion  on the f i rs t -guess  

L e t  eQ 
on t r id no 

represent the probabi l i ty  of an old in t rus ion  on the f i rs t -guess  

L e t  c2 represent the probabi l i ty  of giving the R 1  response a f t e r  examining 
the o-code. 

Let 1-f l  be the probabi l i ty  of emitt ing a new in t rus ion  as a r e s u l t  of 
examining a f'eode temporally between the ccode and the b-code. 

Let 1-f2 be the probabi l i ty  of emitt ing a new in t rus ion  as a r e s u l t  of 
examining ai 'code temporally older  than the o-code. 

i 
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Then the above equations give the  correction for se lec t ion  e f fec ts .  
remaining calculat ions are straightforward, skmilar t o  those given i n  
Appendix 3, and ape therefore not presented. 

The 
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