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ABSTRACT

By Fourier-transforming the author's recently proposed state

functional formalism for the BBGKY hierarchy, a new perspective of

non-equilibrium statistical mechanics is given: the basic equation

is formally very close to the Fokker-Planck equation and may readily

be modified to a universal master equation (with irreversibility) by a

slight change. Hence the problem reduces to one of a generalized

random-walk such that the stochastic quantity to be considered is the

particle-number density in the one-body phase space. A general

solution is formulated for the weak interaction case.
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1. Introduction

Recently the functional formalism of classical non-equilibrium

statistical mechanics was proposed by the author  to search for general

closed-form solutions for distribution functions governed by the BBGKY

hierarchy for the infinitely-many-particle system with a finite average

density. There the state functional, which embraces all distribution

functions in itself as the coefficients of the functional Taylor ex-

pansion (except for the numerical factors), was introduced. It is

governed by a single second-order functional-differential equation. This

formalism originates with Bogoliubov 2 but a basic modification was neces-

sary for a meaningful functional calculus to be performed within the

formalism. Be that as it may, it would be quite inconvenient if the

state functional is too fine-grained to represent a real irreversible

process, even if the solution could be numerically pursued. In fact,

on the basis of the exact dynamics, i.e., the Liouville equation or its

equivalent, we can hardly expect all possible arbitrary states to de-

velop into a unique, steady (e.g. equilibruum) state. This is obvious,

if we remember the tine-reversibility of the equation as well as the fact

that the entropy in Gibbs's sense is conserved so that the maximum entropy

is never achieved, starting from a state of lower entropy. In order to

establish an entropy-productive non-equil.ibruim statistical mechanics,

some modification of the basic equation, comparable with coarse-graining

procedure, seems to be unaYoidable in our state functional formalism also.
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The first aim of this paper is to find the best irreversible per-

spective for the evolution of the state functional 3. We first notice that

the Fourire-transformed basic equation in the cylinder functional approach

(established in Sec. 2) has a structl)re very close to the Fokker-Planck

equation which describes a Markov stochastic process, but retaining the

time-reversibility as a natural consequence of its equiv--.lence to the

BBGKY hierarchy (in the limit when the number of particles tends to in-

finity). The best method of modifying the equation into a real Fokker-

Planck equatic::: at the expense of losing the time-reversibility is

described in Sec. 3. As a result, our problem reduces to nothing but the

problem of a generalized random-walk played within the special function

space equivalent to a certain Riemannian space by the so-called stochastic

particle-nunioer density function in the one-body phase space. The

mathematical procedure of such a modification is unique in the sense that

any other Markov process expected to simulate non-equilibrium statistical

mechanics is not closer to the dynamical process than the present one;

but it seems somewhat difficult to re-express the procedure in simple

conventional physical words, such as coarse-graining.

As the paper's second object, the general method is applied to the

case of a gas or a weakly interacting plasma in Sec. 4. In this case the

equivalent Riemannian space reduces approximately to a Euclidean space, so

that the complexity in calculation is reduced. The closed-form general

solution of the initial-value problem is formulated in terms of a repeated

multiple integral; which can in practice be conveniently solved by the

Monte Carlo quadrature. Since in our theory the accuracy of calculation
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is increased simply by increasing the multiplicity M of cylinder functional

but not by changing (or deepening) the formulation in a complicated way

and, moreover, since there is no difficulty in principle in applying the

theory to the strong interaction case, the proposed approach seeris to have

the proper advantage which is not found in other analytical approaches to

the BBGKY hierarchy or the Liouville equation which exploit the more or

less sophisticated series expansion in a small parameter, 2'' 5 which may

not necessarily be convergent.

Another type of statistical-dynamical research, which may be also cal-

led a functional approach, has been developed by considering the evolution

of the probability on an ensemble of the events, a member of which evolves

strictly according to some dynamics such as the Vlasov equation, the

Langevin equation, etc. 6,7 Of course, this research is different in

principle from ours; except for the case _f taking the Klimontovich equation 

as the dynamics, when the characteristic functional equation is formally

equivtdlent to the BBGKY hierarchy, as was verified by Nakayama and Dawson6.

However, it will be seen (in Sec. 3) that if the Vlasov equation is taken

as the dynamics, there is a somewhat close relation between this ensemble

mechanics and the presented perspective of our formalism.

The discussion is restricted to a single-component system for sim-

lplicity. Extension to a multi-component system is straightforward.
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2. Fourier-transformed State Functional Fr,rmalism

According to the previous paper, if the s-body generic distribution

function is dencted by F s , the state functional is defined as

,s

iV(Y+ t) = 1 + S : f ..( Fs ( xl ,	 xs, t )Y( x ) •• y(x )dx •• dx , (2. 1)
S-1 s	 X +X	 1	 s	 l	 s

where i = 1, X is the entire one-bcciv phas(^ space, x l , • •xs F X, t is

the time variab)e and y(x) is a real-valued function. Once the state func-

ticnal is introduced, the BBGKY hierarchy for the infinitely-many-particle

system with a finite average density is completely replaced by the follow-

ing single basic equation with functional differentiation:

at	
it v(x)[Hl (x); idd(x)

]dx - 2 ( ( {y (x)Y(x') - iny( x ) - iny(x'))
X	 Y	 X X

2

q'D;	
6 tb	 ]dxdx'	 (2. 2)

i2dy(x)by(x')

where H1 (x) is the one-body Hamiltonian, [ ; ] the Poisson bracket, n the

average number density and ^(Iq - q'I) the interaction potential between

particles in which q denotes the displacement vector in the physical space.

9 10
The operator 6/6y(x) denotes a functional derivative. 	 should be sub-

1
ject to the following two associative conditions:

^(0, t) = 1	 (2. 3)

lim ( — * dx/V = y ,	 (2. 4)
V-- X idy(x)

where V is the volume containing the entire system. Both conditions

emerge from the form of (2. 1) on using the definition of Fs.
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Here we introduce a kind of cylinder functional approach to func-

tionals. If {s i (x)} is an orthonormal function set in X, we can calcu-

late a  = JX s i (x)y(x)dx to define a new function:

M

	

YM (x) _ I a^s^(x)	 (2. 5)

J=1

We call ^(yM ) the cylinder functional ^ (y), which is still a functional

of y through the definition of a Y though it can essentially be considered

a function of M variables {a i }. Then ^ is understood as 
^M in the limit

M -+ - if it is convergent (for example with respect to the "maximum"

norm). If ^ is replaced by ^ , the basic equations (2. 2) - (2. 4) be-

come more feasible to treat, since then we have the relation

d _ V1Mbad	 a =	 s (x) I	 (2. 6)
6y(x)	 j=l Sy(x) 6a  J=1 i	 aai

and thus, (2. 2) becomes ,just a partial differential equation. From

a practical point of view we always consider z first, assuming that the

M
converging sequence {y } of state cylinder functiona.1s exists. Then we

can introduce a new functicnal p M (x, t) as the Fourier component of ^M ;

namely we have

WM (Y, t) = J, MQM (z, t)exp{i y (x)z (x)dx. 	 (2...)

where
M

r SzM = (^ ••f^	 11 db^ (2n) 1 '^ 2	(2. 8)
MA	

=1

M
and-- (x) = lb j s^(x). For simplicity we omit all the superscript M

hereafter, unless necessary for clarity, keeping in mind that every

functional is a cylinder functional.
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+i a result of the transformation (2. 7), the basic equation (2. 2)

transforms to the following equation for p

8p	
I

	

- - r — 6 -(Qz(x) p )dx + 1 (	 6	 f
8t -	 x 6z(x)	 2 ' fx  6z(x)6z(x') [^(I q - q I);

z(x)z(x ')]p}dxdx' ,	 (2. 9)

and Q denotes the nonlinear operator such that

Qz (x) = [ H1 ( x ); z ( x )) + of dx'[^(Iq . VD;  z(x)z(x')] .	 (2.10)
X

It is noted  that 8z/8t = Qz is nothing but the self-consistent Vlasov

equation and therefore Q may be called the Vlasov operator. Corresponding

to (2. 3) and (2. 4), we have the conditions:

jp6z=1
	

(2. 11)
A

f p{lim f z(x)dx/V - 1}exp{if y(x)z(x)dx}6z = 0 	 (2. 12)
A V— X	 X

From (2. 12) •p should vanish for all z(x) unless z(x) is such that

lim f z(x)dx/V = 1 ,	 (2. 1 3`
V— X

which defines a hyperplane in 1' . We may call this the hyperplane Al.

The restriction (2. 12) is conservative in time, since the conservation

1

of (2. 4) was proved by the previous paper. Therefore, without any in-

consistency we have only to consider the basic equation (2. 9) always

in this hyperplane rather than H - . Accordingly A in (2. 7) and (2. DO

may be read as Al on the understanding that fA 6z indicates the volume
1

integral over A1 . The time-invariance of the condition (2. 11) is evi-

dent by virtue of (2. 9).
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hierarchy or the Liouville equation in the limit N = nV -► - (n: finite),

any dynamical property of the particle ,,ystem is preserved in our

formalism. It is easy to verify the time-reversibility of the basic

equation (2. 9): if p(z(q,p), t) is a solution, then p(z(q,-p), -t) be-

comes another solution, p denoting the momentum part of the vector x.

Also it is possible to derive the conservation laws of mass, momentum,

angjI ar moment iuri and energy directly on the basis of (2. 9). In this

cesc, on cr,nparing (2. '' with th , series expression of (2. 7) in powers

of y, we first have

F1 (x) = f.N o(-, t)z(,c)az ,	 (2. ;4)

F2 (x, x') = f  p(z, t)z(x)z(x')dz 	 (2. 15)
1

and then can proceed with examining the time-evolution of each physical

quantity related with p through the above relations.

As a representative example let us examine the momentum case. From

(2. 14) and (2. 9), we calculate

8t f npFl (x)dx = nf at f pz(x)dxaz
X	 Al	 X

= nfA f pQz(x)pdxdz
1 X

where use was made of partial integration, keeping in mind that 1PI -^ 0

•
at infinity (fX z 

2
dx = -) in Al in order for .(Al Ipjbz to exist. As is easily

seen, there is no effect of the term with a second-order functional-deriva-

tive in (2. 9) in this case, since the integral over X in the left-hand side

is not a functional higher-order than linear in z. A further calculation

gives



j npF dx = nj p {f p[H ; z(x)]dx + nI j pi g ; z(x)z(x')]dxdx'}bz

	

at X 1	 Al X 
1	

X X

=
 a
n^A p{-j aq z(x)dx - n( f ( 0 + aaO)z(x)z(x')dxdx'}6z 	 (2. 16)

	

1	 X	 X X q	 q?

Here the boundary condition on z(x) was taken into account: z(x) ; 0 for

IpI i and on the bo undary of the configuration space. The second term

in the curly bracket vanishes because a^/aq = - a^/aq'. (This illustrates

that the sum of internal forces vanishes due to the action-reaction law.)

The first term also vanishes if there is no external force (3H1/34 = 0).

Otherwise it expresses the total external force. Therefore we can see in

(2. 16) the generalized conservation law of momentum. It is needless to

say that total momentum J
X 
npFldx is infinite in the limit N = nV -> - but

it can be meai:ingful if we consider the average momentum per particle or Der

unit volume. The other core-rvation laws are quite similarly examined,

except for the energy c ase in which care should be taken of the

fact that the effect of the term with a second order functional-derivative

in (2. Q) appears for the part of the interaction >nergy including the ex-

• -	 pression (2. 15) , which is a quadratic functional in z.

Finally we add a comment on the other functional formalism equivalent

e
to the BBGKY hierarchy by Nakayama and Dawson. In this formalism the

characteristic functional plays a main role of describing the state accord-

ing to the theory of Hopf i0 for turbulence mecha;-Aes. There the evolution

of an ensemble is considered, all members of which are microscopic states

evolving according to the Klimontovich equation s starting with various

initial positions and momenta of particles given in the one-body phase

space. The basic equation, i.e. the Hopf equation for this ensemble is

PP_

somewhat different from (2. 2); in particular it is remarkable that it has
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no term with a coefficient quadratic in y(x). Correspondingly the cha-

racteristic functional itself is different from the state functional

(2. 1). A difficulty with this formalism, however, stems from the fact

that every solution of the Klimontovich equation does not represent a

microscopic state. Hence all solutions of the Hopf equation are not

realistic, even if they satisfy the general conditions on the character-

ristic functional. For the solution to be realistic, the members of the

ensemble should be restricted to Klimontovich's special class of singular

8
functions in terms of superposed delta functions. This limits the class

of allowed characteristic functionals severely, and it would not be easy

to formulate this restriction in a simple manner. Another disadvantage

may be seen in the difficulty in finding an appropriate simple-form initial

characteristic functional which can be used in practice; for the state

functic.:^al it ; a easy, as described in ref. 1 and will be shown in the

next section.

3. Master Equation Approach

The basic equation (2. 9) is very close in form to the Fokker-Planck

equation which describes a Markov stochastic process. The first term of

the right-hand side is the analogue of the so-called friction term and the

second resembles the diffusion term. However, there is a difference in

principle between (2. 9) and the Fokker-Planck equation; the former is

time-reversible as was mentioned already, but the latter is tima-irreversi-

ble. This reflects the fact that the coefficient .function [¢; z(x)z(x')]

inside the second-order derivative is not positive-definite. 	 This

similarity and difference may contain	 a key to solving the noted

historical question: how to bridge the microscopic reversibility and the
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macroscopic irreversibility in the system evolution in 4 general way.

Now if the coefficient function is considered as the sum of the

positive-definite and negative-definite parts at each local point in Al,

the former plays a role of creating an irreversible process, while the

latter that of destroying it or creating an anti-irreversible process so that

both rolls may offset each other to cause the reversible process exactly.

So, in order to extract a purely irreversible process from the dynamical

process, evidently it is necessary and sufficient to retain only the

former part of the coefficient function, so that (2. 9) reduces to a real

Fokker-Planck equation. This would be the simplest universal way of

introducing the positive time-arrow in the system evolution. There is no

further assumption in this procedure, such as weak interaction, diluteness,

etc. Therefore its application will be free from any such restriction on

physical conditions. Let the Fokker-Planck equation thus obtained be writ-

ten as

_ - f	 d {@z(x)p }dx + 1r (	 b2	 {P[^; z(x)z(x'))Ptdxdx'
at	 x 6Z(X)	 2 x x 6z(x)6z(x')

(3. 1)

where the symbol p has been replaced by p to distinguish its approximate

nature due to the above procedure and P is the operator on the coefficient

function to make it positive-definite in the way just described. There can

still be many ways of constructing a Markov process starting from (2. 9);

for example, P(^; z(x)z(x')1 plus any nonnegative function can also be

positive-definite. But it would be natural that (3. 1) is the most appro-

ximate to (2. 9) among them, since in this modification the first term is

invariant and the second term was minimumly changed to make a real diffusion

ti
the difference Ip - pj would be minimum as a whole. Thusterm. Then. 

(3. 1) may be called the master equation in the sense that it masters
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the irreversible system evolution which is the most loyal to the basic

dynamical rule.

By the property of the Fokker-Planck equation it is possible to inter-

pret p as the probability density in the space A1 . The condition (2. 11)

plays an important role for this interpreration; that is

If the diffusion term is neglected in (3. 1), it can be found that the

equation governs the time-evolution of the probability on an ensemble of

the trajectories in the space Al which develop from various initial values

according to the Vlas ov equation: 9z/8t = Qz. This fact is obvious from

the perfect analogy with the Hopf equaticn in turbulence mechanics 10 if

we go back to the equation for the characteristic functional ^ which

v
corresponds to p (defined in the same way as (2. 7)). In this case, we

really deal with nothing but a so-called turbulent field which is basically

governed by the Vlas ov equation instead of the Navier-Stokes equation.

Here we find a complete coincidence with the other statistical-dynamical

67
research based on the Vlasov equation mentioned in Introduction.' 	 If

the diffusion term in (3. 1) is included, the coincidence breaks down and

the motion (expressed by z) is affected by some internal random force im-

plied by P[^; z(x)z(xt)1, as is well expected from the Langevin equation

for Brownian motion; so that wnat we may call a turbulence will be more

irregular and more random. For this case there is the analogy with the

Novikov equation in the turbulence mechanics with random force actionyl

(though -here is a slight difference in situation in that the random force

in the Novikov equation is not internal but externally given independently

of the field. z). From all these facts, it is quite reasonable to in-

terpret 7(x) as the stochastic particle-number density in X normalized
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in the sense of (2.13). Obviously z(x) is not a macroscopic observable

(as is also kno-.m from the relations (2. 14) and (2. 15), nor is it a

microscopic density such as considered by Klimontovich8 since it can be a

regular function; but may be understood as a fictitious, mathematical

working field with an intermediate property.

Let us "xamine if (3. 1) is consistent with the conservation laws in

spite of its modification by P. It is known from the discussion of the

previous section that the term with the second-order functional-derivative

in -the basic equation has no effect on the conservation laws escept for

conservation of energy. Accordingly it is evident that the conservation

laws of mass, momentum and angular momentum hold also for (3. 1). For the

energy case, however, we have

	

2	 ti
-2-( ^f nHl (x)Fl (x)dx + '}{rXn2 ¢(q - q')F2 (x, x')dxdx')

2
	n ( ( ( R[^; z(x)z(x')]dxdx'pdz 	 (3. 3)

2 ' Al X X

	which can not vanish in general. T:	
2 2

ic right-hank side is 0(n a )

(X: representative order of magnitude of 0), but the error will acc-mulate

with time. Therefore it is necessary to correct this error in our master

equation some way. This can be made by confining the space for z into a

manifold in which the conservation of energy is strictly insured. Indeed,

since the total energy found on the left-hand side of (3. 3) is rewritten

in terms of (2. 14) and (2. 15) as

ti	 2
'A P{JXnHlz(x)dx + fXirXn2 0(x)z(x')dxdx'}8z

x	 1
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we can impose the condition on z:

2
nH z(x)dx + j ,^ ^z(x)z(x')dxdx' = const. 	 (3. 4)

X 1	 X X 2

to guarantee the constancy of the total energy. Equation (3. 4) pre-

scribes a subset of A i , which may be called a quadratic hypersurface.

It is thus essential that our basic equation (3. 1) shou-d be re-

defined in such a Riemannian space as prescribed by (3. 4). There is no

special difficulty in dealing with the Fokker-Planck equation in a

12
Riemannian space. As is well known, a Fokker-Planck equation governs

• generalized Brownian motion and hence we may imagine from our equation

• generalized Brownian motion or random walk in the Riemannian space.

It is known that there is a unique steady state of p,and p tends

asymptotically to this state irrespectively of any initial condition13

It is unfortunate that we cannot at present have any explicit form of

the steady-state solution to be compared with the equilibrium canonical

distribution for the Gibbs ensemble. However, some similarity in

situation may be expected. Namely, the final asymptotic state is the state

in which all Brownian particles have fully diffused over the whole

Riemannian space - the quadratic hypersurface (3. 4) that c:orresponds to

the constant-energy shell in the grand (6N-dimensional) phase space; and

then every point in that space is realizable with some measure irrespec-

tive of an initial state, just like a rg and phase point in the energy

shell in the equilibrium state. We note that in our theory, the concept
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of entropy is not necessary to conclude the one-directional evolution of

'the system, since we have already the uniquely given asymptotic state.

ti
The initial condition imposed on p is easily formulated, if the

initial correlations among particles are neglected. Namely, on starting

from the initial state functional 
1

^, = exp{i f ry(x)Fo(x)dx}
	

(3. 5)
A

where Fo (x) is the given initial one-body distribution function, we have

p = 6[z(x) - Fo (x)]
	

(3. 6)

by means of the relation (2. 7). (See ref. 1 for the delta functional

ti
d[ ).) Naturally, here we rewrites p as p. This means that our random

walk begins from the single point in the Riemannian space which is given

as Fo (x). Then, the total of the Brownian trajectories beginning from this

point provide all the physical information of the irreversible system

evolution. Indeed, as is known from comparing (2. 1) and (2. 7), all Fs

ti
(the symbol F s means the approximation to F s in the sense of our master

equation approach) are given as the s-th order correlation function of the

stochastic field z(x);

Fs(xis ..' x s , t) _	 z(xl)--z(xs)P(z, t)dz	 (3. 7)

where the integration i2 taken over the Riemannian space in A l ; and all

physical quantities are related to F
s . 

It may be further note_ that since

the fluctuation of a macroscopic quantity is closely related to the chavicr

of F22 , an observable macroscopic turbulence should be related_ thro^.c,, . F2

(in (3. 7)) -with the turbulence in z which is strong enough to have a correlation

e

Pr-
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length over a:nacroscopic scale. This is an interesting situation which opens

a new way of statistically purs_;ing a turbulence in plasma.

In order to compute p in (3. 7) for a given M, it is necessary to

solve the Fokker-Planck equation with mart' variables. A practically useful

formula for solving the Fokker-Planck equation is presented in the next

section for the simple case where the Riemannian space can be approximated

by a Euclidean space. This formula tells us how to follow the generalized

random walk with the aid of a high-speed computer to constitute the

solution of our initial-value problem. It will turn out that the principle

of the calculation is nothing but the Monte Carlo quadrature. This method

of solution is in principle available also to the (not simple but)

general case, for which we should consider the random walk on the Riemannian

space. Indeed, since such a Riemannian space is always approximated by

the tangential hyperplane locally, the infinitesimal random-walk motion

around the tangential point can be followed by quite the same way as given

for the simple case, and continuation of this process would complete a chain

of random walk on the hypersurface.

Finally, it is interesting to point out that a new hierarchy similar

to the BBGKY hierarchy can be obtained from our master equation. Let us

multiply (3. 1) by z(x) and integrate it with respect to bz over the

Riemannian space, taking into account (2. 10), (2. 14) and (2. 15). Then,

we have

ti

aFl
X

	
(3. 8)
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in the limit M - -. Here use was made of partial integration with respect

to bz and the closure property of (s i (x)}. This is formally the same as

the first equation of the BBGKY hierarchy. However, if we multiply (3. 1)

by z(x)z(x') and integrate it to obtain the second equation which governs

IV

F2 , we find easily that the equation obtained is not the same as the

second equation of the BBGKY hierarchy because now the second term of

(3. 1) comes into play to give an effect of the modification due to the

operator P. The same is true for the higher-order equations of the

ti ti
hierarchy. Thus, F2 1'

 F3 , " 'cannot be time-reversible, so that 	 is

also time-irreversible. This is an essential difference between (3. 3)

and the corresponding equation for F l . From the viewpoint of the new

hierarchy, it is no puzzle that the proper irreversible approximation to F2
f

in (3. 8) as seen in Born and Green's l work gives rise to the Boltzmann

equation with irreversibility. One may see a coarse-grained aspect ' of F1

from this fact, but we will come back to this matter in the final sub-

section of Sec. 4.

4. Application to the Weak Interaction Case

By the weak interaction case we mean the case where the total interac-

tion energy between particles is far less than the whole energy of the

system, such as the case of a gas or sometimes a plasma. In this case,

the Riemannian space reduces to the fixed hyperplane in A l which

satisfies

nj
X H

l (x)z(x)dx/V = e	 (e: const.).	 (G. 1)
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This constitutes a subspace of A l, whicu we mk, call B. 0 r t)ro lem thus

reduces to solving in general the master equation (3. 1) in B. Here we

give the explicit formulation of the operator P and next describe the

practical program of how to calculate a physical quantity on the basis of

our functional random-walk model with the use of a high-speed computer in

mind.

(i) Euclidean coordinates in B

Tc represent a point in B in terms of a set of the Euclidean coordi-

nates, we derive an orthonormal function set in B, starting from {si(x)}.

The limiting process V -► - is put off until we arrive at the final formula.

Now in the representation: z(x) _ lbi s i (x), (2. 13) defining 	 Al

is given as

I

bj fX s j (x)dx/V = 1 .	 (4. 2)

To find a rotation of R such that one of the basic vectors becomes a normal

to the hyperplane Al , the transformation matrix ( tij ) such that

bj _	 bkl)tk3	 or	 bkl) 	 tkjbi	 (4. 3)

k

is introduced. {b(kl)} are the new coordinates and the normal coordinate to

J1 is taken as bi l) . If we put b(l) = 0 except for k = 1 and b( l) _ 1,

then ( 4. 3) gives

(^{ f sk(x)^=x/V}21/2
tl, = k X	 (4. 4)

fX81(x)dx/V
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since {b,} in this case are nothing but the direction cosines of a normal

to Al . This fixes a part of elements of the matrix ( t i, ). The other

elements, however, can be arbitrarily given except under the condition

that ( t ij ) should be an orthogonal matrix; this arbitrariness corresponds

to the freedom of space rotation within Al.

In the new co^rdinate system the hyperplane can be expressed by

b 	 b(1) (a certain const.) This constant, which is the distancelo

between the hyperplane and the origin of RM , is found by the substitution

of (4. 3) into (4. 2) together with bk
1
 ) = 0 except for k = 1. Namely

b (1) = 1/{j t1jfXsJ(x^dx/V}

or 1/[1{fXs^(x)dx/V}
2 ] 1/2 .	

(4. 5)

Thus,a function in Al can be expressed as

Z(x) = I b(1)s(1)(x) + c (x)	 (4. 6)

J?2 J	 j	 1

where

s(1)(x) = I t s(x) ,	 (4. 7)

k 
Jk k

c 1 (x) = bio ) si 1) (x)	 (4. 8`

In quite a similar way, we can find a rotation of Al such teat one

of the basic vectors beccnes a normal to the hyperplane B.	 This time we

)note that the transformation matrix (t( 11 ) is of M - 1 dimensions withij
the suffix conveniently begining with 2. Corresponding to (4. 4), we have

7

(1)	 fHls(1)(x)ix/V
t
2j

j	 2 (4.	 9)

[	 I	 {j H s(1)(x)dx/V}2]1/2

k->2 	
X 1 k
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on account of (4. 1). The distance between B and the origin of A l is

given as

e - nJH c (x)dx/V

b2o )	 1	
(4. 10)

n( I {JXHlS
1 	 2

( )(x)dx/V} 
12
/

J^2

As a result, a function in B is expressed as

Z(X) = JI'b(2)s(2)(x) + c
2 
(x)+ cl ( x) 	(4. 11)

where

s^2)(x) = I t(k ) s 0 ) (x)	 (4. 12)

k22

c
2 
(X)= b(2)s(2)(x)	 (4. 13)

Hence we know an orthon_inal function set in B is given by (4. 12)

i.e.

s(2)(x) = j t (1) I t s (x) , J >_ 3	 (4. 14)
i	 k22 

jk 
1>2 

kl 1

and (b (2) } is a set of the Euclidean coordinates based on it; but note that

the space ii
M-2 

spanned by (4. 14) is not equal by itself but parallel to

B, as is seen from (4. 11).

(ii) The explicit form of p

In the frame of je -2 now obtained, z(x) in the master equation (3. 1)

should be replaced by

L(x) = z(x) + C (X) + c
2 
(x)	 (4. 15)

1

here and hereafter a function with a bar on top indicates that it belongs

to B = K --2 (spanned by (4. 14)). Differentiation is invariant to this

replacement; 6/6z(x) - 5/0(x). In this frame, let us consider the func-
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tional quadratic form with the coefficient hernel function [^; z(x)z(x')).

After the orthogonal transformation in B to make it diagonal, it can be

written as

X 
Y(x)Y(x`)[^; z(x)z(x')ldxdx' 	 a*2D (z)	 (4. 16)

3 > 3	 3

*where a3 are the Euclidean coordinates of y(x); the (zeal) e igenvalue s D. depend

on 0 and z. Thus, the minimum modification of (4. 16) to make it positive-

definite is simply to neglect Di (z) when Di (z) < 0. This leads to the

formula:

IXlxy ( x )y (x ') p[O; Z(x)z(x')Idxdx' _	 a^2 D(Z)	 (4. 17)

J?3

where
ti
D3(Z) = D^(z) , 	 P^ > 0

= 0	 T) s 0	 (4. 18)

Although this means just "completely prohibiting the anti-irreversi-

ble process to happen", as already described, an interesting relation with

the coarse-graining idea will be explained in the final subsection.
e

ti
(iii) General solution for p

ti
A general solution for p can formally be constructed in the form of

a repeated multiple integral by the propagation kernel method
1,16

 That

is,

ti	 L L-1	 2 1. 1	
L-1 k

p(z, t) = lim j-••j_P^t 	
^t

(z /z	 )--P (z /z )p(z , 0) R az 	 (4.19)
6t-*o B B	 k=1

It	
where z = zL , At = t%L, and the superscripts indicate the order of the
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a

time-subintervals. The infinitesimal kernel P °t is explicitly obtained

from (3. 1) as

P°t (z
k+1

/z k ) = f-exp[ifXyk (x){zk (x) - zk+1 (x) + AtQzk(x)}dx
B

°2 fXfXy 
k 

(x)y
-k( 

X') P[^; zk (x)zk ( x ')1dxdx']6y
k
	(4. 20)

	

ti 1	 ti
	and p(z	 0) is the initial condition on p. It should be noted that the

3
arguments in p and P°t are actually z rather than z k through (4. 15) in

the present frame of B. The present notation of arguments is ent-l oely for

convenience.

The expression (4. 20) may be rewritten in terms of the Euclidean

k
coordinates for y (x);

Yk (x) _	 ak*sk*(x)
	

(4. 21)

where {s^
^E

 (x); J z 3} is the orthonormal function set in B which is related

with (4. 14) by the orthogonal transformation described in the preceding

subsection. By noting (4. 17), we have

P°t(zk+1/zk) = f-^..f-^exp[i 7 a^ {Bkj - b^ 1 + °t[Xsk*(x)Qzk(x)dx}
J>>-3

°t	 (ak*)2 D (zk )In {dck*/(2,r)1/2}	 (4. 22)
2 ,}_3 J	 J	

J 3	 J

where

a

B 

	 = fX sj (x)zk(x)dx
	

(4. 23)

and

bk+l* 
= 1x sk* (x)zk+l (x)dx ,	 (4. 24)

-which is further calculated 	 as
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e
	k+l k	 1	 601e+AtlX8;e(x)Qzk	 +1(x)dx-b 	.

}2

	

Pa t(z 
/z )	

k) 11/2  eXpE- 

	

(ot^j(z 	 26t^j(zk)

(4. 25)

Here we note that the j -tn factor with D, = 0, If a.: -, reduces to the fiPlta

function g(Ske + AtjXs,e (x)gzk (x)dx - bk+l").

Pit in 
(4. 25) is a generalized Gaussian measure factor with respect to

(bk+l*}, so that it may be interpreted as the probability density for the

stochastic quantity (b i+1 }. Since this probability depends on zk and

since (bk+1 } represents zk+l in the manner of (4. 24) 0 it may be understood

as the transition probability that a random-walker in the space B (or B)

moves from the point z  (or 
(bk*)) 

to the point zk+l (or (bk+l }) in a small

time At. A great difference in o-xr random walk from the simple Brownian motion

is seen in the complicated dependence of PAt on zk, i.e. the starting point

at each instant. As a consequence, the measure pbz established by (4. 19)

together with (4. 25) is far more complicated in shape than the Wiener

measure. However, it is worth noting that the present master equation

approach has the great mathematical advantage over the original state func-

tional approach  in that the existence of the integral f _ 	 exp (iJyzdx) 67
B

is guaranteed by establishment of the measure pbz even in the limit M -• 17.
N

Thus, it is concluded that all Fs converge as M

(iv) The Monte Carlo quadrature

It is now obvious that if (3. 6) is adopted for p( zl, 0), (4. 19) ex-

presses the probability of finding the random walker, who started from F0(x)

in B, at z(x) after a continuous chain of random -walk during the time t.

The whole integration in (4. 19), however, is analytically impossible. It is

ra±aer fortunate that the first integral with respect to z l can be calculated

as
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rr	 2	 1ti 1	 1	 2	 1	 i
jBPAt(z 

/z )P (z	 0& = j_
B 
PAt (z Jz )d[z (x) + c1 (x) + c2 (x) - Fo(x)1da1

= Pat(z2IFo)	 (4. 26)

But the next successive integrals with respect to `z2, ;;3.., i.e. in the

Euclidean coordinates (b2* 1, (b3* ), * ­ are involved enough to recommend

the Monte Carlo quadrature with the use of a high-speed computer; although

then we should be satisfied with an approximate value to the true integral.

It is nice for an importance sampling to be applied that the integrand

itself constitutes a product of conditional probability densities. Then,

the first task to estimate the second integral with respect to (b2
*
 } isjust

to sample values for (b} out of the ensemble with the probability dis-
tribution PAt (z2IFo ) and to insert them through z 2 (x) into PGt(z3/z2).

((s^
*
(x)} is known as a set of eigenvectors v_ah the eigenvalues (D.(Fo)}.

Hence z2 (x) is solved for by (4. 24). Together with (Dj (z2 )3, a new set of

eigenvectors (s 
*
^ (x)} is found and hence (5 } is solved for.) Thus, the

probability for (b 
*
^ } is decided and so the same sampling process can be

done for fb 3*), and further for (b4* b... until we arrive at (bL-1*), when

one round of the importance sampling for the whole integral (4. 19)

finishes. The next task is, of course, the average over many rounds of

sampling.

If we wish to estimate F s by the formula (3. 7), another sampling; is

necessary for the integration with respect to (b
1* 

}. In this case we only-

	

have as the estimator a function z(xl) 	 z(xa) made of the samplei values
*

for (b^ ), so that the average over many such sample functions may give

Fs (xl, .., xa , t). This is the principle of the Monte Carlo quadratuie
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for calculating Fs . Since (4. 25) is a Gaussian probability distribution

for (bk+l* ), we can sample the values for (bk+l* } out of normal random

numbers with proper variances and averages. It is interesting to note that,

each round of the importance sampling simulates nothing but each chain of

random-walk dicing the time t in a segmented way. In the limit when At -- 0

or L — - the simulation becomes perfect. Also, it is expected that the

other approximations included in the present procedure are improved with

the values of M and V increasing independently.

(v) The relation with the coarse-graining i dea

We may point out a slight relation of our master equation approach with

the coarse-graining idea. The prescription of (4. 17) - (4. 18) may also be

understood to limit the space for y(x) into a smaller subs pace than RM-2 by

neglecting all the j-th eigenvectors of the space when D  s 0. This means

that y(x) has been coarse-grained by losing many orders of orthonormal func-

tions which are not desirable for the irreversible description of the system.

However, this coarse-graining procedure is not so fixed an operation as the

conventionally understood one^5, but is very flexible because it depends on z.

If we proceed so thoroughly with the physically motivated coarse-graining

idea that we artificially change the domain of integration in (4. 22) from

RM-2 to the subspace described above, the transition probability in (4. 25)

will be the product of only the j-th factors with D j (zk ) > 0. Then, bk+1

with the same j as that of the neglected eigenvector in yk(x) does not appear

in Pht , so that z
k+l

(x) and hence z
k+l(x) would be coarse-grained in the

same way (depending on z k ) as yk(x). Hence we can coarse-grain the distri-

bution function F s (in a flexible sense) through the relation (3. 7). The

above discussion based on the artificial change of the domain of integration
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is interesting in suggesting the physical meaning of our master equation

approach to some degree, but obviously such an artifice is strictly inexact.

Therefore, we can only see by this discussion a roughly sketched, probable

physical picture of our theory. All what we may say is that some very

flexible kind of averaging process must have been introuuced as a result of

the operation P.

5. Conclusion

A minimum modification of the functional formalism of classical non-

equilibrium statistical mechanics was performed (on the basis of the cylinder

functional approach) such that the basic equation turns into the master

equation, which includes the irreversible system evolution. The general

theory was applied to the case with a gas or a weakly interacting plasma.

The method of solution proposed in Sec. 4 has no great technical difficulty

but for the use of a high-speed computer. All calculations with the Monte

Carlo quadrature will be rather simple for the machine. It may be said that

the possibility suggested in ref. 1 of approaching non-equilibrium statis-

tical mechanics by the Monte Carlo quadrature has been clarified in this

paper. It is expected that this method will clarify many unsolved problems

in relation with the irreversible process of the many-particle system, even

for the case with spatial inhomogeneity. If we are interested in a steady

state, it can be studied by examining an asymptotic behavior of the solution

as t	 for an arbitrary type of initial condition. Together with the

tangentiu2 approximation to the Riemannian space, the method of solution can

extensively be used for the general strong interaction case with an additional

care. In these respects the practical value of the present theory depends

to a large extent on future works employing a computer. It is interesting to

note that a similar type of functional integral (with the Gaussian measure),
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which corresponds to a solution for the _,iaracteristic functional for the

Burgers model turbulence, was recently calculated by the Monte Carlo

quadrature with promising success 18.
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