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ABSTRACT

Gater, Roger Allen. Ph.D., Purdue University, January
1969. A Fundamental Investigation of the Phenomena That
Characterize Liquid-Film Cooling. Major Professor:

Dr. Mel R. L'Ecuyer.

An experimental investigation was conducted to deter-

mine the net rate of mass transfer (evaporation plus en-

trainment) from a thin 1iquid film to a proximate gas stream.

Three different flow situations were investigated: (a) con-
stant velocity, cold gas flow; (b) constant velocity, heated
ges flow; and (c) strongly accelerated, heated gas flow.

The experiments were conducted in a horizontal test section
by passing an air stream over a liquid film formed on the
lower surface. The liquid film was 2-in. wide and was ter-
minated at a length of 10 in. by a knife-edge capture slot.
The flow parameters for the experiments with a constant
velocity gas stream were: gas stream temperatures of 40F,
400F, and 600F; gas stream static pressures of 75 and 150
psia; gas stream velocities of 40 to 400 fps; and liquid
coolants of methanol, butancl, water and RP-1 (a hydro-
catbon fuel). The flow parameters for the experiments with
an accelerating gas stream were: stagnation temperature of

400F; stagnat{on pressures of 50, 75, 100, 125 and 150 psia;

et ‘.:W‘WM.':W» -ty
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variation in gas stream velocity of 200 to GGQ fps over the
liquid film; and liquid coolants of methanol and water.

The measured rate of mass transfer with a heated gas
stream was found to be as much as 10 times greater than
the rate of mass transfer predicted from the simple (or
classical) theory for mass transfer. In most cases, the
mass transfer due to the entrainment of buik liquid into
the gas stream was the most significant contribution to the
overall mass transfer. In those cases where evaporative
mass transfer was important, the "effective" roughness c¢f
the surface of the liquid film was found to increase the
rate of evaporation by as much as 80 percent over that pre-
dicted by the simple theory.

A1l of the data for mass transfer (approximately 600
datum points) was correlated in terms of relatively simple
dimensional parameters, with one parameter characterizing
the phenomenon of entrainment and a second parameter char-
acterfzing the phenomenon of film surface roughness. Of
particular significance is the fact that a fifteenfold
variation in the liquid viscosity was not found to have any
noticeable effect on the iate of entrainment.

An analysis was made to extend the results of the
present investigation to the more general case of an arbi-
trary film coolea iength., The utility of the analysis was
investigated by analyzing the data reported in three primary

references. The agreement between the reported data and the
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results predicted from the present theory was good, with the
agreement being to within the accuvacy of the experimental
data in most cases.

Photographs were taken of the surface of the 1iquid
film so that the gross characteristics of the film surface
could be studied as a function of the pertinent flow vari-
ables for the liquid and gas phases.

Measurements were made of the maximum temperature that
a liquid film obtains for the subject flow situation. A
theory was developed for the prediction of the maximum lig-
uid temperature that was in good agreement with the experi-
mental data.

An analysis was made of the heat transfer characteris-
tics for the gas-vapor cooled region immediately downstream
of the liquid fiim. The analysis allowed for compressible
gas flow in the presence of a favorable pressure gradient.
Consideration of the 1imited experimental data that are
reported in the literature for“the subject problem indicated

that the analysis was promising.
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1. INTRODUCTION

1.1 General Discussion

Liquid-film cooling refers to the introduction of a
thin continuous liquid film onto a given surface for the pur-
pose of protecting that wetted surface from thermal damage
by a proximate hot gas stream. This technique provides a
means of protecting, for example, the internal surfaces of a
rocket motor from the injurious effects of the hot pro-
pellant gases. The motivation for developing liquid-film
cooling technology for rocket motors is due to the use of
higher energy chemical propellants, the trend toward higher
combustion chamber pressures, and the development of nuclear
rocket engines. These newer developments are characterized
by a Yarge increase in the heat flux from the working fluid
to the walls of the combustion chamber and exhaust nozzle,
such that the regenerative cooling of those walls becomes
marginal (1, 2, 3)*.

In the design of a liquid-film cooled system for a
rocket moter, the two principal problems t¢ be considered
are (a) that of determining the rate of coolant consumption

that will be required to wet, and thus thermally protect, a

*Numbers in parentheses refer to REFERENCES.
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specified internal surface area, and (b) that of determining
the effect that the conoling process has on the performance
of the system. 1In the subject investigation, atteniion was
concentrated on the first problem only; specifically, with
the investigation of the phenomena that characterize the
convective exchange of heat and mass between a hot gas stream
and a thin liquid film. Although the principal motivation
for this research was the interest in liquid-film cooling,
the investigation is of a much broader interest because it
relates to the basic problem of the interaction of a high
velocity gas stream and a thin 1iquid film, a situation that

is frequently encountered in engineering.

1.2 A Statement of the Problem

Figure 1 illustrates the process termed liquid-7ilm
cooling. Presented in the figure is a hot gas stream flow-
ing along a surface A-B. A liquid coolant is introduced at
station x = Xy and is swept downstream over the surface by
the gas, thereby forming a continuous protective liquid film.
As a result of the evaporation of liquid in the film, to-
gether with the possible entrainment of 1iquid droplets into
the gas stream, the liquid film will terminate a. some point,
say, X = X,. The wall region wetted by the 1iquid will here-
v be termed the liquid-film cooled region.

Since the gas and vapor mixture which {s convected down-
stream is relatively cool, the wall region immediztely down-

stream of the liquid film will be insulated to some degree

Toroemcrnied
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from the hot gas stream. It is convenient to define the

gas-vapor cooled reajon as that wall region over which the

temperature of an adiabatic surface would increase from that
for the liquid film at x = Xy to the recovery temperature
for the mainstream at, say, x = Xq. The extent of the gas-
vapor cooled region so defined is thus a measure of the
effectiveness of the gas-vapor cﬁo]ing process.

The basic analytical and design problem can be stated
as that of determining, for given liquid and gas flow param-
eters, (1) the rate of coolant injection required to estab-
lish a desired wetted area, and (2) the degree of the in-
sulating effect of the gas-vapor layer downstream ¢f the
liquid film. The remaining portion of this discussion is
directed toward a nore detailed consideration of each of

these two problems.

1.2.1 The Liquid-Film Cooled Region

The basic problem for the liquid-film cooled region is

that of being able to predict the wetted surface area as a
function of the rate of liquid injection and as a function
of the pertinent flow parameters for both the liquid and gas
phases. The solution te this problem is difficult to obtain
because of the complex phenomena that characterize the flow
or & high velocity gas over a liquid film.
The subject problem is outlined more specifically as

follows: For the case where a hich velocity, hot gas stream

is flowing over a thin (of the order of a few thousandths of
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an inch thick) liquid film, the mass transfer from that film
is made up of two fundamentai contributions: (a) the mass
transfer that results from the trarsfer of energy to the
liquid film and the resultant evaporation of the liquid; and
(b) the mass transfer that results from a physical breakdown
of the interfacial structure such thkat iiquid droplets are
entrained into the gas stream.

The evaporative contribution to the total mass transfer
rate (item (a) above) can be divided into yet two more dis-
tinct contributions: (a-1) that contributicn which would
result if the liquid film surface presented a hydrodynami-
cally smooth, zero velocity boundary to the gas stream; and
(a-2) the remaining portion of the evapoarative mass transfer
which results because the surface of the liquid film is
moving at a finite velocity and does not, in general, pre-
sent a "smooth" surface to the gas stream. {The surface of
the liquid film generally exhibits a wavy or pebbled appear-
ance which should serve to intensify the turbulent transfer
of heat and mass near the gas-liquid interface.)

Contribution (a-1) is the same as that prevailing in
the case of simple mass transfer*. That part of the total
evaporative contribution is relatively amencble to analysis.
Reference (4), for example, presents a recent review of the

extensive analytical and experimental work performed on that

|

problem of simple mass transfer. Although there still

*The process termed herein "simple-mass-transfer cooling"
is equivalent to the process that is frequently termed d
"transpiration cooling" in the published literature.




remain some problem areas in the thorough treatment of simple-

mass-transfer cooling, the effect of mass addition to a bound-

ary layer upon the rate of heat transfer to the surface has
been adequateiy described for the purposes of the present
investigation.

No systematic attempt has previously been made to ex-
perimenta]]y'determine the individual contribution of each
of the three aforementioned mass transfer mechanisms (a-1),
(a-2), and (b) to the overall mass transfer rate. Although
the fundamental problem is that of being able to predict the
total mass transfer rate for a particular flow situation, it
is evident that in order to develop a satisfactory corre-
Tation for that total mass transfer rete, a basic understand-
ing has to be developed of the nature of each of the three

contributions discussed above.

1.2.2 The Gas-Yapor Cooled Region

Figure 2 serves to introduce the analytical problem for
the gas-vapor cooled region. Illustrated in Fig. 2 are the
pertinent wall temperature profiles immediately downstream of
the terminus of the liquid film. The upper.solid curve pre-
sented represents the wall temperature profile for the case
where the wall is adiabatic*, The lower solid curve repre-
sunts a characteristic pioriie for the case where the wall is
cooled externally. As indicated in the figure, it is con-

venient to base the heat transfer coefficient for'gas-vapor

*The term "adiabatic" means that the rate of heat transfer
through the wall to the surroundings is negligible.
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cooling, denoted by hav’ on the temperature difference
(Taw-Tw). When that is done, the rate of heat transfer to

an externally cooled wall is given by
Gy = hgy (Toy-T) (1-1)

It follows, therefore, that the basic problem is to deter-
mine, for given flow parameters, (1) the adiabatic wall tem-
perature profile, and (2) the local heat transfer coefficient

hgv'

1.3 A General Review of the Literature

Research that has been performed that is pertinent to
the subject problem can be conveniently grouped into two
principal areas:

(a) research concerned primarily with the investigation of
the detailed nature of the flow of a gas over a thin liquid
film; and

(b) research concerned with an actual application of liquid-
film cooling.

The first area of research includes the investigation
of'such fundamental phenomena as interfacial structure and
film instability* (5, 6, 7, 8, 9), entrainment (10, 11, 12),

weirting characteristics (13, 14, 15), and pressure crop in

*Film instability is defined as the occurrence of large
scale disturbances on the surface of the liguid film.
These disturbances are often characterized as roll waves.
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annular, two-phase flow (16, 17). In general, those investi-
gations were characterized by ambient pressure and tempera-
ture, essentially zero heat transfer rates, and relatively
Tow interfacial shear forces. Such conditions are signifi-
cantly different from those that characterize the typical
application of liquid-film cooling. Furthermore, few data
exist for the case where the liquid phase was not water.
Although the experimental advantages of using water as the
1iquid.phase are obvious, the fact remains that few other
liquids have physical properties (particularly surface
tension) that are similar to those of water. Considerable
doubt thus exists regarding the application of results that
were obtained with water as the liquid phase to dther
liquids. A detailed review of the literature in this first
area of research is not presented here because of the ques-
tion as to the relevance of the results--particularly in a
quantitative sense--to the present investigation. The
interested reader is referred to the excellent reviews pre-
sented in references (5, 10, 18). However, several specific
references are made to those experimental results throughout
this report when that reference gives some insight into the
interpretation of the experimental resultc of the present
investication.

The research of the second area (ﬁamely, applications
of liquid-film cooling) is characterized by relatively high

rates of heat and mass transfer'between the gas stream and

A TR
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the liquid film (19, 20, 21, 22, 23, 24). The objectives

of those reseerch programs were basically (a) to establish
the feasibility of liquid-film cooling the thrust chanber
and/or nozzle of a rocket motor; and (b) to determine the
relationship between the rate of coolant consumption and the
resultant wetted surface area as a function of the gas stream
Reyrolds number, the gas stream pressure and temperature,
the properties of the liquid coolant, etc. Attempts to
develop empirical correlations for the experimental data
have met with only 1imited success. The apparent reason for
the lack of success has been the failure to incorporate into
those correlations the influence of the interfacial phe-
nomena* on the rate of mass transfer from the liquid film

to the gas stream (25, 26). Moreover, theoretical analyses
developed for liquid-film cooling (e.g., 20, 21) have either
lacked agreement with the experimental data or have resulted
in correlations that were not justified physically; the pre-
vious analyses for liquid-film cooling have been critically
reviewed in Ref. (26). The failure of the theoretical
analyses is apparently due to the fact that they have as-
sumed a direct correspondence between the p}oblem of liquid-
film cooling and that of simple-mass-~transfer cooling. Ana-
Tvtinca]l models which.had resulted in satis-actory ar~2lyses
for the case of simple-mass transfer were also assumed to

describe the heat and mass transfer characteristics for the

*Tﬁat is, the effect of entrainment and of film surface
roughness.
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case of 1iquid-film cooling. Figure 3 aids in an explana-
tion of the motivation for such an approach. iJ]ustrated

in the figure is a control surface "S" placed at the surface
of an evaporating liquid film and at the surface of a

smooth porous wall through which mass is being transferred
into the gas stream. Assume that for each case the flow
parameters, the boundary conditions, and the rate of mass
transfer across the control surface into the gas stream are
the same. It is then reasonable to argue that the follow-
ing procedure can be employed to analyze the problem of
liquid-film cooling. Thus

(a) The simple theory for mass transfer is employed to
calculate the rate at which energy is fransferred across

the control surface "S" to the liquid film. The simple
theory suggests that the rate of heat transfer to the liquid
film decreases as the rate of mass transfer from the liquid
film into the gas stream increases. That phenomenon is
sometimes referred to as thermal "blockage".

(b) The rate of mass transfer from the liquid film into the
gas stream is determined by writing an appropriate energy
balance across the gas-liquid interface*. This step is
coupled to step (a) through the "blockage" phenomenon so
that there is only one value for both the rate of heat
transfer to the Tiquid film and the rate of mass transfer

into the gas phase that is predicted for any particular

*See Subsection 3.1.2 for a discussion on the interfacial
energy balance.
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situation. The following paragraph discusses how the ex-
perimental data of the primary references agree with the
foregoing argument.

Emmons (20) concluded from his experimental investi-
gation that the analogy between simple-mass-transfer cooling
and 1liquid-film cooling was valid., Emmons suggested that
the rate of heat transfer to an evaporating liquid film was
always less than the rate of heat transfer to a dry wall,
all other conditions being the same. He attributed this, of
course, to thermal blockage. However, that conciusion drawn
by Emmons is contradicted by the experimental data obtained
by other investigators*., 'Kinney, Abramson, and Sloop (19)
have reported experimental data showing that the rate of
heat transfer to a liquid fiilm can be substantially greater
(by a factor of 3 or more) than the rate of heat transfer to
a dry wall**,  Luikov (27) obtained similar results from
well controlled experiments in which extreme care was taken
to ensure identical gas flow conditions and surface tempera-
tures for (a) dry surface and (b) liquid surface test
sections. The coefficient of heat transfer to the liquid
film was consistently 20 to 60 percent greater than the co-
efficient of heat transfer to the dry wall. Hermann,

Leitinger and Melnik (24) considered the problem of film-

* Evidence is presented in Section 4.4 of this report that
the data of Emmons do net, in fact, support the analogy
between simple-mass-transfer and liquid-film cooling.

**The data of Ref. (19) are analyzed in Section 4.3.
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cooling a convergent-divergent nozzle with waterf. They
found that the amount of coolant required to completely wet
the convergent portion of the nozzle was roughiy 2 times
that predicted by the theory for simple mass transfer. They
also estimated that the amount of coolant required for the
divergent portion of the nozzle was 3.3 times that predicted
by the simple theory**.

The foregoing discussion raises a serious question
regarding the adequacy of a simple-mass-transfer model for
the analysis of liquid-film cooling. The difficulty of ob-
taining an adequate empirical correlation or developing a
satisfactory theoretical analysis for liquid-film cooling on
the basis of the previously reported data for the rate of
mass transfer from a thin liquid film to a high velocity gas
stream is due primarily to:

(a) the limited amount of data that has been obtained for
conditions similar to those encountered in an application of
liquid-film cooling;

(b) the contradictory trends exhibited by the data of the
primary references;

(c) the possibility of appreciable experimental error due
to the severity of the filow parameters investigated in many

cases, and

* The data of Ref. (24) are analyzed in Section 4.5.

**The discussion of Section 4.5 (in particular, that of
"Subsectfon 4.5.5) suggests that the estimates by Hermann,
et al. (24) of the mass transfer rates for both the sub-
sonic and supersonic portion of a nozzle cannot be gener-
ally applied.

LS

et

o o




p—— s

rom e i ~ e K »“

ey b i, o

15

(d) the scarcity of data for film coolants other than water.
The present research program was initiated because of

the incomplete understanding of the phenomena that charac-

terize liquid-film cooling, and because of the limited in-

formation that could be obtained from the existing literature.

1.4 The Scope of the Investigation

The subject investigation had the primary objective of
experimentally determining the net rate of mass transfer
from a thin liquid film to a high velocity gas stream under
conditions of relatively high pressure, temperature, and
interfacial shear forces with significant variations in the
physical properties of the liquid phase. Two cases were
investigated: (a) the case where the velocity of the gas
stream was essentially constant over the length of the
film-cooled region, and (b) the case where the gas stream
was strongly accelerated over the wetted surface. The latter
case was investigated because of the interest in the appli-
cation of liquid-film cooling to cool the exhaust nozzles of
high-energy propulsion devices.

A limited number of experiments were conducted for
Case (a) in which the gas stream was not heated. These
experiments served to (1) isolate the mass transfer that
was due to entrainzzil Trom the mass transfer that was due
to the evaporation of the liquid in the film, and to (2)

significantly extend the range of values for the pertinent

.
AR bt s

flow parameters that was investigated in the present
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investigation.

A correlation was developed for the mass transfer data¥*,
isolating the contributions to the total mass transfer rate
that were due to both (a) the simple mass transfer, and (b)
the interfacial phenomena. The data correlation gives an
explicit expression for the net rate of mass transfer from
a thin liquid film to a high velocity gas stream in terms
of the pertinent variables for both the gas and the liquid
phases.

The maximum temperature that the liquid film obtains
when it is introduced onto the surface of an adiabatic wall
was measured for each experimental test that was conducted.

A simple theory was developed for the prediction of the
maximum film temperature that was in good agreement with the.
"experimental data. The theory can be employed to estimate
the maximum liquid-film temperature for th: general case
where the film temperature is not a known parameter. 'i

A number of still photographs were obtained in the in- ‘
vestigation for the purpose of making some qualitative
observations about how the pertinent liquid and gas stream
parameters influence the character of the interfacial
structure. Those observations were utilized in the develop-
ment of the aforementioned correlation for the experimental

mass transfer data.

rate of mass transfer rrom a thin liquid film to a high

*Approximately 600 datum points are reported herein for the 1
velocity gas stream. ‘
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The utility of the design formula (i.e., tho corre-
fation for mass transfer) that was developed for liquid-film
cooling was investigated by attempting to correlate the
published data of the primary references (19, 20, 24). In
many cases, the values of the pertinent flow parameters
(e.g., gas stream temperature, pressure, velocity and film-
cooled length) i1nvestigated by those refarences differed
substantially from those of the subject investigation.
Analysis of those data, therefore, gave considerable insight
into the validity of the design formula proposed herein for
liquid-fiim cooling.

A subordinate objective of this investigation was to
present an analysis for the gas-vapor cooled region immedi-
ately downstream of the terminus of the liquid film. The
analysis presented is essentially the same as that previ-
ously reported by Gater, L'Ecuyer, and Warner (26). Since
that original presentation, however, the analysis has bLeen
further evaluated and additional comments regarding its

usefuiness can be made.
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2. THE EXPERIMENTAL INVESTIGATION

2.1 The Basic Experimental Apparatus*

Figure 4 illustrates schematically the experimental
apparatus that was employed in the investigation. The basic
components of the apparatus were a hot gas generator and a
two-dimensional mixing section, ar adiabatic approach sec-
tion, a film-cooled test section, and a variable area ex-
haust nozzle.

The hot gas generator employed methyl alcohol and air
as the reactants. Because so much diluent air was added to
the combustion gases before they entered the experimental
tunnel, the properties of the gas stream were assumed to be
the same as those for dry air.

Prior to entering the test section, the gas stream
passed through an assortment of fine mesh screens in the
mixing section, thereby appreciably reducing the turbulence
level and the non-homogenities of the flow. The gas then
passed through a 36-inch long adiabatic approach section so
that the remaining irregularities in the gas stream had a

chance tu dissipate and the velocity boundary layer had an

*The experimental apparatus is discussed in greater detail
in Appendix B. .
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opportunity to develop before the liquid film was introduced.
(The thickness of the velocit, boundary layer at the point
of liquid injection was on the order of 0.2 to 0.4 inches.)
The inside surface of the bottom wall of the approach sec-
tion was surface ground so that a hydrodynamically smooth
boundary was presented to the developing boundary layer.
Figure 5 shows schematically the test section employed
in the investigation. The nominal internal dimensions of
the test section are 2 in. by 5.5. in. cross section by 18
in. long. Mounted in each side wall of the test section were
6 circular Pyrex windows of 1 in. 0.D. A single oblong
Pyrex window was mounted in the top wall of the test section.
These windows permitted visual and photographic observation
of the liquid fiim. The photographic technique that was
employed is illustrated in Fig. 5. The test plate to which
the liquid film was confined was recessed into the bottom
wall of the test section. The liquid coolant was introduced
onto the test plate through an 1/8-in. thick piece of
"regimesh” that was 1/2 in. long and 2 in. wide. This in-
jector design provided a uniform distribution ¢f cooiant and
also kept the normal component of velocity for the liquid
at the injector face to something less than one ft per sec.
The liquid film was confined to the central portion of the
test plate by means of a trough that was machined into the
plate. The trough was 2 in. wide and 0.030 in. deep, and

it extended from the point of liquid injection to a point
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10 inches downstream. At that point the liquid film was
mechanically terminated by means of a knife-edge capture
slot. The projected areca for the capture of the liquid film
was 2.25 in. wide* Ly 0.060 in. high**, 1In preliminary
experimentation with the effectiveness of the capture slot
technique, it was found that it was necessary to allow some
of the gas stream to bleed through the slot with the Tiquid.
Attempts to withdraw only the Tiquid film resulted in spill-
age of the liquid film over the capture slot. The signifi-
cance of this bleed gas flow is discussed in Section 2.5.

In addition, it was visually observed that a small amount of
liquid frequently spilled around the outside corners of the
capture slot. This was particularly true if the rate of
ligquid injection was very high. To eliminate that spillage,
the streamlines of the gas flow were made to converge
slightly in the immediate neighborhood of the capture slot.
Then, because the flow behavior of the liquid film was

foun. to be strongly affected by the flow pattern of the

gas stream, the liquid film was made to converge slightly
toward the center of the capture slot thereby preventing
spillage of liquid around the corners of the slot. For most
of the experimental tests in which the gas stream velocity

was essentially constant over the length of the wetted test

* 0.25 inch wider than the liquid film

**approximateiy an order of magnitude greater than the
maximum thickness that was investigated for the liquid
film
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plate, the convergence of the streamlines for the gas flow
was accomplished by replacing the last circular Pyrex window
in each side wall of the test section with an 1/2-in. thick
by 1-in. 0.D. stainless steel plug to which was welded an
1/8-in. thick by l-in. wide by 1-1/2-in. long stainless
steel plate. The degree to which these plates deflected ihe
gas stream was regulated by rotating the plates, thereby
permitting the projected area of each of the plates to be
varied from 1/8 in. by 1-1/2 in. to 1 in. by 1-1/2 in.

These plates were normally adjusted so that the liquid film
would converge from a width of ¢ i~ *¢5 at a point approxi-
mately 1/2 inch upstream of the leading edge of the capture
slot to a width of 1-1/2 inches at the capture slot. The
behavior of the liquid film for the remainder of the tests
that employed a gas stream of constant velocity and for all
of those tests where the gas flow was accelerated over the
test plate was controlled by mounting two pieces of 1/32-1in.
thick stainless steel sheet directly on the test plate on
each side of the capture slot. These sheets were formed so
that they protruded 1/4 in. into the gas stream and caused
the gas flow (and, therefore, the 1iqhid film) to converge
toward the center of the capture slot in the manner as pre-
viously described. Both of the aforementiored control
devices were equally effective in the control of the be-
havior of the_]iquid film in the immediate neighborhocd of

the capture slot,
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The gas and liquid mixture that was withdrawn from the
test plate was pasced through a cyclone separator. The gas
phase was vented off and the liquid phase was collected in
a beaker. Thus, by measuring the rate of liquid injection
and the rate of liquid withdrawal, the net rate of mass
transfer from the Tiquid film to the gas stream was defer-
mined. Also determined during the course of each mass
transfer measurement were the temperatures for the liquid
at the point of injection and at the point of withdrawal.
The liquid temperatures were measured with thermocouplies
and they were employed to accurately specify the energy
balance for the liquid film and to ‘determine the values for
the pertinent physical properties for the liquid phase.

For those exreriments where the gas stream was accel-
erated over the length of the wetted test plate, the accel-
eration of the gas stream was accomplished by inserting an
aluminum wedge into the top of the test section (see the
dashed 1ine in Fig. 5). Five static pressure taps were
installed in the aluminum wedge so that the static pressure
(and, therefore, the gas stream Mach number, velocity, and
static termperature) could be determined as a function of
the coordinate x. In those experiments the nozzle was re-
moved from the test section and the flow was choked at the
minimum area formed by the wedge.

In the subject investigation, the experimental appara-

tus was designed so that extraneous heat transfer and fluid
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dynamic effects could be safely neglected, rather than try-
ing to correct for them analytically. The liquid film was
injected so as to wet only the center 2 inches of the 5.5-1n.
wide lower surface of the test section, thereby permitting
the influence of the complex flow phenomena for the corners
of the rectangular duct on the rate of convective heat
transfer to the liquid film to be neglected. In establish-
ing an energy balance for the liquid film, it is difficult
to determine the amount of energy transferred through the
wetted test plate to the liguid film in a lateral direction.
Therefore, in order to substantially reduce the lateral con-
duction of heat through the test plate to the liquid film,
two insulating grooves (0.060 in. wide) were cut into the
underside of the test plate. The grooves extended to within
0.035 in. of the surface that was wetted by the hot gas, and
were placed just outside the region that was wetted by the
1iquid film. The insulation grooves, extending from the
poiit of liquid injection to the point of liquid withdrawal,
increased the resistance of the plate to lateral heat con-

duction by roughly a factor of 50.

2.2 The Experimental Model

Figure 6 illustrates schematically the experimental
mcdel for the subjcit investigation. The figure presents a
high velocity, hot gas stream fiowing over a horizontally

mounted flat plate. The film coolant was injected at a

i
l
1




26

TE R A S N — a

ey peme sy G e [TWR SR GEW R GO

— = g e "
g o ﬂ ¥ 1‘_‘

l2poW le3juawi4adx3 ayl 9 b4

Labueudxa
B3y Wod}

JQled2d3s 03
JUR1000 wii}

aanixly pinbip-sebd

¢y .NJh «ly L .ﬁ.pk oIy
i | w
s3ed R\ ' e LOp=Tx |
Jiieqatpe “ !
~ N N N N N ~ ~ N N N N N N N N
r)\p‘;muﬂuw\ ~ PR
atts J9Aey
pinbiy Laepunaoq ;m

auruopo>////

a3fey
Aaepunog

Leudsyy -

-

— We343S S29




27

rate m; (1b/sec-ft)* at x; = 40 inches and was withdrawn

at a rate m, (1b/sec-ft) at X, = 50 inches. Thé film-cooled
length, denoted by 10**, was equal to 10 inches throughout
the investigation.

The gas stream flow conditions that were investigated
were such that the velocity boundary layer developing on the
flat plate could be treated as being fully turtulent from
the leading edge of the plate, The wall surface upstream of
the point of liquid injection was essentially adiabatic so
= X

that a thermal entrance lengti X 1 = 40 inches was

t
established. The thickness of the velocity boundary layer

at the point of liquid injection was on the order of 0.2 in.
to 0.4 in. Due to the fact that a velocity boundary layer
developed on each wall of the experimental tunnel, a correc-
tion had to be made in the calculation of the gas stream
velocity to account for displacement effects. The calcu-
lations showed that the gas stream velocity generally in-
creased by approximately 5 percent in going from x = U to

X = X For those investigation: in which the gas stream was

accelerated, the acceleration began at a point 6 inches up-

stream of the point of liquid injection and continued to a

* The units (1b/sec-ft) follow from dividing the rate of

};qgid injection (1b/sec) by the width of the injector
t).

**In general, the film-cooled length will be denoted by
*1", The term ]o refers to the special case of the

present investigation where the film-cooled length was
fixed at 10 inches.
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point 2 inches downstream o7 the end of the film cooleds plate.

As indicated in Section 2.1, the liquid film was ter-
minated by means of a knife-edge capture slot. Thus, unlike
previous investications of liquid-film cooling, the film-
cooled Tength for the present investigation was a fixed pa-
rameter, That charactleristic of the experimental model
allowed the influence of the rate of liquid injection on the
cooling process to be investigated independently of the other
flow narameters. Moreover, it enabled the wetted surface
area to te accurately determined so that the experimental
data could be properly evaluated. In previous experiments
(e.g., Refs. 20-24), the wetted surface area was determined
by injecting 2 film of known width and then estimating the
average film cooled length by means of thermocouples that
vere embedded into the test section wall. However, in such
experiments it has been found that it is very difficult to
obtain a uniform termination of the liquid film (19, 20, 28).
That is, when the film becomes progressively thinner as a
result of the transfer of mass from the film to the cas
stream, it reaches a point where surface tension effects
and/or flow non-uniformities in the gas stream cause the
licaid film to br2ak down locally. It is, therefore, gener-
ally very difficult to properly interpret such exte-nal wall
temperature measurements.

An experimental technique that was introduced into the

subject investication was that of preheating the liquid
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before injection to the maximum tempareture that the film
assumres when it is in equilibrium with the gas stream.
(When the wetled surface is diabatic, that maximum film
temperature is essentially the wet-buib temperature for the

Tiquid.) The advanatages of this experimental technique are

essentially twofold: First, because the physical properties

for the liquid phase are rather strong functions of the
liquid temperature, it is much easier to accurately specify
the values for the physical proparties of the liquid if the
liquid film is isothermal. The second advantage to pre-
heating the liquid tefore injection is that the enrergy
balance at the gas-liquid interface can then be accurately
specified. 1In previous experimental investigations only an
"average" enercy kalance for the entire film could be pre-
scribed because the liquid was introduced at a relatively
low temperature, thereby making it impossible to ascertain
whai portion of the local heat transfer resulted in an in-
crease in the sensible enthalpy of the liquid and what
portion resulted in the evaporation of the liquid. To de-
termine the local rate of heat transfer to the liquid fiim,
however, it is necessary that the local energy balance be
prescribed more accurately. The problem of specifying that
energy balance is simplified considerably by injecting the
liquid at the maximum temperatu-e it will assume when it is
in thermodynamic equilibrium with the hot gas stream.

Due to limitations in the heating capacity of the heat

i G e
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exchanger that was employed, the liquid could not always be
preheated cecmnletely to the maximum film temperature. But
the liquid was always injected at a temperature substantially
greater than the ambient temperature so that the afore-
mentioned advantages to the preheating of the liquid coolant

verc largely realized.

2.3 The Experimental Parameters

In order to minimize the experimental error and to ob-
tain experimental data for mass transfer of sufficient accu-
racy to elucidate the phenomena and the parameters of impor-
tance, some sacrifice had to be made in the severity of the
flow parameters that were investigated, especially the gas
stream temperature. A number of datum points exist from
previous investigations for the case of relatively high gas
stream temperatures (to 4100R), but the accuracy of those
datum points has necessarily suffered because of the mea-
surement problems involved. Moreover, such severe gas
stream temperatures place a physical limitation on the num-

ber of experimental datum points that can be obtained with

a reasonable degree of effort. For those reasons, therefore,

since both accuracy and quantity were badly needed for
experimental data on liquid-film cooling, the gas stream
temperature for the subject research program was limited to
600F. However, this temperature still resulted in an appre-
ciable rate of evaporation of the liquids investigated

because of the relatively high jas stream Reynolds numbers
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that were employed.

As mentioned previously, experiments were conducted
for both the case where the gas stream velocity was essen-
tially constant over the length of the film-cooled test
section and for the case where the gas stream was accelera-
ted over the length of the wetted test section. Moreover,
a limited number of experiments were conducted for the
first case for which the gas stream was not heated. Those
experimental tests are termed herein the cold-flow experi-
ments. |

The liquids employed in the investigation were water,
methanol, butanol, and RP-1 (a hydrocarbon fuel that is
essentially kerosene). These liquids resulted in a rather
vide variation in the pertinent physical properties*. For
example, the liquid viscosity was varied by roughly a
factor of 15:1, the surface tension by 3:1, and the heat of
vaporization by 4:1. The significant Qariation in the
physical properties for the liquid phase enabled an accurate
determination of thg influence that each property exerted
on the heat and mass transfer process.

Table 1 summarizes the nominal flow parameters for
those experiments in which the velocity for the gas stream
was essentially constant over the length of the wetted test

plate. The .table also serves to introduce some pertinent

*Appendix D preserts the heat of vaporization, the liquid
viscosity, the surface tensicn, and the vapor pressure as
a function of the liquid temperature for the liquids that
were investigated. . ' B
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Table 1

Nominal* Flow Parameters--Constant Velocity Gas Stream

Tg, Gas Stream Static Temperature

Hot Flow

Cold Flow
p, Gas Stream Static Pressure
ug, Gas Stream Velocity

Hot Flow

Cold Flow
Re, Gas Stream Reynolds Number
lo’ Film Cooled Length

Liquid Film Coolants

400 F, 600 F
40 F
75 psia, 150 psia

50-400 fps
40-200 fps
106-107 per ft
10 inches
Hater

Methanol
Butanol

RP-1
(Hydrocarbon Fuel)

*See Table G.1 of Appendix G for a Tabulation of the Specific
Flow Parameters for Eaci: Experimental Test With a Constant
Velocity Gas Stream.

m ——— - -y
s — JURS |




33

notation that is employed throughout the r2mainder of this
report.

Table 2 summarizes the nominal values of the pertinent
flow parameters for the experimental tests in which the gas

flow was accelerated over the wetted test plate.

2.4 Photographic Data for the Film Surface Characteristics

A number of photographs of the surface characteristics
of the liquid film were obtained for a significant range of
values of the pertinent iiquid and gas flow parameters. A
35 mm camera with a close-copy lens, together with a 3-
microsecond strobe unit for the light source, was employed
to photograph the surface of the liquid film. The camera
was focused on the surface of the liquid film through the
Pyrex window that was mounted in the top wall of the test
section (refer to Fig. 5). The strobe unit was focused on
the surface of the liquid film through one of the side
windows in the test section. A1l of the photographs pre-
sented herein were taken at a point 6 inches downstream of
the point of liquid injection.

The surface of a thin liquid film over which flows a
high velocity gas stream is generally characterized by a
large number of small scale disturbances (or waves) which
are essentially three dimensional in character  These small
scale disturbances give the surface of the liquid film a
"pebbled" or fcross-hatcredf appearance. If large scale

disturbances (instability waves) develop, they travel over
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Table 2

Nominal* Flow Parameters--Accelerating Gas Stream

Tg, Gas Stream Stagnaticn Temperature

p°, Gas Stream Stagnation Pressure

ug, Gas Stream Velocity**

p, Gas Stream Static Pressure**

Ma’ Gas Stream Mach Number*¥*
10, Film Cooled Length

Liquid Film Coolants

400 F

50, 75, 100, 125,
150 psia

200-660 fps
50 - 40 psia
75 - 60 psia

100 - 82 psia
125 - 105 psia
150 - 123 psia
0.14-0.51

10 inches
Hater

Methanol

* See Table G.2 of Appendix G for a Tabulation of the
Specific Flow Parameters for Each Experimental Test With

an Accelerating Gas Flow.

**The Numbers Indicate the Variation in the Indicated
Parameter Over the Length of the Film Cooled Plate.
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~this pebbled substructure at a velocity which is greater than

the velocity of the smaller scale disturtances (10). A num-
ber of investigaturs {e.q., 19, 29-31) have proposed a cri-
terion for the onset of these large scale disturbance waves
on the surface of the liquid film. They have proposed that
if the Reynolds number for the liquid film exceeds a certain
critical value, then the large scale disturbance waves will
develop on the surface of the liquid film. Furthermore, it
has been suggested (e.g., 9, 20, 21, 22, 29, 30) that appre-
ciable entrainment of liquid from a liquid film into a high
velocity gas stream should occur only if the liquid-film
Reynolds number exceeds that critical value. First it should
be commented that the photographic data of the present in-
vestigation did not allow the suggested criterion for film
instability to be evaluated. It should also be noted, how-
ever, that the data for mass transfer (discussed later in
Section 2.5) did not confirm the existence of a critical
liquid-film Reynolds number with reference to the phenomenon
of entrainment. In fact, it was observed that the liquid
viscosity Hy (which enters into the definition of the liquid-
f{lm Reynolds number) had no measurable influence on the %
rate of mass transfer from a thin liquid film to a high %
velocity gas stream. Indeed, it is significant that the
experimental data for mass transfer could be readily corre-
lated without making any direct reference to the phenomenon

of film instability.
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The remainder of this section discusses how the
pertinent flow parameters for the liquid and gas phases
influence the gross structural characteristics of the sur-
face of the liquid film. A limited number of photographs of
the surface of the liquid film are presented to illustrate
several important points. It should be noted, however, that
the observations that are made with reference to the influ-
ence of the pertinent flow parameters on the film surface
characteristics are the result of .. analyvsis of nearly 200
such photographs, and not just the analysis of those photo-
graphs that are presented herein. These observations will
be pertinent to the correlation that-is developed in Section
3.1 for the expe imental data on mass transfer.

Subsection 2.4.1, which follows, discusses how the sur-
face rharacteristics of a liquid film are influenced by the
parameters for the liquid phase; namely, the rate of liquid
injection m s the liquid viscosity My and the surface ten-
sicn o. Subsection 2.4.2 discusses how the surface charac-
teristics are dependent on the gas stream velocity ug, the
gas stream mass velocity G, and the momentum parameter Mo’
where the parameters G and Mo are defined by

6 = pgu (1b/fté-sec) (2-1)
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respectively.
2.4.1 The Influence of the Liquid Parameters
on the Film Surface Characteristics
The purpose of the present section is to discuss how
the following parameters influence the characteristics of
the liquid film surface: (a) the rate of liquid injection
my s (b) the liquid surface tension o, and (c) the liquid
viscosity My

Rate of Liquid Injection my . Figures 7 and 8 present

photographs of a 1-inch-square surface element of the liquid
film. The pertinent flow parameters are listed in the fig-
ures for each photograph. The photographs shown in Fig. 7
were obtained for a case where the gas stream velocity had ,.
the relatively low value of 35 ft/sec. Figure 7 (a) illus-
trates that for the low liquid flow rate of 0.0144 1b/sec-ft,
the film surface is characterized by a uniform distribution

of essentially two dimensional waves. Figure 7 (b) demon-

i
$
:
3

strates that as the liquid flow rate is increased to 0.0822
1b/sec-ft, with the other parameters remainirg constant, the
interfacial structure becomes less ordered. However, that
particular change in the character of the liquid film surface

with increasing rate of liqu:d injection was observed only
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flow direction —e

(b) m1-0.0822 1b/sec-ft

T,=42 F

p = 82 psia

u.= 35 fps

6 = 15.5 1b/fte-sec
_ 2

Mo— 17 1bf/ft

Methanol Film Coolant

T =42 F

p = 82 psia

ug= 35 fps

6 = 15.5 1b/ft2-sec
_ 2

Mo- 17 lbf/ft

Methanol Film Coolant

Fig. 7 Influence of m, on Film Surface Characteristics--

Low Gas Stream Velocity
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(AT SRR R T

i - T =38F
il —o0.25— 9
——— p = 77 psia
¥ IR
y ¥ =115 f
ug 1 ps

G = 50 1b/ftl-sec
_ 2
M = 178 Tbg/ft

Methanol Film Coolant

(a) m1=0.0\44 1b/sec-ft

Tg= 38 F

p = 77 psia

ugs 115 fps

6 = 50 1b/fti-sec
2

Mo- 178 lbf/ft

Methanol Film Coolant

(b) my= 0.0816 1b/sec-ft

Fig. 8 Influence of m, on Film Surface Characteristics--
High Gas Stream Velocity
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for low gas stream velocities, less than, say, 50 ft/sec.
Figure 8 presents two photographs for the more impertant case
where the gas stream velocity is relatively high (115 ft/sec
in thié case). Comparing these photographs with those shown
in Fig. 7, it is seen that the size and the wave length of
the disturbance waves on the surface of the liquic film has
decreased significantly with the increase in the gas stream
velocity. Moreover, comparison of Fig. 8 (a) and Fig. 8 (b)
shows that the scale of *he disturbance waves is rat notice-
ably altered by increasing the rate of liquid injection my
from 0.0144 to 0.0216 1b/sec-ft. The study of a 1arge num-
oer of such photographs indicatec that, with the Qxception
of those few cases ‘that were investigated where the gas
stream velocity was very low, the conclusion could be drawn
that the basic scale of the small disturbance wav2s on the
surface of the liquid film was essentially independent of
the rate of liquid injection.

Surface Tension o. Figure 9 presents two photographs

that were obtained under essentially the same flow conditions
with two different liquids. The liquid shown in Fig. 9 (a)
is RP-1 and the liquid shown in Fig. 9 (b) is water. The
values of surface tension at the corresponding liquid tem-
peratures in these photographs are approximati2ly 19 dynes/cm
for the RP-) and 61 dynes/cm for the water. These photo-
graphs demonstrate that the scale of the interfacial distur-

bances is generally more orderzd for the case where RP-1 fs

N
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flow direction -

RP-1 film coolant
T.= 431 F

p = 152 psia

u_= 89 fps

G = 41 1b/ft-sec
M= 112 lbf/ftz
m, = 0.036 1b/cec-ft

uy 2 4x10°% 1b/sec-ft

igtairily

water film coolant

‘i

Ty® 495 F

p = 148 psia

u.= 95 fps

6 = 42 1b/fté-sec

M= 125 1bg/ft?

my= 0.068 1b/sec-ft
Wy 2.1x10°% 1b/sec-ft

Fig. 9 Influence of Ssurface Tension on
Film Surface Characteristics
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' (b) o = 61 dynes/cm
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the liquid. The surface of the water film is characterized
by two types of disturbance waves, one having a larger scale
and being more two-dimensional in appearance than the other.
In facf, water was the only liquid that clearly showed two
types of disturbance waves. The other liquids that were
photographed, namely, methanol, butanol, and RP-1, did not
exhibit that characteristic. Since the surface tension for
water was signi‘icantly greater in all cases than the surface
tension for the other liquids investigated*, it is suggested
that this phenomenon of the existence of two distinct types
of disturbance waves for the water films was the result of
the relatively high values of surface tension for that
Tiquid.

Liquid Viscosity ﬁ]. The photographs of the subject

investigation did not permit a direct observation of the
influence of the liquid viscosity on the surface character-
istics of the liquid film. For any two photographic experi-
ments for which the liquid viscosity differed substantially,
there also occurred a substantial variation in one or more

of the remaining pertinent flow parameters. However, by
crude]y'interpolating between the results of several photo-
graphs, it was apparent that if the liquid viscosity had an
influence on the surface characteristics for the liquid film,
it was not pronounced. Relative to the surface tension for

the liquid and to the pertinent gas stream parameters (which

*See Fig. D.1 in Appendix D.
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are discussed in the following subsection), the liquid vis-
cosity appeared to be of secondary importance in determining
the structural characteristics of the gas-liquid interface.
2.4.2 The Influence of the Gas Stream Parameters
on the Film Surface Characteristics

The present subsection discusses how the following pa-
rameters for the gas stream alter the surface characteristics
of the liquid film: (a) the gas stream velocity ug, (b) the
gas mass velocity G (defined by Eq. (2-1)), and (c) the mo-
mentum parameter M (¢>fined by Eq. (2-2)). Because these
three parameters are interrelated, it was not possible to
conduct a series of experiments wherein any two of these pa-
rameters were held constant while the remaining parameter
was varied. It was possible, however, to obtain photographic
data where one of these parameters was held constant while
the remaining two parameters were varied. It is thus possi-
ble, in an indirect way, to arrive at some conclusions about
how the subject gas stream parameters influenced the film
surface characteristics.

Constant G, Variable u_ and Mo' Figure 10 presents two

9
photographs of a liquid film where water is the liquid phase.

The parameters listed in the figure show that the gas mass
velocity G is essentially the same for both photographs while
the momentum parameter Mo and the gas stream velocity ug vary
substantiallyi Figure 10 shows that the scale of the inter-
facial disturbances decreases as the velocity ug (or the

momentum parameter Mo) increases. It follows, therefore,
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T.= 20 F

p = 78 psia

u.= 64 fps

M = 65 1bg/ft?

my® J.0390 1b/sec-ft

Water Film Coolant

T =

0 20 F

p = 150 psia

ug- 31 fps :

N » 26 lbf/ft

mi® 0.0162 1b/sec-ft

Water Film Coolant

(b) & = 28 1b/sec-ft?

Fig. 10. Influence of G, u,, and Mo on Film
surface Characteristics--G Constant
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that the value for the gas mass velocity G (or, the gas
stream Reynolds number) does not give sufficient information
to characterize the scale of the interfacial waves.

Constant Ug> Variable Mo and G. Figure 11 presents two

photographs of a liquid film for which methanol is the liquid
phase. The parameters listed in the figure show that the

gas stream velocity ug is essentially the same for both pho-
tographs while the parameters Mo and G vary significantly.
Figure 11 shows that the liquid film for which the gas mass
velocity G (and the momentum parameter MO) has the largest
value exhibits the smaller interfacial scale. It follows,
therefore, that the value of the gas stream velocity u_ does

g
not give sufficient information to characterize the inter-

facial film structure.

Constant Mo’ Variable 99 and G. Figure 12 presents two

photographs for a methanol liquid film for which the momen-
tum parameter M, has essentially the same value while the
gas stream velocity ug and gas mass velocity G vary sub-
stantially. The scale of the interfacial wave pattern in
each photograph is virtually the same. The photographic
data suggest, therefore, that the moméntum parameter Mo is
the variable for the gas stream that most governs the resul-
tant film surface characteristics. This observation has not
been made previously in the published literature, due in
part to the fact that very few (if any) detailed investiga-

tions into film surface characteristics have been made for
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flow direction ~—e=
TR

T .= 30 F

i p = 79 psia

G = 25 1b/ft2-snc
M= 22 1b/ft?

my= 0.0138 1b/sec-ft

Methanol Film Coolant

Tg® 30 F
o = 166 psia
G = 56 1b/ft-sec
) 2
Mge 112 1bg/ft
my= 0.0138 1b/sec-ft

Methanol Film Coolant

(b) ugase fps

Fig. 11. [Influence of G, Ugs and "o on Film Surface
Character1st1cs--ug Constant
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(PVELVAR B G

Tq= a0 F

p = 80 psia
= 90 f

ug 9 ps

6 = 39 1b/ftl-sec

my® 0.0144 1b/sec-ft

Methanol Film Coolant

T =30 F

p = 155 psia
u.= 66 fps

6 = 56 1b/sec-ft’

= 0.0138 1b/sec-ft

Methanol Film Coolant

2
(b) " 112 1bg/ft

Fig. 12. Influence of G, ug, and Mo on Film Surface
Character1st1cs--Mo Constant
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gas stream pressures and temperatures significantly dif-
ferent from ambient. That fact has precluded the indepen-
dent investigation of the influence of each of the parameters
ug, Mo’ and G on the characteristics of the surface of the
liquid fitm. (That is, for a constant value of the gas
stream density, it is not'possib1e to hold any two of the
parameters ug, G and M0 constant while the remaining param-

eter is varied.) The foregoing observation, however, is

related in a fundamental way tc the correlation for the mass

transfer data that is developed in Section 3.1 of this report.

2.4.3 Summary

The observations made in Subsection 2.4.1 and in Sub-
section 2.4.2 regarding the influence of the pertinent liq-
uid and gas stream variables on the character of the surface
of a liquid film can be summarized as follows:
(a) The interfacial structure is not noticeably altered by
substantial variations in the rate of liquid injection My
except for those cases where the gas stream velocity is very
low (less than approximately 50 ft/sec).
(b) The liquid viscosity My apparently does not influence
the surface characteristics to any significant degree.
(c) The surface tension ¢ apparently alters the surface
vuarcacteristics in that two distinct wave forms wore gener

ally observed when water was the liquid phase (relatively

"high values for o) that were not observed for efther butanol,

methanol, or RP-1 as the liquid phase {relatively low values
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for.o).

(d) The scale of the small interfacial disturbances is well
characterized by the value for the momentum parameter Mo

(and not G or ug) for the gas stream; the scale of the inter-
facial disturbances decreases as the value for the momentum
parameter M0 increases.

2.5 The Data for Mass Transfer
for a Constant Velocity Gas Stream

The following procedure was employed to obtain experi-
mental data on the rate of mass transfer from the l.quid film
to the gas stream. The hot gas generator was started and
preselected values for the gas stream temperature, pressure,
and air flow rate (gas stream Reynolds number or gas mass
velocity) were established. The liquid film flow rate was
established and the electric heat exchanger for preheating
the liquid was turned on. Sufficient time was allowed to
attain thermal equilibrium (normally 10 minutes) before the
mass transfer measurements were made.

Prior to making quantitative mass transfer measurements
it was necessary to insure that the liquid film was properly
wetting the test surface and that the'capture slot was func-
tioning so as to remove all the liquid remaining on the test
surface. First a visual observation was made through the
Pyrex window in the roof of the test section to determine
the wetting characteristics of the liquid film. During the

course of the investigation it was found that if any
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non-uniformities existed in the fiow field, the liquid film
would not remain in the trough that was machined into the
test plate. Frequently one of the mixing screens would fail
(due to the high gas stream temperature and the large pres-
sure drop across the screen), resulting in an irregular gas
flow field and a corresponding poorly wetted test p{atc
The only experimental data that are renorted herein are
those for which the liquid film remained in the trough and
completely wetted the 2-in. by 10-in. test surface.

Since the rate of mass transfer from the liquid film
was determined as the differencc between the rate of liquid

injection and the rate of liquid withdrawal, the necessity

of an accurate determination of these flow rates is apparent.

The rate of liquid injection was determined by means of a
turbine flowmeter. The flowmeter was normally calibrated
before each experimental test by the time-weight technique.
During the course of an experimental test, the output of the
turbine flowmeter was continuously recorded on a stripchart

recorder. A cyclone separator was employed to measure ."e
rate at which liquid was withdrawn from the test plate at
the capture slot*. As mentioned previously, the effective
ocperation of the capture slot required that a certajn amount
of the gas flow be withdrawn with the 1iquid, thus producing
a two-phase withdrawal flow. The gas and 1iquid phases were

separated by means of the cyclone separator, thereby

*See Appendix B.4 for the design of the separator.
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enabling the measurement of the liquid withdrawal rate. The
cyclone separator was found to provide effecti&e separation
of the gas and liquid phases. In preliminary experimentation,
it was found that under conditions of negligible mass trans-
fer from the liquid film (cold, low velocity gas flow) the
rates of liquid injection and withdrawal generally agreed to
within less than 5 percenf. Even with the effective per-
formance of the cyclone separator, it was recognized that
the direct contact of the gas and liquid phases during the
flow through the separator could result in some eryor in the
measurement of the rate of liquid withdrawal due to satu-
ration of the gas flow with liquid vapor. Thus, it was
desired to keep the rate of gas flow through the separator
as low as possible while maintaining effective operation of
the capture siot. The procedure employed is described below.
Once it was ascertained that the wetting character-
istics of the film were correct, the liquid flow rate was
set at the maximum value to be investigated. The valve on
the separator which controlled the rate at which the gas
phase was vented to the surroundings (and thus controlled
the rate at which gas was withdrawn ;t the capture slot) was
opened é small amount. A measurement was made of the rate
at which the liquid was being captured at the withdrawal
slot. The vent valve was then opened further and a second
measurement of the rate of liquid withdrawal was made. This

procedure was repeated until a further opening of the vent
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valve did not increase the rate of liquid withdrawal.

Figure 13 presents a typical plot of the rate of liquid
withdrawal as a function of the rate at which air was vented
from the cyclore separator. The figure illustrates that the
rate of liquid withdrawal increases rapidly at first with an
increasing vent flow rate and then reaches a maximum, or
plateau, such that a further increase in the vent flow rate
does not appreciably affect the rate of liquid withdrawal.
The increase in m, with vent gas flow rate reflects an in-
crease in effectiveness of the capture slot in withdrawing
the liquid from the test surface. When the vented qas flow-
rate is too low, some of the liquid spills over the capture
slot and then m, is not the total film flowrate at the point
of withdrawal. As the vented gas flowrate is increased, the
spillage is reduced until with sufficient vent flow the
capture slot collects and withdraws all of the liquid on the
test surface. In all of the experimental tests, the vent
flow rate was always set equal to or greater than the value
required to realize no change in the rate of liquid with-
drawal with an increase in the vent flow rate. For the
magnitude of the vent flow rate normally required, rough
calculations showed that even if the gas phase that entered
the separator was completely dry air, and the gas phase

that was vented from the separator was completely saturated
~ with vapor at the corresponding pressure within the separa-

tor, the amount of mass transfer that would have occurred
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p = 77 psia

Tg= 600 F

ug- 130 fps

methanol film coolant

O m, rate of Tquid
withdrawal
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within the separatcor would be negligible in comparison to
the total rate of mass transfer that was normally realized
from the liquid film to the gas stream (not more than 5 per-
cent).

"After the vent flow rate was set, the quantitative mass
transfer data were obtained by decreasing the rate of liquid
injection in incremental stages and making the corresponding

measurements of the rate of liquid withdrawal. Thus, during

any one experimental test, the only parameter that was varied

was the rate of liquid injection.

Figure 14 illustrates the typical nature of the experi-
mental data for mass transfer that were obtained in the
present investigation. The data shown in Fig. 14 are for
methanol as the liquid phase and they are for a nominal gas
stream temperature and pressure of 400F and 75 psia, respec-
tively. Plotted in the figure is the rate of liquid with-
drawal, m,, as a function of the rate of liquid injection,

My with the gas stream .elocity, u_, as a parameter. The

solid curve shown at an inclinationgof 45° represents the
condition of no mass transfer; at any point on that curve,
the rate of liquid injection is equal to the rate of liquid
withdrawal. The vertical distance between the solid curve
and any one datum point represents the total rate of mass
transfer from the liquid film for that particular com-

bination of flow conditions. Figure 14 illustrates the

important fact that Lthe rate of mass transfer from the
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liquid film to the gas stream was found to be a function of

the rate at which liquid was injected onto the test'plate;

the theory for simple mass transfer, however, does not pre-
dict any such dependence on the rate of liquid injection.
Figure 14 shows further that, to within the accuracy of the
experimental data, the total rate of mass transfer from the
liquid film to the gas stream increased linearly with the
rate of liquid injection. This fact was not foreseen before
the experimental investigation was begun, but it greatly
simplified the correlation of the experimental data, as is
discussed in detail in Section 3.1 of this report.

The remainder of this section discusses how the perti-
nent flow parameters for both the liquid and gas phases
influenced the net rate of mass transfer from the liquid
film to the gas stream. The mass transfer data of some of
the experimental tests is considered in detail. Although
it was not feasible to discuss the data of each experimental
test of the present investigation, it should be noted that
.the illustrative cases that are considered are representative
of all of the tests of the present investigation. That in-
cludes not only those tests for which a coﬁstant velocity,
hot gas stream was employed, but also those tests where the
hot gas stream was accelerated over the wetted test plate
and those tests for which the gas flow was not heated (cold
flow, constant velocity gas stream). An inclusive graphical

presentation of the data for mass transfer is given in

LN
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Appendix G.

Subsection 2.5.1, which follows below, discusses the
influence of the liquid surface tension and the liquid vis-
cosity on the total rate of mass transfer. Subsection 2.5.2
discusses the influence of the gas stream flow parameters on

the measured rate of mass transfer from the liquid film to

‘the gas stream.

2.5.1 The Iafluence of the Surface Tension and
the Liquid Viscosity on the Data for Mass Transfer

Figure 15 serves to illustrate the influence of both
the surface tension o and the liquid viscosity u upon the
experimental data for mass transfer. Presented in the
figure are the experimental data for mass transfer that were
obtained for the ekperimenta] tests 113, 205, and 37. The
liquids employed in these three tests were methanol, butanol,
and water, respectively. The pertinent flow parameters for
each test are listed in the figure. The dashed curves pre-
sented in Fig. 15 represent the condition of simple mass
transfer as computed for the pertinent gas flow conditionsf.
If there had been no entrainment of liquid into the gas
stream and if the liquid film had presented a smooth bound-
ary to the developing boundary layer, the experimental data
would lie along the dashed curves. Thus, the vertical

distance between any one of the dashed curves and the datum

*Subsection 3.1.2 discusses how the simple mass transfer
rates were evaluated., Table G.1 of Appendix G lists the
average value for the simple mass transfer rate for each
experimental test that is reported.
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points for tnat curve represents the contribution to the
total rate of mass transfer that is due to the interfacial
phenomena (film surface roughness and entrainment).

The three cases presented in Fig. 15 were chosen for

" purposes of illustration because the pertinent flow param-

eters for the gas stream, with the exception of the gas
stream temperature, Tg, are essentially the same while'the
viscosity and surface tension for the liquid phase are sig-
nificantly different*.

Compare first the data that were obtained for water
(test 37) and the data that were obtained for methanol (test
113). Figure 15 shows that the mass transfer due to the
interfacial phenomena is much greater for the case where.
methanol is the liguid phase. Referring to the values for
the pertinent parameters listed in Fig. 15, it is seen that
only the surface tension o is significantly different for
these two cases. These data suggest, therefore, that the
surface tension influences to a considerable degree the rate
of mass transfer from a thin liquid film to a high velocity
gas stream.

Comparing the data for methanol (test 113) and the data
for butanol (test 205) 1ﬁ Fig. 15, we note that the measured
rates of mass transfer are essentially the same for both

cases. Moreover, the simple mass transfer contribution is

*The temperature employed to evaluate the liquid viscosity
My and the surface tension ¢ was the average of the liquid

temperature at the point of liquid injection and at the
point of liquid withdrawal.
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virtual]y the same for each case so that the contribution
due to interfacial phenomena is the same. In comparing
these twn cases, it is important to note that all of the
paramefers listed in the figure are nearly the same, except
for the liquid viscosity My- The liquid viscosity for
butanol for test 205 is roughly 2.5 times that for mathanol
for test 113. These data suggest, therefore, *that the
liquid viscosity has no appreciable influence on the rate of
mass transfer from a liquid film to a high velocity gas
stream. The significance of that result was previously
commented on in Section 2.4. It was pointed out that a num-
ber of investigators have proposed that a liquid-film
Reynolds number (which is inversely proportional to the
liquid viscosity u]) should be of primary importance in
determining the rate at which liquid is entrained from the
surface of a thin']iquid film by a high velocity gas stream.
The results of the present investigation, however, do not
support that proposal.

It should be emphasized that the aforementioned de-
pendence of the net mass transfer rate on the surface
tension o was exhibfted by all of the experimental data of
the present investigation, including those obtained under
cold-flow conditions, and those realized for the case where

the gas stream was accelerated over the wetted test plate.
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2.5.2 The Influence of the Gas Stream
Parameters on the Data for Mass Transfer

Figure 16 serves to illustrate how the pertinent param-

eters for the gas stream (ug, G, and Mo) influenced the

experimental data for mass transfer. The figure presents
the data for mass transfer that were obtained for the experi-
ﬁenta] tests 210, 205, and 213. The flow conditions for
each test are indicated in the figure. The liquid phase
employed in each test was butanol. The dashed line: in
Fig. 16 indicate the condition of simple mass transfer.
Compare first the experimental tests 210 and 205.
Figure 16 shows that the total rate of mass transfer for
test 205 was significantly greater than for test 210. The
contribution due to simple mass transfer, however, was
essentially the same for both cases. It follows, therefore,
that the mass transfer due to the interfacial phenomena was
greater for test 205 than it was for test 210. The param-
eters listed in Fig. 16 indicate that the gas stream veloc-

ity, u_, and the momentum parameter for the gas stream, M

9 0o’

differed substantially for the two cases, while the gas
mass velocity, G, was essentially the same for each case.

Consider next the data shown in Fig. 16 for test 210 and

. for test 213. The parameters listed in the figure indicate

that the momentum parameter Mo was the same for both cases,
while the remaining parameters show a varying degree of

difference. The realized rates of mass transfer for the
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two cases are essentially the same. The data of Fig. 16

suggest, therefore, that the momentum parameter HO for the
gas stream characterizes, to a large degree, the extent of
the contribution to the net rate of mass transfer that is

due to the interfacial phenomena. Again it should be em-

_phasized that this observation was supported by all of the

experinental data of the present investigation, and not by

just those that are presented in Fig. 16.

2.5.3 Summary

The foregoing discussion suggests that the contribution
to the net rate of mass transfer that is due to the inter-
facial phenomena:
(a) increases in a linear manner with the rate of liquid
injection, my s
(b) increases with decreasing values for the surface
tension o}
(c) is apparently not a function of the viscosity for the
liquid, Mys and
(d) is characterized by the momentum parameter for the gas
stream, Mo’ with the rate of mass transfer increasing with
increasing values for Mo‘

These observations form the basis for the mass transfer

correlation thau 1s cevelopcd in Section 5.4 o7 this report.
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2.6 The Data for Mass Transfer for an

Accelerating Gas Stream

The stagnation temperature for the gas stream was main-
tained constant at 400F for that phase of the investigation
where the gas stream was accelerated over the wetted test
surface. Moreover, the Mach number profile was fixed, such
that the Mach number increased from 0.14 at the point of
liquid injection to 0.51 at the point of liquid withdrawal*.
The stagnation pressure was varied from 50 to 150 psia in
increments of 25 psia, and both water and methanol were
employed as the liquid phase. The experimental procedure
employed in these investigations was basically the same as
that outlined in the previous section.

Figure 17 presents all of the experimental data that
was obtained in this porticn of the investigation. Plotted

in the figure is the rate of liquid withdrawal as a function

of the rate of liquid injection with the stagnaticn pressure,

po, as a parameter. The experimental data obtained for both
water and methanol as the liquid phase are shown in Fig. 17.
Again, like the data that was presented in Figs. 14, 15, and
16. the total rate of mass transfer (the vértica] distance
between the line for no mass transfer and any one datum
point) increases linearly with the rate of liquid injection.
The data in Fig. 17 demonstrate that for the same flow con-

ditions (same total pressure, total temperature, and degree

*i.e., on1¥ one area-contraction ratioc (one aluminum wedge
in Fig. 5) was emnloyed in the investigation
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of acceleration of the gas stream) the rate of mass'@ransfer
was much greater for the case where methanol was the liquid
phase than for the case where water was the liquid phase.
That ig due, in part, to the fact that the heat of vapori-
zation for water is roughly 3 times that for methanol, so
that for a given rate of heat transfer to the surface of the
liquid film, the rate of vaporizetion of methanol is greater
than is tha rate of vaporization of water. But, more impor-
tantly, the rate of entrainment of methanol into the gas
stream was much greater than was thé rate of entrainment of

water because the surface tension for methanol is roughly

one-third that of water. The rather strong dependence of the

rate of mass transfer from the liquid film inte the gas
stream on the surface tension was discussed in Subsection
2.5.1 of the present report.

A correlation is developed in Section 3.3 for the mass
transfer data presented in Fig. 17. It will be shown that
the data correlation is a natural extension of the corre-
“lation that is developed in Section 3.1 for the experimental
data for mass transfer for the case where the gas stream
velocity was essentially constant over the length of the

wetted test plate.

|
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2.7 The Data for the Maximum Liquid
Film Temperature

In general, T the temperature of the liquid at any

1°
point within the liquid film, is less than Ts’ the tempera-
ture at the surface of the liquid film, and is greater than
Tw’ the temperature at the surface of the wetted wall. How-
ever, for the special case'where the wetted wall is adiabatic

(as was the case for the present investigation), it is

possible to obtain the condition

That.condition occurs when all of the energy transfer to the
liquid film goes into the vaporization of the liquid in the
film*. Moreover, at the point downstream from the point of
liquid injection where that condition is obtained, the
temperature T] (=Tw = TS) is a maximum. That maximum liquid
temperature is denoted herein by Tl,m'

The maximum liquid temperature, T],m’ was determined :

experimentally for the present investigation by measuring

R

T] 95 the temperature for the liquid coolant at the point of
liquid withdrawal. Recall that the attempt was made in the
subject invé;tigation to preheat the liquid before injection

so that the sensible enthalpy rise that would occur for the

*That is, none of the energy transfer to the surface of the
liquid film goes to increase the sensible enthalpy for the
liquid in the film. .

liquid after it was introduced onto the test plate would &
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be minimized. Therefore, for those tests where it was possi-
ble to completely preheat the liquid before injection, it
follows that the temperatures T] m

Moreover, for those experimental tests wherein the liquid

and T] pvere equivalent.

could not be completely preheated before injection (due to
limitations in the heating capacity of the heat exchanger
that was emp]oye&), it was found that the measured with-
drawal temperature was not influenced significantly by the
rate at which liquid was injected onto the test plate, there-
by suggesting that the rate of energy transfer to the liquid
film was sufficiently rapid to cause the allowable increase
in the sensible enthalpy for the liquid to occur before the
liquid film reached the capture slot. It follows, therefore,
that the temperaturess T],Z and T],m could be reasonably
equated for all of the experimental tests of the subject
investigation.

The liquid temperature T],2 was measured with a chromel-

alumel thermocouple*, and the indicated temperature was con-

. tinuously recorded on a stripchart recorder. Experimental

values for T]’2 were obtained for each of the four liquids
that was employed, and for the entire range of values for
the gas stream parameters that was investigated**. Table
G.1 of Appendix G lists the average value of T]’2 for each

of the experimental tests that are reported herein. Also,

* See Fig. B.6 of Appendix B for the physical location of
the thermocouple.

**Refer to Tabl- 1 in Section 2.3.
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there is a graphical way in which the data can be presented

. that is of interest. In most previous investigations of

liquid-film cooling (e.qg., 20, 22, 23), the maximum tempera-
ture for the liquid film was taken to be the boiling temper-
ature for the liquid at the prevailing pressure. However,
it is demonstrated theoretically in Refs. (21) and (26), and
in Section 3.4 of this report, that the temperature of the
liquid film can never be equal to that boiling temperature.
Figure 18 graphically illustrates this point for the data
obtained in the subject investigation. Presented in Fig. 18
is a plot of the boiling temperature for the liquid at the
prevailing pressure versus T],Z’ the measured liquid-film
temperature. Data are presented for water, methanol, butanol,
and RP-1. Figure 18 shows that the maximum film temperature
can be substantially less than the boiling temperature at
the prevailing pressure. The maximum difference between
these two temperatures encountered in the present investi-
gation is approximately 355F, and it was realized for RP-1
at a pressure of 150 psia and a gas stream temperature of

400F.
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Fig. 18. Comparison of Maximum Liquid Temperature
and Boiling Temperature
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3. CORRELATION OF THE EXPERIMENTAL DATA

The present section is concerned with the correlation
of the experimental data that were discussed previously in
Section 2. It should be stated at the outset that it Qas
the intention of the present investigation to develop for-
mulae that could be employed to accurately design a liquid-
film cooled system but which would not involve excessive
computations.. Therefore, the present investigation sought
to consider the details of the complex phenomena that char-
acterize the interaction of a high velocity gas stream and
a thin liquid film only to the extent necessary to develop
those design formulae. These interfacial phenomena have
been the object of a large number of experimental and/or
analytical investigations reported in the literature. To
illustrate, references (5, 32) were concerned with the ampli-
tude and wave length spectra that the gas-liquid interface
exhibits for various liquid and gas stream flow conditions;
references (33, 34) were concerned, in part, with applying
stability theory to analyze the phenorenon of Film insta-
bility; and references (28, 35) investigated the structure
of the boundary layer which develops over the surface of a

Tiquid film. It is virtually impossible; however, to
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utilize these very interesting data--particularly in a
quantitative sense--to answer the basic engineering ques-
tion: what is the net rate of mass transfer frowm a thin
Tiquid film to a high velocity, hot gas stream? The rela-
tively simple formulae developed herein answer that question
explicitly.

Section 3.1 presents a correlation of the data for mass
transfer with a constant velocity gas stream. Correlation
of the data for mass transfer where the gas stream was
accelerating over the wetted test surface is discussed in
Section 3.3 Analysis of the latter data requires first the
consideration of the problem of hew the net rate of mass
transfer varies with the liquid-film cooleu lenght 1; Section
3.2 considers that problem. Section 3.4 presents an analysis

of the data for the maximum liquid temperature.

3.1 Correlation of the Data for Mass Transfer
for a Constant Velocity Gas Stream

3.1.1. General Discussion
The experimental data for mass transfer for the subject
investigation showed that for fixed gas stream flow con-
ditions, the rate of 1iquid withdrawal, Mys could be approxi-

mately expressed as a linear function of the rate of liquid
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~injection, m,*.  Thus

1

m2=-A+Bl'ﬂ (3"1)

1
If my is subtracted from both sides of Eq. (3-1), the resul-

tant expression can be written in the form
m-m, = A+ (1-B) m, (3-2)

Noting that the quantity (ml - mz) is simply m', the net
rate of mass transfer from the liquid film to the gas stream,

we obtain from Eq. (3-2) the expression
m' = A+ (1-B) my (3-3)

Equation (3-3) expresses the net rate of mass transfer from
the liquid film as a linear function of the rate of liquid
injection.

In the original statement of the problem in Section 1.2,
it was indicated that m' was made up of two fundamental con-
tributions: (a) the contribution due to the evaporation of
the liquid in the Yiquid film, and (b) the contribution due
to the entrainment of bulk liquid into the gas stream. The
problem, therefore, is to determine how each of these two

contributions can be evaluated from Eq. (3-3). Mith

*Refer to Figs. 14, 15, and 16 and to Appendix 6.
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reference to that problem, consider the following two points:
(a) The phenomen of liquid entrainment ocenerally hag been
associated with the shearing off of liquid droplets from
large scale disturbance waves {(instability waves) on the sur-
face of the liquid film. Therefore, it is reasonable to
assume that the rate at which liquid is entrained fro the
surface of these large scale diéturbance waves into the nas
stream would increase with the frequency of occurrence of
these waves. It has been demonstrated (10) that the fre-
quency of occurrence of these waves increases with my the
rate at which liquid is introduced onto the wetted wall
surface. Therefore, the rate of entrainment of liguid into
the gas stream should be proportional to my -
(b) t can be argued that the evaporation contribution to
the total rate of mass transfer from the iiquid film to the
gas stream should be largely independent of the flow param-
eters for the liquid phase. The extent to which the tur-
bulent transport of heat to the surface of the liquid film

is intensified because of the effective roughness of the
surface of the liquid film should be primarily a function of
the physical scale of the substructure on the surface of the
liquid film. The photographic data ¢iscussed in Section 2.4
suqgested, however, that while the scale of that substructure
is influenced to a considerable degree by the flow parameters

for the gas stream {e.g., u_, G, and Mo). it is not notice-

g&
ably altered either by sicnificant variations in the rate
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at which liquid is injected onto the test plate or by
significant variations in the physical properties for the
liquid phase. It thus seems reasonable to assume, at least
as a first approximation, that the evaporative contribution
is not dependent on the parameters for the liquid phase.

The foregoing two points and the form of the Eq. (3-3)
suggest the simple hypothesis that (a) the first term on
the right-hand side of Eq. (3-3) represents the contribution
to the total mass transfer rate that is due to the evapo-
ration of the liquid in the film, and (b) the second term
on the right-hand side of Eq. (3-3) represents the contri-
bution that is due to the entrainment of bulk liquid from
the surface of the liquid film into the gas stream. Thus,
it is hypothesized herein that

A

(1-B) my

the evaporation contribution

the entrainment contribution

The ultimate justification for this simple hypothesis ic
the fact that it resulted in a satisfactory correlation of
the experimental data. This will be demonstrated in Sub-
section 3.1.5 of the present report.

Referring again to the statement of the subject problem
presented in Section 1.2, it was indicated that the evapora-
tive contribution to the total rate of mass transfer m'
could be subdivided into (a) that due to the simple mass
transfer and (b) that due to the interfacial phenomena (the

effective surface roughness): If the term A in-Eq. (3-3)
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gives the total contribution to m' that is due to evapo-
ration, and if m; denotes the rate of simple mass transfer,

then a parameter r, termed the roughness parameter, can be

defined such that
A= (1+r) m; (1b/sec-ft) (3-4)

The parameter r is a measure of the degree to which the
interfacial structure intensifies the turbulent transport of
heat from the gas stream to the surface of the liquid film.
For the limiting case where the surface of the liquid film
becomes hydrodynamically smooth, the parameter r goes to
zero, and the problem reduces to the classical problem of
simple mass transfer.

In addition to the roughness parameter r, it is con-

venient to define an entrainment parameter e, such that

e = 1-B (3-5)

where B is defined by Eq. (3-1). The discussion of Section
2.5 suggests that e, is primarily a function of the surface -
tension o for the liquid phase and of the momentum barameter

M. for the gas stream. The subscript "o" on e, indicates

that €, was determined from experimental data for which the i

. liquid-film cooled length was maintained constant at 10

inches (1 = 1 = 10 inches). Section 3.2 of the subject’
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~report shows how the experimental results obtained for that

fixed film cocled length can be ulilized to analyze the
general case of liquid-film cooling where the Tiquid-film
cao]ed length 1 is arbitrary.

Substitution of Eqs. (3-4) and 3f5) into Eq. (3-3)

results in the following expression. Thus
" - i -
m' = (1 +7r) mg + e, my (3-6)

tquation (3-6) is the primary equation that was utilized in
the present investigation to correlate the net rate of mass
transfer from the liquid film to the gas stream. The sig-
nificance of each of the terms in Eq. (3-6) is shown graphi-
cally in Fig. 19. The lower solid curve in the figure
represents a least-squares fit of the data for mass transfer
that were realized for a typical experimental test. The
upper solid curve in Fig. 19 represents the condition of no
mass transfer, and the upper dashed curve is the curve that
is predicted §y the simple theory for mass transfer. The
lower dashed curve represents the curve that would be pre-
dicted by the present theory, accountinc for the roughness
of the film, if there was no entrainment of liquid into the
gas stream. Figure 19 shows how each of the terms in Eq.

(3°6)i m;

graphically.

s rm;, and e,Mys can be conveniently interpreted

Figure 19 and Eq. (3-6) show that the subject problem

1
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of correlating the experimental data for m' is reduced to

that of calculating the simple mass transfer rate m; and to

the correlation of the parameters r and e, on the basis of
the experimental data. Subsection 3.1.2 discusses the
method that was employed to calculate m; in the present in-

vestigation. Subsection 3.1.4 and 3.1.5 discuss the tech-

niques for correlating the parameters e, and r, respectively,

in terms of pertinent flow parameters. Subsection 3.1.6
then illustrates the agreement of the resultant data corre-
lation with the experimental mass transfer data of the
present investigation.
3.1.2 The Evaluation of the Rate of
Simple Mass Transfer m;*

The net rate of simple mass transfer from the liquid

film to the gas stream is related to the local rate of mass

transfer by the following expression. Thus

2

m = J my dx | (3-7)
X

= (x2 - xl)ﬁ; = 10 ﬁ; (3-8)

*The primary reference for this section is the textbook by
Kays (36) on convective heat and mass transfer.

T R RS BN -



4 e el

o L

..

80

where
m; = the net rate of simple mass transfer
m; = the local rate of simple mass transfer
10 = the film cooled length ( = 10 inches)
ﬁ; = the average value for m; over the film cooled

length 10

A method is outlined in the present section for the

s
The method consists of two basic steps: (a) writing an

evaluation of the local rate of simple mass transfer m

energy balance across the gas-liquid interface so that mg

can be directly related to Ags the local rate of heat trans-
fer from the hot gas stream to the surface of the liquid
film, and (b) determining A from the comprehensive theory
that is presented by Kays.(36) for that problem. The
solution for m; is then completed by developing a closed-

form expression for the average rate of simple mass trans-

fer, m", that appears in Eq. (3-8).

s)
The Energy Balance at the Gas-lLiquid Interface. Figure

20 illustrates a general interfacial element placed at the
surface of a stable, non-reactive liquid film with the dotted
lines representing the surfaces considered in writing an
energy balance for the element. The different energy fluxes
1nvolved'are defined as follows:

the rate at which energy is trans-

(1) qg = (k aT/dy)g =
ferred across the S-surface by
‘ conduction.
(2) q = (k aT/ay)| = the rate at which energy is trans-

ferred across the L-surface by
conduction.
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Fig. 20. Control Volume for Interfacial Energy Balance
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(3) m; h g ° the rate at which energy is convected across
Vs the S-surface by evaporated vapor.
(4) m; hL = the rate at which energy is convected across
the L-surface by the evaporating liquid.
(5) q g = the rate at which energy is transferred across
rs the S-surface by radiation.
(6) 9p | = the rate at which energy is transferred across

the L-surface by radiation.
The energy balance for the interface element illustrated

in Fig. 20 can be written as follows:

g = ap * m; (hv,S - hL) * (qr,L - qr,S) (3-9)
I 11 I11 IV

Term III in Eq. (3-9) can be rewritten in the form

m; H,
where Hv is the latent heat of vaporization for the liquid
coolant which corresponds to the saturation condition that
is prescribed by the film surface temperature Ts‘ Further-
more, for the temperature levels enfountered in fhe subject
investigation, term IV in Eq. (3-9) can be considered neg-

1igible in comparison to a term such as term I1II. Thus,

neglecting that term, Eq. (3-9) can be rewritten to yield
s = 9 + m; H (3-10)

The term q; in Eq. (3-10) is that portion of the heat trans-

fer to the surface of the 1iquid film which crosses the
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interface and Qoes into raising the sensible enthalpy of the
liquid and/or is transferred through the wetted plate to the
surroundings. In the subject investigation, the test plate
Qas essentially adiabatic so that the heat transfer across
the test plate to the surroundings was negligible. Moreover,
an attempt was made in the investigation to preheat the
liquid before injection so that no rise in sensible enthalpy
would occur for the liquid once it was introduced onto

the test plate. The elimination of the rise in sensible
enthalpy for the liquid would make the quantity q in Eq.
(3-10) equal to zero and thus simplify the energy balance

as mentioned in Section 2.2. However, due to limitations in
the heating capacity of the heat exchanger employed to pre-
heat the liquid, some rise in the sensitle enthalpy for the
liquid usually occurred after the liquid was injected. To
correct for that fact, the term 9 in Eq. (3-10) was approxi-

mated by the expression*

ag = mg (hy 5 - hy ) (3-11)

where

h] 9 = sensible enthalpy for the liquid at the point
’ of withdrawal, x = Xq

h] 1 = sensivie enthalpy for the 1iquio at the point
' of injection, x = Xy

*This approximation is the same as that employed in
Refs. (19, 29).
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Substitution of Eq. (3-11) into Eq. (3-10) results in
the following basic expression for the interfacial energy

balance. Thus

£

S = - ) -
mr Hy + hy o= hy (3-12)
It is convenient to introduce a parameter ¢ that is termed

herein the energy balance parameter, where ¢ is defined as

the group of terms on the right-hand side of Eq. (3-12).
Thus

¢=Hyt -, (3-13)
q

or ¢ = ﬁé (3-14)
S

Since the energy balance parameter ¢ is expressed solely
in terms of quantities that can readily be evaluated, the
problem of determining m; thus reduces to that of evaluating
Qg

The Evaluation of Qg+ It is convenient to express qg

in terms of Sts, the local Stanton number for simple heat

transfer, where Sts is defined by

9%
Cpg (Tg-Ts)

Sts * 5 (3-15)
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where
G = the mass velocity for the gas stream
¢ = the specific heat at constant pressure for the

P9 gas stream

—
d

= the temperature for the gas stream

T. = the temperature at the surface of the liquid film

The complete evaluation of the local Stanton number Sts
requires that the effect of the folluwing on the transport
phenomena be accounted for: (a) the thermal entrance length
Xp = Xp, (see Fig. 6); (b) the dependence of the physical
properties for the gas phase on the temperature T and on the
local concentration of the injected vaper C; (c) the rate of
transfer of vapor from the surfﬁce of the liquid film into
the gas phase; and (d) non-unity values for the Prandtl
number Pr for the gas phase. If Stso denotes the local
value for the Stanton number for the case where none of
these effects are present, then the Stanton number Sts can
be related to Stso through a number of correction factors
that are denoted by F. Thus

St = F,

Fc Fan FPr St (3-16)

Fr s0

t

where

Fx = the correction factor for therm=2) entrance
t length effects (xt = x)

FT .= the correction factor for the dependence of the
ghysical properties of the gas on the temperature
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= the correction factor for the dependence of the
physical properties for the gas on the concen-
tration of the injected vapor C

F = the correction factor for the injection of the

mass (i.e., vanor) intc the developing boundary

layer*

Fop the correction factor for a non-unity Prandt)
r number for the o0ds stream

Kays (36) suggests that for the case where the gas stream
velocity is constant**, the correction factors in Eq. (3-16)

can be evaluated by the following empirical equations. Thus

~0.12
Fxt = (1 - ;i) (3-17)
I 0.25 .
Fro= () (3-18)
s ‘ :
M 0.4
Fe = () (3-19)
g
ln(1+Bh)
Fan =~ (3-20)
Fpp = (pr)~0:4 (3-21)
where
Hg = the molecular weight for the gas stream
Ms' = the molecular weight for the. gas-vapor mixture

at the surface of the liquid film

— v

* an accounts for the thermal fblockage” effect that was
discussed in Section 1.3.
**This restriction actually applies to only Fx .
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h a dimensionless heat-mass transfer parameter

= cpg(T9¢- s) (3-22)*

To complete the solution to qg s both the term Stso in
Eq. (3-16) and the term MS in Eq. (3-19) must be evaluated.
The following classical expression for turbulent heat trans-

fer to a flat plate was employed to evaluate Ste, (36). Thus

_ -0.2.

Stso = 0.0295 Re, (3-23)
where
Rex = the Reynolds number for the gas stream based
on the characteristic length x
= 32X (3-24)
g
u =" the dynamic viscosity for the gas stream evalu-
9 ated at T

g
The molecular weight Ms is related to Mv’ the molecular

weight for the vapor, and M_, the molecular weight for the

g
free-stream gas, by

c (L-2¢C)
1 S S .
MS . v Mg

*If compressibility effects are important (Mach number
‘greater than, say, 0.5), then the temperature difference
Tq - Ts) should be replaced by (Tg.aw - Ts). where Tg.aw

is the adiabatic-wall recovery temperature for the gas
stream.
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where

CS = the concentration for the vapor at the surface
of the liquid film

The vapor concentration CS can be determined by the follow-
ing approximate expression (36). Thus
B

- h
‘s “1vs; | (3-26)%

The Evaluation of m;. Equations (3-14), (3-15), (3-16)

and (3-22) can be combined to obtain the following basic
expression for m; as a function of the coordinate x. Thus

me = G Bh Fxt FT Fc Fm" FPr Stso (3-27)
For the subject case where the gas stream velocity is con-
stant over the film cooled length 10, it can be reasonably
assumed that only the terms Fx and StSO in Eq. (3-27) are
t

a function of the coordinate x. Therefore, for that special
case, the result of the substitution of Eq. (3-27) into
Eq. (3-7) can be written as

X2

m; = G Bh FT Fc Fm" FPr J Fxt Stso dx (3-28)
' X
1

tv 1s not pussible to evaluate the integral in kgq. (3-28) in

*See the footnote following Eq. (3-87a) of the present
‘report for an explanation of the origin of this equation.
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closed form if Eq. (3-17) is substituted for F, - However,
t
Reynolds, Kays, and Kline (37) have developed the following

approximate expression for that integral term:

. | [%]0.2 [[%}09 r

I Fxt Stgo dx = {I Xy b g Stso,2
x [ () -]
1 Xl
(3-29)
where Stso,z is the value for StSO that is obtained from
Eq. (3-23) with x = X,. For a value of x, = 40 inches and

a value of Xy = 50 inches, the non-dimensional term inside
the brackets { } in Eq. (3-29) has a value of 1.374. Sub-
stituting that value into Eq. (3-29) and the resultant
expression into Eq. (3-28), one obtains the basic expression
that was employed in the present investigation to evaluate

the rate of simple mass transfer from the liquid film into

the constant velocity gas stream. Thus

m; = 1.374 G Bh FT Fc F uw Fp. 1 St

m" "Pr "0 ““so0,2 (3-30)

Table G.1 of Appendix G lists the average value for the
simple rate of mass transfer, m;, that was calculated for
each experimental test. The range of values chat was com-
puted for each of the dimensionless terms in Eq. (3-30) and

also for the interfacial concentration Cs and the heat-mass .
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transfer parameter Bh is summarized as follows:

FT = 1.015 to 1.150

FC = 0.976 to 1.096

F o = 0.86 to 0.96

m

FPr = 1.168 (for all cases)
Stso,Z = 0.0021 to 0.0030

Cs = 0.081 to 0.247

Bh = 0.083 to 0.328

3.1.3 The Correlation of the Entrainment
Parameter € '
The present section is concerned with the correlation

that occurs in the primary

of the entrainment parameter e,

equation (3-6). The procedure that was employed herein to
develop the correlation was purely inductive., That is, the
procedure that was employed was to first note how each of
the pertinent flow parameters influenced the rate of en-
trainment of liquid from the liquid film into the gas
stream, and to then develop a general correlation that would
reflect each of those observations. Thus an analytical
model is not postulated in this report for the approximate
analysis of the entrainment phenomenon. Moreover, the
method of dimensional analysis was not directly employed to
develop the subject correlation for e, The ultimate justi-
fication for the simple procedure that was employed is the
fact that it resulted in a satisfactory correlation of the

parameter e, in terms of the pertinent variables for botn

Ry
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the gas and liquid phases. The next subsection of this
report, Subsection 3.1.4, does, however, consider in some
detail the possible physical significance of the resultant
correlation that was developed for e, The discussion in
Subsection 3.1.4 suggests a simple procedure for correlating
the roughness parameter "r" that was defined by Eqs. (3-4)
and (3-6). Subsection 3.1:5 presents the correlation for
the parameter r.

The discussion of the experimental data for mass trans-
fer that was presented in Section 2.5, and summarized in
Subsection 2.5.3, showed that the two parameters which most

influenced the net rate of entrainment of liquid from the

P e Sy Sy S sy iy g ey

liquid film into the gas stream were the momentum parameter

MO for the gas stream and the surface tension o for the

=

liquid phase. The rate of entrainment of liquid increased

ROPL AR
s

with increasing values for Mo and with decreasing values for

0. In view of those observations, the attempt was made to

A e apens

correlate the parameter e, in terms of a dimensional entrain-

ment group “Xe" which is defined as*

a

T 2

(+9) ' (3-31)
S

i
ét
g

a
X = !2_
e (o]

where "a" is a constant that was determined experimentally.
The term (Tngs)a" in Eq. (3-31) arises from the substitution

for the gas stream density p_ in the parameter Mo of the

9

*Evidence is presented in Subsection 3.1.4 that Xe is equiva-
lent to a dimensionless Weber number.
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corrected density p (Tg/TS)%. This is a technique that is

freqﬁent]y emp]oyedgin the correlation of heat transfer data
to account for the fact that the density for the gas within
the boundary layer region is inversely proportional to the
temperature for the gas (36)*. It should be noted, however,
that because of the low gas stream temperatﬁres that were
employed in the subject investigation, the term (Tg/TS)""/2
was not crucial to the correlation of the experimental data
for the entrainment parameter e, (discussed immediately
below). It is included in the definition of the entrainment
group Xe primarily to be consistent with the accepted prac-
tice for accounting for variable property effects.

A lengthy trial-and-error procedure employing all of the
experimental data presented herein showed that the form of
the entrainment group presented in Eq. (3-31) resulted in
the best correlation of the data over the complete range of
parameters investigated, and that the parameter € could be
~orrelated satisfactorily i7 the constant "a" in Eq. (3-31)
was set equal to %. Figure 21 presents the resultant corre-
lation of the data for a = %. Presented in the figure is
(l-eo) as a function of Xe, where (l-eo) was Qetermined for
each experimental test from the slope of the least-squares
fit curve for the experimental data of that test (e.g., as
shown in Fig. 14). The nominal values for the gas stream

temperature and pressure are indicated in Fig. 21, together

*This technique was employed, in part, to derive the ex-
pression for the aforementioned correction factor FT (see
Eq. (3-18)). .
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with the four Tiquids that are represented by the data. Al-
though there is admittedly some scatter in the experimental
results, some of the scatter can be attributed to the fact
that (l—eo) was determined from a least-squares fit of the
"raw"‘experihental data for mass transfer. Indeed, because
the data presented in Fig. 21 do represent such a substan-
tial variation {n both the pertinent parameters for the lig-
uid phase and for the gas phase, it is somewhat surprising
that e, can be correlated so well in terms of the relatively
simple parameter Xe. Perhaps most significant is the fact
that e, was not found to show any dependence on the liquid
viscosity My The data presented in Fig. 21 represent a
variation in uy from 1.7x10"4 1b/ft-sec for water at a tem-
perature of 265F to 30x10'4 1b/ft-sec for butanol at a tem-
perature of 40F. The results of the subject investigation
are thus contrary to the suggestion made by some investi-
gators that a liquid-film Reynolds number (which is inversely f
proportional to u]) is the parameter that most characterizes I
the entrainment phenomenon*.

The curve shown in Fig. 21 is given by the following 2

expression. Thus

e, = 1.0-exp[-5 x 10'5(xe - 1000)] (3-32)

_where X, is substituted with the dimensions lbf’k. Equation

*Refer to the previous discussion on this point in Sub-
section 2.4.1.

== ax
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(3?32) suggests that a critical value for Xg of 1000 1bf'ls

exists, below which no entrainment of liquid occurs. The
critical or limiting value for Xe of 1000 1bf'% was deter-
mined partly from the experimental data of the present in-
vestigation, but also from the experimental data due to

Steen and Wallis (37, 38). They considered in some detail
the problem of determining the critical flow conditions at
which entrainment from a liquid film first occurs. As a
result of their experiments, it was suggested that a critical

gas stream veiocity could be defined by ‘the condition that

m, = 2.5 x 1074 (3-33)
where
U 0 0.5
=29 (9 (3-34)
o Py
Py = liquid density
¢ - denotes critical value

Recognizing that
005u = MQO.S (3..35)

it follows that tne parameters X, and 7 are related by the

euqation

T . (3-36)

.
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The data reported by Steen et al. were for cold air flow,

with most of the data obtained for water as the liquid phase.

Assuming that the temperature of both the gas stream and the
liquid film was approximately 60°F, and substituting the
corrésponding values for “g for air and P for water at that
temperature, Eq. (3-26) gives the following relationship

between Xe and m for the data of Steen et al. Thus

Xe = 3.8 x10%x (1b.7%) (3-37)
Substitution of the critical value for w that was proposed
by Steen and Wallis into Eq. (3-37) results in the corre-
sponding critical value for X, of 950 lbf'k. The critical
value of 1000 lbf";i for X, in Eq. (3-32) was selected as a
convenient compromise between the data of the present inves-
tigation and those for the investigation of Steen et al.

The experimental data of Steen and Wallis (37, 38) for
the onset of entrainment, though obtained under much less
severe flow conditions than those that characterized the
present investigation, are in good agreement with the data
of the subject investigation. It is important to note, how-
ever, that it was found that it was not possible to corre-
late the experimental data of the presenf investigation for
e, in terms of m instead of in terms of Xe+ Unlike the
_investigation due to Steen et 2l., the gas stream viscosity

ug-for the present investigation varied substantially.
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Although the parameter m does have the advantage over the

parameter Xe of being dimensionless, the successful corre-

lation of the data of the subject investigation suggests that

the parameter Xe better characterizes the phenomena. It will

be argued in the following subsection that although the
parameter Xe is not itself a dimensionless variable, the
correlation of e in terms of that parameter is equivalent
to the correlation of e, in terms of a “imensionless Weber
number,

It is interestir. .~ note from Fig. 21 that for the
present investigation the entrainment parameter e, varied
from essentially zero to a maximum value of approximately
0.6. The maximum value for e, that is shown in Fig. 21
corresponds to the experimental test 117 where methanol was
employed as the film coolant. For that test, the computed
simple rate of mass transfer was 0.022 1b/sec-ft and the
maximum mass transfer rate that was realized experimentally
was 0.154 1b/sec-ft, a difference of 700 percent. Almost
all of that difference (about 630 percent) was due to the
entrainment phenomenon. In fact, it is important to note
that with the exception of a very small number of tests

(most of which employed water as the film coolant which has

a relatively high value of surface tension), the contribution

to the total rate of mass transfer that was due to the en-
trainment of 11quid into the gas stream was substantially

larger than the contribution that was due to evaporation.

!
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This was true considering both the simple rate of avaporative
mass transfer and the evaporative mass trunsfer that was due
to the phenomenon of interfacial roughness.

3.1.4 The Physical Significance
of the Correlation for e

0

The physical significance of the satisfactory corre-
lation of e, in terms of the parameter Xe is discussed in
the present section. The discussion will suggest a procedure
that is employed in Subsection 3.1.4 to correlate the rough-
ness parameter r.

Since it is generally accepted that the phenomenon of
entrainment is primarily the result of the shearing off of
liquid droplets from disturbance waves on the liquid film
surface, it is instructive to consider the forces that act
on a wave that develops on the surface of the liquid film.

If ls characterizes the scale of those interfacial waves,
then the aerodynamic drag force that is exerted by the gas
stream on the wave that acts to destroy the wave is propor-
tional to Mo?i, and the force that is due t¢ the surface
tension that acts to keep the wave intact is proportional

to ols. The balance between these two forces should be the
controlling factor in th~ breakdown of a disturbance wave on
the surface of the Yiquid film. Therefore, that balance of
forces should ire important in determining the rate at which
liquid is entrained from the liquid film into the gas sctream.

Thus, if a dimensionless Webcr number, denoted by We, 4¢

'
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defined as the ratio of those two forces such that

_ _0's -
We = o (3-38)

it is reasonable to assume that the entrainment parameter e

could be correlated as

e, = eo(We) (3-39)
The results of the foregoing subsection showed that

e, = eo(Xe) . (3-40)

Upon comparing the defining equations for Xe and we, and
ignoring for the sake of argument the term (Tg/Ts)k*, it is
seen that the apparent contradiction between Eq. (3-39) and

Eq. (3-40) could be reconciled if a dimensional constant

"K" existed such that

K =1, M * = constant (3-41)
There is, in fact, scme physical evidence presented herein
that supports the assumption that the dimensional constant
K does exist. Recall from the qualitative analysis ¢¥ the

photographic data in Section 2.4 of this report that the

*The maximum value of this term for the subject investigation
was 1.15. )
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parqmeter M0 (and not G or ug or any parameter for the
liquid phase) was the parameter that most characterized the
scale of the waves on the surface of the liquid film. More-
over, fhe photographs showed that the scale decreased with
increasing values for Mo‘ Thevrefore, a]thpugh the validity
of the exponent of % in Eq. (3-41) cannot be argued on the
basis of the qialitative photographic data, there is some
physical evidence to support the form of the equation.
Another interesting observation can be made with ref-
erence to Eq. (3-41) that gives some insight into the phe-
nomena. It is well documented (18, p671) that the shatter-
ing (or atomization) of liquid drops that are suspended in
a gas stream can be characterized by a dimensionless Weber
number, where the characteristic length (ls in Eq. (3-38))
is chosen as the radius of the drop. If that Weber number
is greater than about 6, the liquid drop will break down
into smaller drops. HNow, if an analogy is drawn between the
breakdown of such liquid drops and the breakdown of the
liquid waves on the surface of the liquid film, then a crude
calculation can be made for the constant K in Eq. (3-41).
Assuming that the critical value for We for the case where
15 characterizes the scale of the waves on the surface of
the liquid film is still 6, and recalling that the critical
value for the parameter Xe below which no entrainment of

liquid occurred was approximately 1000 lbf'k, then K can be

y.u_“' '
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approximated by the following calculation. Thus

We
- Me _ "Cc¢ 6 %
K =35 = 5 “ 1pg9 = 0-006 1b.* (3-42)

e e,c

Continuing this heuristic argument, it is interesting to use
the above value for K, together with Eq. (3-41), to estimatec
the range of values for the scale ]s for the subject inves-
tigation. From Table G.1 of Appendix G, the maximum and the
minimum experimental value for the momentum parameter M0 was
1087 1b./ft? and 20 1b./ft?, respectively. Thus, employing
the value for K of 0.006 ]bf%, the maximum and the minimum
value for the scale ]s for the subject investigation can be
estimated from Eq. (3-41). Thus
1 = 0.00135 ft

S ,max
1 = 0.00018 ft

s,min
While these calculations are admittedly very approximate,
the values obtained for the scale ]s are surprisingly similar
to the dimensions that characterize the structure of a liquid
film that is subjected to relatively large interfacial shear
forces (as is the case in the present investigation). For
example, Ref. (19) shows that the mean thickness of such a
liquid film is'of the order of 10'4 ft. Moreover, the wave
length of the small scale disturbances can be roughly approxi-
mated as 10 times the mean thickness of the liquid film (8, 5)

3

or the order of 10°° ft, and the amplitude of those distur-

bance waves is of the same order as the thickness of the
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liquid film (5), or 1074

ft. The precedin, calculations,
therefore, add scme additional support to the assumption
that the dimensional constant K exists. Moreover, they also
suggest that the breakdown of the interfacial waves and the
resultant entrainment of liquid into the gas stream may be
somewhat analogous to the atomization of liquid drops that
are suspended in a2 gas stream.

To summarize briefly, the above discussion suggests that
(a) the dimensional parameter X, and the dimensionless Weber
number We are physica11& equivalent parameters, and (b) a
constant K = ]s Mo;i exists such that the characteristics
(really, the gross characteristics) of the interfacial film
structure can be characterized in terms of the flow param-
eters for the gas stream. The second of these two points,
which follows directiy from the first, is most pertinent to
the correlation of the roughness parameter r that is pre-
sented in the following section.

3.1.5 The Correlation of the
Roughness Parameter r

The presant section is concerned with the correlation
of the roughness parameter r that was defined by Egs. (3-4)
and (3-6). The primary assumption that was employed.to
develop the correlation was that, at 1easf to a first ap-

proximation, the degree to which the effective roughness of

the surface of the liquid film intensifies the turbulent

transfer of energy from the hot gas stream to the surface
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of the liquid film is primarily a function of the scale of
the small disturbance waves that develop on the surface of
the film. That is, it was assumed that the roughness param-

eter r could be correlated in the form
r = r(]s) (3-43)

Unfortunately, the utility of Eq. (3-43) is limited becéuse
of the problems inherent in trying to measure the scale 15.
Indeed, there is considerable uncertainty as to what physical
dimension for the waves on the surface of the liquid film
corresponds to the length 15. However, an argument was pre-
sented in the foregoing subsection that the scale ls could be
approximately relateda to the momentum parameter Mo by the

following expression. Thus

1. o= K (3-44)

T
X = M () (3-45)*
S

Equation (3-43) can be rewritten in the following equivalent

form. Thus

*Again, as for Eq. (3-32) in Subsection 3.1.3, the term
(Tg/TS)% is an empirical correction for the dependence of .
the density of the gas in the boundary layer on temperature.

T DA s, ¢ v ¢
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r o= r(X.) (3-46)

Equatién (3-46) is the basic expression that was employed in

the subject investigation to correlate the'roughness param-

eter r. The value of the roughness parameter r was estimated

for each experimental test as follows:

(a) The average value for the simple rate of mass transfer,

m;, was calculated following the procedure outlined in Sub- f
section 3.1.2. ‘
(b) The value of the entrainment parameter e, was determined
from the average value of the entrainment group Xe for that
test, together with the analytical expression given by Eq.
(3-32).

(¢) The value of the intercept "A" (see Fig. 19) was esti-
mated by determining which curve having the slope (l-eo)
'resulted in the best "eyeball" fit of the experimental data. -

(d) The roughness parameter r was then determined from the

expression K
3

ro=B- 10 (3-47) A
S

Figure 22 presents the rouchness parameter r--determined

by the aforementioned procedure--as a function of the param- ;

eter Xr' The various conditions for the gas stream pressure

and temperature are listed in the figure. Although the data

oo -
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in Fig. 22 do exhibit some scatter, much of the scatter can
" be attributed to the fact that the value for the intércept
A was very sensitive to relatively small errors in the mea-
surement of the net rate of mass transfer from the liquid
film to the gas stream. Furthermore, any error in determin-
ing the value of the intercept A was compounded in the calcu-
lation of the roughness parametér r. To illustrate, assume
that the true value for the parameter A/m; is 1.2 and that
the experimentally determinec v.lue is 1.4. From Eq. (3-47),
the corresponding values for the roughness paFameter r are
0.2 and 0.4, respectively. Thus, for this example, an error
of approximately 17 percent in the intercept A results in an
error of 5. percent in the evaluation of r. 1In additionvto
that problem, some of the scatter of the data in Fig. 22 is
probably due to the fact that the rather complex phenomenon
of interfacial roughness cannot be characterized completely
in terms of the relatively simple parameter Xr. .However,
considering the wide range of values for the liquid and the
-gas flow parameters that is represented by the data in Fig.
22, the correlation of r in terms of the group Xr would
appear to have some physical justification:

The solid curve that is shown in Fig. 22 is given by

the following analytical expression. Thus

r = 3.0 . (3-48)

s
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where Xr has dimensions of ]bf%/ft. While the experimental

data in Fig. 22 are in general agreement with this analytical
expression, the final form of Eq. (3-48) was arrived at by
c&nsidering the following three points, which are listed in
their order of importance:
(a) The correlation of all of the exﬁerimenta] data of the
present investigation, including those for which the gas
stream was accelerated over the wetted test plate;
(b) The correlation of the mass transfer deta that were
reported by Kinney, Abramson, and Sloop (19) (these data are
analyzed in Section 4.3); and
(c) The correlation of the experimental data for mass trans-
fer that are reported by Emmons (20) (these data are ana-
lyzed in Section 4.4).

It is important to note that Eq. (3-48) and the data in
Fig. 22 suggest that the interfacial roughness can contribute
substantially to the convective transport of energy from the
hot gas stream to the surface of the liquid film. Indeed,
Fig. 22 suggests that the simple mass transfer rate m; could
be increased hy 100 percent (r = 1), ¢r more, due to the
interfacial roughaess. In comparison, for the case of heat
transfer to a dry rough wall, Fig. 7-56 of Ref. (39) shows
that the value for r can be as great as 2.5. It would seem,
therefore, that a value of r of 1.0 for the probliem of
liquid-film cooling is not unreasonable. It shoulcd be em-

phasized, however, that in the analysis of the experimentadl

R ST
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data of the present investigaticn and in the analysis of the
data of the primary references (19) and (20), that the con-
tribution to the net mass transfer rate that was due to the
phenomenon of interfacial roughness was, with very few excep-
tions, substantially less than the contribution that was due
to the entrainment phenomenon. Frequently, the mass transfer
due to entrainment was 10 to 20 times the evaporative mass
transfer that was attributed to the effective roughness of
the surface of the liquid film.
3.1.6 The comparison of the Predicted and
the Measured Rates of Mass Transfer

A comparison is presented in this subsection of the
rates of mass transfer frém the liquid film to a constant ve-
locity gas stream that were predicted trom the correlation de-
veloped herein to those that were determined experimentally.
The comparison is presented for both the datum points that
vere obtained for the hot-flow experiments (apprqximately
500 datum points) and those that were obtained for the cold-
flow experiments (76 datum points). In addition, to empha-
size the utility of the present theory, the experimental
data are also compared with the results that were predicted
from the simple theory of mass transfer. The latter com-
parison serves to illustrate graphically the general inade-
quacy of the simple theory tor the subject problem.

The primary equation that was employed to calculate the

rates of mass transfer from the 1iquid film to the gas

stream is repeated here for convenience. Thus
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m' = (1 + r) mg * €y My (3-6)
The simple mass transfer m; was calculated following the ce-
velopments of Subsection 3.1.2. The roughness parameter r
was calculated from Eq. (3-48) and the eatrainment parameter
e, was determined from Eq. (3-32). The surface tension o
that appears in the entrainment group X, in Eq. (3-32) was
based on the average of the temperature of the liquid at the
point of injection and at the pcint of withdrawal*. All of
the numerical computations were performed on an IBi 7094
digital computer.

Figures 23 through 26 summarize graphically the results
of the aforementioned calculations for those experimental da-
ta where the gas stream was heated. Each figure represents
one of the four liquids that was investigated (Fig. 23:
methanol; Fig. 24: butanol; Fig. 25: water; Fig. 26: RP-1).
The nominal value:, for the gas stream pressure and the gas
stream temperature for each set of experimental data are
indicated in the figures. Part (a) of each figure is a
plot of the simple mass transfer rate, m;, that was pre-
dicted from the theory outlined in Subsection 3.1.2 ver-
sus “the measured rate of mass transfer. Part (b) of

each figure compares the measured rate of mass transfer

with the rate of mass transfer that was predicted from

*See Table €G.1 of Appendix G for a tabulation of the average

inlet and outlet liquid temperatures for. each experinental -
test.
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Eq. (3-6) for the present theory. Each figure graphically
demonstrates that, in general, the simple thecry for mass
transfer is a poor approximation to the complex phencomena
that characterize l1iquid-fiim cooling. The maximum differ-
ence between the experimental result and the result that was
predicted from the simple theory is shown in Fig. 23(a) for
methanol as the fi]mvcoolant. For that figure, the maximum
value for the measured mass transfer rate is 0.154 1b/sec-ft
and the corresponding simple rate of mass transfer is 0.022
1b/sec-ft, a difference of 700 percent. The present theory,
however, accounts for the existence of the interfacial phe-
nomena, and the resu]tant'agreement between the predicted and
the measured mass transfer rates that is shown in part (b) of
each figure is quite satisfactory. The maximum difference
between the result that is predicted from the present theory
and the experimental result is shown in Fig. 26(b) for RP-1
as the film coolant. For a measured rate of mass transfer of
0.0944 1b/sec-ft in that figure, the corresponding mass
_transfer rate that is predicted by the present theory is
0.0765 1b/sec-ft, a difference of about 20 percent.

Figure 27 presents the results of the'computations that
were performed for the case where the gas stream was not
heated. Presented in the figure is a plot of the mass
transfer rate that was predicted by the present theory
versus the measured‘rate of mass transfer. The experi-

mental data in the figure are for one nominal gas stream

pressure of 75 psia and for the liquids methanol, butanol,
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0.07 T ] x T T T
Tg TAQF
0.06 — p = 75 psia ]
film coolant / <o
0.05 [— O water ]
3 methanol
0.04 }— <  butanol —
BD[EP
0.03 [~ ]
0.02 —
0.0} ]
0 L ] ] 1
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Fig. 27. Comparison of Present Theory With Data for Mass

Transfer.
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and water*. It was assumed in the computations that the

rate of simple mass transfer, m;, was essentially zero be-
cause of the low gas stream temperatures. Thus, the realized
rates of mass transfer were assumed to be due to entrainment
only. The maximum value that was computed for the entrain-
ment paramecer e, was 0.32, as compared to a maximum value

of 0.63 for the hot-flow tests. The agreement between the
measured and the predicted rates of mass transfer is quite
satisfactory, particularly in view of the fact that the
pertinent physical properties for both the liquid and the

gas phases differed so significantly between the case where
the gas stream was heated.and the case where it was not.

For example, the viscosity for the liquid varied by as much
as a factor of 15:1, the surface tension for the liquid by

as much as a factor of 1.5:1, and the viscosity for the gas
stream by as much as a factor of 2:1 between the hot and

cold gas stream flow conditions. It would appear, therefore,
that the relatively simple theory that is proposed herein

for determining the rate of mass transfer from a thin liquid
film to a high velocity gas stream can be applied quite
generally. The utility of the present theéry is demonstrated

further in Section 4 of this report where the correlation of

*The number of datum points that could be obtained with water
a5 the film coolant woz 1i.ited because the gas stream was
generally cooled sufficiently by the expansion from the
storage tank pressure of 1000 to 2500 psia to the test sec-
tionr pressure cf 75 psia that a portion of the water that

" was injected onto the test plate froze before it reached

the capture slot. Morecver, no cuxnerimental tests were
performed with RP-1 as the liquid phase because of the
limited supply of this liquid.
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the experimenté] data for liquid-film cooling ot the pri-
mary references (19, 20, 24) is considered; The gas stream
flow conditions that characterized those investigations will
bé shown to be, in most instances, much more severe than
those that characterized the present jnvestigation.

The analyses of the experimental data of the afore-
mentioned primary references requires first the consider-
ation of the problem of how the basic correlation for mass
transfer can be extended to the more general case where the
film cooled length 1 is arbitrary. That is, the case where 1
does not necessarily equal 10 = 10 inches. The following
section presents an analysis of that problem. The resuit of
the analysis will also suggest a method for correlating the
experimental data for méss transfer that were presented in
Section 2.6 of the present }eport for the case where the gas
stream was accelerated over the film cooled length 10. The
correlation of those data is then discussed in Section 3.3.

3.2 The Modification of the Basic Correlation

foar Mass Transfer tc Account
for an Arbitrary Film Cooled Length

The correlation that was developed for the entrainment
parameter e, in Subsection 3.1.3 is necessarily dependent on

1 the length of the film cooled test section for the sub-

o’
ject investigation. That is, if the film cooiecd length 10
had been, say, greater than the 10-in. length that was em-
ployed, then, for the same flow conditions, there would have

been more entrainment of liquid into the gas stfeam because
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of the prolonged exnosure of the surface of the liquid film
to the gas streem shear forces. In orcer to be able to pre-
dict the mass transfer that occurs for an arbitrary film

cooled length 1, the basic correlation for e, has to be mod-

[ R NV S

ified. A rather simple model and analysis is developed in
Cubsection 3.2.1 to solve that problem. Subsection 3.2.2
then suggests an empirical approximation to the result of

that analysis that is generally more convenient to employ.

3.2.1 Model and Analysis
Figure 28 presents the simple model that is employed
in the analysis. The pertinent notation for the figure is

defined as fo]]ows:

X' = X - X

my = the rate of liquid injection at x' = o

1 = the liquid-film cooled length

10 = the length of each film element*

n = 1/10 (assumed to be an integer)

my = the net rate of mass transfer from the kth
element of the liquid film, k = 1, 2, 3,...n

m; K °© the net rate of simple mass transfer for the

kth fiim element, k = 1, 2, 3,...n

*For the purposes of the present analysis, it is not nec-
essary to specify thet ‘o = 10 inches. However tn nti.

1ize the result of the analysis to perform any numerical
ﬁalcu}ations. it will be necessary to make that speci-
ication.
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The basic assumptions employed in the analysis are as

followe:

(a) The flow parameters for the gas stream are independent
of x'.

(b) The roughness parameter r is independent of x'.

(¢) The local ratc of simple mass transfer varies with the
coordinate x' as
m; = ¢ x'P (3-50)
where ¢ and p are appropriate constants.

(d) The primary equation (3-6) applies to each of the
elements of the liquid film.

(e) The liquid film terminates when 1 = n 10. where n is an
integer,
Thus, for the first element of the liquid film, the net

rate of mass transfer is given by

mi = (1 + r) m;’l + eo(ml) (3-51)

Similarily, the mass transfer for the second film element is

given by

m, = (1 +r) m;'z + eo(m1 - ni) (3-52)

In general, for the kth element of the 1iquid ©ilm, the net

' i .
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rate of mass transfer mi is expressed as

m, = (1 +r) m;’k + eo(ml-mi -mé -...-m&_l) (3-53)
Suvstitution of Eq. (3-51) into Eq. (3-52) gives the

result

mé = (1 +r) m;,z + eo[ml - (1+ r) mg - eoml] (3-54)

Substitution of Eqs. (3-51) and (3-54) into Eq. (3-53) with
k = 3 yields

mé = (1 + r)m;,3 e, {m1 - (1+r) mey -

- (L +r) m'

s,2 "~ % [ml - (1 +r) m;,l -

€™
eoml]} ) (3-55)

This substitution procedure can be continued in a stepwise

fashion so that for the general kth term m;, the terms m;,

Mys «..-M_y can be eliminated from the resultant expression.

Moreover, after considerable algebra and a fortuitous com-

bining of terms, it is possible to show that

2

3 m o=m - m(1-e )" + (1 +r) f P (1 )"'k
key k-2 1 0 K21 s,k ‘17%

(3-56)
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But, if it is assumed that the iiquid in the film is consumed

at a point where 1 = n 1 then it follows from the conser-

0’
vation of the liquid that

H3
3
-
[}
3

k=1

Equation (3-56), therefore, can be rewritten in the form

m, = (1+r)

1

LR e b §

2 m;’k(1~eo)'k (3-58)

From assumption (c) of the model it follows that the

rate of simple mass transfer from the‘kgh film element is

given by
k]o
+1 +1
m;,k B J m; x, = C {(kIO)p -[(k-l)IOJp }
(k_l)]° (P*l)

(3-59)

Moreover, the total rate of simple mass transfer from the

liquid film is equal to

nl
0 . (n] )P+1 .
m' = I m* dx’ = ¢ —2—— (3-60)
: S (p+1)

1 (3-57) -
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Finally, substituting Eq. (3-59) into Eq. (3-58) and dividing
through both sides of the resultant expression'by Eq. (3-60)

yields the following non-dimensional equation. Thus

p+l

Losnen T &L ek (3600
s = -

Equation (3-61) is the desired analytical result. For
given gas stream and liquid flow conditions (and, therefore,
given values for the parameters p, r and eo), Eq. (3-61) can
be utilized to calculate the net rate of mass transfer from
the liquid film into a constant velocity gas stream if the
film cooled length 1 is equal to n 10, where n is an integer.
The obvious disadvantage of Eq. (3-61) is the fact that it
can be utilized for only those special cases where 1 = n ]o’
Therefore, it is convenient to replace that analytical re-
sult by an approximate empirical expression that is a con-
tinuous function of 1, where 1 can be either greater than or
less than 10. Such an empirical expression is developed in

the following subsection.

*Note that for the special case where the interfacial
phenomena are not important, i.e., r = e, = 0, then

the RHS of Eq. (3-61) reduces to unity as required.
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3.2.2 An Empirical Approximation
to the Analytical Result

An empirical approximation to the analytical equation
(3-51) ‘can be derived as follows. First note that for the

special case where 1 = 1

R (3-61) reduces to the simple
expression .
™y -1
—+ = (1 +7r) (1-¢,) : (3-62)
s

Now assume that Eq. (3-62) can be modified as follows for
the case where the film cooled length is arbitrary. Thus

b
-(in
(11,) (3-63)

!

E: = (1L +r) (l-eo)
The parameter b in Eq. (3-63) is determined by first speci-
fying a value for the parameter p that appears in the ana-
“lytical expression (3-61), and then "matching" the empirical
expression (3-63) and thc analytical expression (3-61) at
those points where (1/]0) = an integer.

To illustrate the aforementioned procedure for the
evaluation of the parameter b, consider the classical case
of the turbulent transport of heat and mass from a flat
plate where the parameter p in Eq. (3-50) is equal to -1/5.
Figure 29 presents a plot of the quantity (mllm;)/ (1 +r)

as a function of the ratio (l/lo) with the entrainment pa-

rameter e_ as a parameter. The solid curves shown in Fig. 29
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Fig. 29. Matching of Empirical Equation
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were calculated from Eq. (3-63) with a value for b of 0.6,
and the circles are the "match" points that were ca]éu]ated
from the analytical expression (3-61).

Figure 30 presents another illustrative example for the
case where the parameter p in Eq. (3-50) is equal to 1.0;
that is, the case where the rate of simple mass transfer
increases linearly with the coofdinate x'*¥, The solid curves
were calculated from Eq. (3-63) where the value of 0.9 for
the parameter b was employed, and the "match" points were
calculated from Eq. (3-61). '

Figures 29 and 30 show that the analytical result of
Subsection 3.2.1 can be approximated with sufficient accuracy
by the relatively simple empirical formula of the present
section. Moreover, these figures show that a substantial
change in the parameter p in Eq. (3-61) requires a relatively
small change in the parameter b in the empirical expression
(3-63) in order to obtain an adequate matching of the ana-
lytical and empirical results.

The signifiﬁance of the foregoing developments can be
further illustrated by writing Eq. (3-63) fn a more explicit
form. Substituting the analytical expression (3-48) for
the roughness parameter r and the analytical expression

(3-32) for the entrainment parameter e, Eq. (3-63) can be

*This example is presented solely for the purposes of
illustration. It may or may not haye any physical
sfgnificance. . :
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empiricél equation (b=0.9) '
e0=0.6
O "match" points
12 |- from analysis
me = C x.
[}
mllms
14r

-

L]

Fig. 30. Matching of Empirical Equation
to Analytical Result
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written in the form

my
mg X

00) exp [5 x 107° (X, - 1000) (171,)°]

(3-64)*

Thus, if the value for the parameter b i; approximated from
the aforementioned "matching" procedure, Eq. (3-64) gives
an explicit expression that can be employed to calculate the
net rate of mass transfer from a liquid film of arbitrary
length 1 to a constant velocity gas stream.

The validity of the foregoing analysis (and, therefore,
Eq. (3-64)) will be investigated in Section 4 of the present
report. Considered in tﬁat section is the correlation of
the experimental data for mass transfer that were reported
in the primary references (19, 20). The range of values for
the film cooled length 1 that is represented by those data
is 3 inches to 36 inches long.

Equation (3-64) also serves to suggest a method for the
correlation of the experimental data for mass iransfer that

were obtained for the case where the gas stream was accelerated

*So that the reader is not confused, the substitution of Eq.
(3-32) for the entrainment parameter eo_requires that the

length 1 in Eq. (3-64) be taken as 10 inches. Moreover,
tne numerical constants in Eq. (3-64) require that the
roughness group Xr be substituted with the units (lbfk/ft)

and tze entrainment group Xe be substituted with the units
(be' ). . )
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.over the film cooled length 10. Those data were presented

in Section 2.6 of the present‘report. The correlation of

the subject data is considered in the following section.

3.3 Correlation of the Data for Mass Transfer
for an Accelerating Gas Stream

The purpose of the present section is to correlate the
experimental data for mass transfer that were-obtained for
the case where the gas stream was accelerated over the length
of the film cooled test plate. These data were shown graphi-
cally in Fig. 17 of Section 2.6. Subsection 3.3.1, which
follows, shows how the simple rate of mass transfer was com-
puted for the subject case. Subsection 3.3.2 then demon-
strates how that simple rate of mass transfer was employed,
together with a 1ogica1 extension of the developments that
were presented in Sections 3.1 and 3.2, to correlate the
experimental data for an accelerating gas stream. The com-
parison between the experimental and the predicted net mass
transfer rates is presented in Subsection 3.3.3.

3.3.1 The Evaluation of the Simple Rate of
Mass Transfer for an Accelerating Gas Flow

Kays (36) suggests that the following expressfon can

be employed to evaluate the local rate of simple mass trans-

fer for the case where the gas stream is accelerating. Thus
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] -c08 "0,.12
. _ .
(3-65)*
where
X
Re, = 111—- J G dx : (3-66)
9 0
X
Re) = %— I G dx (3-67)
t g xt

The "F" correction factors in Eq. (3-65) are given by Egs.
(3-18) - (3-21) of Subsection 3.1.2. For the purposes of
the present calculations, the energy balance parameter ¢
that enters into the definition of the parameter Bh** was
approximated from Eq. (3-13) of Subsection 3.1.2. Moreover,
because of the 1imited Mach number range that was investi-
gated, the variation in the gas stream temperature, T_, over

9
the film cooled length ]o was so small that the average of

* Kays (36) introduces an additfonal empirical correction
factor into Eq. (3-64) to correct for acceleration effects
that are not predicted analytically. However, preliminary
calculation of that correction factor showed that it was
<+ the order of 0.98 for the range of flow counicions fer
the subject investigation. Therefore, that correction

fgctor was not considered in the present calculations for
m..
s

**See Eq. (3-22).

L s~

Pl

—r -

-
[ —

(o B — = B e




e ]

L |

[ XY

b sineom bs i

a wwd

131

the values of Tg at x = x, and at x = x, was employed to
calculate the parameters pg, Bh’ and FT in Eq. (3-65). To

complete the solution for m!, it is necessary to determine

 ?
the local values for the static pressure p, the gus stream
Mach number Ma’ the gas stream velocity ug, and the mass
velocity for the gas stream G. The procedure employed to
evaluate those parameters %s outlined as follows. The static
pressure was measured at the location x = 20 inches in the
approach section and at 5 axial locations (equispaced at

2 inches) in the test section by wall tabs that were located
in the roof of the experimental tunnel. The stagnation

pressure for the gas.flow was calculated from the static

Frofie bl g, Oy ae e

pressure that was measured in the approach section, together

Bt sy

with the value that was computed for the gas stream velocity
at the entrance to the test section*. The local value for
the Mach number within the experimental test section was
computed by forming the ratio of the measured static pressure

and the calculated stagnation pressure, and then employing

the following relationship for isentropic flow with a
specific heat ratio y = 1.385. Thus

-1, 27T
r;_o = {1+ R a2y (3-68)

*See Appendix F.2 for the procedure that was employed to
calculate the gas stream ve1oc1ty at the entrance to the
test section.
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The complete profi1é~for the Mach number throughout the
?est section was obtained by fitting a third-order poly-
nominal to the local values for the Mach number that were
computéd from the experimentai measurements for the static
pressure. The resultant form or the approgimate expression
for the Mach number as a function of x', the distance from

the point of liquid injection, was

M, = 0.145 + 0.02x' - 0.0014x'Z + 0.00028x'3  (3-69)

The local values for the gas stream velocity, u_, were com-

g
puted from Eq. (3-69) and the equation for the acoustic

speed in a perfect gas:

ug =M, (v Ry Tg)°'5 ' (3-70)

Finally, the local values for the gas mass velocity, G, were

calculated from the defining equation

= pg Ug (2-1)

where the gas stream density, p., was evaluated from the

P
g
equation of state for a perfect gas:

g ™ r’ﬁ-— (3-71)
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_ Figure 31 shows graphically the values that were computed

from the foregoing procedure‘for the parameters p/p°, Ma’

apd ug as a function of x'. The solid curves that are pre-
sented in the figure are based on the analytical expression
(3-69) for the Mach number. The circles presented in Fig. 31
represent the static-stagnation pressure ratios that were
realized experimentally. Each circle presented in the fig-
ure represents the approximate range of values for (p/p°)
that was obtained at that particular location for the entire
spectrum of gas flow conditions that was investigated.

The foregoing equations were programmed for an IBM 7094

digital computer and the integral expressions for the terms

Re; and Re;(t were evaluated numerically.

3.3.2 The Model and Analysis
Figure 32 illustrates the model that was employed in
the analysis of the subject data. The figure shows that the
tiquid film was subdivided into a number of incremental ele-
ments of lenath 6x. The pertinent notation that applies to

the general kth film element is as follows:

(a) Xpep = (k-1)6x the distance from the point of
1iquid injection to the beginning of

the kth film element, k=1,2,3,...n. 3

(b) UpsPpoe-e ' = the value for the indicated flow
parameter for the kth film element 1
evaluated at Xp - KOX, k=1,2,3....n. !

(¢) Xe K Xr K = the value for the indicated dimen-
: ? sional group for the kth film ele-
ment evaluated at x, -"k8x, .
k=1,2,3,...n. :
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(d) my = the rate of liquid flow into the kth
: film element, k=1,2,3,...n. .

(e) mL = the net rate of mass transfer from the
kth film element, k=1,2,3,...n.

(f) m; K = the rate of simple mass transfer from
’ the kth film element, k=1,2,3,...n.

The primary assumption that was employed in the analysis
is that the net rate of mass transfer from the kth film

element, m/, is given by the expression
N

where
_ 3.0
" = : (3-73)
r,k
and
e, = 1.0 - exp[-5 x 1073 (X - 1000) (Gx)d]
k . P e,k T,

(3-74)%+

The value for the parameter d in Eq. (3-74) was determined
from the experimental data.

The procedure that vas employed to calculate the net
rate of mass transfer from the liyuid film to the acceler-

ating gas stream for each datum point can be outlined as

* Note that Eq. (3-72) is analogous to Eq. (3-6).

**Note that Eq. (3-74) is motivated by the developments of
Subsection 3.2.2. .

temme] el bmel  Meevi e ey OUER

y .
eyl

s s ey
Pop——1

ii~l:=é — — Rl




&
%
:
;::

s

137

follows.

(a) The pertinent gas stream flow parameters were calculated
for each location Xp following the procedure outlined in
Subsection 3.3.1.

(b) The entrainment group, xe,k’ and the roughness group,
xr,k’ were calculated for each location X from the flow
parameters that were deterﬁined in step (a).

(c) The rate of simple mass transfer, m;’k, for each film

element was calculated from the equation

m;’k = m's.’k GX (3"75)
where m; K was computed at the location Xg = k6x from the
procedure that was outlined in Subsection 3.3.1.

(d) A value for the parameter d in Eq. (3-74) was selected.
(e) The net rate of mass transfer for the first film ele-
ment (i.e., k = 1) was calculated from

(3-76)

m, = (1L +r

'
1 m +elm

1) S,1 1

where m, was the experimentally measured rate of liquid
injection.
(f) The net rate of mass transfer from the second film

element (i.e., k = 2) was calculated from

mé = (1 + rz) m;’z t ey My (3-77)

.
bk s MR b ki S, -
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where
- - ] -
m, = m my (3-78)
(g) Steps (e) and (f) were continued in a stepwise fashion

so that for the general kth film element the net rate of

mass transfer was calculated from

3
=~
L}

(L+r ) mg  + e my (3-79)

m, =My =My - My ... =M, (3-80)
(h) When the net rate of mass transfer for each film ele-

ment had been calculated, the net rate of mass transfer from

the entire liquid film was calculated from

n
m' = - m (3-81)
E=1 k
where
1
n = ~%~ (3-82)

(1) The result of step (h) was compared with the experi-

mental result for m' ( = 2, - m,). I€ those two results

.
v o . . - B '

AN M, T
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were not in reasonable agreement, then a new value for the
parameter d was selected and steps (e) through (h) were
repeated until a satisfactory agreement of those results was
obtained.

The aforementioned procedure was employed to analyze
each of the 50 datum points that was shown in Fig. 17 of
Section 2.6. The computationc were performed for values of
§x of 0.1, 0.2, and 0.4 inches to see if that parameter
significantly influenced the results. The calculations
showed that the simple value of 1.0 fcr the parameter p in
Eq. (3-74) resulted in a good correlation of all of the
datum points for each of the aforementioned values for the
parameter 6Xx.

3.3.3 The Comparison of the Predicted and the
Measured Rates of Mass Transfer

Figure 33 sresents the comparison of the experimental
data for the net rate of mass transfer from the liquid film
to the accelerating gas stream with the results that were
predicted from both (a) the simple theory for mass transfer
that was outlined in Subsection 3.3.1, and (b) the present
theory for mass transfer that was developed in Subsection
3.3.2. The stagnation pressure, p°, and the film coolant
that is represented by each set of expecrimental data is
noted in the figure.

Figure 33(a) again graphically fllustrates that the

simple theory for mass transfer is, in general, a very poor
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approxima;ion to the complex phenomena that characterize
liquid-film cooling. The maximum difference between the
measured and the analytical result that is shown in the
figure occurs for methanol as the liquid phase at a mea-
sured rate of mass transfer of 0.1668 1b/sec-ft and a
corresponding predicted value of 0.0309 1b/sec-ft, a dif-
ference of more than 500 percent.

Figure 33(b) shows that the present theory, with a
value of 1.0 for the parameter d in Eq. (3-74), resulted in
a satisfactory correlation of the experimental data. The
maximum difference between the measured and the predicted
result occurred for water as the film coolant at an experi-
mental value for the net mass transfer rate of 0.0462
1b/sec-ft and a corresponding predicted value of 0.0620
1b/sec-ft, a difference of less than 40 percent.

The utility of the present analysis is investigated in
further detail in Section 4. Considered in that section is
the correlation of the data that were reported in the pri-
mary reference (24) for the liquid-film cooling of 2 Mach
number 1.92, axi-symmetric nozzle. Also presented in that
section is an illustrative example of the coolant require-
ments that are predicted by the present theory to cool an
exhaust nozzle for which the gas stream has a stagnation
temperature of 4000R and a stagnation pressure of 500 psia.
These stagnation conditions were chosen as being typical of

those that characterize the gas flow in the exhaust nozzle
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of a high-energy propulsion device.

3.4 Correlation.of the Experimental Data
for the Maximum Liquid Temperature

The correlation of the experimental data that were
reported in Section 2.7 for the maximum 1iquid temperature,
T],m’ is considered in this section. Subsection 3.4.1 pre-
sents a simple theory for calculating that liquid temperature.
The comparison of the theoretical and the experimental re-
sults is shown in Subsection 3.4.2.

3.4;1 A Method for Predicting the Maximum
Liquid Film Temperature*

The maximum liquid-film temperature, T],m’ can be
related to the bulk flow parameters for the gas stream by
specifying (a) the appropriate energy balance across the
gas-liquid interface, and (b) an analogy between the rates
of convective** heat and mass transfer. The discussion of
Section 2.7 showed that the maximum liquid temperature is
obtained when all of the energy transfer to the liquid film
results in vaporization of 1iquid in the film, with none of
the energy transfer resulting in an increase in thé sensible
enthalpy for the liquid in the film. It follows from the
discussion of the interfacial energy balance in Subsection

3.1.2 that the maximum 1iquid temperature is obtained when

* This method is essentially the same as that previously
presented by the author in Refs. (25) and (26).

f*Mass transfer due to entrainment fs not considered.
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the energy balance parameter ¢ at the surface of the liquid

film reduces to

¢ = Hv,m (3-83)

where Hv m is the heat of vaporization for the liquid eval-
uated at the maximum liquid temperature T] m*

The simplest analogy between convective heat and mass

transfer is that given by (26)
Sts = St; (3-84)

where St; is the Stanton number for simple mass transfer

defined by

m: p-p M
t g .S v,m -
L P (-8

The term Py.m in Eq. (3-85) is the partial pressure for the
vapor at the surface of the liquid film evaluated at the
temperature T"m.

It is important to note that this analogy, although
very simple, should be approximately correct for quite

general flow conditions, including the case of accelerating

*Equation (3-85) can also be written in terms of the con-

‘centration of the vapor at the surface of the liquid film,

Cs. Thus

sty = a—‘- —-c-—’- (3-86) ‘

S P
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gas flow and the case where considerable entrainment of
liquid into the gus stream is occurring. 1In other words,
the acceleration of ‘he gas stream and/or the entrainment of
liquid should have a similar influence on the development of
both the thermal and the vapor-concentration boundary layers
over the surface of the liquid film.

Combining Eq. (3-15) with Eqs. (3-83) - (3-85) yields

.——.:....__’_. = (3-87a)*
by,s Mv Cng (Tg - T;T
H
= ol (3-87b)

¢pg Tg = T1,m

Equation (3-87b) is the desired analytical expression.
Since a value for the liquid temperature T”m uniquely
determines the value for both the vapor pressure pv,m and
the heat of vaporization Hv,m’ it follows from Eq. (3-87b)

that the maximum liquid temperature is expressed solely in

*Note that if Eqs. (3-85) and (3-86) are combined to elimi-
nate the left-hand side of Eq. (3-87a), and if the param-
eter Bh is introduced, then the resultant expression can

be written in the form

¢ = 1%, (3-26)

Equation (3-26) was introduced in Subsection 3.1.2
without derivation.
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terms of the flow parameters p, T_, ¢

g* pg° and Mg for the gas

stream.

Figure 34 presents, for purposes of illustration,
calculated values of the maximum liquid temperature T],m for
an air-water system*. Shown in the figure is a plot of T],m

as a function of the static pressure p with the gas stream

temperature T_ as a parameter. The saturation curve for

water that isgpresented in the figure illustrates the
approximate error that is introduced by the assumption that
the maximum film temperature is equal to the saturation
temperature for the liquid coolant at the local static
pressure, p. That assumption was employed, for example,

by Refs. (20, 30, 23, 42). References (25), (26) and (28)
suggest that the calculated results shown in Fig. 34 are in

good agreement with the reported experimental data for the

film temperature T] m for an air-water system.

3.4.2 Comparison of the Experimental and the Predicted
Results for the Maximum Film Temperature

Section 2.7 previously discussed the nature of the
experimental measurements for the maximum liquid temperature

T] m**. Presented in Fig. 18 of that section was a comparison
*

* The calculations were performed by employing Eq. (3-87b)
in conjunction with the tabulated data of Refs. (40) and
(41). A sample calculation is presented in Appendix F.

**Recall from Section 2.7 that the maximum liquid tempera-
- ture T] m Was determined experimentally by measuring the

temperature for the liquid at the point of liquid with-
drawal, T] 9
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Fig. 34. Computed Results for Maximum Liquid
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between the temperature T],m and the boiling temperature for
the various liquids* of the subject investigation at the pre-
vailing gas stream pressure. Figure 18 illustrated that the
difference between those two temperatures was generally
significant, with the maximum difference for the subject
investigation being equal to approximately 350F. A similar
comparison is made in this section between the experimental
values for the maximum liquid temperature and those that
are predicted by the theory outlined in the foregoing sub-
section.

The primary equation (3-87b) was employed, together
with the thermodynamic data presented in Appendix D of the

present report, to calculate the values for T for the gas

1,m
stream pressure and temperature corresponding to the experi-
mental tests conducted. Figure 35 illustrates the results
of those computations. Presented in the figure is a plot

of the measured value for the liquid temperature versus the
predicted value for the temperature T],m‘ The cross-hatched
areas in Fig. 35 represent the range of the experimental
values for the maximum liquid temperature that were re-
alized for each liquid at a particular value for the gas
stream temperature and pressure**, The agreement between

the experimental 2nd -nalytical results shown in Fig. 35 is

generally quite satisfactor'. The only substantial

* water, methanol, butanol, and RP-1

**Several hundred datum points are represented by the
cross-hatched areas in Fig. 35.
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difference between the measured and the predicted values for
Tl,m occurs for some of the experimental data that were ob-
tained with RP-1 as the film coolant. However, part of that
difference may be due to the fact that RP-1 was the liquid
N for which the maximum temperature rise occurred after it was
: introduced onto the test plate. Therefore, the liquid film
may not have always achieved its maximum temperature by the
time the film reached the point of withdrawal. However, even
$ if that were not the case, the results of Fig. 35 suggest
. that the simple theory presented herein for the prediction
of the maximum film temperature is sufficiently accurate for

the purposes of most engineering-type calculations.
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4. CORRELATION OF THE DATA OF
THE PRIMARY REFERENCES

4.1 Introduction

The experimental data for mass transfer that are re-
ported in the subject report are limited in two fundamental
respect;: (a) the liquid-film cooled length was held con-
stant at 10 inéhes, and (b) the gas stream temperature was
limited to 600F and the gas stream pressure was limited to
150 psia so that the experimental problems would be mini-
mized. The purpose of the present section is to analyze
those data that have been reported in the literature for the
problem of liquid-film cooling that are not so restricted.
The analysis of those data will give some insight into the
general usefulness of the correlation for mass transfer that
is presented in the subject report.

The experimental data that are reported by the primary
references (19) (20) and (24) are analyzed. The data
reported by Kinney, et al. (19) and those reported by
Emmons (20) were obtained under essentially constant gas
siicam velocity conditions. The basic .xparimental config-
uration for each of those two investigations was ;he flow
of a hot gas through a horizontally mounted tube with the

liquid film introduced around the circumference of the tube.

[
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The experimental data reported by Hermann, et al. (24) are
for the case of a strongly accelerating gas flow. They
investigated the problem of liquid-film cooling an axi-
symmetric convergent-divergent nozzie. For that investi-
gation, the gas stream was accelerated from a Mach number
of approximately 0.07 at the plane of liquid injection to
a Mach number of 1.92 at the exit of the nozzle.

Table 3 presents a comparison of the nominal flow pa-

rameters for the experimental investigation of Kinney, et al.

and of Emmons with those for that portion of the present
investigation where the gas stream velocity was essentially
constant over the length of the wetted test plate. Table 3
shows that the experimental parameters for the subject
references represent a substantial extension over those for
the experimental program reported hercin. For example, the
maximum gas stream temperature, Tg, investigated in both
references is significantly greater than the maximum tem-
perature of 600F for the present investigation. Moreover,
the gas stream pressure that was employed by Emmons is more
than three times that employed in the subject investigation;
the maximum gas stream velocity that was investigated by
Kinney is nearly four times the maximum that is reported
herein; and the maximum film cooled length that is reported

by Kinney is more than three times longer than the 10-inch

film cooled length that was employed in the present investi{-
gation. '
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Table 4 presents a similar comparison of the nominal
flow parameters for the experimental investigation of
Hermann, et al. with those for that portion of the subject
investigation where the gas stream was accelerated over the
length of the film cooled test section. Again, the exper%-
mental parameters for the referenced investigation represent
a considerable extension over those for the experimental
program reported herein, particularly with reference to the

Mach number, M_, the gas stream velocity, u_, and the static-

a
stagnation pressure ratio, p/p°. 9

Obviously, any evaluation of the present theory in
terms of the referenced experimental data is only as con-
clusive as is the accuracy of those experimental data. 1In
that regard, it should be mentioned that the wetted surface
area (and therefore the net rate of mass transfer from the
liquid film to the gas stream) was determined in each of the 3
subject references by external wall temperature measurements.

Moreover, each reference employed the assumption that the

liquid film terminated at that point where the wall tem-

¥
;
g
E)
2
i
1

perature just exceeded the boiling temperature for the

liquid at the prevailing local static pressure. Section 3.4

herein showed, however, that that assumption is never ex-
actly correct, with the error in the assumption increasing
with decreasing gas stream temperature and/or decreasing
gas stream pressure. Thus, there is some limitation in

accuracy introduced by the experimental technique employed
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Table 4

Comparison of the Nominal Flow Parameters of the
Primary Reference (24) to Those of the Present
Investigation--Accelerating Gas Stream

Parameter Present Reference (24)
Investigation
7% , Gas Stream Stagnation 860 1460-1940
g Temperature, R

p® , Gas Stream Stagnation 50-150 69-82
Pressure, psia

p/p°, Static-Stagnation 0.84-0.98 0.14-0.99
Pressure Ratio

T/1°%, Static-Stagnation 0.95-0.99 0.58-0.99
Temperature Ratio

Ma » Gas Stream Mach Number 0.15-0.51 0.07-1.92

ug » Gas Stream VYelncity, fps 200-660 150-2750

Liquid Film Coolants Water Water

Methanol

X
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in the aforementioned investigations.

Furthermore, Kinney, et al. (19) comment that the ex-
perimental data for mass transfer that they reported could
be reproduced in only a few cases to within 5 percent, and
more generally to within only 10 or 15 percent. They also
state that the accuracy of the experimental data for the
short film cooled lengths--less than, say, 12 inches--was
poorer than that for the longer film cooled lengths that
were investigated. The problem that they experienced for

the shorter wetted lengths was that the 1iquid film seldom

terminated uniformly around the circumference of the wetted

tube. Thus, it was difficult to interpret the external wall

temperature measurements and to accurately determine the
actual wetted surface area. Of the three references con-
sidered in the present section, the research program re-
ported by Kinney, et al. is considered the most compre-
hensive and was conducted under the most well controlled
experimental conditions. Thus the confidence in the accu-
racy of the experimental data for Refs. (20) and (24) is
somewhat less than that for the experimental -data of Ref.
(19) because of the short film cooled lengths that were
employed in those two investigations.

One additional problem occurred in the evaluation of
the theory of the present report from the data that were

presented in the subject references. Namely, how to

properly determire the value for the surface tension o that

" L e Ao N T € s
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en;ers into the entrainment group Xe. In each of the three
subject references, the liquid coolant was injected at
essentially the ambient temperature, so that a substantial
change occurred in the value for the temperature of the
1iquid (and therefore the value for o) over th2 length of
the wetted test section. This problem was particularly
acute for the investigation due to Emmons because the final
equilibrium film temperature at the end of the liquid :.Im
was generally very high. For example, for the film cooling
experiments reported by Emmons with water as the liquid
phase, the temperature for the water increased from approxi-
mately 70F at the point of 1iquid injection to something in
excess of 400F at the terminus of the liquid film. The
corresponding decrease in the surface tension for the water
coolant was roughly 50 percent. Obviously, the change in
the temperature of the liquid coolant over the length of the
wetted test section creates some uncertainty about how tre
parameter Xe shouid be evaluated. It is also obvious,
however, that such a variation in the liquid film.tempera-
ture would characterize the general application of liquid-
film cooling. Because of the genera” importance of the
problem of determining a proper reference temperature for
“we calculation of the surface tensfon o, thic ;rabiem is
discussed in greater detail in Section 4.2 that follows.
Sections 4.3, 4.4, and 4.5 consider the analysis of the
data reported in Refs. (19), (20), and (24), respectively.
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The basic assumptions that were employed to analyze those
experimental data are listed in each section, and a compari-
son is made in each case between the reported rates of mass

transfer and those that are predicted from the present

theory.

4,2 An Approximate Method for
Evaluating the Surface Tension

An approximate method for the evaluation of a reference

liquid temperature, which will be denoted by T ,» that can

1,r
be employed to estimate the value for the svrface tension in
the group Xe is presented in this section. The method
strictly applies to only the case where the wetted surface
is adiabatic*, but it could be readily extended to the more
general case where the film cooled region is also cooled
externally.

For the general case of liquid-film cooling, the bulk
temperature for the liquid increases from a minimum value
at the point of injection, T],l’ to a maximum value at (or
near) the end of the liquid film. That max imum film tem-
perature, denoted by Tl,m’ can be estimated from the theory
outlined previously in Subsection 3.4.1. The basic problem,
therefore, is to determine how the minimum and the maximum
film temperatures should be "weighted" so as to determine

the reference temperature T] r
]

First it is convenient to introduce a new parameter ¢

*This case includes the subject references (19), (20), (24).




158

which is defined as the average value for the energy balance
parameter ¢ over the length of the liquid film. The param-
eter ¢ can be reasonably approximated by the following ex-

pression. Thus¥*
$ = H o thy-hyy (4-1)

where

the sensible enthalpy for the liquid evaluated
at the temperature T]

hl,m

?

The rate at which the bulk temperature for the liquid
film approaches the maximum film temperature, T],m’ once
that it is injected onto the test plate is a function of
how much of the total energy transfer to the surface of the
Tiquid film results in an increase in the sensible enthalpy
of the 1iquid and how much results in the evaporation of
liquid. That is, it is dependent on the relative magnitudes
of the terms Hv,m and (h],m - hl,l) on the right of Eq.

(4-1). Thus, a weighting parameter, denoted by "w", can be

*It can be shown that in most cases, the group of terms
(Hv + h.I - h] l)’ where Hv and h.l are evaluated at any
»

temperature between T] 1 and Tl m is essentially a con-
] ]

stant over that range of liquid temperatures (ecé;. Thus
the evaluation of Hv and h] at T is mostly a matter of

convenience.

1.,m
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defined as follows:

W = Hv,m / ¢ (4-2)
To illustrate: 1if the value for w is large (i.e., near
unity) so that most of the energy transfer to the liquid
film results in evaporation of liquid, then the reference

temperature T should be chosen as neariy egual to the

1,r

maximum film temperature T However, if w is very small,

1,m*
so that most of the energy transfer to the liquid film re-
sults in'an increase in the sensible enthalpy of the liquid,
then the average temperature for the liquid over the length
of the wetted test surface will be much less than T]’m, and
the reference temperature T],r should be weighted more in
favor of the minimum liquid temperature Tl,l‘ Therefore, in
view of the lack of any definitive data for the problem, it
is suggested herein that the reference temperature T],m be
approximated by the following expression. Thus

Tyyr =W Tt (1-w) T : (4-3)
Equation (4-3) was employed to estimate the surface

tension for the analysis of the deta of the primary refer-

ences (19) and (20). The values that were computed for LR
»

are given in the appropriate subsection.
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4.3 The Data Due to Kinney, Abramson, and Sloop*

4.3.1 Introductory Remarks

Kinney, et al. (19) present experimental data for the
liquid~film cooling of a 2-inch and two 4-inch inside diam-
eter ducts. The 2-inch diameter duct and one of the 4-inch
diameter ducts were seamless tubes having a honed inner sur-
face. Tiece two ducts are termed herein the smooth-surface
ducts. The second 4-inch diameter duct was a 4-inch inside
diameter rolled tube with a longitudinal weld. Although the
inside surface.of the tube was machined after welding, some
surface roughness and waviness remained. This tube is
termed herein the rough-surface tube.

Subsection 4.3.2, which follows, describes the basic
experimental apparatus for Ref. (19). The primary assump-
tions that were employed in order to obtain a comparison of
the subject data with the theory that is developed in the
present report are outlined in Subsection 4.3.3. Subsection
4.3.4 then presents the comparison between the reported
experimental data and the calculations from the present

theory.

4.3.2 The Basic Apparatus
Figure 36 illustrates schematically the basic experi-
mental apparatus employed in the investigation reported in

Ref. (19). The basic apparatus consisted of a horizontally

*ge:er to Table 3 for the nominal flow parameters for these
ata.
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mounted Inconel approach section that was 4Q inches long and
a film cooled test section that was 48 inches long. The
walls of the experimental duct work were essentially adia-
batic. Mixing baffles and a calming section were installed
upstream of the approach section in order to obtain a uni-
form gas stream having a relatively low level of turbulence.
A gasoline-air combustor was employed to produce the hot gas
stream.

The liquid injector that was employed was fabricated
from a porous wire cloth (36 mesh) that was mounted flush
with the internal flow passage. The porous injector element
was two inches long in the direction of the gas flow. The

data reported were for a water film.

4.3.3 The Assumptions

The basic assumptions that were employed to analyze the
experimental data for the subject reference are as follows:
(a) The gas flow was treated as boundary-layer type flow
over a flat plate. The velocity boundary layer was éssumed
to be fully turbulent and to develop from the leading edge
of the 40-inch long approach section.
(b) The approach section was assumed to be adiabatic so
that a thermal entrance length Xy = 40 inches existed.
(c) The thermodynamic properties for the.gas stream were
assumed to be the same as those for dry air at the prevailing

gas stream temperature. The value for the gas stream
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Prandt1l number, Pr, was taken to be 0.7 for all computations.

(d) Radiation heat transfer was assumed negiigible.
(e) The reference temperature T],r’ for the evaluation of
the surface tension o in the entrainment group Xe’ was esti-
mated from the procedure outlined in Section 4.2 to be 165F
for the lowest gas stream temperature that was investigated
(800F), and 210F for the highest gas stream temperature that
was investigated (1600F). The values for the reference
temperature for intermediate values of the gas stream tem-
perature were determinec by a linear interpolation between
those limiting values.
(f) The value for the energy balance parameter ¢ was cal-
culated from Eq. (4-1).
4.3.4 Comparison of the Present Theory
With the Experimental Data
The primary equation of the present theory is repeated

here for convenience. Thus

my 3.0 -5 b
ﬁ: = (1.0 + ;Ufﬁ) exp[5.0 x 10 (Xe - 1000) (1/]0) ]

r
(3-64)

Equation (3-64) gives the desired relationship between the

“rate at which 1iaquid i< injected, mys and the resultant film

cooled length, 1. The simple rate of mass transfer, m;. was
computed from the procedure outlined in Subsection 3.1.2,

together with the aforementioned assumptions. Figure 29 of
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Subsection 3.2.2 predicts a value of approximately 0.6 for

the parameter b in Eq. (3-64) for the subject flow situation.

The present subsection will investigate the validity of that
prediction {and, therefore, the validity of the model that
was employed in the analysis of Subsection 3.2.1).

Figure 37 presents a comparison of the experimental
data for mass transfer in terms of the film cooled length
versus the injected liquid flowrate for the 4-inch diameter,
smooth-surface tube with the results that were computed for
both (a) the simple theory for mass transfer (Fig. 37(a)),
and (b) the present theory for mass transfer (Fig. 37(b)).
Figure 38 presents a similar comparison for the 2-inch
diameter, smooth-surface tube. The solid curves presented
in these two figures represent the data that are presented
in Fig. 6 of Ref. (19). Approximately 25 datum points are
represented by each of the solid curves. The values for the
gas stream temperature and the gas stream Reynolds number
(based on the tube diameter D) are indicated in the figures
for each set of experimental data.

Figures 37(a) and 38(a) again illustrate how inadequate
the simple theory is for the problem of liquid-film cooling.
For example: Figure 37(a) shows that at a gas stream
Reynolds number of 4.7 x 105 and a gas stream temperature of
1600F, the value for my required to establish a film cooled
length of 2.2 ft is more than three times the value for my

that is predicted from the simple tneory for mass transfer.
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The possible catastrophic consequences of designing a liquid-
film cooled system on the basis of the simple theory are
evident.

Figures 37(b) and 38(b) present the resultant computa-
tions for the present theory of mass transfer. Because the
values for the gas stream pressure were not indicated explic-
itly for the data that were reported in Ref. (19), a band is
shown for the present theory for each set of experimental da-
ta. For the two-inch diameter duct, p was assumed to vary
from 30 to 35 psia. An. f the 4-inch diameter duct, p was
assumed to vary from 25 to 30 psia. The larger values for y
at any particular value of 1 correspond to the Jower values
for pressure. (For the same value of gas stream Reynolds
number, or gas mass velocity G, the value for the momentum
parameter Mo increases with decreasing pressure. And the
amount of entraired liquid increases with increasing Mo‘)

A value of 0.5 for the parameter b in Eq. (3-64) was employed
to compute the results that are shown in Figs. 37(b) and
38(b) for the smooth-surface ducts. Recall that the simple
theory presented in Subsection 3.2.2 for the extension of

the results of the present investigation to an arbitrary

film cooled length showed that for the classical case of
turbulent boundary layer flow over a flat plate, a value of
approximately 0.6 for the parameter b was predicted. That
value for b resulted in predicted mass transfer rates that

were generally 10 percent greater than the calculated
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results that are shown in Figs. 37(b) and 38(b). However,
as discussed earlier in Section 4.1, that agreement betwcen
the predicted and the experimental results is probably with-
in the accuracy of the experimental data.

Comparison of Figs. 37‘’b) and 38(b) shows that the
agreement between the experimental results and the results
calculated from the present throry is somewhat better for
the 4-inch diameter, smooth-surface duct than it is for the
2-inch diameter duct. However, at least two reasons can be
suggested as to why the experimental data for the 4-iuch
diameter duct should be weighted move heavily in an eval-
uation of the present theory: (a) the gas flow in the
4-inch diameter duct should more closely correspond to the
case of boundary layer flow over a flat plate*, and more
importantly, (b) it was stated in the subject reference that
the agreement between the data for any two experiments con-
ducted at the same flow conditions was generally much poorer
for the experimenés with the 2-inch diameter duct than it
was for the 4-inch diameter ducts.

Figure 39 presents a similar comparison between the
calculated results and the experimental results for the
4-inch diameter, rough-surface tube. The solid curves
shown in the figure represent the data that are presented
in Fig. 6(c) of Ref. (19). Approximately 15 datum points

are represented by each of the solid curves.

*See assumption (a) in Subsection 4.3.3.
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Figure 39(a) again shows the poor agreement between the
experimental results and the results that were computed from
the simple theory for mass transfer. The mass transfer
rates that were realized experimentally are shown in Fig.
39(a) to be as much as 400 percent greater than those pre-
dicted by the simple theory.

The computed results shown in Fig. 39(b) for the pres-
ent theory were calculated from Eq. (3-64) with a value of
0.6 for the perameter b. The band that is presented for each
set of experimental data represents a variation in the static
pressure of 25 to 30 psia. 1In general, the agreement be-
tween the experimental data and the results that are calcu-
lated from the present theory is satisfactory. The greatest
difference occurs for the experimental data at the larger
rates of liquid injection, my - However, even for those data,
the ﬁresent theory is in agreement to within the reported
accuracy of the experimental data.

The following conclusion is drawn from the foregoing
comparison of the computed results of the present theory
with the experimental data of Ref. (19) for both fhe smooth-
surface ducts and the rough-surface duct: to perform con-
servative engineering calculations so as to allow for un-
known factors such as the physical condition of the wetted

surface, the value of 0.6 for the parameter b in Eq. (3-64)
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should be employed*. That conclusion is in good agreement
with the result that was predicted by the analysis of Sub-
section 3.2.1 and Subsection 3.2.2.

4.3.5 A Comment on the Presentation of Data for

Liquid-Film Cooling in Terms of Dimensionless Parameters

Consider the presentation of the experimental data of
Ref. (19) in terms of a Nusselt number-Reynolds number type
of plot. The effectivef* average Nusselt number, denoted
by Nue, can be calculated from the following expression.
Thus

mlll ReD Pr

Nu, = —& B (4-4)

Figure 12 of Ref. (19) presents plots of Nue as a function
of ReD showing some of the experimental data for both the
smootl:-surface tubes and the rough-surface tube. Figures
40 and 41 of the present report show a comparison between

those data and the results that are calculated from the

* Note that this conclusion applies to only that case
where the gas stream velocity is essentially constant
over the length of the liquid film.

**The term "effective" is introduced because Nue includes

the mass transfer due to entrainment in addition to that
due to evaporation.
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present theory*. Figure 40 shows the results for the

smooth-surface ducts, and Figure 41 presents the results for

the rough-surface duct. Note that each set of experimental
data is characterized by a certain value for the rate of
liquid injection, mys the values for m, are listed in the
figure. Tha interrupted curve shown in both Fig. 40 and
Fig. 4) corresponds to the case of simple mass trensfer,
where the varicus "F" correction factors (see Subsection
3.1.2) were employed in the evaluation of the averuge
Nusselt number. Because these correction factors are de-
pendent on parameters other than the gas stream Reynolds
number, the curves fcr simple-mass transfer are labeled
“approximate”. In evaluating the net mass transfer rate,
m,, a value of 0.5 for the parameter b in Eq. (3-64) was
utilized in the calculations for the smooth-surface ducts

and a value of 0.6 was empluyed for the rough-surface duct.

*In the calculation of the Nusselt number in PRef. (19),
the thermal conductivity for the gas stream, k_, was

introduced. However, the values for k_ that were employed

in those calculations were generally 10 percent to 15 per-
cent greater than those listed, for example, in Ref. (40).
To illustrate, Appendix C of reference (19) gives a value

for kg = 15.6x107° (Btu/sec-ft-F) for a gas stream tem-
perature Tg = 2000F. But Ref. (40) gives a value for
kg = 13.1x10'6 (Btu/scc-ft-F) at the same temperature.

Therefore, to make some correcti.n for this fact, the
values Tor Nue presented in Figs. 40 and 41 are greater

than those presented in the original reference by a factor
of 1.10.
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The bands shown in Fig. 40 and Fig. 41 for the theory that
was developed in the present report correspond to the gas
stream pressure variation indicated in the figures. Figures
40 and 41 demonstrate again the poor agreement of the simple
mass theory and the much more satisfactory agreement of the
present theory with the experimental results. However, a
more important point should be noted from the comparisons
illustrated in the figures. Investigators of the problem

of liquid-film cooling have commonly presented their experi-
mental data in the form of such a Nusselt-Reynolds number
type of plot (19, 20, 24). The experimental data of the
present investigation, howrver, together with the data due
to Kinney, et al. (19), show that this is generally a very
poor way to present such experimental data because it does
not account for the considerable importance that the param-
eters Mo’ o, and m, can have on the net rate of mass trans-
fer from a thin liquid film to a high velocity gas stream.
This type of data presentation can be very misleading for
the practicing engineer who is concerned with the problem

of designing a liquid-film cooled system, but who is not
cognizant of the importance of the interfacial phenomena,
particularly the entrainment phenomenon. It is hoped that
the results of the experimental investigation reported here-
in clearly demonstrate the general importance of the inter-
facial phenomena in the calculation of the net rate of mass

transfer from a thin liquid film to a hot gas stream.
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4.4 The Data Due to FEmmons*

4.4.1 Introductory Remarks
Emmons (20) presents experimental data for Tiquid-film
cooling of a cylindrical rocket motor combustion chamber.

Experimental determinations were made of the effects of

changes in the gas stream temperature, przssure, and Reynolds

number upon the required flow rate of a single liquid (water)

needed to establish a range of im cooled lengths (1 = 4 to
8 inches). Experiments were also conducted with other
coolants**, at one gas stream flow condition, to study the
influence of the physical property values for the liquid on
the rate of 1ass transfer from the liquid 7ilm to the gas
stream. Most of the data presented in Ref. (20) were ob-
tained for a gas stream temperature of 4100 R and a chamber
pressure of 500 psia. Only those data are reviewed herein.
Subsection 4.4.2, which follows, describes the basic
experimental apparatus that was employed by Emmons. The
primary assumptions employed in the calculation of the mass
transfer rates from the theory of the present report are
discussed in Subsection 4.4.3, and the comparison is shown
in Subsection 4.4.4 between the measured and the predicted

results.

* See table 3 for the nominal flow parameters for these
data.

**anhydrous ammonia, ethyl alcohol, and Freon-113
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4.4.2 The Basic Apparatus

Figure 42 illustrates schematically the basic exberi-
mental apparatus employed by Emmons in his study of liquid-
film cooling. The experimental rocket motor burned gaseous
hydrogen and air as the propellants. The inside diameter of
the chamber was 3.14 inches. Two convectively cooled cylin-
drical sections were installed upstream of the adiabatic
film cooled test section. The first convectively cooled
chamber was 9.42 inches long and the second convectively
cooled chamber was 1.48 inches long. Emmons utilized the
1.48-inch long section to calorimetrically estimate the hea”
transfer to the dry wall immediately upstream of the film
cooled test section. An observation will be made in Sub-
section 4.4.5 regarding the measurements that were obtained
for that 1.48-inch long section.

The liquid coolant was injected through 72 V-shaped
grooves that.were milled into the downstream fazce of the
film coolant injector. The liquid was -introduced onto the
test surface with a component of velocity in the tangential,

or circumferential, direction.

4.4.3 The Assumptions
The primary assumptions employed to analyze the experi-
mental data of Ref. (20) are summarized as follows:
(a) The gas flow was treated as boundary-layer type ¢low

over a flat plate. The boundary layer was assumed to be
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fully turbulent and to develop from the leading ecdge of the
9.42-inch long convectively cooled section.
(b) The tempcrature for the liquid film at the point of
injection wes much less than the wall temperature immediately
upstrean so that a thermal entrance length Xy = 9.42 + 1.48 =
10.90 inches existed.
(c) No chemical reactions occurred between the vapor for
the film coolant and the main stream gas within the boundary
layer that developed over the liquid film.
(d) The value for the energy balance parameter ¢ was cal-
culated from Eq. (4-1). The computed values for ¢ are shown
in Table 5 below.
(e) Radiation heat transfer was neglected.
(f) The properties of the gas stream were estimated from
the results presented by Rannie in Ref. (43)*. For a gas
stream temperature of 4100 R and a chamber pressure of 500
psia, the pertinent thermody.amic properties that were
estimated from Ref. (43) are as follows:

Mg = 23.0 1b/1b-mole

Cpg™ 0.43 Btu/1b-R

Y = 1.255

by = 4.75 X 1075 1b/ft-sec

*Emmons (20) docs not 1ist the values that he assumed for
the thermodynamic properties of the hot gas stream.
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{g) The reference temperature for the evaluation of the

surface tension o was estimated from the procedure that was
suggested in Section 4.2. Table 5 presents the values for
the pertinent parameters thav entered into that evaluation,

together with the computed values for T and o . Also

1,r
listed in Table 5, for completeness, are the values for the
heat transfer parameter Bh and the interfacial vapor con-
centration CS. Bh was calculated from the right-hand side

of Eq. (3-87b), and Cg was calculated from Eq. (3-26)*.

Of the aforementioned assumptions, Assumption (3) that
the heat transfer due to radiation is negligible is probably
one of the ieas* valid. The products of combuztion of air
and gaseous hydrogen contain a substznutial quantity of water
vapor wnich is a strong radiator, particuiarly at the tem-
perature level of 4100 F. Perhaps 25 percerti or more of
the net heat flux to the surface of the liquid film was due
to radiaticn heat transfer. An attempt was not mad2, however,
to estimate that radiation heat transfer. Siynificant con-
clusions can be drawn about the usefulness of the theory
developed in the present report for the prediction cof the
rate of mass transfer fror a liquid film to a hot, high

velocity gas stream without trying to solve that complex

problem.

- o —————

v.s® and o as a function of

the liquid temperature for the liquids that were investi-
gated by Emmons.
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4.4.4 Comparison of the Present Theory
With the Experimental Data

The aforementioned assumptions were employed in con-
junction with the primary equation (3-64) to analyze the
data of Ref. (20). The results of those computations are
summarized in the following paragraphs.

Figure 43 shows the comparison of the computed results
and the experimental data for the case where the gas stream
Reynolds number was a variable and water was the film cool-
ant. The gas stream Reynolds numbers are listed on the
figure. Part (a) of the figure presents a plot of the mass
transfer rate that was predicted from the simple theory for
mass transfer versus the measured mass transfer rate. Part
(b) of Fig. 43 then shows the comparison between the experi-
mental data and the present theory. A value of 0.6 for the
parameter b in Eq. (3-64) was employed to compute the re-
sults for the present theory.

Figure 43(b5 shows that the present theory for mass
transfer predicts a mass transfer rate that is consistently
less than that realized -~xperimentally. However, Fig. 43
also shows that the present theory is a substantial improve-
ment over the simple-theory for mass transfer. Moreover,
if the radiation heat transfer was accounted for, the agree-
ment between the present theory and the experimental data
would be improved. Indeed, if one also accounts for the

likelihood of considerable experimental error in the
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rcported data*, it could probably be argued that the agree-
ment between the present theory and the reported experi-
mental data is quite satisfactory.

Figure 44 presents a similar comparison for the data
that were obtained for the film coolants water, ammonia,
ethanol, and Freon-113 at a gas stream Reynolds number of
0.68 x 10°. Again, part (a) of the figure compares the
experimental data for mass transfer with the mass transfer
that was predicted from the simple theory; and part (b)
of Fig. 44 shows the comparison between the theory that was
developed herein and the reported data. Figure 44 demon-
strates further that the proposed correlation for mass trans-
fer is an improvement over the simple theory. If the
neglect of the radiation heat transfer and the probabie
experimental error is taken into consideration, the agree-
ment between the present theory and the experimental data
shown in Fig. 44 is quite satisfactory.

4.4.5 An Additional Comment of the
Research Due to Emmons

It was indicated in Subsection 4.4.2 that the 1.48-inch
long convectively cooled section*f (just upstream of the
film cooled test section) was employed to determine the rate

of heat transfer to a ury wall as a function of vic pertinent

* See the discussion of Section 4.1.
**Refer to Fig. 42,
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gas stream flow conditions. Emmons compared those dry-wall
measurements to the measurements he obtained for the 1iquid
£41m cooled wall region and concluded that the rate of heat
transfer to the 11quid film was less than the rate of heat
transfer to the dry wall for the same gas stream conditions,
In essence, he concluded that the analogy between simple~
mass-transfer cooling and 1iquid-fiim cooling was valid.
However, the experimental data reported herein, together
with those reported by Kinney, et al. (19), show rather con-
clusively that the analogy between the simple-mass transfer
process and the process of 1iquid«f1im cooling is generally
very poor. In fact, the computed results shown in Fig. 43
and Fig. 44 suggest that the experimental data reported by
Emmons do not support the analogy. This apparent discrep
ancy 1s discussed in the following paragraph.

Emmons found that the dry-wall heat transfer data could
be correlated by a Nusselt-Reynolds number type of corre:
lation that was suggested by Humble, et al. (44) for fully-~
developed turbulent tube flow. That particular corre~
lation, however, specifies that the properties for the gas
that enter into both the Nusselt number and the Reynolds
number be evaluated at the wall temperature. The evaluation

~* the properties at the wall temperature is Coliron pro=-
|

cedure employed to correlate heat transfer data for the case
where heat is transferred from the wall to the gas stream

(36) (1.e., the wall 15 At 2 higher temperature than the gas
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stream). That was the case that was investigated by Humble,

et al. (44). However, for the case where the heat transfer
is from the gas strecam to the wall, as is the case for the
data reported by Ewm.0rs, the standard procedure is to eval-

uate the physical properties for the gas at some inter-

mediate temperature between that for the gas stream and that

for the wall. The choice of the reference temperature for
the evaluation of the properties for the gas can be very
important. To illustrate, Kays (36) suggests that the
Nusselt number for the case of turbulent heat transfer from
the wall to the gas stream is greater than the Nusselt
number for the case of turbulent heat transfer from the

gas stream to the wall, all other conditions being equal,
by the factor (ug/Ts)o'zs.v For the dry-wall experiments of
Emmons, a characteristic value of (Tg/TS) would be 4 with
the resulting value for that factor being 1.41. It would
appear, therefore, that the heat transfer rates that were
realized for Ehe dry-wall test section were approximately
40 percent greater th=n those that would be predicted by a
standard correlation for fully developed, turbulent gas
flow with thke direction of heat transfer being from the ga§
to the wall of the tube. Part of that excess heat transfer
could probably be attributed to radiation heat transfer.

More significantly, however, it can be argued that part

(or perhaps most) of that excess heat transfer was probably

v gl s
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due to thc fact that the assumption of futly-developed tube
flow was a poor approximation to the flow over the 1.48-inch
ronvectively cooled test section, particularly as regards

the thermal flow field. Reference to the schematic illus-
tration of the experimental apparatus presented in Fig. 42
shows that for the 9.42-inch long convectively cooled sec-
tion, the external coolant (water) was introduced at the up-
stream end. It follows, therefore, that because of the heat
transfer from the combustion chamber to the external coolant,
both the temperature for the wall and for the coolant would
increase in the flow direction until the coolant was with-
drawn at a point just upstream of the 1.48-inch long con-
vectively cooled test section. Assuming that the temperature
of the external coolant was the same at the inlet to the
9.42-inch long section and at the inlet to the 1.48-inch

long section, it then can be argued that there existed a
decrease in wall temperature (that could have been substan-
tial) in going frém the downstream end of the 9.42-inch
section to the 1.48-inch section. Such a change in wall
temperature would cause the rate of heat transfer to the
1.48-inch section to be significantly higher, and it makes
the assumption of a fully-developed thermal flow field much
poorer, than if the wall temperature was everywhere iso-
thermal. Emmons did not attempt to determine what the )
pertinent thermal boundary conditions were. Thus the valid-

ity of the above argument cannot be investigated further.

.
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The argument is presented here solely as a possible expla-

nation for the apparent high rates of heat transfer that
were measured for the dry-wall test secticn. It is unfor-
tunate, however, that Emmons arrived at such an important
conclusion that the liquid-film cooling process and the
process of simple-mass transfer were analogous without hav-
ing considered the i.terpretation of the dry-wall heat trans-
fer data in greater detail. Also it will be shown in 2 ,pendix
A.4 of the present report that the major conclusion that
Emmons drew with reference to his experimental data for the
gas-vapor cooled region immediately downstream of the ter-
minus of the liquid film is open to some question Lecause of
the possible incomplete interpretation of the experimental

data for the dry-wall heat transfer experiments.

4.5 The Data Due to Hermann, Leitinger, and Melnik*

4.5.1 Introductory Remarks

Hermann; et al. (24) experimentally investigated the
feasibility of liquid-film cooling the nozzle of a hyper-
sonic wind tunnel. For the preliminary experiments reported
in the subject reference, the film cooling of a Mach number
1.92 axi-symmetric Laval nozzie was considered. They were
not primarily inferested in obtaining quantitative data on
the rate of mass transfer from a liquid film to an acceler-

ating gas stream. In fact, only three datum points are

*Refer to Table 4 for the nominal flow parameters for
these data.
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presented that can be employed to evaluate the present
theory. Moreover, the accuracy of these data points is
questionable, primarily due to the fact that the instrumen-
tation was limited. Specifically, oniy 15 thermocouplies
that were welded to the external surface of the film cooled
wall were utilized to determine the average film cooled
length. The thermocouples were distributed both axially
along and circumferentially around the nozzle. Only 9 of
the 15 thermocouples were installed downstream of the throat
of the nozzle where the liquid film usually terminated.
Thus, due to the ron-uniform way in which the liquid film
usually terminates, it would be impossible, in general, to
accurately determine the actual wetted area (or average film
cooled length) from only 9 thermocouple i1eadings. However,
in spite of the foregoing limitations, it is still of some
fnterest to compare the reported data for mass transfer with
the mass transfer that is predicted by the present thecry
for the case of an accelerated flow. ‘

Subsection 4.5.2 presents a discussion of the basic
apparatus, and Subsection 4.5.3 outlines the priﬁary as-
sumptions that were employed to analyze the experimental
data. Subsection 4.5.4 presents a comparison between the
predicted and the experimental results.

To obtain some idea of the possible film coolant re-
quirements for the cooling of the same axi-symmetric nozzle

if it were installed on a high-eneray propulsior device,
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Subsection 4.5.5 presents an illustrative calculation based
on the present theory for the case where the stagnation
temperature Tg = 4000 R and the stagnation pressure p° =

500 psia.

4.5.2 The Basic Apparatus

Figure 45 illustrates schematically the experimental
apparatus of Ref. (24). The figure presents a Mach number
1.92, axi-symmetric Laval nozzle having a 3-inch long sub-
sonic section and a 5-inch long supersonic section. The
diameter at the inlet to the nozzle was 8 inches; the di-
ameter at the throat of the nozzle was approximately 2.7
inches; and the diameter at the exit of the nozzle was
approximately 3.5 inches. rhe walls of the nozzle were
essentially adiabatic.

A J-47 jet engine combustor was employed to produce the
hot gas stream. 7he maximum stagnation temperature that was
investigated was 1940 R.

The film coolant (water) was introduced at the inlet
to the subsonic portion of the nozzle. The coolant was in-
jected onto the walls of the nozzle through 48 holes that
were evenly spaced around the circumference of the nozzle.

For most of the investigation, the diameter of each hole was 2
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4.5.3 The Assumptions
The primary assumptions emp]oyed to analyze the experi-
mental data of Ref. (24) are summarized as follows.
(a) The theory outlined in Subsection 3.3.1 for predicting
the rate of simple mass transfer from a liquid film to an
accelerating gas stream was employed to determine the simple
mass transfer rates for the subject case. The boundary layer
was assumed to be fully turbulent and to develop from the
leading edge of the 3-inch long subsonic portion of the
nozzle. In addition, the adiabatic-wall recovery tempera-
ture for the gas stream was assumed to be equal to the stag-
nation temperature Tg.
(b) Except for the thin boundary layer region next to the
nozzle wall, the gas flow was assumed to be isentropic with
a specific heat ratio ¢f 1.33. With that assumption, the
values for p, Tg, and ug were computed as a function of the
position along the axis of the nozzle. No corrections were
made in the calculations for displacement effects.
(c) The thermodynamic properties for the gas stream were
assumed to the same as those for dry air at fhe same
temperature.
(d) The average temperature for the liquid film throughout
the nozzle was estimated from Fig. 28 of Ref. (24) to be
220F for the case of the three datum points that are ana-

lyzed herein.

(e) A value of 1000 Btu/ib for the energy balance parameter
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¢ was estimated from Eq. (4-1) with the substitution of the
pertinent thermodynamic properties for water.
(f) Radiation heat transfer was neglected.

The foregoing assumptions were employed, together with
the solution technique that was outlined in Subsection 3.3.2
for the present theory, to analyze the subject experimental
data. The value for the parameter d in Eq. (3-74) that was
employed in the calculations was 1.0. That value for d was
found to correlate the data for the present investigation
for the case where the gas stream was acce]er;ted over the

wetted wall region.

4.5.4 Comparison of the Present Theory
With the Experimental Data
Reference (24) presents, for three different gas stream
conditions, the approximate film coolant flow rate required
to wet the first 4 to 5 inches of the nozzle. The compari-
son 