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## Introduction

The Equations to be Considered
This paper is concerned with the application of certain convergence theorems (for probability measures on spaces of continuous functions) to a problem in the convergence of finite difference approximations to partial differential equations.

Let $G$ be a bounded open set in $R^{r}$ (Euclidean $r$-space) with a continuous boundary $\partial G$, and let $k(\cdot)$ and $\varphi(\cdot)$ be non-negative continuous functions on $R^{r}$ (and, occasionally, when the argument $t$ appears, on $\mathrm{R}^{\mathrm{r}+1}$ ). Consider the possibly degenerate elliptic or parabolic equations of either of the forms (1) - (3).

$$
\begin{align*}
& \mathcal{L}=\sum_{i, j} a_{i j}(x) \frac{\partial^{2}}{\partial x_{i} \partial x_{j}}+\sum_{i} f_{i}(x) \frac{\partial}{\partial x_{i}} \\
& \mathcal{L} V(x)=k(x), V(\partial G)=\varphi(\partial G)  \tag{1}\\
& \mathcal{L V}(x)-\beta V(x)=k(x), V(\partial G)=\varphi(\partial G)  \tag{2}\\
& V_{t}(x, t)+\mathcal{L} V(x, t)=k(x, t), V(x, t)=\varphi(x, T)  \tag{3}\\
& V(\partial G ; t)=\varphi(\partial G, t), t<\mathbb{T} .
\end{align*}
$$

Note that 'time' flows backward in (3); a simple transformation converts it into the more standard problem. One of the main results of the baper concerns the convergence of finite difference arroximations to (i) - (3), as the difference interval goes to zero.

Probabilistic Interfretation
(1) - (3) can be given a probabilistic but physical interpretation. In fact, this 'physical' probabilistic interpretation will be used very heavily in the interpretation of the finite difference equations, in the motivation of the development, and in the convergence proofs. Let $z_{t}$ be a vector of independent Wiener processes (thus $E z_{t} z_{t}^{\prime}=I t$ ), and let $x_{t}$ be the solution to the Ito stochastic differential equation (Doob [1], Chapter 6)

$$
d x_{t}=f\left(x_{t}\right) d t+\sigma\left(x_{t}\right) d z_{t},
$$

Where $f(\cdot)$ and $\sigma(\cdot)$ are bounded by a real number $K$ and satasfy a uniform Lipschitz condition; e.g.,

$$
|f(y)-f(x)| \leqq K|y-x| .
$$

$x_{t}$ can be defined to be continuous w.p.1. and satisfy the properties ${ }^{+}$(Doob [1])
$F_{0(t)}$ is of the order of $t$ and $o(h) / h \rightarrow 0$ as $h \rightarrow 0$.

$$
\begin{aligned}
& E \max _{t \geqq s \geqq 0} E\left|x_{s}-x_{0}\right|^{2}=O(t) \\
& E\left(x_{h}-x_{0} \mid x_{0}\right)=f\left(x_{0}\right) h+o(h) \\
& \operatorname{cov}\left(x_{h}-x_{0} \mid x_{0}\right)=\sigma\left(x_{0}\right) \sigma^{\prime}\left(x_{0}\right) h+o(h)
\end{aligned}
$$

Define the matrix $a(x)$ by $2 a(x)=\sigma(x) \sigma^{\prime}(x) \equiv\left\{\sigma_{i j}(x)\right\}$ and let $\tau$ be the random time at which the diffusion $x_{t}$ first reaches the boundary $\partial_{G}$, for $X_{0} \equiv x \in G$, and suppose that $E_{x} \tau<\infty$. Then, with $E_{x}$ denoting the expectation given the initial condition $x_{0}=x$, under certain conditions (1) - (3) have the unique solutions (1a) - (3a), resp. (Dynkin [2], Chapter 13).

$$
\begin{align*}
V(x) & =E_{x} \int_{0}^{\tau} k\left(x_{s}\right) d s+E_{x} \varphi\left(x_{\tau}\right)  \tag{la}\\
V(x) & =E_{x} \int_{0}^{\tau} e^{-\beta s} k\left(x_{s}\right) d s+E_{x} e^{-\beta \tau} \varphi\left(x_{\tau}\right)  \tag{2a}\\
V(x, t) & =E_{x, t} \int_{t}^{T \Pi \tau} k\left(x_{s}, s\right) d s+E_{x, t} \varphi\left(x_{T \cap \tau}, T \cap \tau\right) \tag{3a}
\end{align*}
$$

where we define $t \cap s=\min (t, s)$, and in (3a), $E_{x, t}$ implies that $x_{t}=x$.

Since we allow $\left\{a_{i j}(x)\right]$ to be degenerate, by letting $t$ be the $r+1$ st coordinate of $x$, (3) becomes a special case of (1). Then the cylinder $G \times[O, T]=\widetilde{G}$ replaces $G$ in (1) and $T \cap \tau$, the finite escape time from $\tilde{G}$ replaces $\tau$ in (1). Thus, we will not
treat (3) separately.
The conditions under which (1) - (3) are known to have solutions which are smooth enough to satisfy (1) - (3) (strong solutions) are quite restricted; in particular, full ellipticity of $\mathcal{L}$ is generally requ' ned. Yet, in rather typical situations, this condition is violated. This occurs almost all the time in stochastic control theory, where, in fact, one uses (1) - (3) to represent the cost functions (1a) - (3a), and hopes to solve (1) - (3) in order to obtain (la) - (3a). For a particular case, consider the formal differential equation

$$
\begin{equation*}
y^{(r)}+c_{r-1} y^{(r-1)}+\cdots+c_{0} y=\sigma \xi \tag{5}
\end{equation*}
$$

where $\xi$ is 'white Gaussian noise'. Putting (5) into the form (4) yields

$$
\left(\begin{array}{c}
d x_{1} \\
\vdots \\
d x_{r}
\end{array}\right)=d x=\left[\begin{array}{ccccc}
0 & 0 & 1 & \cdot & \cdot \\
0 & 0 & 0 & \cdot & \cdot \\
-c_{0} & & \cdot & \cdot & \cdot \\
-c_{n-1}
\end{array}\right] x d t+\left[\begin{array}{c}
0 \\
0 \\
\vdots \\
0
\end{array}\right] d z
$$

and $a_{i j}=0$, unless $i=j=r$. Of counse (1) - (3) may be derived from other than stochastic considerations. Yet, still, unless we know that there is a solution to (1) - (3) with suitably smooth derivatives, and have an appropriate discrete maximum principle available, the usual methods (see, e.g. [3])
for proving convergence of the finite difference approximations, as the difference interval converges, do not apply. Nevertheless, for each difference interval, the finite difference equations appronimating (1) - (3) may still have unique solutions, and it; is meaningful. to ask whether the solutions converge to (1a)-(3a), as the interval decreases to zero.

This problem will be treated by a probabilistic method. We also note that even if $\mathcal{L}$ is the Laplacian, classical proofs of convergence cannot be used if $G$ has corners, since then the second derivatives may not be uniformly continuous in $G$.

Section 2 describes the finite difference equations to be used, and gives a useful probabilistic interpretaition of them. The method of proof is described, and main theorems stated in Section 3.

The theorems use some general conditions which are quite common in applications. This is illustrated in the typical (degenerate elliptic) example of Section 4. Proofs of the theorems appear in the appendix. The treatment of the discounted problem (2) - (2a) is similar to that of (1) - (la) and will not be given.

## 2. Finite Difference Equations and Markov Chains

Terminology
For equation (1) let the difference interval be $h$ (in any coordinate direction ${ }^{+}$) and let $e_{i}$ be the unit vector in the $i^{\text {th }}$

[^2]coordinate direction. Suppese that is is strictly contained in a hypercube $I I$ with sides [-A,A]. Define the set of nodes $R_{h}^{r}$ in $R^{r}$ by $R_{h}^{r}=\left\{\left(n_{1} h, \ldots, n_{r} h\right), n_{i}\right.$ ranging over $\left.0, \pm 1, \pm 2, \ldots\right\}$. Detine $G_{h}=G \cap R_{h}^{r}$.

In order to xpose the method, and not get involved with the rather long finfte difference equations arising when mixed second derivatives occur, we let $a_{i j}=0$ for $i \neq j$. There is no trouble in extending the method to the more general case.

## Form of the Finite Difference Equations

The following finite difference approximations will be used.

$$
v_{x_{i}} \sim \frac{I}{h}\left\{\begin{array}{c}
v\left(x+e_{i} h\right)-v(x)  \tag{6a}\\
v(x)-v\left(x-e_{i} h\right)
\end{array}\right\},
$$

where the upper tem of (6a) is used if $\mathrm{f}_{\mathrm{i}}(\mathrm{x}) \geqq 0$, and the lower otherwise. (This usage will be carried throughout, upper entries in ( ) always used if $f_{i} \geqq 0$, etc.)

$$
\begin{equation*}
v_{x_{i} x_{i}}(x) \sim\left[V\left(x+e_{i} h\right)-2 v(x)+V\left(x-e_{i} h\right)\right] / h^{2} . \tag{6b}
\end{equation*}
$$

The reason for the choice (6a) will appear shortly.
If $V_{h}(x)$ denotes the solution to the finite difference equations, then using (6) for $x \in G_{h^{:}}$(1) yields

$$
\begin{gathered}
0=\sum_{i} \frac{a_{i 1}}{h^{2}}\left[v_{h}\left(x+e_{i} h\right)-2 v_{h}(x)+v_{h}\left(x-e_{i} h\right)\right]+\sum_{i} \frac{f_{i}}{h}\left\{\begin{array}{c}
v_{h}\left(x+e_{i} h\right)-v_{h}(x) \\
v_{h}(x)-v_{h}\left(x-e_{i} h\right)
\end{array}\right\} \\
+k(x)
\end{gathered}
$$

or, by collecting terms

$$
v_{h}(x)=\sum_{i} \frac{V_{h}\left(x+e_{i} h\right)}{Q_{h}(x)}\left\{\begin{array}{l}
h\left|f_{i}\right|+a_{i i}  \tag{lb}\\
a_{i i}
\end{array}\right\}+\sum_{i} \frac{v_{h}\left(x-e_{i} h\right)}{q_{h}(x)}\left\{\begin{array}{c}
a_{i i} \\
h\left|f_{i}\right|+a_{i j}
\end{array}\right\}
$$

where $Q_{h}(x)=2 \sum_{i} a_{i i}+\sum_{i} h\left|f_{i}\right|$. Define $V_{h}(x)=\varphi(x)$ for $x \in R_{h}^{r}-G_{h}$. Rewrite (lb) as (with the obvious identification of terms)

$$
\begin{align*}
V_{h}(x) & =\sum_{i} V_{h}\left(x+\varepsilon_{i} h\right) p_{h}\left(x, x+e_{i} h\right)+\sum_{i} V_{h}\left(x-e_{i} h\right) p_{n}\left(x, x-e_{i} h\right)+p_{h}(x) k(x) \\
V(x) & =\varphi(x), \text { for } x \in R_{h}^{r}-G_{h} . \tag{lc}
\end{align*}
$$

Now the reason for the choice (6a) will became clear. Note that since the $p_{h}(x, y) \geqq 0$ and sum to at most unity, and can be defined for all $x, y \in R_{h}^{r}$, they can be considered to be transition probabilities for a Markov chain on the grid $\mathrm{R}_{\mathrm{h}}^{r}$. This is the setup used in (Kushner, Kleinman [4]), where problems concerning the computation of solutions of non-linear versions of (lc) were considered.

Denote the sequence of random variables of this Markov chain by $\left(\varepsilon_{k}^{h}\right)$. Thus $P\left(\xi_{k+1}^{h}=\xi_{k}^{h}+h e_{i}\right\}=p_{h}\left(x, x+e_{i} h\right)$, etc. Define

$$
N_{h}=\inf \left(k: \xi_{k}^{h} \xi G_{h}\right)
$$

Now we proceed to investigate the behavior as $h \rightarrow 0$. Suppose ${ }^{+}$ $E_{\xi} N_{h}<K_{h}<\infty$. The solution to (1c) san be written as [4]

$$
\begin{equation*}
V_{h}(x)=E_{x} \sum_{k=0}^{N_{h}-1} \rho_{h}\left(\xi_{k}^{h}\right) k\left(\xi_{k}^{h}\right)+E_{x} \varphi\left(\xi_{N_{h}}^{h}\right) \tag{ld}
\end{equation*}
$$

## 3. The Method

The probabilistic interpretation (1a) of (1), and the probabilistic interpretation (1d) of the finite difference system (1c), as well as the similarity of the form (1d) to a Reimann sum approximation to (la), suggest that one could treat the convergence problem as a problem in the convergence (in suitable sense) of the measures associated with $\left\{\xi_{k}^{h}\right\}$ to that of $\left\{x_{t}\right\}$. In fact this procedure is quite fruitful, and much of the sequel is devoted to setting the problem up so as to use the following therrem of Gikhman and Skorokhod [5], Chapter 9. (Actually, Theorem $A$ is a composite of several theorems of [5], Chapter 9, Sections 1,2.)

Theorem A. Let $C[O, T] \equiv \Omega$ be the set of $R^{\boldsymbol{r}}$ valued continuous functions on the interval $[0, T]$. Let $y^{n}(t), y(t), t \in[0, T]$ be continuous processes with paths in the (topological) space $\Omega$. Let

[^3]$\mu_{n}$ and $\mu$ be the measures induced on $\Omega$ by the processess $y^{n}(\cdot)$
and $y(\cdot)$, resp. Let (for $0 \leqq \mathrm{t}^{\prime} \leqq \mathrm{t}^{\prime \prime} \leqq \mathrm{T}$ )
\[

$$
\begin{equation*}
\lim _{\delta \rightarrow 0} \lim _{n} P_{x}\left\{\sup _{\left|t^{\prime}-t^{\prime \prime}\right| \leqq \delta}\left|y^{n}\left(t^{\prime}\right)-y^{n}\left(t^{\prime \prime}\right)\right| \geqq \epsilon>0\right\}=0 \tag{*}
\end{equation*}
$$

\]

for any $\epsilon>0$. Let the finite dimensional distributions of $\left\{y^{n}(t)\right\}$ converge to these of $y(t)$. Let $F(\cdot)$ be a bounded and continuous (w.p.1.) functional on the topological space $\Omega$. Then

$$
\operatorname{EF}\left(y^{n}(\cdot)\right) \rightarrow \operatorname{EF}(y(\cdot))
$$

In the Appendix and section on convergence, Theorem A is exploited and extended to yield a solution (Theorem 3) to our problem. The example illustrates that the conditions of Theorem 3 are quite natural for a very large class of problems.

In order to exploit Theorem A, the process $\left\{\xi_{k}^{h}\right\}$ must be related to a suitable continuous time process $\left\{\xi^{h}(t)\right\}$.

By a comparison of (ld) and (la), we note that the discrete time' cost rate is $\rho_{h}(x)$ times the continuous time cost. In an intuitive sense, one step of the discrete process $\xi_{k}^{\mathrm{h}}$ should take $\rho_{h}\left(\xi_{k}^{h}\right)$ units of real time. Thus the following definition is natural.

Define the time sequence $\left\{t_{k}^{h}\right\}$ by ${ }^{+}$(sometimes arguments of functions are deleted for simplicity)

$$
\begin{aligned}
\Delta t_{k}^{h} & =\Delta t^{h}\left(\xi_{k}^{h}\right) \equiv \rho_{h}\left(s_{k}^{h}\right) \\
t_{0}=t_{0}^{h} & =0 \\
t_{k}^{h} & =\sum_{0 \leq s<k} \Delta t_{s}^{h}
\end{aligned}
$$

Define a process $\xi^{h}(t)$ by

$$
\xi^{h}\left(t_{k}^{h}\right)=\xi_{k}^{h}
$$

at the times $\left\{t_{k}^{h}\right\}$, and for $t_{k} \leq t<t_{k+j}$, by the linear interpolation

$$
\xi^{h}(t)=\xi_{k+1}^{h} \frac{\left(t-t_{k}^{h}\right)}{\Delta t\left(\xi_{k}^{h}\right)}+\frac{\xi_{k}^{h}\left(t_{k+1}^{h}-t_{k}^{h}\right)}{\Delta t\left(\xi_{k}^{h}\right)} .
$$

Thus the continuous process $\xi^{h}(t)$ is piecewise linear and changes slope at the random break points $\left\{t_{k}\right\}$ only.

The use or $\xi^{\text {il }}(t)$ is a natural way of relating $\left\{\xi_{k}^{h}\right\}$ and $x_{t}$. This can be seen from the last part of the following remark and from the calculations (8), which indicate that the drift and diffusion coefficients of $\xi^{h}(t)$ converge to those of the $x_{t}$ process as $t \rightarrow 0$.

[^4]Remark. To illustrate the random time scaling, consider the scalar example where

$$
d x=-x d t+\sigma d z
$$

and

$$
\frac{\sigma^{2}}{2} V_{x x}-x V_{x}+k(x)=0, \quad V(A)=V(-A)=0
$$

For $x=n h, n>0$, the discrete equations reduce to

$$
\begin{aligned}
V_{h}(x) & =V_{h}(x-h) \frac{\left[\sigma^{2} / 2+x h\right]}{\sigma^{2}+x h}+V_{h}(x+h) \frac{\sigma^{2} / 2}{\sigma^{2}+x h}+k(x) \frac{h^{2}}{\sigma^{2}+x h} \\
& =V_{h}(x-h) p_{h}(x, x-h)+V_{h}(x+h) p_{h}(x, x+h)+\rho_{h}(x) k(x)
\end{aligned}
$$

A simple discrete time (continuous state space) approximation to $x_{t}$ is given by

$$
\begin{equation*}
\tilde{X}_{n+1}=\tilde{X}_{n}-\tilde{X}_{n} \Delta+\sigma\left[z(n+1) \Delta^{-z} z_{n}\right] \tag{7}
\end{equation*}
$$

and $E\left[\tilde{X}_{n}-X_{t}\right]^{2} \rightarrow 0$ as $n \rightarrow \infty$, if $n \Delta$ remains fixed at $t$. However, while the time step, $\Delta$, is constant, the one step jumps are unbounded: as $\tilde{X}_{n}$ increases the average step size increases, etc. If we are to bound the step size at each $n$ (as we do with the process $\left\{\xi_{n}^{h}\right\}$ approximating $X_{t}$, we must restrict the time $\Delta$ at each $n$ in some
way which depends on the only known variable $\tilde{X}_{n}$. This is clearly seen in the degenerate case $\sigma=0$. Then if $x \neq 0$,

$$
\rho_{h}(x)=\frac{h}{|x|}=\frac{h}{\mid \text { velncity } \mid}
$$

which is exactly the time which it takes a particle to move the standard distance $h$, if the velocity were fixed at $\mathbf{x}$ during the time of movement.

Equations (2) and (3) can be treated similarly to (1). For example, applying (6) to (2), collecting terms, and dividing by the coefficient of $V(x)$ yields, for $x \in G_{h}$,

$$
\left.\begin{array}{c}
v_{h}(x)=\sum_{i} \frac{v_{h}\left(x+e_{i h}\right)}{Q_{\beta h}(x)}\left\{\begin{array}{c}
h\left|f_{i}\right|+a_{i i} \\
a_{i i}
\end{array}\left|+\sum_{i} \frac{v_{h}\left(x-e_{i h}\right)}{Q_{\beta h}(x)}\right| h\left|f_{i}\right|+a_{i i}\right. \tag{2b}
\end{array}\right\}
$$

where

$$
Q_{\beta h}(x)=2 \sum_{i} a_{i i}+h \sum_{i}\left|f_{i}\right|+h^{2} \beta .
$$

(2b) can be rewritten as

$$
\begin{align*}
v_{h}(x)= & r_{\beta h}(x)\left\{\sum_{i} v_{h}\left(x+e_{i h}\right) p_{h}\left(x, x+e_{i h}\right)\right.  \tag{2c}\\
& \left.+\sum_{i} v_{h}\left(x-e_{i h}\right) p_{h}\left(x, x-e_{i h}\right)+\rho_{h}(x) k(x)\right\},
\end{align*}
$$

with boundary values defined as

$$
V(x)=\varphi(x), x \in R_{h}^{r}-G_{h},
$$

where

$$
r_{\beta h}(x)=\left(1-\frac{\beta h^{2}}{Q_{\beta h}(x)}\right)=\left(1-\beta \rho(x)+0\left(h^{3}\right)\right) .
$$

The solution to (2c) is the discounted cost

$$
\begin{equation*}
V_{h}(x)=E_{x} \sum_{n=0}^{N_{i=0}^{m}}\left(\prod_{i=0}^{n} r_{B h}\left(\xi_{i}^{h}\right)\right) k\left(\xi_{n}^{h}\right) \rho_{h}\left(\xi_{n}^{h}\right)+E_{x}\left(\prod_{n=0}^{N_{h}} r_{\beta h}\left(\xi_{n}^{h}\right)\right) \varphi\left(\xi_{N_{h}}^{h}\right) \tag{2d}
\end{equation*}
$$

The convergence of (2d) to (2a) can be discussed along the same lines as for equation (1), but will not be developed here.

A Canonical Form For $\left\{\xi_{\mathrm{k}}^{\mathrm{h}}\right\}$.
Write the $j^{\text {th }}$ component of $\xi_{k}^{h}$ as $\xi_{k, r}^{h}$. With $\xi_{k}^{h}=\xi$, the transition probabilities $p\left(x, x \pm e_{i} h\right)$ given by (lb) yield

$$
\begin{equation*}
E\left[\xi_{k+1}^{h}-\xi \mid \xi_{k}^{h}=\xi\right]=\frac{h^{2} f(\xi)}{Q_{h}(\xi)}=\rho_{h}(\xi) f(\xi) \tag{8a}
\end{equation*}
$$

The average change in $\xi^{h}(t)$ in time $\Delta t^{h}(\xi)$ is merely the mean drift of the diffusion (4) times the time interval $\rho_{h}(\xi)=\Delta t^{h}(\xi)$, a further check of the naturalness of our time scaling.

Since the process $\xi_{k}^{h}$ moves in only one direction at a time,
$\left[\xi_{k+1, i}^{h}-\xi_{k, i}^{h}\right]$ can be non-zero for only one $i$. Thus the off diagonal elements of the first matrix on the right of

$$
\begin{aligned}
& \operatorname{Cov}\left[\xi_{k+1}^{h}-\xi \mid \xi_{k}^{h}=\xi\right]=\frac{E\left[\left(\xi_{k+1}^{h}-\xi\right)\left(\xi_{k+1}^{h}-\xi\right) \cdot \mid \xi_{k}^{h}=\xi\right]}{\Delta t^{h}(\xi)}- \\
& -\frac{E\left[\left(\xi_{k+1}^{h}-\xi\right) \mid \xi_{k}^{h}=\xi\right] E\left[\left(\xi_{k+1}^{h}-\xi\right) \cdot \mid \xi_{k}^{r}=\xi\right]}{\Delta t^{h}(\xi)}=\sum_{h}(\xi)=\left\{\sum_{h, i j}(\xi)\right\} \equiv \\
& \equiv \sigma_{h}(\xi) \sigma_{h}^{\prime}(\xi)
\end{aligned}
$$

are zero. Thus

$$
\begin{equation*}
\Sigma_{h, i j}(\xi)=-\Delta t^{h}(\xi) f_{i}(\xi) f_{j}(\xi)=O\left(h^{2}\right) \quad \text { for } \quad i \neq j \tag{8~b}
\end{equation*}
$$

while, for $i=j$ (and using $2 a_{i j}=\sigma_{i}^{2}$ )

$$
\begin{align*}
\sum_{h, i j} & =2 a_{i, i}+\left[h\left|f_{i}\right|-\Delta t^{h}(\xi) f_{i}^{2}\right] \\
& =\sigma_{i}^{2}+h\left[\left|f_{i}\right|-\left|f_{i}^{2}\right| \Delta t^{h}(\xi)\right]  \tag{8c}\\
& =\sigma_{i}^{2}+0(h) .
\end{align*}
$$

As a further check on the scaling of $\xi(t)$, observe the connection between the 'infinitesimal' properties of the $\left\{\xi_{\mathrm{k}}^{\mathrm{h}}\right\}$ and $\left\{\mathbf{x}_{\mathrm{t}}\right\}$ processes:

$$
\begin{aligned}
& \lim _{h \rightarrow 0} \frac{E\left(\xi_{k+1}^{h}-\xi_{k}^{h} \mid \xi_{k}^{h}=x\right)}{\Delta t^{h}(x)}=\lim _{\delta \rightarrow 0} \frac{E_{x}\left(x_{8}-x\right)}{\delta} \\
& \lim _{h \rightarrow 0} \frac{\operatorname{Cov}\left(\xi_{k+1^{-}}^{h} \xi_{k}^{h} \mid \xi_{k}^{h}=x\right)}{\Delta t^{h}(x)}=\lim _{\delta \rightarrow 0} \frac{\operatorname{cov}\left(x_{\delta}-x\right)}{\delta} .
\end{aligned}
$$

Next, we may write $\xi_{k+1}^{h}$ as (recall $\Delta t_{k}^{h}=\rho\left(\xi_{k}^{h}\right)$ )

$$
\xi_{k+1}^{h}=\xi_{k}^{h}+f\left(\xi_{k}^{k}\right) \Delta t_{k}^{h}+\beta_{k}^{h}
$$

where

$$
\beta_{k}=\left[\xi_{k+1}^{h}-\xi_{k}^{h}-f\left(\xi_{k}^{h}\right) \Delta t_{k}^{h}\right], \quad E \beta_{k}=0 .
$$

Let $j<k$. Then $E\left[\beta_{k}^{\prime} \beta_{j} \mid \xi_{j}, \xi_{j+1}, \xi_{k}\right]=0$ implies that $\left\{\beta_{j}\right\}$ is an orthogonal sequence. We next give e convenient representation for the 'driving term' $\beta_{k}$.

There is an orthogonal sequence $\left\{\omega_{k}^{h}\right\}$ satisfying

$$
\begin{align*}
& E\left[\omega_{k} \mid \xi_{0}, \cdots, \xi_{k}\right]=0 \quad \text { and } \\
& E\left[\omega_{k} \omega_{k}^{\prime} \mid \xi_{0}^{h}, \cdots, \xi_{k}^{h}\right]=I \Delta t_{k}^{h} \\
& \beta_{k}=\Delta t_{k}^{h} \cdot \Sigma_{h}^{1 / 2}\left(\xi_{k}^{h}\right) \omega_{k}^{h} \tag{*}
\end{align*}
$$







 ior some $i$. But then, the $i^{\text {th }}$ row and column of $\sum_{h}$ aro zero, end so is $\beta_{k, i}$.

Then by reordering the states (at $\xi_{k}^{h}$ ) and repeating the argumant, wo may appoose that $\hat{F}_{k} \equiv\left(\beta_{k, 1}, \ldots, \beta_{k, s}\right)^{\prime}=0, \widetilde{\beta}_{k}=$ $\left(\beta_{k, s+1}, \ldots, \beta_{k, r}\right)$ has linearly independent components and thet

$$
\Sigma_{h}\left(\xi_{k}^{h}\right)=\left[\begin{array}{ll}
0 & 0 \\
0 & B_{h}\left(\xi_{k}^{h}\right)
\end{array}\right], \Delta t_{k}^{h_{h}}\left(\xi_{k}^{h}\right)=E\left[\tilde{\beta}_{k} \tilde{\beta}_{k}^{\prime} \mid \xi_{0}^{h}, \ldots, \xi_{k}^{h}\right]
$$

Finally, define $\omega_{k}^{h}=\left(\hat{\omega}_{k}^{h}, \tilde{\omega}_{k}^{h}\right)$, where $\tilde{\omega}_{k}^{h}=B_{h}^{-1 / 2}\left(\xi_{k}^{h}\right)$. Iet $\left\{\hat{\hat{a}_{k}^{h}}\right\}$ be an independents s-vector Geussian sequence with mean zero and unit variance. Define $\hat{\omega}_{k}^{h}=\sqrt{\Delta t_{k}^{h}} \hat{\omega}_{k}^{h}$. Thus the generality of (*) is proved.

Next, note that from $\xi_{k+1}^{h}=\xi_{k}^{h}+\Delta t_{k}^{h} f_{i}\left(\xi_{k}^{h}\right)+\sum_{h}^{1 / 2}\left(\xi_{k}^{h}\right) \alpha_{k}^{h}$

[^5]we also have
\[

$$
\begin{aligned}
& E\left[u_{k}^{h} \mid \omega_{0}^{h}, \ldots, u_{k-1}^{h}, s_{0}\right]=0 \\
& E\left[u_{k}^{h}\left(u_{k}^{h}\right) \cdot \mid w_{0}^{h}, \ldots, u_{k-1}^{h}, s_{0}^{h}\right]=I \Delta t_{k}^{h} .
\end{aligned}
$$
\]

## Convergence Theorems

Let measures $\mu_{h}$ and $\mu$ (on the topological space $\Omega=C[0, T]$ correspond to processes $\xi^{h}(t)$ and $x_{t}$, resp. $t \in[0, T]$. The conditions (Cl) - (C4) used in the sequel are quite natural for a large class of problems, and are illustrated in the example.

Theorem 1. Assume
(Cl) $f_{i}(\xi)$ and $\sigma_{i, j}(\xi)$ are uniformly bounded and satisfy a uniform Lipschitz condition. (Recall $a=\sigma \sigma^{\prime}$.)
(C2) Let $\delta_{h}$ equal $h$ or $h^{2}$. For real positive $K_{i}$ let

$$
\begin{gathered}
K_{1} \delta_{h} \geqq \Delta t^{h}(\xi) \geqq K_{2} \delta_{h} \\
(C 3) \text { Let } a(\xi), \text { have the form } \\
a(\xi)=\left[\begin{array}{cc}
0 & 0 \\
0 & \Sigma_{0}(\xi)
\end{array}\right], \sigma(\xi)=\left[\begin{array}{ll}
0 & 0 \\
0 & \sigma_{0}(\xi)
\end{array}\right], \Sigma_{0}(\xi)=\sigma_{0}(\xi) \sigma^{\prime}(\xi)
\end{gathered}
$$

where $\Sigma_{0}^{-1}(f)$ has uniformly bounded terms.
Then the finite dimensional distributions of the process $\xi^{\mathrm{h}_{1}(+)}$ converge to those of ${ }^{+}$the process $x_{t}$ and, for $0 \leq t^{\prime} \leq t^{\prime \prime} \leq T$, and $\varepsilon>0$,

$$
\begin{equation*}
\lim _{\delta \rightarrow 0} \lim _{h \rightarrow 0} P_{x}\left[\sup _{\left|t^{\prime}-t^{\prime \prime}\right| \leqslant 0}\left|\xi^{h}\left(t^{\prime}\right)-\xi^{h}\left(t^{\prime \prime}\right)\right| \leq \epsilon\right\}=0 . \tag{9}
\end{equation*}
$$

Remark. (C2) means the following. Either we allow $\sum_{i} a_{i i}(\xi) \geqq \epsilon_{0}>0$ for some real $\epsilon_{0}$, in which case $\delta_{h}=h^{2}$, or we allow $\sum_{i} a_{i i}(\xi) \equiv 0$ and $\sum_{i}\left|f_{i}\right| \geqq \epsilon_{0}>0$, in which case $\delta_{h}=h$. Thus 2 cases are considered - one case in which there is always some diffusion somewhere, and one case in which there is no diffusion but where the velocity of $x_{t}$ is never 0 . In the intermediate case the ratio

may be infinite, invalidating our proofs. The first case is one of great importance.

For future reference, we note that (C1) - (C2) and ( $8 \mathrm{~b}-\mathrm{c}$ )

[^6]imply ${ }^{+}$(for some real $K$ )
(C4) $\sum_{k=0}^{T K_{2} / \delta_{h}}\left|\sigma_{h}\left(s_{k}^{h}\right)-\sigma\left(\xi_{k}^{h}\right)\right|^{2} \delta_{h} \leq K r, h$
and
(c5) $\sum_{k=0}^{T K_{2} / \delta_{h}}\left|\xi_{k+1, i}^{h}-\xi_{k, 1}^{h}\right|^{2+\delta} \leq K T^{\delta}$
for any $\delta>0$ and $i=1, \ldots, r$.

Corollary 1. Assume (C1) - (C3). Let $F(\cdot)$ be a bounded continuous function on $C[O, T]$ w.p.1. (relative to $\mu$ ). Then ${ }^{\text {H/ }}$ (with $\left.\xi_{0}^{h}=x=x_{0}\right)$

$$
E_{X} F\left(\xi^{h}(\cdot)\right) \rightarrow E_{x} F(x(\cdot))
$$

Theorem 2 uses condition (c6). (c6). There is an $h_{0}>0$ so that for $h<h_{0}, G$ satisfies: Let $\ell=(a, b)$ be a line connecting two adjacent (along coordinate directions) points ( $a, b$ ) of the grid $R_{h}^{r}$. If $a$ and $b$ are both in $G$, then so is the line $\&$ connecting them.
(c6) can be weakened in many ways - but there seems little point in complicating the condition here. It is certainly satisfied (for any

For a vector $x,|x|^{2} \equiv \sum_{i} x_{i}^{2}$. For a matrix $\sigma,|\sigma|^{2}=\sum_{i} a_{i i}$, where $\left\{a_{i j}\right\}=a=\sigma^{\prime} \sigma$. Recall that $\sigma_{h}(\xi) \sigma_{h}^{\prime}(\xi) \equiv \Sigma_{h}(\xi)$. ${ }^{++} E_{x}$ is the expectation given $X_{0}=x$.


 ateps of $\xi_{L_{2}}$, ther $H_{i}=4$, 7 , as used to avoid the posarbility illuatratod by fime (for ail moll h), where it the diserate
 (i, but the interpolited woucsa $s^{n}(t)$ leaves right after time $n$.

Theorem 2. Assume (Cl) - (C3) and (C6) . Tiet $k(\cdot)$ and $\varphi(\cdot)$ be uniformiy continuous and bounded on some open set conteining $\bar{G}=G+2 \mathrm{G}$. Let $\tau$ denote the firat (random) time that the process $x_{t}$ Leaves $G\left(\tau=\inf \left\{t: x_{t} \notin G\right\}\right)$, and suppose that $T \cap \tau \equiv \min (T, \tau)$ is continuous ${ }^{+}$w.p.t. (Mne w.t. I. utiutement is relative to $\mu$ ) on $\mathrm{O}[0,17$. Denote $\tau_{h}=\inf \left\{t: \xi^{h}(t) \& G\right\}$ Then

$$
\begin{align*}
& \left.E_{x} \int_{0}^{\operatorname{mn} \tau} k\left(x_{s}\right) d s=\lim _{h \rightarrow 0} E_{x} \int_{0}^{m / n_{k} h} \xi^{h}(s)\right) d s  \tag{10a}\\
& =\lim _{h \rightarrow 0} E_{x} \sum_{s=0}^{N_{h}-1} k\left(\xi_{s}^{h}\right) \rho_{h}\left(\xi_{s}^{h}\right) \\
& E_{x} \varphi\left(x_{T \cap \tau}\right)=\lim _{h \rightarrow 0} E_{X} \varphi\left(\xi^{h}\left(T \cap \tau_{h}\right)\right)=\lim _{h \rightarrow 0} E_{X} \varphi\left(\xi_{N_{h}}^{h}\right) . \tag{10b}
\end{align*}
$$

[^7]Theorem 3. Assume the conditions of Theorem 2, and let, for some $\mathrm{t}_{0}<\infty$,

$$
\begin{equation*}
P_{x}\left\{\xi_{k}^{h} \text { leaves } G_{h} \text { at least once by time } t_{0}\right\} \geq M_{0}>0 \tag{11}
\end{equation*}
$$

where $M_{0}$ is independent of $x \in G h$ and $h>0$, for small $h$. Then the $V_{h}(x)$ given by ( $1 d$ ) converge to ( 1 ) as $h \rightarrow 0$, uniformly in $x$ in $G$; i.e., the solutions of the finite difference equations ( $\mathrm{lb}, \mathrm{c}$ ) converge to the weak solution (1a) of the equation (1), as $h \rightarrow 0$.

The arguments of the example yield Theorem 4, which generalizes Theorem 3 and does not contain (11) explicitly.
4. Example

The conditions imposed in Theorems l-3 are rather natural for a large class of problems, and in order to illustrate this, their validity will be checked for a 2 -dimensional problem. It should be clear that the example is typical of a large class. Although the basic problem arose in numerical analysis, the apprcach taken here as well as the conditions, are probabilistic. Hence, the checking of the conditions involves probabilistic calculations on the underlying processes. Let

$$
\begin{align*}
& d x_{1}=f_{1}\left(x_{2}\right) i \dot{u} \quad a=\left[\begin{array}{cc}
0 & 0 \\
0 & v^{2}
\end{array}\right]=\sigma \sigma^{\prime}  \tag{12}\\
& d x_{2}=f_{2}^{\prime}(x) d t+v d z
\end{align*}
$$

where $v$ is a constant and the $f_{i}$ satisfy (Cl). Let $f_{1}\left(x_{2}\right)=x_{2}$ in $\bar{G}$. We seek to solve

$$
\begin{align*}
& \mathscr{L} V(x)+k(x)=0 \quad \text { in } G \\
& V(x)=\varphi(x) \quad \text { on } \quad \partial G \tag{13}
\end{align*}
$$

where $k(\cdot)$ and $\varphi(\cdot)$ are continuous and bounded,

$$
\mathcal{L}=\frac{v^{2}}{2} \frac{\partial^{2}}{\partial x_{2}^{2}}+f_{1}(x) \frac{\partial}{\partial x_{1}}+f_{2}(x) \frac{\partial}{\partial x_{2}}
$$

and $G$ is the box

$$
G=\left\{x:\left|x_{i}\right| \leqq \hat{A}\right\}
$$

Thus (c6) holds for all $h_{0}>0$.
Note that $\mathcal{L}$ is degenerate and $G$ has corners; hence,
classical theory cannot be used to solve the convergence problem for
(13) as $h \rightarrow 0$.

Using (6) gives

$$
\begin{aligned}
& \left.\left.v_{h}(x)=\frac{v_{h}\left(x+e_{1} h\right)}{Q_{h}(x)}\left\{\begin{array}{c}
h\left|e_{1}\right| \\
0
\end{array}\right\}+\frac{v_{h}\left(x-e_{1} h\right)}{Q_{h}(x)} \right\rvert\, \begin{array}{c}
0 \\
h\left|f_{1}\right|
\end{array}\right\}+ \\
& +\frac{v_{h}\left(x+e_{2} h\right)}{Q_{h}(x)}\left\{\begin{array}{c}
v^{2} / 2+h\left|f_{2}\right| \\
v^{2} / 2
\end{array}\right\}+\frac{v_{h}\left(x-e_{2} h\right)}{Q_{h}(x)}\left\{\begin{array}{c}
v^{2} / 2 \\
v^{2} / 2+h\left|f_{2}\right|
\end{array}\right\}+\frac{k(x) h^{2}}{Q_{h}(x)}
\end{aligned}
$$

for $x$ on $G_{h}$, the grid in $G$; on the grid $R_{h}^{r}-G_{h}$ cutside of G, define

$$
V_{h}(x)=\varphi(x) \quad \text { for } \quad x \in R_{h}^{r}-G_{h} .
$$

We need only show that $T \cap \tau$ is continuous w.p.l. (relative to $\mu$ ) on $C[0, T]$, and that (11) holds. First, we prove the continuity condition. Let $\omega$ be a generic point of $C[O, T]=\Omega$. Thus we may write $x_{t}$, the value of the process at time $t$, more explicitly as $x_{t}(\omega)$.

In fact, $T \cap \tau$ is not continuous everywhere on $\Omega$. To see why, let $y_{t}$ be a scalar process and define $\tau(\omega)=\inf \left\{t: y_{t}(\omega) \geqq \lambda\right\}$. Consider the path $y_{t}(\omega)$ of Figure 1. For any continuous sequence $\left\{g_{n}(\cdot)\right\}$ for which $y_{t}(\omega) \geqq g_{n}(t) \uparrow y_{t}(\omega)$ uniformly on $[0, T]$, we have

$$
\inf \left\{t: g_{n}(t) \geqq \lambda\right\} \cap T=T .
$$

Thus ( $\mathbb{R} \cap \tau)(\omega)$ is not continuous at the $\omega$ corresponding to the path $y_{t}(\mathbb{N})$ of Figgure 1 . However, it is continuous at $\omega^{\prime}$. Returning to the problem (12), (13) refer to Figure 2. It is clear that if tancencies at the boundary occur only w.p. zero, then, by virtue of the continuity of $x_{t}(\omega)$ w.p.1., $(T \cap \tau)(\omega)$ will be continuous w.p.1. This will now be shown to be the case. We observe that
(a) for $x_{2 t}>0, x_{1 t}$ must increase (as time increases) since $d x_{1}=x_{2} d t$ in $G$. Hence, w.p.1. points on the boundary section $I_{4}$ (Figure 2) are not accessible. Similarly for $L_{3}$.
(b) Also, since $x_{2 t}>0$ on $L_{1}$, the path cannot be tangent on $L_{1}$, and similarly for $L_{2}$.
(c) Owing to the dominant effects of the diffusion on movement in the vertical direction, the points on $I_{5}$ and $L_{6}$ are regular in the sense of Dynkin [2]; i.e.

$$
\begin{equation*}
\lim _{\delta \rightarrow 0} P_{x}\left\{x_{\tau} \in \partial G, x_{\tau+\epsilon} \epsilon \bar{G} \quad \text { for all } \delta \geqq \epsilon>0\right\}=0 \tag{14}
\end{equation*}
$$

(d) $P_{x}\{\tau=T\}=0$
(e) $P_{x}\left(x_{\tau}=q_{1}\right.$ or $\left.q_{2}\right\}=0$.

In fact, (a) - (e) imply the existence of $\epsilon_{i}(\omega)>0$ w.p.1. so that, for $\tau(\omega) \leqq T, \tau(\omega)+\epsilon_{2}(\omega) \leqq T$ w.p.1. (relative to $\{\omega: \tau(\omega) \leqq \mathbb{T}\})$ and

(f) Since $x_{t}$ is continuous, w.p.1., there are $\epsilon_{3}(\omega)>0$, W.p.I.,$\quad \epsilon_{4}(\omega)>0$ W.D.I. so that
distance $\left(x_{t-\epsilon_{3}}(\omega)\right.$, exterior of $\left.\bar{G}\right) \geqq \epsilon_{4}(\omega)$,
for all t $\quad \tau(\omega)$ if $\tau(\omega) \leq T$.
Now, denote by $N_{0}$ the sum of the exceptional null sets in (a) - (f). Let $\omega \in \Omega-N_{0}$ and $\tau(\omega) \leqq T$. Let $\left[g_{n}(t)\right\}$ in $C[0, T]$ satisfy ( $0, \mathrm{~s} \quad n \rightarrow \infty$ )

$$
\sup _{0 \leqq t \leqq T}\left|g_{n}(t)-x_{t}(\omega)\right| \rightarrow 0
$$

Let $\epsilon>0$ be arbitrary. Then by (a) - (f), for large $n$, the first time $g_{n}(t)$ leaves $G$ must be within $\epsilon$ of $\tau(\omega)$. This proves the continuity w.p.1. of $\tau(\omega) \cap T=(\tau \cap T)(\omega)$.

Only (II) remains to be proved. Let $N=t_{0} / K_{I} h^{2}$, for any $t_{0}>0$, and define

$$
\begin{aligned}
& M_{+}(\xi)=\text { number of positive steps of } \xi_{k, 2}^{h}, k \leqq N \\
& M_{-}(\xi)=\text { number of negative steps of } \xi_{k, 2}^{h}, k \leqq N .
\end{aligned}
$$

A sufficient condition for (11) is

$$
\begin{equation*}
q_{h}(x) \equiv P_{x}\left\{M_{+}(\xi)-M_{-}(\xi) \geqq \frac{2 A}{h}\right\} \geqq M_{0}>0 . \tag{15}
\end{equation*}
$$

For some real $K$, we have the bounds,

$$
\frac{1}{2}-K h \leqq P_{x}\left\{\xi_{k+1,2}^{h}-\xi_{k, 2}^{h}=h\right\} \leqq \frac{1}{2}+K h .
$$

Let $\left(u_{k}^{h}\right)$ be a Markov process on $(0, \pm 1, \pm 2, \ldots)$ with transition probability

$$
P\left\{u_{k+1}^{h}=u_{k}^{h}+1\right\}=\frac{1}{2}-K h=1-P\left\{u_{k+1}^{h}=u_{k}^{h}-1\right\} .
$$

Define $M_{ \pm}(u)$ analogously to $M_{ \pm}(\xi)$. Then

$$
q_{h}(x) \geqq q_{h, u}(x) \equiv P\left(M_{i}(u)-M_{-}(u) \geqq 2 A / h\right\}
$$

The mean value of $u_{k+1}^{h}-u_{k}^{h}$ is $-2 K h$, and its variance is $1-(2 k h)^{2}$. Now

$$
q_{h, u}(x)=P\left\{\frac{M_{+}(u)-M_{-}(u)-N(-2 k h)}{\sqrt{N} \sqrt{1-(2 K h)^{2}}} \geqq \frac{2 A / h+2 N k h}{\sqrt{N} \sqrt{1-(2 K h)^{2}}}\right\} .
$$

The left term in brackets converges in distribution to the normal zero mean and unity variance random variable, and the right hand term in the brackets is strictly less than some $K_{3}<\infty$ for small h . Thus, for all small h

$$
q_{h}(x) \geqq q_{h, u}(x) \geqq \frac{1}{2 \pi} \int_{K_{3}}^{\infty} \exp -\frac{1}{2} y^{2} d y
$$

which proves (11).
The crucial step in the proof of (11), the bounding of the drift in one direction, can easily be generalized. In fact, (11) holds if

$$
a=\left[\begin{array}{cc}
0 & 0 \\
0 & \Sigma_{0}
\end{array}\right]
$$

where $\Sigma_{0}^{-1}$ has uniformly bounded terms in $G$.
In fact, the example can be generalized to yield (The proof is a combination of the arguments of the example and of Theorem 3 and is omitted.)

Theorem 4. Assume (Cl) - (C3) and (C6). Let $\partial G=B_{1}+B_{2}$, where points on $B_{1}$ are regular for the process $x_{t}$ in the sense (14) of Dynkin [2], and on $B_{2}$ are inaccessable w.F. 1 . for the process $x_{t}$. If $k(\cdot)$ and $\varphi(\cdot)$ are continuous on a neighborhood containing $\bar{G}$, then $V_{h}(x) \rightarrow V(x)$.

## APPENDIX

The proof of Theorem 1 will be developed via a series of lemmas. The symbols $K$ or $K_{i}$ are used for any constant; values may change from usage to usage.

Lemma 1. Assume (C1)-(C3). Define the process $\left\{\eta_{k}^{h}\right\}$ with initial condition $\eta_{0}^{h}=\xi_{0}=\xi_{0}^{h}$ and

$$
\eta_{k+1}^{h}=\eta_{k}^{h}+f\left(\eta_{k}^{h}\right) \Delta t_{k}^{h}+\sigma\left(\eta_{k}^{h}\right) \omega_{k}^{h}
$$

where $\Delta t_{k}^{h}=\Delta t^{h}\left(\xi_{k}^{h}\right)$ Let $N=T / K_{2} \delta_{h}$

$$
\begin{equation*}
\sup _{N \geqq k \geqq 0} E\left|\eta_{k}^{h}-\xi_{k}^{h_{k}}\right|^{2} \rightarrow 0 \tag{A1}
\end{equation*}
$$

as $h \rightarrow 0$. Define $\eta^{h}(t)$ as the linear interpolation of $\eta_{k}^{h}$, i.e., for $t_{k}^{h} \leqq t<t_{k+1}^{h}$,

$$
\eta^{h}(t)=\eta^{h}\left(t_{k+1}\right) \frac{\left(t-t_{k}^{h}\right)}{\Delta t_{k}^{h}}+\eta^{h}\left(t_{k}\right) \frac{\left(t_{k+1}^{h}-t\right)}{\Delta t_{k}^{h}}
$$

Then if the multidimensional distributions of the process $\eta^{h}(t)$
have limits, so do those corresponding to the limit of the $\xi^{h}(t)$
process and they are the same. (Note that the $\eta_{k}^{h}$ and $\xi_{k}^{h}$ equations differ only in that $\Sigma_{h}^{1 / 2}$ is replaced by its limit $\sigma$.)

Proof: Let $\mathscr{F}_{h, k}$ be the minimal $\sigma$-algebra over which
$\left\{\omega_{i}^{h}, i \geq k\right\}$ is measurable. For simplicity of writing, we drop the index $h$ on $\eta_{i}^{h}, \xi_{i}^{h}, \Delta t_{i}^{h}, \omega_{i}^{h}, \mathscr{F}_{h, k}$, etc. whenever no confusion will arise. Both $\xi_{s}$ and $\eta_{s}, s \leqq k$ are $\mathscr{F}_{k}$ measurable, and we use the notation $\Delta t_{k}=\Delta t\left(\xi_{k}\right)$. From

$$
\eta_{k+1}-\xi_{k+1}=\eta_{k}-\xi_{k}+\left[f\left(\eta_{k}\right)-f\left(\xi_{k}\right)\right] \Delta t_{k}+\left[\sigma\left(\eta_{k}\right)-\sigma_{h}\left(\xi_{k}\right)\right] \mu_{k},
$$

we can write

$$
\begin{aligned}
& M_{k+1} \equiv E\left|\eta_{k+1}-\xi_{k+1}\right|^{2}=\left(M_{k}+2 E\left(\eta_{k}-\xi_{k}\right) \prime\left[f\left(\eta_{k}\right)-f\left(\xi_{k}\right)\right] \Delta t_{k}\right\} \\
& \quad+E\left|f\left(\eta_{k}\right)-f\left(\xi_{k}\right)\right|^{2} \Delta t_{k}^{2}+E \omega_{k}^{\prime}\left[\sigma\left(\eta_{k}\right)-\sigma\left(\xi_{k}\right)\right] '\left[\sigma\left(\eta_{k}\right)-\sigma\left(\xi_{k}\right)\right] \omega_{k} \\
& +E\left\{\left[\omega_{k}^{\prime}\left[\sigma\left(\eta_{k}\right)-\sigma\left(\xi_{k}\right)\right]^{\prime}\left[\sigma\left(\xi_{k}\right)-\sigma_{h}\left(\xi_{k}\right)\right] \omega_{k}\right]\right. \\
& +E \omega_{k}^{\prime}\left[\sigma\left(\xi_{k}\right)-\sigma_{h}\left(\xi_{k}\right)\right]^{\prime}\left[\sigma\left(\xi_{k}\right)-\sigma_{h}\left(\xi_{k}\right)\right] \omega_{k} \\
& \equiv A+B+C+D+E .
\end{aligned}
$$

Using the Lipschitz condition (C1), and (C2), yields, for some real K,

$$
\begin{aligned}
A & \leqq M_{k}\left(1+2 K \delta_{h}\right) \\
B & \leqq K M_{K} \delta_{h}^{2} \\
C & \leqq K M_{K} \delta_{h} \\
|D| & \leqq K \delta_{h} M_{k}+K \delta_{h}\left|\sigma\left(\xi_{k}\right)-\sigma_{h}\left(\xi_{k}\right)\right|^{2} \\
|E| & \leqq K \delta_{h}\left|\sigma\left(\xi_{k}\right)-\sigma_{h}\left(\xi_{k}\right)\right|^{2} .
\end{aligned}
$$

Thus

$$
\left.M_{k+1} \leqslant M_{k}\left(1+K_{s} \delta_{h}+K_{L_{4}} \sigma_{h}^{2}\right)+K_{5} E \mid \sigma\left(\xi_{k}\right)-\sigma_{h}{ }^{\prime} \xi_{k}\right)\left.\right|^{2} \delta_{h}
$$

and

$$
M_{k}=K_{7}\left(1+K_{6} \delta_{h}\right)^{N}\left|\sigma\left(\xi_{k}\right)-\sigma_{h}\left(\xi_{k}\right)\right|^{2} \delta_{h} \cdot \sum_{j=0}^{N}\left|\sigma\left(\xi_{j}\right)-\sigma_{h}\left(\xi_{j}\right)\right|^{2} \delta_{h} .
$$

Then (A.1) follows from (C4) and

$$
\left(1+K_{6} \delta_{h}\right)^{N}=\left(1+K_{6} \delta_{h}\right)^{T / K_{2} \delta_{h}} \leqq \exp K_{6} T / K_{2}
$$

Finally, since the number of terms of the process $\left\{\xi_{k}^{h}\right\}$ which effect the $\xi^{h}(t)$ process on $[0, T]$ is at most $T / K_{2} \delta_{h}$ and at least $T / K_{l} \delta_{h}$, and since $M_{k} \rightarrow 0$ uniformly as $h \rightarrow 0$, for $k \leqq N$, we have

$$
E\left|\xi^{h}(t)-\eta^{h}(t)\right|^{2} \rightarrow 0
$$

on $[O, T]$, as $h \rightarrow O$. Q.E.D.

Lemma 2. Assume (Cl) - (C3). Let $N=T / K_{2} \delta_{h}, n=t / K_{2} \delta_{h}$. Then for $n \leqq N$,

$$
\begin{aligned}
& E \max _{n \leqslant k \leqslant 0}\left|\xi_{k}^{h}\right|^{2} s K\left(l+\left|\xi_{0}^{h}\right|^{2}\right) e^{K t} \\
& E \max _{n \geq k \geq 0}\left|\xi_{k}^{h}-\xi_{0}^{k}\right|^{2} s K t\left(l+\left|\xi_{0}^{h}\right|^{2}\right),
\end{aligned}
$$

where $K$ is a real number. The same result holds for the $\left(\eta_{k}^{h}\right)$ process.
proof. Again drop the index $n$ on $\xi_{i}^{h}, \eta_{i}^{h}, \Delta \dot{i}_{i}^{h}, \omega_{i}^{h}$, etc., where convenient. Then

$$
\begin{aligned}
\xi_{k+1} & =\xi_{0}+A_{k}+B_{k} \\
A_{k} & =\sum_{0}^{k} f\left(\xi_{i}\right) \Delta t_{i}, \quad B_{k}=\sum_{0}^{k} \sigma_{h}\left(\xi_{i}\right) \omega_{i} .
\end{aligned}
$$

By ( $8 \mathrm{~b}-\mathrm{c}$ ), the $\sigma_{\mathrm{h}}$ also satisfy a uniform Lipschitz condition (also uniform in $h$ for small $h$ ) and are (bounded uniformly in $h$ for small h). Write $Y_{k}=\max _{k \geq i}\left|\xi_{i}^{\prime} \xi_{i}\right|$ and $M_{k}=E Y_{k}$.

Now

$$
\begin{equation*}
\left|\xi_{k+1}\right|^{2} \leqq K\left(\left|\xi_{0}\right|^{2}+\left|A_{k}\right|^{2}+\left|B_{k}\right|^{2}\right) \tag{A2}
\end{equation*}
$$

and

$$
\begin{equation*}
\max _{n \geqq k>0}\left|A_{k}\right|^{2} \leqq \sum_{0}^{k}\left|f\left(\xi_{i}\right) \Delta t_{i}\right| \leqq K \sum_{0}^{k}\left(1+\left|\xi_{i}\right|^{2}\right) \delta_{h} . \tag{A3}
\end{equation*}
$$

Further, $B_{k}$ is a murtimethe and (Doob [1], Chapter 7)

$$
\begin{gather*}
\mathrm{E} \max _{n \cdot k \div 0}\left|B_{k}\right|^{i} \cdot \operatorname{KE}\left|B_{n}\right|^{2}: \operatorname{KE} \sum_{0}^{n}\left|\sigma_{h}\left(\xi_{i}\right)\right|^{2} \delta_{h} \\
\operatorname{KiF}_{0}^{n}\left(1+\left|\xi_{i}\right|^{2}\right) \delta_{h} . \tag{A4}
\end{gather*}
$$

Combining ( $A^{2}$ ) - ( $A^{4}$ ), takin" xpectations, and replacing $E\left|\xi_{1}\right|^{2}$ by the majorant $M_{i}$, yielde

$$
\begin{equation*}
M_{n+1}: K M_{0}+K\left(n \delta_{h}+n \delta_{h}^{2}+\sum_{0}^{n} M_{k} \delta_{h}\right) \tag{5}
\end{equation*}
$$

which is bounded above by the expression given in the lemma for $E \max _{n+1 \geq k>0}\left|\xi_{k}^{h_{k}}\right|^{2}$.

The proof of the other si,etements of the Lemma are similar and are omitted. Q.E.D.

We next compare $\eta^{h}(t)$ to a process whose distributions are easier to relate to those of $x_{t}$.

Divide $[0, T]$ into intervals with endpoints $0, \Delta, 2 \Delta, \ldots, \mathbb{N} \Delta$ where $\Delta \gg K_{1} \delta_{h}$. Recall the definition $t_{i}^{h}=\sum_{s=0}^{i-1} \Delta t_{s}^{h}$. Define $n_{0}^{h}=0$ and the (random) integer $n_{i}^{h}$ by $n_{i}^{h}=\max \left\{n: t_{n}^{h} \leq i \Delta\right\}$. Define the sets of integers

$$
I_{i+1}^{h}=\left\{r: t_{n_{i}}^{h} \leq t_{r}^{h}<t_{n_{i+1}}^{h}\right\}
$$

Again, we drop the index $h$ where convenient. Then (using $n_{i}$ for $n_{i}^{h}$, etc.)

$$
\Delta-2 K_{1} \delta_{h} \leqq t_{n_{i+1}}-t_{n_{i}} \leqq \Delta+2 K_{1} \delta_{h}
$$

and

$$
\begin{array}{r}
\sum_{r \in I_{i}} \Delta t_{r}=t_{n_{i+1}}-t_{n_{i}} \\
\operatorname{Cov} \sum_{r \in I_{i}} \omega_{s}=\operatorname{IE}\left(t_{n_{i+1}}-t_{n_{i}}\right) . \tag{A6}
\end{array}
$$

Let $\tilde{y}_{0}=\eta_{0}$, and for each $h$ define the process

$$
\begin{equation*}
\tilde{y}_{k+1}=\tilde{y}_{k}+\dot{( }\left(\tilde{y}_{k}\right) \sum_{s \in I_{k+1}} \Delta t_{s}+\sigma\left(\tilde{y}_{k}\right) \sum_{s \in I_{k+1}} \omega_{s} . \tag{A7}
\end{equation*}
$$

Lemma 3. (Again, omit index $h$, where convenient). Assume
(C1) - (C3). Then

$$
\begin{equation*}
\lim _{h \rightarrow 0} \sup _{T_{\Delta}^{\geq k \geq 0}} E\left|\tilde{y}_{k}-\eta_{n_{k}}\right|^{2}=0 \tag{A8}
\end{equation*}
$$

Let $\tilde{y}(t) \frac{\text { be the linearly interpolated process with }}{h} \tilde{y}\left(t_{n_{i}}\right)=\tilde{y}_{i}$. Then the multidimensional distributions of $\eta^{h}(t)$ tend (as $h \rightarrow 0$ ) to the linit (2s $h \rightarrow 0$, then $\Delta \rightarrow 0$ ) of those for the process $\tilde{y}(t)$.

Proof. Let $\epsilon_{k}=\tilde{y}_{k}-\eta_{n_{k}}$. Then

$$
\begin{gathered}
\epsilon_{k+1}=\epsilon_{k}+\sum_{s \in I_{k+1}}\left[f\left(\tilde{y}_{k}\right)-f\left(\eta_{s}\right)\right] \Delta t_{s}+\sum_{s \in I_{k+1}}\left[\sigma\left(\tilde{y}_{k}\right)-\sigma\left(\eta_{s}\right)\right] \omega_{s} \cdot \\
E\left|\epsilon_{k+1}\right|^{2} \equiv M_{k+1}=M_{k}+A+B+C
\end{gathered}
$$

where (unindexed sums are over $s \in I_{k+1}$ )

$$
\begin{aligned}
A & =E\left|\sum\left[f\left(\tilde{y}_{k}\right)-f\left(\eta_{s}\right)\right] \Delta t_{s}\right|^{2} \\
& \leqq E\left(\sum \Delta t_{s}\right) E \sum_{s=0}\left|f\left(\tilde{y}_{k}\right)-f\left(\eta_{n_{k}}+s\right)\right| \Delta t t_{s} \\
& \leqq K \Delta \cdot K_{2} \delta_{h} \sum_{s=0}\left(E\left|y_{k}-\eta_{n_{k}}\right|^{2}+E\left|\eta_{n_{k}+s}-\eta_{n_{k}}\right|^{2}\right) \varepsilon_{h} \\
& \leqq K(\Delta)^{2} M_{k}+K \Delta^{3},
\end{aligned}
$$

where Lemma 2 is used in the last step.

$$
\begin{aligned}
B & =E\left|\sum\left[\sigma\left(\tilde{y}_{k}\right)-\sigma\left(\eta_{s}\right)\right] \omega_{s}\right|^{2} \\
& =E \sum\left|\sigma\left(\tilde{y}_{k}\right)-\sigma\left(\eta_{s}\right)\right|^{2} \Delta t_{s} \\
& =K \sum_{0}^{\Delta / K_{2} \delta_{h}}\left(E\left|\tilde{y}_{k}-\eta_{n_{k}}\right|^{2}+E\left|\eta_{n_{k}}+s^{-\eta_{n_{k}}}\right|^{2}\right) \delta_{h} \\
& \leqq K \Delta M_{k}+K \Delta^{2},
\end{aligned}
$$

where, again, Lemma 2 is used in the last step.

$$
\begin{aligned}
C & =E 2 \epsilon_{k}^{\prime} \sum\left[f\left(\tilde{y}_{k}\right)-f\left(\eta_{s}\right)\right] \Delta t_{s} \\
|C| & \leqq K E^{1 / 2}\left|\epsilon_{k}\right|^{2} E^{I / 2}\left|\sum\left(f\left(\tilde{y}_{k}\right)-f\left(\eta_{s}\right)\right) \Delta t_{s}\right| \\
& \leqq K M_{k}^{I / 2}\left[\sum_{s=0}^{\Delta / K_{2} \delta_{h}} \delta_{h} \sum_{s=0} \sum_{E} \delta_{h} \delta_{k}\left|\tilde{y}_{k}-\eta_{s+\eta_{k}}\right|^{2} \delta_{h}\right]^{1 / 2} \\
\leqq & K M_{k}^{I / 2}\left[M_{k} \Delta^{2}+K \Delta^{3}\right]^{1 / 2} \\
& \leqq K \Delta M_{k}+K \Delta^{3 / 2},
\end{aligned}
$$

where the second step used the bound

$$
\begin{aligned}
E\left|\tilde{y}_{k}-\eta_{s+n_{k}}\right|^{2} & \leqq K E\left|\tilde{y}_{k}-\eta_{n_{k}}\right|^{2}+K E\left|\eta_{s+n_{k}}-\eta_{n_{k}}\right|^{2} \\
& \leqq K M_{k}+K \Delta
\end{aligned}
$$

and whure the last step used a bound $E M_{k}<K_{1}$ for $k \leqq T / \Delta$ which is derivable by the method of either Lemmas 1 or 2.

Thus

$$
M_{k+1} \leqq M_{k}\left(1+K_{2} \Delta\right)+K_{3} \Delta^{3 / 2}, \quad M_{0}=0,
$$

which implies

$$
\begin{equation*}
M_{k} \leqq K_{4}(\mathbb{T}) \Delta^{1 / 2}, \quad k \leqq T / \Delta \tag{A9}
\end{equation*}
$$

where $K_{4}$ depends only on $T$ and the constants in (C1) - (C2).
(AB) arn tive wite itwement of the lemma follow from (A9) and Lemma 2. Q.F.D.

Lemma it. Aisumo (al) to (C3). Define

$$
y_{1 \Delta 1}=y_{k}+f^{\prime}\left(y_{k}\right) \Delta-\sigma\left(y_{k}\right) \delta z_{k}
$$

where $\delta z_{k}=z_{k \Delta+\Delta}-z_{k \Delta}$, where $z_{t}$ is a vector Wiener process $\left(E z_{t} z_{t}^{\prime}=I t\right)$. Then the distributions of $\left\{\tilde{y}_{k}\right\}$ converge to those of $\left\{y_{k}\right\}$ as $h \rightarrow 0$ (for fixed $\Delta$ ).

Proof. A proof can be easil.ly modelled along the lines of the proof of part of Theorem 1, p. 595 [5], and we only sketch the outl.ine. Write $\omega_{k}=\binom{\omega_{k}}{\tilde{\omega}_{k}}$, where $\tilde{\omega}_{k}$ has the dimension of the $\sigma_{0}(x)$ in (C3). Since $\sigma(x)=\left[\begin{array}{cc}0 & 0 \\ 0 & \sigma_{0}(x)\end{array}\right]$, only the sequence $\left\{\tilde{\omega}_{k}\right\}$ enters into the definition of the sequence $\left\{\tilde{r}_{k}\right\}$, and we can write

$$
\begin{equation*}
\tilde{y}_{k+1}=\tilde{y}_{k}+f\left(\tilde{y}_{k}\right)\left(t_{n_{k+1}}-t_{n_{k}}\right)+\sigma\left(\tilde{y}_{k}\right) u_{k} \tag{A10}
\end{equation*}
$$

where

$$
\tilde{\sigma}(x)=\left[\begin{array}{c}
0 \\
\sigma_{0}(x)
\end{array}\right]
$$

and

$$
u_{k}=\sum_{s \in I_{k+1}} \tilde{\omega}_{s} .
$$

Let $\sigma_{0}$ have dimension $r_{0}$. Suppose that, for all uniformly bounded (by, say, K) $r_{0}$-vectors $\left\{\lambda_{k}\right\}$, we have

$$
\begin{equation*}
\lim _{h \rightarrow 0} E \exp \sum_{k} i \lambda_{k}^{\prime} \mu_{k}=\exp -\frac{1}{2} \sum_{k} \lambda_{k}^{\prime} \lambda_{k} \Delta . \tag{All}
\end{equation*}
$$

Then the multidimensional distributions of $\left\{u_{k}\right\}$ converge to those of $\left\{\left(z_{k \Delta+\Delta^{-}} z_{k \Delta}\right)\right\}$.

Gikhman and Skorokhod used the property (All) to prove (in a relatively straightforward way) that the multidimensional distributions of $\left\{\tilde{y}_{k}\right\}$ converge to those of $\left\{y_{k}\right\}$. (See Lemmas 2.3, p. 599601 [5], and the proof concerning convergence in distribution of $\left\{\eta_{n}^{*}\left(\tau_{k}\right)\right\}$ to $\left\{\eta_{0}^{*}\left(\tau_{k}\right)\right\}$ on $p .601-602$.) of cournse, in [5], the $\eta_{n}^{*}$ is scalar process (the vector extension is straj.ghtforward) and the coefficient of $f\left(\tilde{y}_{k}\right)$ is $\Delta$. But, since $\left|t_{n_{k+1}}-t_{n_{k}}\right| \rightarrow \Delta$ uniformly in all variables as $h \rightarrow 0$, the proof can easily be modified to account for this minor difference.

Thus we will only prove (All). First, let us introduce some notation. Let $T / \Delta=m$, and divide each interval [ $i \Delta, i \Delta+\Delta$ ] ( $i=0, \ldots, m-1$ ) into subintervals of length $b_{h}$, where $b_{h} \rightarrow 0$ as $h \rightarrow 0$ and $b_{h} / \delta_{h} \rightarrow \infty$. Define the sets of indices (subsets of $I_{\ell}$ ) $I_{\ell r}$
by

$$
\left.I_{\ell r}=\left\{s: t_{n} \in \Gamma(l-1) \Delta+(p-1) b_{h}, \quad(l-1) \Delta+r b_{n}\right)\right\}
$$

$\ell=1, \ldots, m, x=1, \ldots, \Delta / \mathrm{b}_{h^{\circ}}$ Detine

$$
{ }^{\prime} \ell x^{\prime} \prod_{s \in I_{\ell r}} y_{i}
$$

Let $u_{k r, i}$ and $\omega_{s, i}$ be the $i^{\text {th }}$ components, resp., where $i=r-r_{0}+1, \ldots, r$ (the l.ast $r_{0}$ components). (Note that $\left.u_{\ell}=\sum_{r} u_{\ell r}.\right)$

Next, we show $\lim _{h \rightarrow 0} S_{h, i}=0$ where

$$
\begin{equation*}
S_{h, i}=\sum_{\ell=1}^{m} \sum_{r=1}^{\Delta / b_{h}}\left|u_{\ell r, i}\right|^{2+\delta} \tag{A12}
\end{equation*}
$$

for some $1>\delta>0$. In fact

$$
s_{h, i} \leqq \frac{T}{b_{h}} \max _{\ell, r}\left|u_{\ell r, i}\right|^{2+\delta}
$$

and

$$
\begin{aligned}
\left|u_{\ell r, i}\right|^{2+\delta}=\left|\sum_{s \in I_{l r}} \omega_{s, i}\right|^{2+\delta} & \leqq \frac{b_{h}}{K_{2} \delta_{h}} \max _{s \in I_{l r}}\left|\omega_{s, i}\right|^{2+\delta} \\
& \leqq K_{h} \cdot h^{2+\delta} / K_{2} \delta_{h},
\end{aligned}
$$

where $\left|\omega_{s, i}\right| \leqslant \mathrm{Kh}$ is used, $i=x-x_{0}+1, \ldots, r$. The inequality $\left|\omega_{s, i}\right| \leqq K h, i=r-x_{0}+1, \ldots, r$ follows from $\tilde{\omega}_{k}=\left[\sigma_{0}\left(\xi_{k}\right)+O\left(h^{1 / 2}\right)\right]^{-1}\left[\tilde{\xi}_{k+1}-\tilde{\xi}_{k}-\tilde{f}\left(\xi_{k}\right) \Delta t_{k}+O(h)\right]$
which, in turn, follows from (8b, c) and (c1) - (c3). The $O(\cdot)$ terms are uniform in $\xi_{k}$, and $\dddot{E}_{\xi}, \tilde{T}$ are the last $x_{0}$ components of $\xi, r^{\text {n }}$, resp. Then

$$
S_{h, i} \leftrightarrows K \frac{T}{b_{h}} \cdot \frac{b_{h} \cdot h^{2+\delta}}{\delta_{h}} \rightarrow 0
$$

Let $\mathscr{F}^{( }(\mathrm{m}-1)$ denote the least $\sigma$-algeibra measuring all $u_{1}, \ldots, u_{\mathrm{m}-1}$ and let $\mathscr{F}(\mathrm{m}-1, t)$ be the least $\sigma$-algebra measuring, in addition, $u_{m l}, \ldots, u_{m t}$. Let $\frac{\Delta}{\bar{b}_{h}}=v$ and recall $m=T / \Delta$. Thus $\mathscr{F}(\mathrm{m}-1, r-1)$ measures all the ${ }^{\mathrm{u}}{ }_{\ell x}$ except for the last one $u_{\mathrm{mv}}$.

Now,

$$
\begin{aligned}
& E\left[\exp \quad i \lambda_{m}^{\prime} u_{m} \mid \mathscr{F}(m-1)\right] \\
& \quad=E\left[\exp i \lambda_{m}^{\prime} \sum_{1}^{v-1} u_{m S} \mid \mathscr{F}(m-1)\right] E\left[\exp i \lambda_{m}^{\prime} u_{m v} \mid \mathscr{F}(m-1, v-1)\right] \\
& \quad \equiv A \cdot D .
\end{aligned}
$$

$$
B=E\left[\left.\left(1+i \lambda_{m}^{\prime} u_{m v}-\frac{\left(\lambda_{m}^{\prime \prime} u_{m v}\right)^{2}}{2}+\tilde{\epsilon}_{m v}\right) \right\rvert\, \mathscr{F}(m-1, v-1)\right]
$$

where

$$
\left|\tilde{\epsilon}_{\mathrm{mv}}\right| \vdots K\left|\lambda_{m}^{\prime} u_{\mathrm{mv}}\right|^{2+\delta}
$$

Since $E\left[u_{\mathrm{mv}} \mid \mathscr{F}(\mathrm{m}-1, v-1)\right]=0$, and

$$
b_{h} \lambda_{m}^{\prime} \lambda_{m}-K \delta_{h} \leq E\left[\left(\lambda_{m}^{\prime} u\right)^{2} \mid \mathscr{F}(m-1, v-1)\right] \leq b_{h} \lambda_{m}^{\prime} \lambda_{m}+K \delta_{h}
$$

we have

$$
\left(1-\frac{\lambda_{m}^{\prime} \lambda_{m}^{b} n}{2}-M_{n: 9}\right) \leqq B \leq\left(1-\frac{\lambda_{m}^{\prime} \lambda_{m} b_{n}}{2}+M_{m v}\right)
$$

where $M_{\text {mv }}$ is a real number

$$
M_{m v}=K \delta_{h}+K \max _{m, v}\left|\lambda_{m}^{\prime} u_{m v}\right|^{2+\delta}
$$

Thus

$$
A B=A\left(1-\frac{\lambda_{m}^{\prime} \lambda_{m} b_{h}}{2}\right)+\tilde{M}_{m v}
$$

where

$$
\left|\tilde{\mathrm{M}}_{\mathrm{mv}}\right| \leqq \mathrm{M}_{\mathrm{mv}}
$$

Continuing the procedure gives

$$
\begin{gathered}
A B=\left(1-\frac{\lambda_{m}^{\prime} \lambda_{m} b^{2}}{2}\right)^{v}+\tilde{M}_{m} \\
\left|\tilde{M}_{m}\right| \leq \sum_{s=1}^{v} M_{m s}
\end{gathered}
$$

Similarly,

$$
\begin{gathered}
\exp i \sum_{k=1}^{m} \lambda_{k}^{\prime} u_{k}=\prod_{l=1}^{m}\left(1-\frac{\lambda_{l}^{\prime} \lambda_{l} l_{h}}{2}\right)^{v}+\tilde{M} \\
|\tilde{M}| \leqq \sum_{l=1}^{m} \sum_{r=1}^{v} M_{l r} .
\end{gathered}
$$

But $|\tilde{M}| \leqq \sum_{i=r-r_{0}+1}^{r} K S_{h, i} \rightarrow 0$. Thus, we have proved (All). Q.E.D.
Lemma 5. Assume (C1) - (C3). Let $\left\{y^{\Delta}(t)\right\}$ be the linear interpolation of $\left(y_{k}\right)$. The multidimensional distributions of $y^{\Delta}(t)$ converge to those of $x_{t}$ as $\Delta \rightarrow 0$.

The proof is well-known and is omitted.

Proof of Theorem 1. By Lemmas 1 - 5, the finite dimensional distributions of $\xi^{h}(t)$ converge to those of $x_{t}$, at points of continuity of the latter (for $t \leqq T$ ). (9) follows from Lemma 2. Q.E.D.

Proof of Corollary 1. If $F(\cdot)$ were cortinuous on $C[O, T]=\Omega$, then the Corollary follows from Theorem 1, p. 581 [5], since our Theorem 1 assures that the conditions of the cited theorem hold. Corollary 2, p. 579 of [5] asserts that the distribution of $F\left(\xi^{h}(\cdot)\right)$
converges to that of $F(x(\cdot))$ for all $F(\cdot)$ continuous w.p.l. on $\mathrm{C}[\mathrm{O}, \mathrm{T}]$ if (a) the multidimensional distributions of $\xi^{h}(\mathrm{t})$ converge to those of $x_{t}$, and (b) the measures $\mu_{n}$ are weakly compact. (a) is implied by Theorem 1 , and (b) is also - sinee, by the proof of Theorem 1, p. 581, [5], weak compactness of $\left\{\mu_{n}\right\}$ is implied by (9) (or, equivalently, by equicontinuity of $x_{t}$ on [ 0,1 ] with probability arbitrarily close to 1). The last statement of the corollary follows from the previous part of the corollary. Q.E.D.

Proof of Theorem 2. By (c6) the Last two terms of (1.0a) are equal, and so are the last two terms of (10b). By hypothesis, $\varphi\left(x_{\mathbb{I} \cap \tau}\right)$ is uniformly bounded w.p.1., and $T \cap \tau$ is continuous w.p.1. (relative to $\mu$ ). $x_{t}$ is continuous in $t$ w.p.1. Hence, $x_{T n \tau}$ is continuous w.p.1. on $C[0, T]$; hence, $\varphi\left(x_{\mathrm{T}}{ }_{\mathrm{T}}\right)$ is. Thus, by Corollary 1,

$$
E_{x}^{\varphi}\left(\xi^{h}\left(I n \tau_{h}\right)\right) \rightarrow E_{x} \varphi\left(x_{I n \tau}\right)
$$

as $h \rightarrow 0$.
A similar conclusion for the convergence of the integral term follows from the continuity of

$$
\int_{0}^{t} k\left(x_{s}\right) d s
$$

in t. Q.E.D.

Proof of Theorem 3. Define $P(n, h)=\inf _{x} P_{x}\left(\tau_{h} \leq n t\right)$. Then by (11),

$$
\begin{aligned}
P(n+1, h) & \geqq(1-P(n, h)) M_{0}+P(n, h) \\
& \geqq M_{0}+P(n, h)\left(1-M_{0}\right) .
\end{aligned}
$$

Thus

$$
\begin{equation*}
1-P(n, h) \leq\left(1-M_{0}\right)^{n} \tag{A14}
\end{equation*}
$$

which implies

$$
\int_{T}^{\infty} \tau_{h} d P_{x}\left(\tau_{h}\right) \rightarrow 0
$$

as $T \rightarrow \infty$, uniformly in $x, h$. Furthermore,

$$
\begin{aligned}
& E_{x} \int_{\mathbb{T} \cap \tau_{h}}^{T} k\left(\xi^{h}(s)\right) d s \rightarrow 0 \\
& E_{x}\left[\varphi\left(\xi^{h}\left(\pi n \tau_{h}\right)\right)-\varphi\left(\xi^{h}\left(\tau_{h} j\right)\right] \rightarrow 0\right.
\end{aligned}
$$

as $T \rightarrow \infty$, uniformly in $x, h$. (A15) and Theorem 2 imply the Theorem. Q.E.D.

## Teretences


 Russian book).


1. II. J. Kushnex, A. T. Kluinnan, "Numerical Methods for the Bolution as' the Degenerate Nonlinear Equations Arising in Optimal Stochastic Control Theory", IEEE Trans. on Automatic Control, AC-13, August 1968.
2. I. I. Gikhman, A. V. Skorokhod, Introduction to Random Processes, Izdatelctro Nauka, Moscow, 1966 (in Russian).

FIG. I


FIG. 2

figure 3


[^0]:    ${ }^{+}$This research was supported in part by the National Science Foundation under Grant No. GK 2788, in part by the National Aeronautics and Space Administration under Grant No. NGL 40-002-015 and in part by the Air Force Office of Scientific Research under Grant No. AfAFOSR 67-0693A.

[^1]:    ${ }^{+}$This research was supported in part by the National Science Foundation under Grant No. GK 2788, in part by the National Aeronautics and Space Administration under Grant No. NGL 40-002-015 and in part by the Air Force Office of Scientific Research under Grant No. AFAFOSR 67-0693A.

[^2]:    ${ }^{+}$This is for convience in development. The difference interval can certainly depend on the direction.

[^3]:    TThis is not restrictive in applications (see [4]). In fact the condition is implied by condition (11) of Theorem 3 which is also natural in applications (see Example).

[^4]:    We use $\rho_{h}\left(\xi_{k}^{h}\right), \Delta t_{k}^{h}$ and $\Delta t^{h}\left(\xi_{k}^{h}\right)$ interchangeably. Also, sometimes the arguments of $f_{i}$ and $a_{i i}$ are omitted.

[^5]:    ${ }^{+} \sum_{h}$ is uniformly dominated by (say) $1 / 2$ of its diagonal matrix, for small $h$.

[^6]:    ${ }^{+}$By such convergence, we always mean convergence at the points of continuity of the relevant distributions for the process $\mathrm{x}_{\mathrm{t}}$.

[^7]:    ${ }^{T} \cap \cap \tau$ is a function of the path $x$.

