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CONFIGURATION SPACE THREE-BODY SCATTERING THEORY

E. Gerjuoy

Appendices and References
I wish to show that the integral

\[ G^{(+)} \vee G^{(+)} \mid F = G^{(+)} \vee G^{(+)} \]  \hspace{1cm} (A1)

converges. In particular, consider a typical term in (A1), e.g.,

\[ \int d\tilde{\tau}'' G^{(+)}(\tilde{\tau};\tilde{\tau}'') V_{12}(\tilde{\tau}'') G^{(+)}_F(\tilde{\tau}'';\tilde{\tau}') \]  \hspace{1cm} (A2)

which is the \( \tilde{\tau}, \tilde{\tau}' \) element of the term involving \( V_{12} \) on the left side of (A1).
Because $V_{12}$ is a short range force, the integral (A2) can diverge (at infinity in $\mathbb{R}^5$ space) only in directions $\nu''_{12}$ along which $\xi_{12}$ remains finite. Recalling Eqs. (95) and (112), one sees that the laboratory system analogues of (114) and (115) must imply

$$\lim_{\nu'' \to \infty \parallel \nu_{12f}''} G^{(+)}(\nu''; \nu_{12f}'') = \lim_{\nu'' \to \infty \parallel \nu_{12f}''} G^{(+)}(\nu''; \nu_{12f}'')$$

$$= \sum_j C_2(E_{-} - \varepsilon_j) \frac{i \nu'' \mathcal{E}_{-} \varepsilon_j}{p^{5/2}} \nu_j''(\nu_{12f}'' e^{-ik_{f}'' \cdot \mathbf{r}_{f}''} \mathcal{R}_{j}(-) \mathcal{Y}(\nu_{12f}'') (\mathbf{r}_{f}'') \mathbf{E})$$

(A3)
plus [on the right side of (A3)] an integral over the continuum functions \( u(\tau_{12}, k_{12}) \), as in Eq. (112a). In (A3), since \( \xi_{12} \) remains finite, the magnitude of the nine-dimensional vector \( \rho'' \) defined by the double-primed analogue of (25d) is the same as the magnitude of the six-dimensional vector \( \rho'_{12} \) defined by

\[
\rho'_{12} = \left( \frac{2M}{\hbar^2} \right)^{1/2} \rho'' \oplus \left( \frac{2\mu_3R}{\hbar^2} \right)^{1/2} \rho''_{12} \tag{A4}
\]

in the notation of Eq. (102d); also, the two masses appearing in \( C_2(E - \epsilon_j) \) [which is defined by (90b)] are the two effective masses in (A4), namely \( M \) and \( \mu_3R \). The neglected continuum contribution in (A3) is of order \( \rho''^{-4} \) [compare Eqs. (112a) and (116a)], i.e., indeed negligible compared to the retained discrete sum in (A3), for the purposes of this section.

The asymptotic behavior of \( G_f^{(+)}(\tau'; \tau'') \) in (A2) as \( \tau'' \to \infty \) is given by Eqs. (90). Thus, employing Eqs. (40) along with (A3) [and recognizing there can be at most a finite number of bound states \( u_j \) because \( V_{12} \) is short range], it is clear that the integral (A2) converges if and only if individual integrals of the form

\[
\int d\tau'' d\varphi'' d\tau_1 d\tau_2 \frac{e^{i\sqrt{E - \epsilon_j}}}{\rho''_{12}} \frac{e^{-iK'_{12} \cdot \tau''}}{\rho''_{12}} e^{-iK''_{12} \cdot \tau''} V_{12}(\tau'_1, \tau'_2) \tag{A5}
\]

converge at large \( \rho'' \) for each \( j \). In (A5) the integral over \( \tau''_{12} \)
obviously converges. Introduce

$$\tilde{R}'' = \left(\frac{2M}{\hbar^2}\right)^{1/2} R''$$

\[\text{(A6)}\]

$$\tilde{q}_{12}'' = \left(\frac{2\mu_3 R}{\hbar^2}\right)^{1/2} q_{12}''$$

(where, of course, the tilde merely distinguishes the vectors on 
the two sides of (A6) and has nothing to do with the transpose\(^{(29)}\)).

Then, recalling Eqs. (89) and (A4), one sees that the volume element

$$d\tilde{R}'' d\tilde{q}_{12}'' \approx \int d\rho'' d\chi_{12}''$$

\[\text{(A7)}\]

where the distinction between \(\rho''\) and \(\rho_{12}''\) can be ignored here. In

(A5), moreover, the plane waves in \(\tilde{\chi}'\) and \(q_{12}'\), as well as the factor

\(\tilde{\psi}(-)\), depend—via the double-primed analogues of Eqs. (92)—on

the five independent angles specifying \(\chi_{12}''\), but not on the magnitude

of \(\rho_{12}''\). It follows that the integrand of (A5) is of order \(\rho''^{-3/2}

at large \(\rho''\). Therefore (A5), and concomitantly (A2), are convergent,

Q.E.D.

A.2 Eq. (65b)

Next consider Eq. (65b), whose validity depends on the

convergence of

$$G^{(\ast)}[V_{23} + V_{31}]G^{(\ast)}_{12} = \int d\tilde{r}'' G^{(\ast)}(\tilde{r}', \tilde{r}'') \left[V_{23}(\tilde{r}''_{23}) + V_{31}(\tilde{r}''_{31})\right]G^{(\ast)}_{12}(\tilde{r}', \tilde{r}'')$$

\[\text{(A9)}\]
Consider, e.g., the term involving $V_{23}$. This term can diverge (at infinity in $x''$ space) only in directions $x_{23}''$ along which $x_{23}''$ remains finite. Along such directions, $G_{12}^{(+)}$ cannot propagate in bound states, however, i.e., along directions $x_{23}''$ $G_{12}^{(+)}$ behaves asymptotically essentially like $G_{F}^{(+) [recall the discussion concerning Eqs. (116)]. Consequently (A8)—like (A2)—converges, as asserted following Eq. (65a).

A.3 Center of Mass Analogues of Eqs. (63)

The convergence of the center of mass analogues of Eqs. (63) now is trivially demonstrable. Consider, e.g., the center of mass analogue of (A2), namely

$$\int d\bar{x}'' G^{(+)_{12}}(\bar{x}'', \bar{x}'') V_{12}(\bar{x}'') G_{F}^{(+)_{12}}(\bar{x}', \bar{x}'')$$

(A9a)

Using Eqs. (40), (90) and (114), it is clear that (A9a) converges if and only if integrals of the form (omitting inessential factors in the integrand)

$$\int dq''_{12} dq_{12} \frac{1}{q_{12}''} u_{1}(x_{12}'') V_{12}(x_{12}'') \frac{1}{q_{12}''}$$

(A9b)

converge at large $q_{12}''$. But (A9a) does converge, because its integrand is of order $q_{12}''^{-3/2}$.

A.4 Eq. (52a) with Two-Body Bound States

I now turn to Eq. (52a), in which, as in (46), it now is convenient to suppose the incident plane wave $\psi_{1}(E')$ may correspond to a different energy than the Green's function $G^{(+)_{12}}(E)$. In particular, consider the term in (52a) involving $V_{12}$, which can be rewritten as
As above, the integral over $d\mathbf{r}'_{12}$ converges, and it is necessary only to examine the behavior of the integrand along directions $\mathbf{r}'_{-12}$ on which $\Sigma_{12}'$ remains finite. The behavior of $G^{(+)}$ still is given by (A3), but the plane wave factors in (A10) do not behave like $G_F^{(+)}$.

Introduce (29) [in analogy with (A6)]

$$
\tilde{K}'_{\sim} = \left(\frac{\hbar^2}{2M}\right)^{1/2} K'_{\sim},
\tilde{K}'_{12} = \left(\frac{\hbar^2}{2\mu_{3R}}\right)^{1/2} K'_{12}.
$$

Then one can write

$$
e^{i\left(K' \cdot R'_\sim + K'_1 q'_1 + K'_2 q'_2\right)} = e^{i \epsilon_{12}' P_{12}' \cos \chi}
$$

where, recalling Eqs. (28d) and (35),

$$
\left(\epsilon_{12}'\right)^2 = \tilde{K}'^2_{\sim} + \tilde{K}'_{12}^2 = E' - \frac{\hbar^2 \epsilon_{12}^2}{2\mu_{12}}
$$

while $\chi$ is the angle between the six-dimensional vectors $\rho_{12}'$ [defined by (A4)] and $\epsilon_{12}'$, with

$$
\epsilon_{12}' = \tilde{K}'_{\sim} \oplus \tilde{K}'_{12}
$$
For the purposes of this section the awkward subscripts in $\mathcal{E}_{12}'$ can be dropped, i.e., henceforth I shall write $\mathcal{E}_{12}' = \mathcal{E}'$.

When two-body bound states $u_j(\mathbf{r}_{12})$ exist, therefore, the integral (A10) will be a sum of integrals proportional to [again omitting inessential factors in the integrand and ignoring the distinction between $\rho'$ and $\rho_{12}'$]

$$\int d\rho' d\mathbf{r}' d\mathbf{r}_n \rho' \frac{i\rho' \sqrt{E - \varepsilon_j}}{\rho' \sqrt{5/2}} \cdot u_j(\mathbf{r}'_n) e^{-iK_j' \rho' (\mathbf{r}_n, \mathbf{r}')} V_{\mathbf{r}_n \mathbf{r}_{12}} e^{i\mathcal{E}' \cos \chi}$$

(A13a)

where [compare (A5)] $K_j'$ is determined solely by the direction $\mathbf{r}_{12}'$ along which $\mathbf{r}'$ becomes infinite in (A10), and is wholly unrelated to the original $K'$ in $\psi_1(E')$. In (A13a) it is presumed that propagation in $u_j(\mathbf{r}_{12}'$) is energetically possible (15); otherwise $\sqrt{E - \varepsilon_j}$ is positive imaginary, $e^{i\rho' \sqrt{E - \varepsilon_j}}$ is exponentially decreasing at large $\rho'$, and (A13a) assuredly converges. Also, as explained following (A7), the factor $\mathcal{Y}(-\kappa)$ in (A13a) depends on $\mathbf{r}_{12}'$, but not on $\rho_{12}'$.

Consequently the oscillations of the integrand in (A13a) at large $\rho_{12}' = \rho'$ dominantly are determined by the phase factors $e^{i\rho' \sqrt{E - \varepsilon_j}}$ and $e^{i\mathcal{E}' \rho' \cos \chi}$. Correspondingly, letting the polar axis for $\mathbf{r}_{12}'$ lie along $\mathbf{r}_1'$ of (A12c), at large $\rho'$ the integral (A13a) must behave essentially like

$$\int d\rho' \rho'^5 \frac{e^{i\rho' \sqrt{E - \varepsilon_j}}}{\rho' \sqrt{5/2}} \int d\chi \sin \kappa' \chi e^{i\mathcal{E}' \rho' \cos \chi}$$

(A13b)

[For further details concerning the form of the volume element]
\[ \rho^5 \, dp' \, d\nu_{12}' \] in six-dimensional spherical coordinates, see section D.1].

The expression (A13b) is proportional to \((30)\)

\[ \int d\rho' \, \rho'^{5/2} \, e^{i \rho' \sqrt{E - \epsilon_j}} J_2(\rho' \epsilon_j) \approx \int d\rho' \, \rho'^{5/2} \, e^{i \rho' \sqrt{E - \epsilon_j} + i \epsilon'_j} \frac{\epsilon'_j}{\rho'^{5/2}} \]  

(A13c)

Hence the integral (A10) fails to converge when two-body bound states can occur. Eq. (A13c) indicates that the non-convergence results from contributions to (A10) behaving like

\[ \delta\left(\sqrt{E - \epsilon_j} - \epsilon'\right) \]  

(A13d)

which, recalling (A12b), is identical with (47).

At large \( \epsilon' \rho' \), the integration over \( d\chi \) in (A13b) is determined primarily by the values of the integrand in the neighborhoods of \( \chi = 0 \) and \( \pi \), which are points of stationary phase; in fact, writing \( \cos \chi = 1 - \chi^2/2 \) immediately shows the contribution to the integral (A13b) from the vicinity of \( \chi = 0 \) is of the order of

\[ e^{i \epsilon' \rho' / (\rho')} \frac{n+1}{2} \]  

(A13e)

where \( n \) [in this case equal to 4] is the power of \( \sin \chi \) in the integrand of (A13b). At large \( \rho' \), therefore, to justify the step from (A13a) to (A13b), it is necessary only to assume that the comparatively slowly varying (with the angles specifying \( \nu_{12}' \)) neglected factors in (A13a) are finite, i.e., neither infinite nor zero, at \( \chi = 0 \) and \( \pi \). There seems no reason to doubt the general correctness of this assumption.
At this point I caution the reader that in the very frequent subsequent instances (in this and later Appendices) wherein the behavior of integrals like (A13a) must be estimated, the angular dependence of the slowly varying wave functions, etc., in the integrand will be routinely ignored without further explanation, on the grounds of the arguments in this and the preceding paragraph.

A.5 Eq. (52a) with Three-Body Bound States

If bound states do not exist, the dominant asymptotic behavior of $\mathcal{C}(^{+) in (A10)$ is given by the continuum contribution omitted from (A3). Correspondingly, (A13a) is replaced by

$$\int d\rho' d\gamma' d\chi' \rho'^5 \frac{e^{i\rho' \sqrt{E}}}{\rho'4} \Pi_f^{(-)}(\gamma'; E) V_{12}(\chi) e^{i\epsilon' \rho' \cos \chi}$$

(A14a)

As above, Eq. (A14a) behaves essentially like

$$\int d\rho' \rho'^5 \frac{e^{i\rho' \sqrt{E}}}{\rho'^4 (E' \rho')^2} \approx \int d\rho' \frac{e^{i\rho' \sqrt{E} + i\epsilon' \rho'}}{\rho'^{3/2}}$$

(A14b)

which converges. Thus the aforementioned divergences in (52a) do not appear when bound states do not occur. On the other hand, suppose there exist three-body bound states

$$u_j(\chi_1, \chi_2, \chi_3) \equiv u_j(\chi_{12}, \chi_{23}) \equiv u_j(\chi_{12}, \chi_{12})$$

Then, because $u_j$ necessarily is independent of $\chi$, the integral (A10) now behaves like
\[
\int dR' d\mathbf{q}_{12}' d\mathbf{r}_{12}' e^{iK_j R'} u_j(\mathbf{r}_{12}', \mathbf{q}_{12}') V_{12}(\mathbf{r}_{12}) e^{iK' R'}.
\]

(A15a)

at large \( R' \), where

\[
\frac{\hbar^2 K_j^2}{2M} = E - \varepsilon_j
\]

(A15b)

Whereas only \( r_{12}' \) remained effectively finite in (A13a), the quadratically integrable \( u_j(r_{12}', q_{12}') \) keeps both \( r_{12}' \) and \( q_{12}' \) effectively finite in (A15a). Thus only a three-dimensional vector [namely \( \mathbf{R}' \)] becomes infinite in (A15a), whereas a six-dimensional vector [namely \( \mathbf{p}_{12}' = p_{12} \mathbf{\nu}_{12}' \approx \mathbf{p}' \mathbf{\nu}_{12}' \)] became infinite in (A13a). Therefore, performing the angular integration over the direction of \( \mathbf{R}' \), (A15a) reduces to

\[
\int dR' R' e^{iK_j R'} \tilde{j}_0(K'R') \simeq \int dR' e^{iK_j R'} e^{iK'R'} \simeq \delta(K_j - K')
\]

(A15c)

The \( \delta \)-function in (A15c), like the \( \delta \)-function (A13d), always vanishes on the energy shell because \( \varepsilon_j \) is negative. I add that one readily sees these 3-body states do not affect the convergence of (A2), (A8) or (A9a). Moreover, it is clear from this section and preceding sections that the absence of the \( V_{12} \) term keeps the laboratory system version of (115b) convergent except when three-body bound states exist, in which event an analysis essentially identical to Eqs. (A15a) - (A15c) applies.
A.6 Eq. (52b)

In Eq. (52b), terms in \( G^{(+)} \) corresponding to three-body bound states are proportional to \( u_j(r_{12}, x_{23}) \), and therefore obviously cannot cause divergence. When two-body bound states \( u_j(r_{12}) \) exist, the integral involving \( V_{12} \) in (52b) [here letting \( \tilde{E}' \) be different from \( \tilde{E} \)] is a sum of integrals proportional to

\[
\int dq_{12}' dq_{12} \frac{i k_{12j} q_{12}'}{q_{12}'} u_j(r_{12}') \Psi_{12j}(-) \Psi_{12j}^*(\tilde{r}_j, \tilde{E}) V_{12}(r_{12}') E^{i(k_j q_{12}'+k_j q_{12}')} \quad (A16a)
\]

at large \( q_{12}' \). Eq. (A16a), which has employed (114b) and (115a), is the center of mass analogue of Eq. (A13a). The integral (A16a) is basically similar to (A15a), and reduces to the non-convergent integral

\[
\int dq_{12}' q_{12} \frac{i k_{12j} q_{12}'}{q_{12}'} j_0(k_j q_{12}') \equiv \delta(k_{12j}^2 - k_j^2) \equiv \delta(\sqrt{\tilde{E} - E_j} - \sqrt{\tilde{E}' - \frac{\hbar^2 k_j^2}{2 \mu_{12}}}) \quad (A16b)
\]

which obviously is the center of mass analogue of (47), and necessarily vanishes on the energy shell \( \tilde{E} = \tilde{E}' \); the interpretation of (A16b)---namely that the argument of the \( \delta \)-function vanishes when the unprimed and primed speeds, of particle 3 relative to the center of mass of particles 1 and 2, are equal---is immediate, recalling the remarks following Eq. (29), and recognizing that \( \frac{k_j^2}{2 \mu_{12}} / \mu_{3R} \) is the center of mass frame kinetic energy when 1, 2 are bound in \( u_j(r_{12}) \). In the absence of two-body bound states, recalling Eqs. (116), the integral (A16b) would be replaced by [compare Eqs. (A13c) and (A14b)].
\[ \int d q_{12} q_{12}^2 \frac{e^{i p' \sqrt{E}}}{p' \sqrt{2}} j_0(K_{12} q_{12}) \approx \int d p' e^{i p' \sqrt{E}} e^{i K_{12} p'} \]

which converges.

A.7 Eq. (42)

For \( \psi_1 \) of Eq. (21a), the integral in Eq. (42) is \( C_F \psi_1^{(+)} \), whose \( V_{12} \) term is

\[ \int d x' G_F^{(+)}(x; x'; E) V_{12}(x_{12}') \bar{\psi}_i^{(+)}(x_{12}', E) \]

where now there is no need to differentiate between the energies of the Green's function and the wave function. The incident plane wave part of \( \psi_1^{(+)} \) in (A17) yields an integral behaving essentially like (A14a). In other words, the incident part of \( \psi_1^{(+)} \) makes (A17) a convergent integral. Now the integral (A14a) converges because

\( e^{i k' \rho' \cos \chi} \cos \), though of absolute value unity, produces a factor of order \( \rho'^{-5/2} \) in (A14b) after integrating over \( d\omega_{12}' \). All the scattered (non-incident) parts of \( \psi_1^{(+)}(x') \) decrease at least as rapidly as \( \psi_1(x') \) when \( x' \rightarrow \infty \), and apparently oscillate sufficiently that after integrating over \( d\omega_{12}' \) they also yield convergent analogues of (A14b).

For example, replacing \( \psi_1^{(+)} \) in (A17) by \( \phi_{12}^{(+)} \) of Eqs. (61) and (72) again yields an integral behaving like (A14a); replacing \( \psi_i^{(+)} \) in (A17) by \( \phi_{23}^{(+)} \) yields an integral which is even more rapidly convergent than (A17).

There remains for consideration the result of replacing \( \psi_1^{(+)} \).
in \((A17)\) by \(\phi_1^{s(+)}\), as defined in \((62)\). If bound states \(u_j(\xi_{12})\)
do not exist, that part of \(\phi_1^{t(+)}\) which is truly three-body and has
been termed \(\phi_1^{t(+)}\) obviously causes no difficulty in \((A17)\), because
by definition [recall the introduction to Chapter 4]

\[
\lim_{r' \to 0 || y'} \Phi_i^{t(+)}(x') = \lim_{r' \to 0 || y'} e^{i \mathbf{K} \cdot \mathbf{R}'} \Phi_i^{t(+)}(x') \approx e^{i \mathbf{K} \cdot \mathbf{R}' \cdot \mathbf{p}' / \sqrt{E}} \frac{e}{p' \sqrt{\gamma_2}} \tag{A18a}
\]

Eq. \((A18a)\) as it stands, even before angular integration, contains
the factor \(\rho'^{-5/2}\) \((\approx \rho^{-5/2}\) at infinity along \(\gamma_{12}'\)) needed to make
\((A17)\) convergent. However, \(\phi_1^{t(+)}\) also can represent recombination
reactions \((17a)\), i.e., can propagate in bound states. Thus, when
bound states \(u_j(\xi_{12})\) exist, Eq. \((A18a)\) is very seriously incorrect
along directions \(\gamma_{12}'\), and must be replaced by

\[
\lim_{r' \to 0 || y_{12}'} \Phi_i^{t(+)}(x') \approx e^{i \mathbf{K} \cdot \mathbf{R}'} u_j(x_{12}') e^{i \mathbf{K}_{12} \cdot q_{12}'} \tag{A18b}
\]

This complication was ignored in the preceding paragraph because
energy - momentum conservation prevents \(\phi_1^{t(+)}(\xi_{12})\) from propagating
in bound states \(u_j(\xi_{12})\).

Inserting \((A18b)\) into \((A17)\) gives an integral behaving like

\[
\int d\mathbf{R}' d\mathbf{q}' d\mathbf{r}' e^{i \mathbf{p}' \sqrt{E}} T^{(-)}(\mathbf{t}, E) V_{ij}(x_{12}') e^{i \mathbf{K} \cdot \mathbf{r}' \cdot \mathbf{p}' / \sqrt{E}} u_j(x_{12}') e^{i \mathbf{K}_{12} \cdot q_{12}'} \tag{A19a}
\]
The three-dimensional (rather than six-dimensional) plane wave factor \( e^{iK \cdot \mathbf{r}'} \) makes it impractical to immediately introduce spherical coordinates in the six-dimensional space spanned by \( \mathbf{r}_{12} = (\tilde{\mathbf{n}}', \tilde{\mathbf{q}}_{12}') \) [recall Eqs. (A4) and (A6)], as has been done in previous integrals in this Appendix. However, the integrations over the directions of \( \mathbf{r}_{12} \) and \( \mathbf{q}' \) in (A19a) can be performed immediately, yielding [still omitting inessential factors]

\[
\int dR' \int dq' \frac{R'^{2} e^{i\mathbf{p}' \cdot \mathbf{E}}}{\mathbf{F}'} j_{0}(KR') e^{iK_{12} \cdot q_{12}' / q_{12}'}
\]

(A19b)

Next, replace \( R', q_{12}' \) by \( R', \tilde{R}_{12}' \) respectively, and then introduce polar coordinates in the \( \tilde{\mathbf{n}}', \tilde{\mathbf{q}}_{12}' \) plane, i.e., consistent with Eqs. (A4) and (A6),

\[
\tilde{R}' = \rho_{12}' \cos \varphi \quad \tilde{q}_{12}' = \rho_{12}' \sin \varphi
\]

(A19c)

As in (A7) and (A13a), the distinction between \( \rho_{12}' \) and \( \rho' \) now can be ignored, because in effect \( \mathbf{r}_{12}' \) is being kept constant as \( R' \) and \( \mathbf{q}' \) become large. Hence Eqs. (A20), with the aid of (A11), reduce (A19b) to a sum of two integrals, of form

\[
\int_{0}^{\infty} dp' \int_{0}^{\pi/2} dp \sin^{2} \varphi \cos^{2} \varphi e^{\frac{ip'\sqrt{E}}{p'\cos \varphi} + i\frac{\mathbf{E}}{p'\cos \varphi} + i\frac{K_{12}' \cdot \mathbf{p}' \sin \varphi}{p' \cos \varphi}} \]

(A21a)

\[
= \int_{0}^{\infty} dp' \int_{0}^{\pi/2} dp \sin \varphi \cos \varphi e^{\frac{ip'\sqrt{E}}{p'} + iE_{j}p' \cos(\varphi - \varphi_{j})}
\]

(A21b)

In Eq. (A21a) I have made it explicit that we are interested only in the behavior of the integral at large \( p' \); anyway, at small values
of \( p' \) the substitutions [e.g., (A19b) for \( \Phi_1^{t(+) t} \)] leading to (A21a) are unjustified. Because \( R' \), \( p' \) are each intrinsically positive in (A19b), \( 0 \leq \phi \leq \pi/2 \) in (A21a). In (A21b), the quantity \( E_j^t = E_{12j} \) is defined in terms of \( \tilde{R}, \tilde{R}_{12j} \) by the analogue of (A12b), therewith making the definitions of \( \phi_p \) obvious.

At large \( E_j \), the behavior of the integral (A21b) is determined primarily by the values of the integrand in the neighborhood of \( \sin(\phi - \phi_p) = 0 \), which are the points of stationary phase. Referring to the discussion following Eq. (A13d), one sees that if (A21b) has a point of stationary phase at \( 0 < \phi < \pi/2 \), the integral over \( \phi \) in (A21b) is of order \( p^{-1/2} \) [recalling (A13e) and recognizing that the factors \( \sin \phi, \cos \phi \) now are nonvanishing at the point of stationary phase]. When (A21b) has points of stationary phase at \( 0 < \phi < \pi/2 \), therefore, the integrand---after performing the integration over \( \phi \)--is of order \( p^{-3/2} \), which converges. If the points of stationary phase lie at \( 0 \) or \( \pi/2 \), or entirely outside the range \( 0 < \phi < \pi/2 \), the integration over \( \phi \) in (A21b) will yield a result decreasing even more rapidly than \( p^{-1/2} \). Consequently the \( \Phi_1^{t(+) t} \) contribution to (A17) converges.

I remark that the influence of three-body bound states need not be considered in (A17) because energy-momentum conservation prevents three incident particles 1, 2, 3 from combining into a three-body \( u_j(\tilde{R}_{12}, \tilde{R}_{23}) \), although such three-body terms necessarily appear in the Green's function \( G^{(+) t}(\tilde{z}) \), and therefore had to be considered in examination of the convergence of, e.g., (A10). Moreover, all parts of \( \Phi_1^{t(+) t} \) which conceivably can propagate in two-body bound states already have been examined. Therefore the preceding
arguments in this section are sufficient to show Eq. (42) has no divergences associated with bound states [of the type found in Eq. (52a)]. To complete the demonstration that (A17) converges, it still is necessary to examine the contribution to (A17) made by the double-scattering terms in \( \phi_i s^{(+)} \), which [recall subsection 4.1.3] are of order \( \frac{1}{r} \) in the limit \( r \to \infty \). In other words

\[
\lim_{r' \to 0} \Phi^{(+)} \left( \mathbf{r}' \right) = e^{i \mathbf{K} \cdot \mathbf{R}' + i \Lambda \left( \mathbf{r}' \right)} \tag{A22}
\]

where the phase factor \( \Lambda \left( \mathbf{r}' \right) \) cannot depend on \( \mathbf{R}' \). Presumably the exact form of \( \Lambda \) ultimately though arduously could be found via the analysis in section E.3, but for our present purposes (A22) suffices.

Replacing \( \psi_1^{(+)} \) in (A17) by (A22) at large \( \mathbf{R}' \), \( q'_{12} \) and finite \( \tau_{12}' \) yields the integral [compare (A19a)]

\[
\int d\mathbf{R}' dq' d\tau'_{12} e^{i \sqrt{-E} \mathbf{p}' \mathbf{q}' - \frac{e}{2} \mathbf{p}' \mathbf{q}' + i \mathbf{K} \cdot \mathbf{R}' + i \Lambda} V_{12} \left( \mathbf{r}_{12}' \right) e^{-i \mathbf{K} \cdot \mathbf{R}' + i \Lambda} \tag{A23}
\]

Recalling (A7), one sees that the integrand in (A23) already is of order \( \rho'^{-1} \). From Eqs. (A19) - (A21) it is evident that--even if \( \Lambda \) is constant--the integration over five angles (in the six-dimensional space of \( \mathbf{R}' \), \( q'_{12} \)), which reduces (A23) to an integral over \( dp' \) alone, cannot fail to produce at least one factor of \( \rho'^{-1/2} \). Hence (A17) is convergent, Q.E.D. Similar--rather simpler--arguments show the center of mass version of (42) also is convergent.
A.8  Eq. (43b) and Uniform Convergence

Consider Eq. (43b). Let me introduce, to simplify the notation,

\[ Y^{(t)}(\tau, \tau'; E) = \int d\tau' r' G^{(t)}_i(\tau, \tau'; E) V_i(\tau') \Phi_i^{(t)}(\tau'; E) \]  

(A24a)

\[ Y(\tau, \tau'; E+i\epsilon) = \int d\tau' r' G_i(\tau, \tau'; E+i\epsilon) V_i(\tau') \Phi_i(\tau'; E+i\epsilon) \]  

(A24b)

Then, using (89a), one sees Eq. (43b) takes the form

\[ \lim_{\epsilon \to 0} \int_0^\infty d\tau' Y(\tau, \tau'; E+i\epsilon) = \int_0^\infty d\tau' Y^{(t)}(\tau, \tau'; E) \]  

(A25a)

In Eqs. (A24), the integration over \( d\tau' \) involves a finite angular range only [section D.1]. Thus the integrals (A24) may be presumed to converge; correspondingly, there would be no difficulty in justifying the interchange of order of integration and limit \( \epsilon \to 0 \) for the pair of integrals on the right sides of (A24), i.e., in justifying

\[ \lim_{\epsilon \to 0} Y(\tau, \tau'; E+i\epsilon) = Y^{(t)}(\tau, \tau'; E) \]  

(A25b)

The question whether or not Eq. (43b) is valid [i.e., the question whether or not (A25a) is valid] arises only because (A25a) involves an integration over an infinite range of \( r' \).

The assertion that the integral on the right side of (A25a)
converges at large $r'$ for specified $r', E$ means precisely the following. There exists a number $N$, depending on $r', E$, such that--given any $\eta > 0$ however small--one can find an $L_0$ depending on $\eta$ for which

$$\left| N(r, E) - \int_{r_0}^{L} d\tau' Y^{(\tau)}(r, \tau'; E) \right| < \eta$$

(A26a)

whenever $L > L_0(\eta)$. The value assigned to the integral on the right side of (A25a) is of course the number $N(r, E)$ in (A26a). But granted this assignment [which now provides a definition of the previously undefined expression on the right side of (A25a)] will be made, introduction of the symbol $N(r, E)$ is superfluous; one may as well symbolize this number by the original expression on the right side of (A25a). With this understanding, (A26a) can be rewritten as

$$\left| \int_{0}^{L} d\tau' Y^{(\tau)}(r, \tau'; E) - \int_{0}^{L} d\tau' Y^{(\tau)}(r, \tau'; E) \right| < \eta \quad \text{if} \quad L > L_0(\eta)$$

(A26b)

Similarly, the assertion that the integral on the left side of (A25a) converges at large $r'$ for specified $r', E$ and $\varepsilon > 0$ means

$$\left| \int_{0}^{L} d\tau' Y^{(\tau)}(r, \tau'; E + i\varepsilon) - \int_{0}^{L} d\tau' Y^{(\tau)}(r, \tau'; E + i\varepsilon) \right| < \eta \quad \text{if} \quad L > L_\varepsilon(\eta)$$

(A26c)

where the subscript $\varepsilon$ in $L_\varepsilon(\eta)$ makes explicit the dependence on $\varepsilon$ (as well as on $\eta$) of the smallest allowed upper limit in the second integral under the absolute value sign. Of course, in general both $L_0$ and $L_\varepsilon$ depend also on $r, E$, but in the subsequent discussion $r, E$ will be held fixed.
The set of integrals on the left side of (A25a) is said to be uniformly convergent\(^{(21)}\) in a domain about \(\epsilon = 0\) if there exists an \(\epsilon_m > 0\) such that--given any \(\eta > 0\)--for any \(\epsilon\) in the open interval \(0 < \epsilon < \epsilon_m\) one can find an \(L_m\) depending on \(\eta\) but independent of \(\epsilon\) for which

\[
\left| \int_0^\infty dr' Y(t';r';E+i\epsilon) - \int_0^L dr' Y(t';r';E+i\epsilon) \right| < \eta \quad \text{if} \quad L > L_m(\eta),
\]

\((A27)\)

The point \(\epsilon = 0\) is excluded in \((A27)\) because \(Y(t';r';E + i\epsilon)\) may not be well-defined when \(\epsilon = 0\), at which value of \(\epsilon\), therefore, a limiting relation such as \((A25b)\) is required to prescribe \(Y(\epsilon = 0)\) and to assign it a sensible value. Just this situation obtains, of course, for the functions \(\Psi_1(E + i\epsilon)\) and \(G_4(E + i\epsilon)\) in \((A24)\), where Eqs. (8a) and (26a) respectively must be introduced because the relations \((8b)\) and \((10b)\) are not prescriptive at \(\epsilon = 0\).

Granting that the integral on the left side of \((A25a)\) converges for every \(\epsilon > 0\), then for otherwise arbitrary functions \(G_4, V_1, \Psi_1\) in \((A24b)\) the mere fact that \((A25a)\) converges when \(Y(\epsilon)\) is defined by \((A25b)\) is not sufficient to ensure that the integrals on the left side of \((A25a)\) are uniformly convergent in a domain about \(\epsilon = 0\).

A simple illustration of this assertion is provided by the set of integrals

\[
\int_0^\infty dx f(x, \epsilon) \equiv \int_0^\infty dx \frac{2}{e^{x^3}} e^{-x^{-2}}
\]

\((A28a)\)
The integrals \((A28a)\) converge for every \(\varepsilon > 0\); specifically for any such \(\varepsilon\)

\[
\int_{0}^{\infty} dx \, f(x, \varepsilon) = 1 \tag{A28b}
\]

Moreover, since for all \(x > 0\)

\[
f^{(+)}(x) = \lim_{\varepsilon \to 0} f(x, \varepsilon) = \lim_{\varepsilon \to 0} \frac{2}{\varepsilon} e^{-\frac{1}{\varepsilon}x^{-2}} = 0 \tag{A23c}
\]

we have also

\[
\int_{0}^{\infty} dx \, f^{(+)}(x) = 0 \tag{A28d}
\]

where the integral on the left side of \((A28d)\) surely converges. The analogue of \((A27)\) for the set of integrals \((A23a)\) is

\[
\left| 1 - \int_{0}^{L} dx \, f(x, \varepsilon) \right| < \eta \quad \text{if } L > L_{m}(\eta), \quad 0 < \varepsilon \leq \varepsilon_{m} \tag{A29a}
\]

But the left side of \((A29a)\) is

\[
1 - \left\{ e^{-\frac{1}{\varepsilon} x^{-2}} \right\} \bigg|_{0}^{L} = 1 - e^{-\frac{1}{\varepsilon} L^{2}} \tag{A29b}
\]

Thus, for \((A29a)\) to be satisfied it is necessary that

\[
L > \left[ \varepsilon \log \left( \frac{1}{1 - \eta} \right) \right]^{-1/2} \tag{A29c}
\]
Eq. (A29c) shows that it is not possible to find an \( L_{ni}(\eta) \), independent of \( \epsilon \), for which (A29a) will hold as \( \epsilon \) becomes arbitrarily close to zero. Correspondingly, because (A29a) fails, the interchange of order of integration and limit \( \epsilon \to 0 \)

\[
\lim_{\epsilon \to 0} \int_0^\infty dx f(x, \epsilon) = \int_0^\infty dx \lim_{\epsilon \to 0} f(x, \epsilon) = \int_0^\infty dx f(x) \quad (A29d)
\]

[which is the analogue of (A25a)] need not hold; indeed, (A29d) is not true, as comparison of (A28b) and (A28d) shows.

However, I argue (I am not able to prove) that when \( G_i, V_i, \psi_i \) in (A24b) are respectively the Green's function, potential, scattering wave function defined in this paper, then the mere knowledge that the right side of (A25a) is convergent for \( Y^{(+)\text{}} \) given by (A25b) is sufficient to ensure the criterion (A27) for uniform convergence holds. In essence, the argument is that the convergence of the integral on the right side of (A25a)--which for \( \psi_i \) of Eq. (21a) is identical with the integral in Eq. (42) examined in section A.7--tends to be slower than the convergence (for \( \epsilon > 0 \)) of the integrals on the left side of (A25a). For \( \epsilon > 0 \), \( G_i(x') \) in (A24b) is exponentially decreasing as \( r' \to \infty \) along any \( y' \); similarly the \( \epsilon \)-dependent parts of \( \psi_i(E + i\epsilon) \) [e.g., the truly three-body part \( \psi_1(E + i\epsilon) \) whose limit as \( \epsilon \to 0 \) is \( \psi_1^{t(+)} \) will tend to be exponentially decreasing at large \( r' \). Correspondingly, the integral on the left side of (A25a) should converge for \( \epsilon > 0 \) even when \( G_i, \psi_i \) in (A24b) are replaced by their absolute values. In (A24a), on the other hand, the functions \( G_i^{(+)} \) and \( \psi_i^{(+)} \) are not exponentially
decreasing at infinite \( r' \), but merely rapidly oscillating. In fact, along directions \( \omega' = \omega_{12}' \) where \( V_{1}'(r') \) is not small, the factor \( r'_8 \) actually causes the absolute magnitude of the integrand in (A24a) to increase as \( r' \to \infty \), as section A.7 has made very clear; certainly the right side of (A25a) would not converge if \( G^{(+)}_1, \psi_1^{(+)} \) in (A24a) were replaced by their absolute values. When \( G^{(+)}_1, \psi_1^{(+)} \) have their actual values, the right side of (A25a) converges only because the aforementioned oscillations of \( G^{(+)}_1 \psi_1^{(+)} \), when integrated over a range of \( dv' \) in the vicinity of \( \omega' = \omega_{12}' \), bring down enough powers of \( r' \) to make \( \psi^{(+)}(r') \) integrable at infinite \( r' \) despite the diverging factor \( r'_8 \).

In other words, I am claiming: (i) the convergence of (A24b) in some small range \( 0 < \varepsilon \leq \varepsilon_m \) can be taken for granted; and (ii) although exceptionally cancelling oscillating mathematical functions doubtless can be constructed, in scattering theory one expects that for \( 0 < \varepsilon \leq \varepsilon_m \) and sufficiently large \( L \) the (exponentially decreasing with increasing \( L \)) contribution to the left side of (A25a) from \( r' > L \) increases as \( \varepsilon \to 0 \), but does not exceed the corresponding contribution to the right side of (A25a). Or since large \( L \) corresponds to small \( \eta \) in Eqs. (A26), the above claim (ii) means that for sufficiently small \( \eta \) it should be possible to find an \( L_0(\eta) \) in (A26b) which for \( 0 < \varepsilon \leq \varepsilon_m \) exceeds the (presumably increasing with decreasing \( \varepsilon \)) maximum required \( L_\varepsilon(\eta) \) in (A26c). But this last assertion is just another way of saying that (A27) holds. Note that in the set of integrals in (A28a), which is not uniformly convergent, the contribution from \( x > L \) still increases as \( \varepsilon \to 0 \) for fixed \( L \), but that this contribution now always exceeds the corresponding contribution (namely, zero) to the integral (A28d). As a result it is not possible
to assert that \( L_0(n) \) can provide an upper bound to \( L_\varepsilon(n) \); in fact, as \( (A29c) \) shows, \( L_\varepsilon(n) \) is not bounded in \( 0 < \varepsilon \leq \varepsilon_m \).

Although the discussion in this section thus far has referred specifically to the integrals \( (A24a) \), which correspond to the known-to-converge integral in \( (42) \), it is evident that the same discussion pertains to any integral \( [e.g., E q. (65b), examined in section A.2] \) involving Green's functions, potentials and wave functions at real energies. If this integral converges, then the set of integrals obtained by replacing \( G^{(+)}(E) \) by \( G(E + i\varepsilon) \), etc., should be uniformly convergent in a domain \( 0 < \varepsilon \leq \varepsilon_m \), because for sufficiently small \( \eta \) the quantity \( L_0(\eta) \) [known to exist because it has been postulated that the integral is convergent at real energies] will provide an upper bound to the maximum required \( L_\varepsilon(\eta) \). Actually, the foregoing discussion suggests that the domain of uniform convergence should extend over all \( 0 < \varepsilon \). As \( E + i\varepsilon \) moves sufficiently far into the complex plane, however, \( y_i(E + i\varepsilon) \), \( T(E + i\varepsilon) \), etc., can develop singularities which will negate some of the assertions which have been made. Thus it is more accurate to assume merely that, for each \( E \) at which the right side of \( (A25a) \) converges, there will be an \( \varepsilon_m > 0 \) such that the integrals on the left side of \( (A25a) \) converge uniformly in \( 0 < \varepsilon \leq \varepsilon_m \), where now the integrands in \( (A24) \) correspond to any convergent real-energy integral \( [e.g., (65b)] \). In any event, the existence of such a domain \( 0 < \varepsilon \leq \varepsilon_m \) of uniform convergence is all that is required for the purposes of this section.

I now go on to show that uniform convergence, Eq. \( (A27) \), will guarantee \( (A25a) \), i.e., will guarantee the validity of interchange of order of integration and limit \( \varepsilon \to 0 \) in \( (A25a) \) [and, therefore,
in the original scattering theory relation to which (A25a) corresponds),
provided of course that the limit (A25b) exists and the right side
of (A25a) converges. The proof is given here for completeness,
because it is fundamental to the approach of this paper, and because
I have found it difficult to locate a reference which is readable,
readily accessible and wholly pertinent.

To prove (A25a) I must show that—given any $\eta_1 > 0$—I can find
an $\epsilon_1(\eta_1)$ such that [now dropping the awkward and unnecessary
variables $\xi, \xi'$]
\[
\left| \int_0^\infty d\tau' \, Y^{(\eta)}(\tau') - \int_0^\infty d\tau' \, Y(\tau'; \xi) \right| < \eta_1 \quad \text{if} \quad 0 < \epsilon < \epsilon_1(\eta_1) \leq \epsilon_m
\]
(A30)

In (A30) one must keep in mind the definitions of the infinite
integrals therein, as explained following Eq. (A26a). Thus one
cannot immediately write
\[
\int_0^\infty d\tau' \, Y^{(\eta)}(\tau') - \int_0^\infty d\tau' \, Y(\tau'; \xi) = \int_0^\infty d\tau' \left[ Y^{(\eta)}(\tau') - Y(\tau'; \xi) \right]
\]
(A31a)

However, one can write
\[
\int_0^\infty d\tau' \, Y^{(\eta)}(\tau') - \int_0^\infty d\tau' \, Y(\tau'; \xi) = \left\{ \left[ \int_0^\infty d\tau' \, Y^{(\eta)}(\tau') - \int_0^L d\tau' \, Y^{(\eta)}(\tau') \right] - \left[ \int_0^L d\tau \, Y(\tau'; \xi) - \int_0^L d\tau \, Y^{(\eta)}(\tau') \right] \right. \\
+ \left. \left[ \int_0^L d\tau' \, Y^{(\eta)}(\tau') - \int_0^L d\tau' \, Y(\tau'; \xi) \right] \right\}
\]
(A31b)
In the last bracket in (A31b) it is legitimate to write
\[ \int_{0}^{L} d\tau' \ Y^{(+)}(\tau') - \int_{0}^{L} d\tau' \ Y(\tau'; \varepsilon) = \int_{0}^{L} d\tau' \left[ Y^{(+)}(\tau') - Y(\tau'; \varepsilon) \right] \]  
(A32a)

Moreover, because the limit (A25b) is postulated to exist, it follows that--given any \( \eta_{2} > 0 \)--there exists an \( \varepsilon_{2}(\eta_{2}) \) such that
\[ \left| Y^{(+)}(\tau') - Y(\tau'; \varepsilon) \right| < \eta_{2} \quad \text{if} \quad 0 < \varepsilon < \varepsilon_{2}(\eta_{2}) \leq \varepsilon_{m} \]  
(A32b)

Now choose \( \eta \) in (A26b) equal to \( \eta_{1}/6 \), where \( \eta_{1} \) is the assigned value on the right side of (A30). Then, for the first bracket on the right side of (A31b),
\[ \left| \int_{0}^{\infty} d\tau' \ Y^{(+)}(\tau') - \int_{0}^{L} d\tau' \ Y^{(+)}(\tau') \right| < \eta_{1} \quad \text{if} \quad L > L_{o}(\eta_{1}/6) \]  
(A33a)

Similarly, choose \( \eta \) in (A27) equal to \( \eta_{1}/6 \). Then, for the second bracket on the right side of (A31b),
\[ \left| \int_{0}^{\infty} d\tau' \ Y(\tau'; \varepsilon) - \int_{0}^{L} d\tau' \ Y(\tau'; \varepsilon) \right| < \eta_{1}/6 \quad \text{if} \quad L > L_{m}(\eta_{1}/6), \quad 0 < \varepsilon \leq \varepsilon_{m} \]  
(A33b)

Next let \( L \), which was not specified in (A31b), be fixed at some value consistent with both (A33a) and (A33b), i.e., \( L \) is fixed at some value exceeding the larger of \( L_{o}(\eta_{1}/6) \) and \( L_{m}(\eta_{1}/6) \). The important point is that, because of the postulated uniform convergence, Eqs. (A33a) and (A33b) can be simultaneously satisfied by appropriate choice of an \( L(\eta_{1}/6) \) independent of \( \varepsilon \). Finally, in (A32b), choose..
\( \eta_2 = \eta_1 / L \), where \( L = L(n_1 / 6) \). Since \( L \) is a finite (though possibly very large) number independent of \( c \), this choice of \( \eta_2 \) is legitimate.

Then, for the third bracket in \((A31b)\), using \((A32a)\),

\[
\left| \int_0^L dr' Y^{(+)}(r') - \int_0^L dr' Y(r', c) \right|
= \left| \int_0^L dr' \left[ Y^{(+)}(r') - Y(r', c) \right] \right|
< \left| \int_0^L dr' \left| Y^{(+)}(r') - Y(r', c) \right| \right|
< \int_0^L dr' \frac{\eta_1}{6L} = \frac{\eta_1}{6L} \quad \text{if} \quad 0 < c < c_2(\eta_1 / 6) \leq \varepsilon_m
\]

Hence, if \( c < c_2(\eta_1 / 6L) \), Eqs. \((A31b)\) and the three inequalities \((A33)\) imply

\[
\left| \int_0^\infty dr' Y^{(+)}(r') - \int_0^\infty dr' Y(r', c) \right| < \frac{\eta_1}{6} + \frac{\eta_1}{6} + \frac{\eta_1}{6} = \frac{\eta_1}{2} \quad \text{if} \quad 0 < c < c_2(\eta_1 / 6) \leq \varepsilon_m
\]

Eq. \((A34)\) demonstrates that the desired inequality \((A30)\) will hold, provided \( \varepsilon_1(\eta_1) \) in \((A30)\) is chosen \( \leq \varepsilon_2(\eta_1 / 6L) \).

A.9 Alternative Criterion for Interchange

In previous publications\(^{(2,16)}\) it was found that the vanishing of a surface integral at infinity—of the type \((44b)\) or \((66)\)—typically is the condition for the validity (at real energies \( E \)) of identities obtained via the operator manipulations (at complex energies \( E + i\xi \)) commonly employed in scattering theory\(^{(33)}\). In practice one sees that use of these operator manipulations at real energies \( \varepsilon = 0 \) almost invariably involves the implicit assumption that interchange of order of integration
and limit $\varepsilon \rightarrow 0$ is permissible. Recalling section A.8 and the discussion following Eqs. (52), it follows that in configuration space scattering theory the aforementioned surface integral at infinity should vanish whenever the corresponding (volume) integral—wherein interchange of order of integration and limit $\varepsilon \rightarrow 0$ is being questioned—converges at $\varepsilon = 0$; otherwise the results of the present publication and previous work (2,16) might be inconsistent.

It is awkward to attempt a general proof that convergence of the volume integral at $\varepsilon = 0$ indeed is associated with vanishing of the surface integral examined previously. I have examined a number of cases, however, and—when the surface integral can be evaluated at all—invariably have found that this postulated association indeed occurs. In other words, it gratifyingly appears to be true that the present and previous work are not inconsistent—at least insofar as the legitimacy of interchange of order of integration and limit $\varepsilon \rightarrow 0$ is concerned.

The following two subsections (of this present section A.9) discuss a few simple illustrative examples of this (perhaps surprising) association, with the intent of making its existence more believable. I stress that more complicated examples are not difficult to find, starting from various previously demonstrated (2,16) identities involving surface integrals at infinity.

A.9.1 Validity of Eqs. (44)

The most immediate illustration of the postulated association is provided by comparison of Eqs. (44) and (50), where the incident wave $\psi_1$ of Eq. (9) now need not be a plane wave, i.e., where the associated Green's function $G_1$ of Eqs. (10) now is not necessarily identical with the free space $G_F$. According to sections 2.2 and A.8, recalling especially the discussion of Eqs. (51), $\phi_1^{(+)f}(x)$ from (44a) is identical
with the "true" \( \phi_1^{(+)}(\mathbf{r}) \) defined by Eqs. (8) and (11a) whenever the integral (44a) converges. On the other hand, if as is always presumed\(^{(17)} \)

\( \psi_1^{(+)} \) defined by Eq. (8a) satisfies the original Schrödinger equation (7), then\(^{(16)} \) directly from Eqs. (7), (9) and (27d), the "true" scattered part \( \phi_1^{(+)} \) of Eq. (11a) satisfies

\[
\varphi_{1i}^{(+)}(\mathbf{r}) = -\int \mathcal{G}^{(+)}(\mathbf{r}'; \mathbf{r}) \mathcal{V}_{\psi}(\mathbf{r}') \psi_i(\mathbf{r}') d\mathbf{r}' + \mathcal{A} \left[ \mathcal{G}^{(+)}(\mathbf{r}'; \mathbf{r}) \varphi_{1i}^{(+)}(\mathbf{r}') \right] \tag{A35}
\]

where the last term in (A35) is the surface integral defined by Eq. (44b), but integrated here over the sphere at infinity in \( \mathbf{r}' \)-space. Eq. (A35) implies, as stated in the text, that Eq. (44a) holds only when Eq. (44b) holds, and vice versa. However, the preceding remarks in this paragraph now further imply that for consistency Eq. (44b) must hold, i.e.,\( \sim \)

in (A35) must vanish, whenever the integral (44a)—which is also the volume integral in (A35)—converges. Of course—as already remarked in section 2.2 [preceding Eqs. (49)]—when the integral in (A35) does not converge, Eq. (A35) is not really meaningful, and the manipulations leading to (A35) cannot have been mathematically acceptable.

The preceding paragraph has explained the necessity of the association—in this case between the convergence of \( \mathcal{G}^{(+)} \mathcal{V}_{\psi} \psi_1 \) and the vanishing of \( \int (\mathcal{G}^{(+)} \psi_1^{(+)} \mathcal{V}_{\psi} \psi_1) \)—postulated in the opening paragraphs of the present section A.9. To specifically demonstrate the association, however, i.e.,

to demonstrate the desired consistency, one would like to actually evaluate\( \int \) in (A35), so as to verify that it really does vanish when the integral in (A35) converges. For the three-particle systems on which this publication is concentrating, this desired verification is readily accomplished when the collision is two-body, as, e.g., in Eq. (17b). In
other words, let me consider the case that particle 1 is incident on an initially bound state of 2 and 3. Then, instead of Eqs. (33b) and (21b) respectively,

\[ \tilde{\psi}_i = e^{iK \cdot r_{i11}} \psi_{j1}(r_{i1}) \]  

\[ \mathcal{V}_i = \mathcal{V} - \mathcal{V}_{i1} = \mathcal{V}_{i2} + \mathcal{V}_{i1} \]

(A36a)

where [although the precaution really is not necessary] to avoid any possibility of evidently irrelevant divergences associated with the usual total momentum conserving factors in \( \psi_1 \) and \( \phi_1^{(+)} \), I shall consider the center of mass frame version of (A35). With Eqs. (A36) holding, the volume integral in [the center of mass frame version of]

(A35) surely converges, as explained in connection with Eq. (115b).

Correspondingly, with the incident wave (A36a) the surface integral

\[ \mathcal{Q}(G^{(+)}_i, \tilde{\phi}_1^{(+)}) \]

surely vanishes because in the limit \( \tilde{r} \to \infty \) any \( \tilde{\mathcal{V}}_f \)-- even directions \( \tilde{\mathcal{V}}_f = \tilde{\mathcal{V}}_{\alpha\beta} \) keeping \( r_{\alpha\beta} \) finite--\( \tilde{\phi}_1^{(+)}(\tilde{r}) \) behaves like \( \tilde{G}^{(+)}(\tilde{r}, \tilde{r}') \), i.e., because, as is physically obvious anyway, the center of mass frame two-body scattered part \( \tilde{\phi}_1^{(+)}(\tilde{r}) \) really is everywhere outgoing. A formal proof of this asserted outgoing property of \( \tilde{\phi}_1^{(+)}(\tilde{r}) \) can be given along the lines of section C.4 below; one readily sees that with Eqs. (A36) the contribution to \( \tilde{G}^{(+)}_1 \psi_1 \tilde{\psi}_1 \) of (A35) from the region \( \tilde{r}' \times \tilde{r} \) is utterly negligible compared to the contribution from the region \( \tilde{r}' < \tilde{r} \), implying that the order of integration and limit \( \tilde{r} \to \infty \) \( \mid \mathcal{V}_f \) legitimately can be interchanged in the present \( \tilde{\phi}_1^{(+)}(\tilde{r}) = -\tilde{G}^{(+)}_1 \psi_1 \tilde{\psi}_1 \) of Eq. (A35).
For three-body collisions of particles 1, 2, 3, where $\psi_i$ and $V_i$ in (A35) are given by Eqs. (21a) and (21b) respectively, the desired verification is more difficult to achieve. Recalling sections A.4 - A.5, we need examine only the situation that two-body and three-body bound states do not occur; otherwise the integral in (A35) does not converge. Unfortunately, even when no bound states occur, the surface integral $\mathcal{Q}(G^{(+)}, \phi^{(+)})$ now is not easily evaluated, because the asymptotic behavior of $\phi^{(+)}_i$ now is so complicated, as has been discussed throughout the body of the text. Indeed, even in the center of mass frame with bound states absent, it is not immediately obvious that the surface integral $\mathcal{Q}(G^{(+)}, \phi^{(+)})$ has been meaningfully defined, although it is evident from the derivation (16) of (A35) that if the integral $G^{(+)}_i \psi_i$ truly converges, then the surface integral (44b) must approach a limit as the radius of the spherical surface in $\mathcal{R}$-space approaches infinity.

For $\psi_i$ of (21a), therefore, I am not able to specifically demonstrate the necessary association between the convergence of $G^{(+)}_i \psi_i$ and the vanishing of $\mathcal{Q}(G^{(+)}, \phi^{(+)})$ in (A35), when bound states do not occur. On the other hand, I have no reason to doubt the fact that Eq. (44b) holds in the case of present interest, namely, no bound states and $\psi_i$ given by (21a). In fact, various manipulations [some of which resemble those in subsection A.9.2 below] indicate that a whole host of improbable inconsistencies could be proved if—still with $\psi_i$ of (21a)—$\mathcal{Q}(G^{(+)}, \phi^{(+)})$ failed to vanish when $G^{(+)}_i \psi_i$ converges.

A.9.2 Uniqueness of Solution to Eq. (42)

Let $\psi$ be specified as at the beginning of the previous subsection, namely as a solution to Eq. (9), but not necessarily a plane wave. Similarly, $\psi(E)$ solves

$$\left( H_f - E \right) \psi = \left( H - V_f - E \right) \psi_f = 0$$

(A37)
where $H_f$ need not be identical with $H_i$. Let $\psi_f(E + i\epsilon)$ be the solution to the Lippmann-Schwinger integral equation corresponding to the incident $\psi_f(E)$. Then, comparing with Eqs. (8b) and (49b),

$$\bar{\psi}_f(E + i\epsilon) = \psi_f(E) - G_f(E + i\epsilon) V_f \bar{\psi}_f(E + i\epsilon)$$  \hfill (A38a)

implies

$$\left( H - E - i\epsilon \right) \bar{\psi}_f(E + i\epsilon) = -i\epsilon \psi_f(E)$$  \hfill (A38b)

Eq. (A38b) can be rewritten in the form

$$\left( H_i - E - i\epsilon \right) \bar{\psi}_f(E + i\epsilon) = -i\epsilon \psi_f(E) - V_i \bar{\psi}_f(E + i\epsilon)$$  \hfill (A39a)

which permits the inference that $\psi_f$ also satisfies the alternative integral equation

$$\bar{\psi}_f(E + i\epsilon) = -i\epsilon G_i(E + i\epsilon) \psi_f(E) - G_i(E + i\epsilon) V_i \bar{\psi}_f(E + i\epsilon)$$  \hfill (A39b)

Taking the limit of (A39b) as $\epsilon \to 0$, we have

$$\lim_{\epsilon \to 0} \bar{\psi}_f(E + i\epsilon) = \bar{\psi}_f^{(+)}(E)$$

$$= \lim_{\epsilon \to 0} \left[ -i\epsilon G_i(E + i\epsilon) \psi_f(E) \right] - \lim_{\epsilon \to 0} G_i(E + i\epsilon) V_i \bar{\psi}_f(E + i\epsilon)$$  \hfill (A40)

Consider first the last term in (A40). Referring to sections A.4 - A.7, one sees that—for three-particle collisions of present interest, at any rate—the integral $G_i^{(+)}(E) V_i \psi^{(+)}(E)$ always converges, whether or not $H_i = H_f$. Hence, the
reason for this convergence is that—by virtue of the way the quantities $H_1$ and $V_1$ are defined—$G^{(+)\prime}_1(x; x')$ cannot propagate in bound states along directions $y'$ wherein $V_1(x')$ can remain finite as $x' \rightarrow \infty$, $|y'$. For instance, if $\psi_1(E)$ is identical with $\psi_1$ of (21a), $G^{(+)\prime}_1 \equiv G^{(+)\prime}_F$ which never propagates in bound states, so that the arguments in section A.7 can be taken over directly to show $G^{(+)\prime}_F \psi^{(+)\prime}_F$ converges, whatever channel $f$ may represent. Similarly, if $i$ represents the channel with 2, 3 initially bound, as in Eqs. (A36), then

$$G^{(+)\prime}_i \psi^{(+)\prime}_f \equiv \mathcal{J} \mathcal{D} S^{(+)\prime}_i G^{(+)\prime}_i (r', r') [\mathcal{V}_1 (v', v') + \mathcal{V}_3 (v', v')] \psi^{(+)\prime}_f (r') \quad (A41)$$

converges by the same arguments of section A.7 because, e.g., in the $V_{12}$ term of (A41), the only possibility of divergence is along directions $y_{12}'$ wherein $x_{12}'$ remains finite; along $y_{12}'$, $G^{(+)\prime}_F (x; x')$ behaves like $G^{(+)\prime}_F (x; x')$, i.e., the $V_{12}$ term in (A41) behaves essentially like the integral (A17) previously shown to be convergent. It follows, according to section A.8, that the last term in (A40) always can be replaced by $G^{(+)\prime}_i \psi^{(+)\prime}_f$.

Next consider the first term on the right side of Eq. (A40). If

$$\lim_{\epsilon \rightarrow 0} [ -i \mathcal{C}_i (E + i \epsilon) \psi^{(+)\prime}_f (E)]$$

then

$$= \left[ \lim_{\epsilon \rightarrow 0} (-i \epsilon) \right] \left[ \lim_{\epsilon \rightarrow 0} G^{(+)\prime}_i (E + i \epsilon) \psi^{(+)\prime}_f (E) \right] = 0 \quad (A42a)$$
But according to sections 2.2 and A.8, if the integral $G_i^{(+)}(E)\psi_f(E)$ converges, then
\[
\lim_{\varepsilon \to 0} G_i(E + i\varepsilon) \psi_f(E) = G_i^{(+)}(E) \psi_f(E) \tag{A42b}
\]

In the three-particle case of present interest, the right side of \((A42b)\) converges whenever \(f\) represents a channel which differs from \(i\), provided \(f\) is not merely a dissociation of \(i\). For instance, if \(\psi_i(E)\) is identical with \(\psi_f\) of \((21a)\), then \(f \neq i\) means \(\psi_f(E)\) must be proportional to a bound state, e.g., to \(u_j(x_{12})\); in this event \(G_i^{(+)} \psi_f(E)\) behaves like
\[
G_F^{(+)}(E) V_{12} (x_{12}) \psi_i(E),
\]
which behaves like the integral \((A17)\) previously shown to be convergent. On the other hand, if \(\psi_f(E) = \psi_i(E) = \psi_i\) of \((21a)\), the integrand of \(G_i^{(+)} \psi_f \equiv G_F^{(+)} \psi_i\) contains no rapidly decreasing factor, and diverges. As a second example, if \(\psi_i\) represents the channel wherein 2, 3 are bound, while \(\psi_f\) represents the channel wherein 1, 2 are bound, \(G_i^{(+)}(E) \psi_f(E)\) obviously converges, because \(G_i^{(+)}(E)\) can't propagate in bound states as \(x \to \infty\) along directions \(v_{12}\) keeping \(x_{12}\) finite. On the other hand, if \(\psi_f = \psi_i\) = the (laboratory frame version of the) wave function \((A36a)\), then \(G_i^{(+)} \psi_f = G_i^{(+)} \psi_i\) behaves like the integral \((A13a)\) previously shown to be divergent; nor is the divergence removed by going to the center of mass frame [compare sections A.4 and A.6]. Similarly, if \(\psi_i\) continues to be given by \((A36a)\), but \(E > 0\) so that one can choose \(\psi_f(E)\) to be a free three-particle wave \((21a)\)--in other words, if the \(f\) channel can represent a dissociation (without any recombination) of the particles 2, 3 bound in the \(i\) channel--then \(G_i^{(+)} \psi_f\) again behaves like \((A13a)\) and diverges, in the laboratory or center of mass frames. That the limit \((A42b)\) cannot exist when \(f = i\) also can be seen as follows. From Eq. (9),
\[
(H - E - i\varepsilon) \psi_i(E) = -i\varepsilon \psi_i(E) \tag{A43a}
\]
implying, for every \( \varepsilon > 0 \)

\[
\psi_c'(E) = -i \varepsilon (G_c(E+i\varepsilon))\psi_c(E)
\]

\( (A43b) \)

which in turn implies

\[
\lim_{\varepsilon \to 0} \left[ -i \varepsilon G_c(E+i\varepsilon)\psi_c(E) \right] = \psi_c(E) \neq 0
\]

\( (A43c) \)

The preceding two paragraphs imply that—in three-particle systems at least—if the general argument of section A.8 is correct then: (i) when \( f \neq i \) and is not merely a dissociation of \( i \), \( G_f^{(+)}(E)\psi_f(E) \) converges and

\[
\overline{\psi_f^{(r)}}(E) = -G_c^{(+)}(E)V_c^{(r)} \overline{\psi_f^{(r)}}(E)
\]

\( (A44a) \)

(ii) when \( f = i \), \( G_f^{(+)}(E)\psi_f(E) \) diverges and

\[
\overline{\psi_i^{(r)}}(E) = \psi_i(E) - G_c^{(+)}(E)V_c^{(r)} \overline{\psi_i^{(r)}}(E)
\]

\( (A44b) \)

Now directly from Eqs. (9) and the real energy version of (10b) [much as in the derivation of (A35)] one obtains

\[
\overline{\psi_f^{(r)}}(r; E) = -G_c^{(r)}(E)V_c^{(r)} \overline{\psi_f^{(r)}}(E) + \mathcal{A} \left[ G_c^{(r)}(r; r'), \overline{\psi_f^{(r)}}(r') \right]
\]

\( (A44c) \)

Thus to be sure Eqs. (A44) are consistent, I must be able to show: (i) when \( f \neq i \) and is not merely a dissociation of \( i \),

\[
\mathcal{A} \left[ G_c^{(+)}(r; r'), \overline{\psi_f^{(r)}}(r') \right] = 0
\]

\( (A45a) \)
(ii) when \( f = i \)

\[
\mathcal{A} \left[ G_i^{(+)}(r_i \cdot r_i'), \varphi_i^{(+)}(r_i') \right] = \psi_i(\mathbf{r})
\]  

(A45b)

Let me verify Eqs. (A45) in the three-particle circumstances considered in the penultimate paragraph. If the \( f \) channel is one in which particles 1, 2 are bound in \( u_j(\mathbf{r}_{12}) \), then [as explained in subsection A.9.1]

\[
\varphi_f^{(+)} = \varphi_f^{(+)} - \psi_f
\]

surely is everywhere outgoing in the center of mass frame. Now suppose \( \psi_i \) is given by (21a). In this event the left side of (A45a) becomes

\[
\mathcal{A} \left[ G_i^{(+)} \right] = \mathcal{A} \left[ G_i^{(+)} \psi_f^{(+)}, \psi_f^{(+)} \right] + \mathcal{A} \left[ G_i^{(+)} \varphi_f^{(+)} \right] = 0
\]  

(A46a)

Again as explained in subsection A.9.1, the last term in (A46a) assuredly vanishes, in the center of mass frame at any rate. Moreover, because \( G_f^{(+)} \) cannot propagate in bound states, it can be seen that the surface integral

\[
\mathcal{A} \left[ G_f^{(+)} \psi_f^{(+)} \right] = 0
\]  

(A46b)

Therefore (A45a) indeed holds when \( i \) denotes the channel in which all three particles are unbound and freely propagating. Similarly, because \( G_{23}^{(+)} \) cannot propagate in bound states other than \( u_j(\mathbf{r}_{23}) \), one sees that (A45a) also holds when, e.g., \( \psi_i \) is given by Eqs. (A36) and \( \psi_f \) is as chosen in the second sentence of this paragraph. As for Eq. (A45b), it is difficult to
verify directly when $\psi_1$ is given by (21a) [once more for reasons discussed in subsection A.9.1] although there is no reason to doubt its validity. When $\psi_1$ is given by (A36), however, Eq. (A45b) reduces to

$$\mathcal{J} \left[ \mathcal{G}_1^{(+), \psi_i} \right] = \psi_i$$  \hspace{1cm} (A46c)

because [see subsection A.9.1] $\mathcal{J} \left[ \mathcal{G}_1^{(+), \psi_i} \right]$ now surely vanishes since $\phi_1^{(+)}$ now surely is outgoing—in the center of mass frame at any rate.

With $\psi_1$ of (A36), Eq. (A46c) can be confirmed by direct calculation, most easily (though not necessarily) in the center of mass frame. Of course, when the collision is two-body, as with the incident wave (A36a), the validity of the real energy Lippmann-Schwinger equation (42) hardly can be challenged, in which event (A45b) can be inferred from Eqs. (42) and (A44c) without any reference to Eqs. (A40) and (A43c).

The above paragraph has achieved our original purpose in this subsection, namely to illustrate the postulated association between the convergence of a (volume) integral at real $E$ and the vanishing of a related surface integral at infinity. However, it also has been shown that when circumstances are such that both Eqs. (A44a) and (A44b) can hold for specified $\psi_1$, Eq. (A44b) [i.e., Eq. (42)] does not have a unique solution, since if $\psi_f^{(+)}$ and $\psi_1^{(+)}$ satisfy Eqs. (A44a) and (A44b) respectively,

$$\overline{\psi}^{(+)} = \overline{\psi}_c^{(+)} + \overline{\psi}_f^{(+)}$$  \hspace{1cm} (A47)

also satisfies Eq. (A44b). In particular, therefore [as asserted in section 2.2], Eq. (42) does not have a unique solution when $\psi_1(E)$ is given by (21a) and when at least one rearrangement channel of $i$ exists, i.e., when bound states $u_j^{(r_{12})}$, $u_j^{(r_{23})}$ or $u_j^{(r_{31})}$ exist and can be reached via recombination reactions like (17a).
I conclude this subsection with the remark that the customary operator manipulations yield

\[ G_c(E + i\epsilon) \psi_f(E) = \frac{1}{H - E - i\epsilon} \psi_f(E) \]

which seems to imply: (i) whenever \( f \neq i \), so that \( V_f \neq V_i \), the first term on the right side of (A40) vanishes, i.e., Eq. (A42a) holds; (ii) whenever \( f = i \), Eq. (A43c) holds. I do not question the conclusion (ii) immediately above, namely that when \( f = i \), Eq. (A43c) quite generally holds. As explained earlier in this subsection, however, the conclusion (i) immediately above is questionable when \( f \) is merely a dissociation of \( i \), and as a matter of fact one can show that in this circumstance the first term on the right side of (A40) need not vanish. More specifically, choose \( \psi_i \) as in Eq. (A36a), and let the \( f \) channel represent free propagation under no forces. Suppose also that \( E > 0 \) [otherwise \( \psi_f(E) \) isn't even defined, and Eq. (A48) as well as (A42a) are essentially meaningless], and suppose \( V_{12} = V_{31} = 0 \), i.e., suppose the total Hamiltonian \( H \) is identical with \( H_{23} \) of Eq. (56b). Then in (A40):

\[ V_1 = 0; G_1 = G_{23}; \text{ and } \psi_f^{(+)} \text{ is identical with } \psi_{23}^{(+)} \text{ defined by the } 2, 3 \text{ analogues of Eqs. (58a) and (72) [recall the present defining equation (A38a) for } \psi_f]. \] Therefore, in the circumstances just described, Eq. (A40) implies

\[ \lim_{\epsilon \to 0} \left[ -i\epsilon G_c(E + i\epsilon) \psi_f(E) \right] = \psi_f^{(+)} \]
In other words, in the present circumstances the first term on the right side of (A40) does not vanish. This result (A40) demonstrates the possible dangers of uncritical reliance on operator manipulations such as employed in (A48).

A.10 Alternative Derivation of Eq. (205b)

The derivation of Eq. (175b), and the discussion in section 5.1, make it clear that the function $F_{12}$ defined by Eq. (201b) is given by

$$F = \lim_{R \to \infty} \int_0^R d r \left\{ e^{-i \cdot r \cdot A} \Phi^{(+)}(r) + \frac{i h A}{\hbar^2} \frac{e^{-i \cdot r \cdot A}}{A r^2} \left[ \langle k \nu A | t / k \nu A > e^{-i \cdot r \cdot A} - \langle -k \nu A | t / k \nu A > e^{i \cdot r \cdot A} \right] \right\} \tag{A50}$$

where for simplicity I have dropped the here unnecessary subscripts 1, 2 and 1. Let

$$U^{(+)}_{\nu} \left( r_1, k_{12} \nu \right) = U^{(+)}_{\nu}(r) = e^{-i \cdot r \cdot A} + \varphi^{(+)}(r) \tag{A51}$$

be the continuum solution to the Schrödinger equation in the center of mass frame of particles 1 and 2, containing the scattered wave $\Phi^{(+)}$ of (A50) when the interaction is $V_{12}(r_{12}) = V(r)$ and the incident wave is given by (74a). Suppose the short range potential $V(r)$ can be considered negligible for $r > a$, i.e., suppose in effect $V(r) = 0$ for $r > a$. Let me further assume that $V(r)$ is spherically symmetric; this assumption does not significantly detract from the objective of this section, which is to confirm the validity of (204b) via an argument not employing interchange of order of integration and limit $\epsilon \to 0$, as in Eqs. (203).

With the above assumptions we know (40) that
\[ u_{c}^{(+)}(r) = \sum_{l} C_{l} \left[ \cos \delta_{l} j_{l}(kr) - \sin \delta_{l} n_{l}(kr) \right] P_{l}(\hat{k}\cdot\hat{r}) \quad r > a \]  

(A52)

where \( P_{l}(\hat{k}\cdot\hat{r}) \) is the Legendre polynomial in the angle between \( \hat{r} \) and \( \hat{k} \equiv \frac{k}{|k|} \) of (201b); the \( j_{l} \) and \( n_{l} \) are the usual spherical Bessel functions (34); and the numerical coefficients \( C_{l} \) are given in terms of the phase shifts \( \delta_{l} \) by

\[ C_{l} = i^{l}(2l+1)e^{i\delta_{l}} \]  

(A53)

In (A50),

\[ \int_{0}^{R} dr \: r e^{-i\hat{r}\cdot\hat{A}} \varphi^{(+)}(r) = \int_{0}^{a} dr \: r e^{-i\hat{r}\cdot\hat{A}} \varphi^{(+)}(r) + \int_{a}^{R} dr \: r e^{-i\hat{r}\cdot\hat{A}} \varphi^{(+)}(r) \]  

(A54)

The second integral in (A54) is evaluated as follows. Using the expansion of \( e^{i\hat{k}\cdot\hat{r}} \) in spherical harmonics (40) [which is quoted in Eq. (E31) below], Eqs. (A51) – (A52) can be rewritten in the form

\[ \varphi^{(+)}(r) = u_{c}^{(+)}(r) - e^{i\hat{k}\cdot\hat{r}} = \sum_{l} F_{l}(r) P_{l}(\hat{k}\cdot\hat{r}) \]  

(A55a)

where

\[ F_{l}(r) = C_{l} \sin \delta_{l} \left[ i j_{l}(kr) - n_{l}(kr) \right] \quad r > a \]  

(A55b)
Substituting (A55a) into (A54), and again employing the expansion (E31) [which is written out explicitly for \( e^{-iA \cdot \mathbf{L}} \) in Eq. (E45) below] yields

\[
\int_{a}^{R} d\rho \, e^{-i \rho \cdot \mathbf{A}} \varphi^{(+)}(\rho)
= 4\pi \sum_{k} (-i)^{\ell} \rho_{k}(k, A) \int_{a}^{R} d\rho \, r^{\ell} \varphi_{k}(r) f_{k}(Ar)
\]  

(A56)

Next use the formula (41)

\[
\int d\rho \, r^{\ell} f_{k}(Ar) f_{\ell}(kr)
= \frac{r^{\ell}}{A^{\ell} - k^{2}} \left[ k f_{k}(Ar) f_{\ell}(kr) - A f_{k-1}(Ar) f_{\ell}(kr) \right]
\]  

(A57a)

where \( f_{\ell}(kr) \) is any linear combination of \( j_{\ell}(kr) \) and \( n_{\ell}(kr) \) with coefficients independent of \( \ell \) or \( kr \), and where it is understood that

\[
\begin{align*}
  f_{-1}(\rho) &= -n_{0}(\rho) \\
  f_{-1}(\rho) &= +j_{0}(\rho)
\end{align*}
\]  

(A57b)

Then in (A56)
where \( Q_\ell(R) \) denotes the \( R \)-dependent terms enclosed within the braces in (A58a), and \( W_\ell \) (independent of \( R \)) denotes the remaining terms in (A58a).

The terms in (A50) involving the matrix elements of \( S \) are trivially integrable. Thus, employing (A54), (A56) and (A58), the formula (A50)
In (A59) it can be seen that

\[
\lim_{R \to \infty} 4\pi \sum_{\ell} (-i)^{\ell} P_\ell (k, A) \varphi_\ell (R) = \frac{4\pi \sum_{\ell} (-i)^{\ell+1} e^{i(k+\alpha)R} \left[ e^{i(k+\alpha)R} - e^{i(k-A)R} \right]}{2\Lambda k} P_\ell (k, A)
\]  

(A60)

plus terms of order 1/R, negligible as R \to \infty. Moreover, from Eqs. (A55),
\[ \lim_{r \to \infty \| \nu} \psi^{(r)}(r) = \frac{\frac{1}{2} (2l+1) e^{i \delta_x} \sin \delta_x}{\| k \|} P_{l} \left( k, \frac{A}{r} \right) e^{-ikr} \]  

(A61a)

while from Eq. (131g)

\[ \lim_{r \to \infty \| \nu} \psi^{(1)}(r) = -\frac{i}{4\pi} \frac{2\mu}{h} \left\langle \nu_{A} | t | \tilde{k} \right\rangle e^{-ikr} \]  

(A61b)

Hence

\[ \left\langle \nu_{A} | t | \tilde{k} \right\rangle = -\frac{2\pi \hbar}{\mu k} \frac{\frac{1}{2} (2l+1) e^{i \delta_x} \sin \delta_x}{\| k \|} P_{l} \left( k, \frac{A}{r} \right) \]  

(A62a)

and

\[ \left\langle \nu_{A} | t | \tilde{k} \right\rangle = -\frac{2\pi \hbar}{\mu k} \frac{\frac{1}{2} (2l+1) e^{i \delta_x} \sin \delta_x}{\| k \|} P_{l} \left( k, -\frac{A}{r} \right) \]  

\[ = -\frac{2\pi \hbar}{\mu k} \frac{\frac{1}{2} (2l+1) e^{i \delta_x} \sin \delta_x}{\| k \|} P_{l} \left( k, -\frac{A}{r} \right) \]  

(A62b)
Eqs. (A60) and (A62) imply that the sum of the R-dependent terms in (A59) approaches zero in the limit \( R \to \infty \), i.e., that the limit in (A59) really does exist. In this fashion we have reduced (A59) [i.e., (A50)] to

\[
\tilde{F} = \int_0^a d\bar{r} e^{-i \bar{r} \cdot \bar{A}} \varphi^{(+)}(\bar{r}) + 4\pi \sum_x (-i)^q W_x \hat{P}_x(k, \bar{A}) \\
- \frac{\mu}{\hbar^2 A} \left[ \frac{\langle \hat{k} \nu_A | t | \hat{k} \rangle}{k - A} - \frac{\langle -\hat{k} \nu_A | t | \hat{k} \rangle}{k + A} \right]
\]

(A63)

Now we can return at last to Eq. (205b). Evidently the result (A63) will be identical with (205b) if we can show

\[
\int_0^a d\bar{r} e^{-i \bar{r} \cdot \bar{A}} \varphi^{(+)}(\bar{r}) + 4\pi \sum_x (-i)^q W_x \hat{P}_x(k, \bar{A}) \\
= -\frac{2\mu}{\hbar^2} \frac{\langle A | t | \hat{A} \rangle}{A^2 - k^2}
\]

(A64)

From the fundamental definitions of the quantities involved [recall Eqs. (131e) - (131i)]
\[ u_c^{(+)}(r) = (1 - g^{(+)} V) e^{\frac{i k \cdot r}{\hbar}} \]

\[ \mathcal{V}_u^{(+)} = \int_0^\infty dr \int_0^\infty dr' t(r, r') e^{\frac{i k \cdot r}{\hbar}} \]

\[ \int_0^\infty dr e^{-i A \cdot r} V(r) u_c^{(+)}(r) = \int_0^\infty dr dr' e^{-i A \cdot r'} t(r, r') e^{\frac{i k \cdot r'}{\hbar}} \]

\[ = \langle A | t | k \rangle \]

But we are assuming \( V(r) \) is negligible for \( r > a \). Also,

\[ (\nabla^2 + k^2 - \frac{2\mu V}{\hbar^2}) u_c^{(+)} = 0 \]

\[ (\mathcal{V} + A^2) e^{-i A \cdot r} = 0 \] (A66a)

so that

\[ \frac{2\mu}{\hbar} \langle A | t | k \rangle = \frac{2\mu}{\hbar} \int_0^a dr e^{-i A \cdot r} V(r) u_c^{(+)}(r) \]

\[ = (k^2 - A^2) \int_0^a dr e^{-i A \cdot r} u_c^{(+)} + \int_0^a dr \left[ e^{-i A \cdot r} \nabla u_c^{(+)} - u_c^{(+)} \nabla e^{-i A \cdot r} \right] \] (A66b)
Therefore, comparing Eqs. (A64) - (A66), we see that demonstrating

\[
(A^2 - k^2) \int_0^a dr \, e^{-ir} A \phi^{(+)}(r) + \frac{i \pi}{k} (A^2 - k^2) \int_0^a (-i)^{\ell} W e^{i(kr)} A
\]

\[
= (A^2 - k^2) \int_0^a dr \, e^{-ir} A u^{(+)}(r) + \int_0^a dr \left[ u^{(+)} \nabla e^{-iA \cdot r} - e^{-iA \cdot r} \nabla u^{(+)} \right]
\]

is equivalent to demonstrating (A64). Eliminating \( u_c^{(+)} \) in favor of \( \phi^{(+)} \) via (A51), Eq. (A67) becomes

\[
4 \pi (A^2 - k^2) \frac{E}{\kappa} (-i)^{\ell} W e^{i(kr)}
\]

\[
= \int_0^a dr \left[ \phi^{(+)} \nabla e^{-iA \cdot r} - e^{-iA \cdot r} \nabla \phi^{(+)} \right]
\]

\[
= 4 \pi \frac{E}{\kappa} (-i)^{\ell} P_e^{(k, A)} \left\{ r^2 \left[ F_e \frac{dF_e(Ar)}{d\tau} - \frac{dF_e}{d\tau} \right] \right\}_{r=a}
\]

where the value of the right side of (A68) vanishes at the lower limit \( r = 0 \) because we know \( F_e(r) \) defined by (A55a) is well-behaved at \( r = 0 \).

At \( r = a \), \( F_e(r) \) and \( dF_e/dr \) are continuous; hence these quantities can be calculated from (A55b). Thus (A68) reduces to demonstrating
However, the relation\(^{(34)}\)

\[
\frac{d}{d\rho} \left[ \rho^{e+1} \phi_k(\rho) \right] = \rho^{e+1} \phi_{k-1}(\rho)
\]

can be put in the form

\[
\rho \phi'_k(\rho) = \rho \phi_{k-1}(\rho) - (\ell + 1) \phi_k(\rho)
\]  \hspace{1cm} (A70a)

Similarly

\[
\rho \eta'_k(\rho) = \rho \eta_{k-1}(\rho) - (\ell + 1) \eta_k(\rho)
\]  \hspace{1cm} (A70b)
Moreover, it can be verified that Eqs. (A70) hold for $\ell = 0$ with the interpretations (A57b). From (A70a) we infer

\begin{align*}
\ell_2 J_\ell(\rho_1) J_\ell'(\rho_2) - \ell_1 J_\ell'(\rho_1) J_\ell(\rho_2) \\
= \ell_2 J_\ell(\rho_1) J_{\ell-1}'(\rho_2) - \ell_1 J_\ell'(\rho_1) J_{\ell-1}(\rho_2)
\end{align*}

(A71)

Letting $\rho_1 = ka, \rho_2 = Aa$, we see that (A71) ensures the equality of the terms proportional to $i$ on the left and right sides of (A69). One similarly shows the remaining terms on the left and right sides of (A69) are equal. Therefore, we have demonstrated (A67) and (A64) hold, i.e., without interchanging order of integration and limit $\varepsilon \to 0$ we have demonstrated that Eq. (A50) reduces to Eq. (205b), Q.E.D.
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B.1 Eq. (69)

A typical term in (69) is

\[
\mathcal{G}^{(+)} \mathcal{V}_{23} \mathcal{F}^{(+)}_{12} = \int dq'_{23} dq'_{23} \mathcal{G}^{(+)}(\mathbf{r}'; \mathbf{r}') \mathcal{V}_{23}(q'_{23}) \mathcal{F}^{(+)}_{12}(\mathbf{r}')
\]

Ad discussed in section A.1, the integral (B1) can diverge (at infinity in \( \mathbf{r}' \) space) only in directions \( \hat{r}_{23} \) along which \( \mathbf{r}_{23}' \) remains finite. Moreover, divergence can occur at infinite \( \mathbf{q}_{23}' \) only, so that terms in \( \mathcal{G}^{(+)} \) corresponding to three-body bound states (wherein both \( \mathbf{q}_{23}' \) and \( \mathbf{r}_{23}' \) remain finite) obviously cannot cause (B1) to diverge.

The asymptotic behavior of \( \mathcal{G}^{(+)}_{12}(\mathbf{r}') \) at large \( \mathbf{q}_{23}' \) is found from (72) and (73), using

\[
\begin{align*}
\mathbf{r}_{12} &= \mathbf{q}_{23} - \frac{m_3}{m_2 + m_3} \mathbf{r}_{23} \\
\mathbf{q}_{12}' &= -\frac{m_1}{m_1 + m_2} \mathbf{q}_{23}' - \frac{m_2 M}{(m_1 + m_2)(m_2 + m_3)} \mathbf{r}_{23}'
\end{align*}
\]

Thus remembering \( \mathbf{r}_{23}' \) remains finite,

\[
\lim_{q_{23}' \to \infty} \frac{\mathcal{G}^{(+)}_{12}(\mathbf{r}'; \mathbf{r})}{q_{23}'} \approx \frac{e^{-i m_1 k_{12} q_{23}'} i k_{12} q_{23}'}{m_1 + m_2} \frac{e^{-i m_3 k_{12} q_{23}'} i k_{12} q_{23}'}{m_3 + m_2} a(\mathbf{r}_{12}) a(\mathbf{r}_{23}')
\]
In (B3), factors depending on $\bar{r}_{23}'$ only have been dropped, because for the purposes of this section they play no role in (B1). The factor $a(z_{12}/r_{12}')$ in (B3) of course is proportional to the amplitude for elastic scattering in the two-body collision of particles 1 and 2.

Now, omitting factors irrelevant to the question of its convergence, if bound states $u_1^j(z_{23})$ exist the integral (B1) behaves like [compare section A.6, and recall the discussion at the end of section A.4]

$$
\int dq'_2 \int dq'_3 \frac{iK_{23}q'_3}{q'_3} \frac{e^{-i\frac{m_1 r_{12}'}{m_1+m_2}}}{q'_3} u_j(z_{23}) V_{23}(r'_{23}) e^{\frac{-i m_2 K_{23} q'_3}{m_2+m_3}} e^{\frac{i m_3 K_{23} \bar{y}'_{23}}{m_3+m_4}} e^{\frac{m_4 K_{23} \bar{y}'_{23}}{m_4+m_5}} e^{\frac{-i m_5 K_{23} \bar{y}'_{23}}{m_5+m_6}} e^{\frac{i m_6 K_{23} \bar{y}'_{23}}{m_6+m_7}} e^{\frac{-i m_7 K_{23} \bar{y}'_{23}}{m_7+m_8}} e^{\frac{i m_8 K_{23} \bar{y}'_{23}}{m_8+m_9}} e^{\frac{-i m_9 K_{23} \bar{y}'_{23}}{m_9+m_{10}}}
$$

(B4a)

Similarly, if bound states do not exist, the integral (B1) behaves like

$$
\int dq'_2 \int dq'_3 \frac{i \sqrt{E}}{q'_3} \frac{e^{-i m_1 K_{23} q'_3}}{q'_3} \frac{e^{-i m_2 K_{23} q'_3}}{q'_3} \frac{e^{-i m_3 K_{23} \bar{y}'_{23}}}{q'_3} \frac{e^{-i m_4 K_{23} \bar{y}'_{23}}}{q'_3} \frac{e^{-i m_5 K_{23} \bar{y}'_{23}}}{q'_3} \frac{e^{-i m_6 K_{23} \bar{y}'_{23}}}{q'_3} \frac{e^{-i m_7 K_{23} \bar{y}'_{23}}}{q'_3} \frac{e^{-i m_8 K_{23} \bar{y}'_{23}}}{q'_3} \frac{e^{-i m_9 K_{23} \bar{y}'_{23}}}{q'_3} \frac{e^{-i m_{10} K_{23} \bar{y}'_{23}}}{q'_3}
$$

(B4b)

After integrating over $dr_{23}'$, the integrand in (B4b) will be of order $q_{23}'^{-3/2}$ even before integrating over $d\bar{y}_{23}'$; thus (B4b) is obviously convergent. The integral (B4a) reduces to

$$
\int dq'_2 \int dq'_3 \frac{i(K_{23} + K_{12}) q'_3}{q'_3} \int_0 \left( \frac{m_1}{m_1+m_2} K_{12} q'_3 \right)
$$

(B5a)
which converges unless

\[ k_{23j} + k_{12} - \frac{m_1}{m_1 + m_2} k_{12} = 0 \]  \hspace{1cm} (B5b)

Now, from Eq. (29d)

\[ k_{\sim 12} = k_{\sim 23} + \frac{m_1}{m_1 + m_2} k_{\sim 12} \]  \hspace{1cm} (B6a)

implying the triangular inequalities

\[ \left| k_{12} - \frac{m_1}{m_1 + m_2} k_{12} \right| \leq k_{23} \leq k_{12} + \frac{m_1}{m_1 + m_2} k_{12} \]  \hspace{1cm} (B6b)

The quantity \( k_{23j} \) is defined by the analogue of (114b), so that, as in the analogous case of Eq. (A16b)

\[ k_{23} \leq k_{23j} \]  \hspace{1cm} (B7a)

It follows that

\[ \left| k_{12} - \frac{m_1}{m_1 + m_2} k_{12} \right| \leq k_{23j} \]  \hspace{1cm} (B7b)

permitting the inference that (B5b) cannot hold on the energy shell.

In the foregoing, various slowly varying (independent of \( q_{23} \)) angular dependent (on \( \tilde{w}_{23} \)) factors have been omitted from Eqs. (B4), in accordance with the discussion at the end of section A.4.

Comparison with sections A.4 and A.7, plus a little thought, shows that inclusion of those factors could not have worsened the convergence of the integrals (B4a) and (B4b). For instance, the \( q_{23}^{-1} \) dependence
of the \( j_0 \) factor in (B5a) is understandable on the basis of the principle of stationary phase, recalling (A13e) and recognizing that [in spherical coordinates with polar axis along \( \bar{y} \) \( y'_{23} \)] in (B4) is proportional to \( \sin y'_{23} \). If, for example, the omitted \( a(y'_{23}) \) factor from (B3) also is proportional to \( \sin y'_{23} \) with this choice of polar axis, the integrand in (B5a) actually will be of order \( q^{-3/2} \), and will converge independently of the criterion (B5b).

I conclude that the integral (B1) surely converges on the energy shell, i.e., the right side of (69) surely converges on the energy shell, Q.E.D.

Recalling section A.4, it is not difficult to see that the laboratory system term corresponding to (B1)—namely the term \( G^{(+)}(x'_{23}) \) in (67c)—has essentially the same behavior as Eqs. (B4), i.e., is convergent on the energy shell whether or not \( G^{(+)} \) can propagate in bound states \( u_j(x'_{23}) \). On the other hand, when bound states \( u_j(x'_{12}, x_{23}) \) exist, the integral \( G^{(+)}(x'_{23}) \) obviously [recall Eqs. (A10) and (A15a)] behaves like the integral (A15c), i.e., contains a \( \delta \)-function vanishing on the energy shell.

If, as in section A.4, the energy associated with \( \psi \) in (60) is permitted to be \( E' \neq E \), the limit on the right side of (60) yields [instead of (72)]

\[
\Phi^{(+)}_{12}(E;E') = -\lim_{\varepsilon \to 0} \frac{G_{12}(E+i\varepsilon)}{i} \nu_1(E') = \int \frac{iK' \cdot \varepsilon}{iK'_{12} \cdot \varepsilon_{12}^{(+)}(E')} \nu_1(\varepsilon';E') \Phi^{(+)}_{12}(x_{12},E';k')
\]

where
Because $V_{12}$ is short range, the integral (B9b) obviously remains convergent for all $E_{12}''$, $k_{12}'$. Hence the $\delta$-function singularities found in section A.6 are absent from a correctly performed continuation—to energies $E' \neq \tilde{E}$—of the two-body scattering terms $\Phi_{i}^{(+)}$ in $\Phi_{1}^{(+)}$. Of course, if $\tilde{\Phi}_{12}^{(+)}(\tilde{E};\tilde{E}')$ were to be computed from the incorrect [because it is non-convergent] analogue of (B9a), namely from

$$\overline{\Phi}_{i}^{(+)}(\tilde{E};\tilde{E}') = -\overline{\mathcal{G}}^{(+)}(\tilde{E}) V_{i}^{(+)}(\tilde{E}')$$  

(B9a)

rather than from (B8a), the $\delta$-function singularities of section A.6 would reappear, since $\overline{\mathcal{G}}^{(+)}(\tilde{E};\tilde{E}')$ behaves like $\tilde{G}_{12}^{(+)}(\tilde{x};\tilde{x}')$ as $\tilde{x}' \to \infty$ along directions $\tilde{x}_{12}'$ which keep $\tilde{x}_{12}'$ finite.
A corresponding continuation of (69) might be to define

\[
\overline{\Phi}_{i}^{s(+)}(E, E') = -\overline{G}^{(+)}(E) \left[ (V_{23} + V_{31}) \overline{\Phi}_{12}^{(+)}(E') + (V_{31} + V_{12}) \overline{\Phi}_{23}^{(+)}(E') \right] + (V_{12} + V_{23}) \overline{\Phi}_{31}^{(+)}(E') \quad (B10)
\]

In this event, the preceding analysis in this section is essentially unaltered, except that the criterion for divergence of, e.g., the \( \overline{G}^{(+)}(E) V_{23} \overline{\Phi}_{12}^{(+)}(E') \) term in (B10) corresponding to (B1) becomes

\[
K_{23j} + k'_{12} - \frac{m_1}{m_1 + m_2} k'_{12} = 0 
\]

(B11)
Eq. (B11) can hold, as the following argument shows. Note first that $K_{23j}$, $k_{12}'$ and $k_{12}'$ all are intrinsically positive. Thus (B11) is a segment of a straight line in the $k_{12}'$, $k_{12}'$ plane, starting at $k_{12}' = 0$. Eq. (B11) can be satisfied when this straight line intersects the ellipse [recall Eq. (35)]

$$\frac{\hbar^2 K_{12}'}{2\mu_{3R}} + \frac{\hbar^2 k_{12}'}{2\mu_{12}} = \bar{E}' \tag{B12}$$

Now, starting from small values of $\bar{E}'$, one can see that the ellipses (B12) first intersect (B11) at $k_{12}' = 0$, i.e., at

$$\bar{E}' = \frac{\hbar^2 K_{12}'}{2\mu_{3R}} = \frac{\hbar^2}{2\mu_{3R}} \frac{(m_1+m_2)^2 K_{23j}^2}{23j} = \frac{\hbar^2 M(m_1+m_2)K_{23j}^2}{23j} \frac{(m_1+m_2)(m_2+m_3)}{m_3 m_1} \bar{E}_{kin} \tag{B13a}$$

where [recall Eq. (114b)]

$$\bar{E}_{kin} = \frac{\hbar^2 K_{23j}^2}{2\mu_{1R}} = \bar{E} - \varepsilon_j \tag{B13b}$$

denotes the kinetic energy in the center of mass system when the total center of mass system energy is $\bar{E}$, and when particles 2, 3 are propagating (relative to 1) in a bound state $u_j(k_{23})$ of energy $\varepsilon_j$. At larger values of $\bar{E}'$ than given by (B13a), the ellipse (B12) always intersects (B11). Hence (B1) [with $\bar{E}' \neq \bar{E}$] can be divergent at real energies

$$\bar{E}' \gg \frac{(m_1+m_2)(m_2+m_3)}{M_3 M_1} \bar{E}_{kin} \gg \bar{E}_{kin} > \bar{E} \tag{B14a}$$
when bound states \( u_j(\xi_{23}) \) exist. The divergence is at worst logarithmic, however; certainly there are no signs of the \( \delta \)-functions associated with \( u_j(\xi_{23}) \) obtained in section A.6. Moreover, the 2, 3 analogue of Eq. (A16b) implies that--as \( E' \) increases from small values--\( \delta \)-functions associated with \( u_j(\xi_{23}) \) occur at energies

\[
E' > E_{\text{kin}}
\]

(B14b)

a result not the same as (B14a).

Replacing \( \bar{\phi}^{(+)} (E) \) in (B10) by \( \bar{\phi}^{(+)} (E; E') \) from (B8a) [where now, in the center of mass system, \( K' \) still equals the original \( K \) in \( \psi_1(E) \)] perhaps yields a continuation of (69) more analogous to the continuation (B9a) of section A.6 than the continuation (B10) just examined. With this alternative form for \( \bar{\phi}^{(+)} (E; E') \), one sees that the criterion for divergence of, e.g., the integral

\[
\tilde{G}(E) v_{23} \bar{\phi}_{12}^{(+)} (E; E')
\]

is

\[
K_{23}^J + k''_{12} - \frac{m_1}{m_1 + m_2} K'_{12} = 0
\]

(B15a)

instead of (B11), where \( k''_{12} \) is defined in terms of \( E \) by

\[
\frac{h^2 k''_{12}^2}{2 \mu_{12}} = E - \frac{h^2 K'_{12}^2}{2 \mu_{3R}}
\]

(B15b)

A little algebra shows that (B15a) cannot be satisfied for real \( k'_1, k'_2, k'_3 \), though it can hold for complex \( k' \). For real \( k' \), therefore, replacing \( \bar{\phi}^{(+)} (E) \) in (B10) by \( \bar{\phi}^{(+)} (E; E') \) yields a continuation of \( \tilde{G}^{(+)} \) which--like the original formula (69)--is
always convergent.

The foregoing considerations justify the remarks made following Eq. (75).

B.2 Eq. (133b)

A typical term in the integral on the right side of (133b) is

\[
\bar{\Psi}_f^{(-)*} \Phi_{12}^{(+)} = \int dq_{23} dr_{23} \bar{\Psi}_f^{(-)*} V_{23} (r_{23}) e^{i k_{12} \cdot r} \Phi_{12}^{(+)} (r_{12}, \Omega_{12}) \]  

(B16)

using Eq. (72) and dropping the irrelevant prime on \( \tilde{r} \). The convergence of (B16) depends only on the asymptotic behavior of the integrand at large \( q_{23} \). Consider now the contribution to (B16) from the part of \( \bar{\Psi}_f^{(-)*} \) denoted by \( \bar{\Psi}_{23f}^{(-)*} \), Eq. (136). Recalling the argument leading from (B1) [which (B16) very much resembles] to (B4b), one sees [using the 2, 3 analogues of (33b) and (105b)] that at large \( q_{23} \) the \( \bar{\Psi}_{23f}^{(-)*} \) contribution to (B16) is proportional to

\[
\int dq_{23} e^{-ik_{23f} \cdot q_{23}} e^{-i \frac{m_s}{m_1+m_2} K_{23} \cdot q_{23}} e^{i k_{12i} \cdot q_{23}} e^{-i \frac{m}{m_1+m_2} K_{12i} \cdot q_{23}} \]  

(B17a)

\[
\approx \int dq_{23} e^{i k_{12i} \cdot q_{23}} f_0 \left( q_{23} \left| \frac{K_{23f}}{m_1+m_2} + \frac{m_1}{m_1+m_2} K_{12i} \right| \right) \]  

(B17b)
which contains a term proportional to the $\delta$-function (135a). I add that the validity of this result—and therefore, in effect, of the procedures which I have been employing, especially the procedure (explained in section A.4) of neglecting the angular dependence of slowly varying factors in integrands—is borne out by explicit calculation in the later section E.4.

The contribution to (B16) from propagation in bound states $u_j(x_{23})$, the only bound states that possibly can cause (B16) to diverge, behaves like

$$\int \frac{d\mathbf{q}_{23}}{q_{23}} \frac{e^{i \mathbf{K}_{23} \cdot \mathbf{q}_{23}}}{q_{23}} u_j(x_{23}) V_{23}(r_{23}) e^{\frac{-i m_1}{m_1 + m_2} \mathbf{K}_{12} \cdot \mathbf{q}_{23}} \frac{e^{i \mathbf{K}_{12} \cdot \mathbf{q}_{23}}}{q_{23}} \ .$$

$$= \int d\mathbf{q}_{23} e^{i \mathbf{K}_{23} \cdot \mathbf{q}_{23}} e^{i \mathbf{K}_{12} \cdot \mathbf{q}_{23}} j_0 \left( \frac{m_1}{m_1 + m_2} \mathbf{K}_{12} \cdot \mathbf{q}_{23} \right) \ .$$

(B18a)

(B18b)

The integral (B18b) is identical with (B5a). Therefore the formula (133b) is convergent on the energy shell, and contains at worst logarithmic singularities, as discussed in section B.1.

Evidently the result (B17b) can be associated with the fact that $\ddot{\phi}_{12}^{(+)}$ in (B16) decreases asymptotically as $q_{23}^{-1}$ at large $q_{23}$. If $\ddot{\phi}_{12}^{(+)}$ were to be replaced by a quantity decreasing as $\dot{\rho}^{-2} \approx q_{23}^{-2}$ at large $q_{23}$, then (B17b) would be replaced by

$$\int d\mathbf{q}_{23} \frac{e^{i \mathbf{K}_{23} \cdot \mathbf{q}_{23}}}{q_{23}} \ .$$

(B19)

where $F(k_1', k_2')$ will depend on the particular asymptotic behavior [i.e., on the phase at large $q_{23}$] of the quantity which replaced $\ddot{\phi}_{12}^{(+)}$. The integral (B19) is logarithmically divergent when $F = 0$. Comparing (133b)
and (165b), it can be seen that (B19) is the form to which the large $q_{23}$ contribution from the $\bar{W}_f(-)^*V_{23}\bar{\Phi}_{12} s^+(+) \text{ term in (165b) will reduce, remembering that } \bar{\Phi}_{12} s^+(\tau) \text{ behaves like } \bar{r}^{-2} \text{ at large } \bar{r} \text{ as discussed in subsection 4.3.1.} \text{ However, as section E.3 below shows, the phase of } \bar{\Phi}_{12} s^+(\tau) \text{ at large } q_{23} \text{ will be a very complicated function of } k_f \text{ and the direction } \tilde{\tau}_{23} \text{ along which } \tilde{\tau} + \infty \text{ keeping } \tau_{23} \text{ finite. Thus it is very difficult (and for the purposes of section 4.3 not worth while) to determine the form of } F \text{ in the case of present interest, i.e., it is very difficult to write down the relations between } k_1, k_f \text{ determining the values of } k_f \text{ (for given } k_1 \text{) along which the various integrals in (165b) can be logarithmically divergent. Fortunately, logarithmic divergences of this sort in scattering amplitudes, e.g., in the } \bar{W}_f(-)^*V_{23}\bar{\Phi}_{12} s^+ \text{ term of (165b), apparently do not make measurable contributions to the scattered current. In fact, referring to section E.2, it seems that a contribution to } \bar{W}_f(-)^*V_{23}\bar{\Phi}_{12} s^+ \text{ of form (B19) is associated with the result that, in the integral } G^{(+)}V_{23}\bar{\Phi}_{12} s^+ \text{ leading to the amplitude } \bar{W}_f(-)^*V_{23}\bar{\Phi}_{12} s^+ \text{, the } \tau > \bar{\tau} \text{ contribution is of order } \bar{\tau}^{-5/2} \text{ along special directions. But an } \bar{\tau}^{-5/2} \text{ contribution for } \tau' > \bar{\tau} \text{--though sufficient to generate the transition amplitude divergence indicating interchange of order of integration and limit } \bar{\tau} + \infty \text{ is not wholly justified for the integral } G^{(+)}V_{23}\bar{\Phi}_{12} s^+ \text{--is not sufficient to produce divergences in the integrand for the center of mass frame probability current flow [recall Eqs. (118)]. Therefore, because these special directions } \tilde{\tau}_f \text{ along which (165a) fails for } G^{(+)}V_{23}\bar{\Phi}_{12} s^+ \text{ form at most a four-dimensional manifold in the five-dimensional manifold of physically allowed } k_f \text{ [recall subsection 5.3.3], the contributions along } \tilde{\tau}_f \text{ to the probability current flow are inconsequential.}
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C.1 Eq. (99)

I wish to determine the contribution to the left side of (99) from the region \( r'' > r \), in the limit that \( r \to \infty \). In particular, I wish to show that when bound states exist this contribution decreases no more rapidly than \( r^{-\delta} \) at large \( r \). I note that for the present purpose, namely to examine the validity of using (99) to deduce Eqs. (100), it is sufficient to suppose \( r \to \infty \) along directions \( \mathbf{\gamma} \) such that no \( r_{\alpha\beta} \) remains finite (27); it is clear from section 3.2 that Eq. (97a) [which led to (99)] generally is not a useful starting point for evaluation of \( \lim G(\mathbf{r}; \mathbf{r}') \) as \( r \to \infty \) along directions \( \gamma_{\alpha\beta} \) in which \( r_{\alpha\beta} \) remains finite.

Consider, e.g., the \( V_{12} \) term in (99), assuming particles 1, 2 can propagate in bound states. Then, recalling Eq. (A5), at large \( r'' > r \), along directions \( \gamma_{12}'' \) wherein \( r_{12}'' \) remains finite, the term in question behaves like

\[
\int dK''_{12} dq''_{12} dr'' e^{iK''_{12} \cdot q''_{12}} e^{iK''_{12} \cdot q''_{12} - i(K_{12}'' \cdot q_{12}'' + K_{12}' \cdot q_{12}')} V_{12}(r''_{12}) e^{iP''_{12} - E - E_j} \frac{e^{iP''_{12} - S/2}}{r''_{12}} \cdot \frac{e^{iP_1'' \cdot \mathbf{r}_1'}}{U_{12}^{(1)}} (r''_{12} E) \]

(C1a)
In Eq. (C1a), as in Eq. (A5), the defining relation (90c) makes

\[ k_{12}'' = 0 \text{ when } r_{12}'' \text{ remains finite as } r'' \to \infty. \]

Correspondingly,

\[
\begin{align*}
K'' \cdot R + K'' \cdot q_{12} &= \frac{2M \sqrt{E} R'' \cdot R''}{\hbar^2 \rho''} + \frac{2\mu \beta \sqrt{E} q_{12}'' \cdot q_{12}}{\hbar^2 \rho''} \\
&= \frac{\sqrt{E} L_{12}'' \cdot L_{12}}{\rho''} = \frac{\sqrt{E} \rho_{12}'' \chi_{12}'' \cdot L_{12}}{\rho''}
\end{align*}
\]
using Eq. (A4). As in section A.1, the distinction between the magnitudes of \( \rho_{12}'' \) and \( \rho'' \) can be neglected when \( r_{12}'' \) remains finite while \( \rho'' \to \infty \). Thus, now recalling (A7), Eq. (C1a) can be replaced by

\[
\int \frac{d^5 \rho''}{\rho''^4} \rho'' e^{i \rho'' \sqrt{E - i \varepsilon}} \frac{e^{-i K'' \cdot R'}}{\rho''^{3/2}} \overline{\Psi}_{12jf}^{(-)}(\vec{r}'; \overline{E}) \tag{C2}
\]

where \( \overline{\Psi}_{12jf}^{(-)} \) depends on \( \rho_{12}'' \), but not on the magnitude of \( \rho_{12}'' = \rho'' \cdot \varepsilon_{12}'' \).

The magnitude of \( \rho'' \) also remains finite in (C2), so that (for the purpose of estimating the behavior at large \( r \)) the integration over \( d\gamma_{12}'' \) can be replaced by \( \rho_{12}'' - 2 J_2(\rho_{12}'' \sqrt{E}) \) as in Eqs. (A13) and the discussion subsequent thereto. Note that in (C2) the magnitude of the six-dimensional vector \( \rho_{12}'' \) defined by Eq. (A4) cannot be equated to the magnitude of the nine-dimensional vector \( \rho'' \) at large \( r \), because \( r_{12}/r \) does not approach zero as \( r \to \infty \). For given \( \gamma \), however, the ratio \( r/\rho_{12}'' \) remains constant and finite as \( r \to \infty \), excepting those very special \( \gamma \) (surely ignorable for present purposes) wherein \( q_{12} \) and \( R \) remain finite--i.e., wherein \( r_{12} \) alone becomes infinite--as \( r \to \infty \).

At large \( r \), therefore, the contribution--to the \( V_{12} \) term on the left side of (99)--from values of \( r'' \) large compared to \( r \) is estimated by

\[
\int_{\gamma_{12}}^\infty dr'' e^{i \rho'' \sqrt{E - i \varepsilon}} e^{i \rho'' \sqrt{E - \varepsilon_j}} \frac{J_2(\rho_{12}'' \sqrt{E})}{\rho''^{3/2} \rho_{12}''^2} \tag{C3}
\]
where $\gamma$ is some number $> 1$, sufficiently large to ensure that the factors preceding $\psi_{12}(r_1^2)$ in the integrand of (C1a) represent $C(r_1^2)$ in the range $r'' > r$ to within, e.g., one percent. The reason for this choice of lower limit is to be understood as follows.

Strictly speaking, we want to compare the contribution from the region $r'' > r$ with the contribution from $r'' < r$, in which event the integration in (C3) should run from $r$ to $\infty$. However the aforementioned asymptotic representation of $C(r_1^2)$ is only valid for $r''$ sufficiently large compared to $r$. On the other hand, if (99) really is valid, then the contribution to the left side of (99) from every region $r'' > \gamma r$, $\gamma > 1$ (i.e., from every region $r'' > \gamma r$, $\gamma > 1$) must be negligible compared to the contribution from $r'' < r$. Thus, in (C3), I am estimating the contribution to the left side of (99) from that region $r'' > \gamma r > r$ wherein one can be confident that (C3) reasonably accurately estimates that contribution.

Letting $r'' = \rho x$, (C3) becomes

$$\int_{\rho^2}^{\infty} \frac{dx}{x^{3/2}} e^{i\rho x(\sqrt{E} + \sqrt{E-\varepsilon_j})}$$

But the integral in (C4) is of order $\rho^{-1}$ by the Riemann-Lebesgue lemma (31), also, $J_2(p_1^2) \sim p_1^{-1}$. Hence [recalling the remarks at the end of the next to the last paragraph] the entire expression (C4) and, consequently, the expression (C1a) --is of order $p_1^{-5/2} \rho^{-3/2} \sim r^{-4}$, when bound states $u_j(r_1^2)$ exist.
In the absence of bound states \(u_j(\tilde{r}_{12})\), or equivalently when \(r'' \to \infty\) along directions \(y''\) wherein every \(r_{\alpha\beta}'' \to \infty\), (Cl a) would be replaced by [neglecting inessential factors]

\[
\int \frac{d\tilde{r}'' d\tilde{q}'' d\tilde{t}''}{\tilde{r}_{12}^2 \tilde{r}_{11}^2} e^{-i(K_{21}'' + K_{12}''; \tilde{r}_{11})} \frac{e^{i\rho'' k}}{\rho''} \frac{e^{i\rho'' k}}{\rho''} \approx r_1^2 \rho'' \approx r''^{\nu_2} \quad (C5a)
\]

because the only essential difference between (C5a) and (Cl a) is the extra factor \(\rho''^{3/2}\) in the denominator of (C5a). Thus use of (99) should be legitimate in the absence of bound states. On the other hand, when \(r'' \to \infty\) along those very special directions \(y_{12}''\) wherein propagation in three-body bound states is possible, (Cl a) would be replaced by [recall Eqs. (A15)]

\[
\int \frac{d\tilde{r}'' d\tilde{q}'' d\tilde{r}''}{\tilde{r}_{12}^2 \tilde{r}_{12}^2} e^{-iK_{21}'' \tilde{r}''} e^{-iK_{12}'' \tilde{r}''} V_{12}(\tilde{r}_{12}) \frac{e^{iK_{12}'' \tilde{r}''}}{\tilde{r}''} \frac{e^{iK_{12}'' \tilde{r}''}}{\tilde{r}''} \approx r_1^2 \rho'' \approx r''^{\nu_2} \quad (C5b)
\]

In (C5b), both \(q_{12}''\) and \(r_{12}''\) remain finite, so that Eqs. (25d) and (99c) imply \(K_{21}'' = (2\tilde{m} A_1^2)^{1/2}\) at large \(r'' \approx \tilde{r}''\). Thus, making use of (A6), the \(r'' \to r''\) contribution to (C5b) is estimated by

\[
\int \frac{d\tilde{r}'' \rho''^2 e^{i\rho'' \tilde{r}''}}{\rho''^4} e^{-i\rho'' \sqrt{E - E_j}} j_0(\tilde{r''} \sqrt{E}) \approx r''^{-4} \approx r''^{-4} \quad (C5c)
\]
comparing with Eqs. (C.3) - (C.4) and recognizing $j(\tilde{R}/E)$ is $\propto \rho^{-1}$ as $r \to \infty$ with fixed $\nu$.

C.2 Eq. (101)

Next consider Eq. (101). The right side of (101) is of order $r^{-5/2}$ at large $\tilde{r}$. However, much as in Eq. (C.1a), when $u_j(r_{12})$ occur the contribution from $\tilde{r}'' > \tilde{r}$ to the $V_{12}$ term on the left side of (101) behaves like

$$
\int dq'' d\tilde{r}'' \frac{e^{i\tilde{r}'' \sqrt{E}}}{\tilde{\rho}''^{5/2}} e \frac{iK''_{12} q''_{12} V_{12}(r''_{12}) e}{q''_{12}} u_j(r''_{12}) \overline{\Psi}_{12}^{(j)}(\tilde{r}, \tilde{E})
$$

(C.6a)

where $\tilde{\rho}''$ is defined by the analogue of (102d), and approaches infinity along $\tilde{\omega}_{12}''$ keeping $r_{12}''$ finite. The fact that $r_{12}''$ remains finite as $\tilde{\rho}'' \to \infty$ now implies that the magnitudes of the six-dimensional $\tilde{\rho}''$ and the three-dimensional $r_{12}''$ are related by the analogue of (116b). Also, we now have, in analogy with (C1b),

$$
K''_{12} q''_{12} = \frac{2 \mu_{3R} \sqrt{\tilde{E}}}{\hbar^2} q''_{12} \frac{\overline{\tilde{\omega}_{12}''}}{\tilde{\rho}''} q_{12} \cong \left( \frac{2 \mu_{3R} \sqrt{\tilde{E}}}{\hbar^2} \right) \tilde{\omega}_{12}'' q_{12} \cong \sqrt{\tilde{E}} \overline{\tilde{\omega}_{12}''} \cdot \tilde{q}_{12}
$$

(C.6b)

using (A6). Hence, recalling (114b), the integral (C.6a) can be replaced by

$$
\int d\tilde{\rho}'' d\tilde{\omega}'' d\tilde{q}_{12} e^{i\tilde{r}'' \sqrt{E}} e \frac{i\tilde{\omega}_{12}'' \cdot \tilde{q}_{12} e}{\tilde{\rho}''^{5/2}}
$$

(C.7)
In (C7), again because \( r_{12}/r \) does not approach zero as \( r \to \infty \), Eq. (116b) does not hold for the unprimed variables; however, as in (C2), for given \( \bar{\nu} \) the ratio \( \bar{r}/q_{12} \) remains constant and finite. Hence at large \( \bar{r} \) the contribution (C6a) to the left side of (101)—at large \( \bar{r}'' > \bar{r} \)—is estimated by [compare Eq. (C5c)]

\[
\int_\gamma^{\infty} \frac{d\bar{r}''}{\bar{r}''} \frac{e^{i\bar{r}'' \sqrt{\tilde{\nu}}}}{\bar{r}''^{3/2}} \left( \frac{\bar{q}_{12} \sqrt{\tilde{\nu}}}{\bar{r}''} \right) \approx \frac{1}{\bar{p}^{3/2}} \frac{1}{\bar{q}_{12}^{5/2}} \approx \bar{r}^{-5/2} \tag{C8}
\]

In other words, when two-body bound states exist, the contribution to the left side of (101) from \( \bar{r}'' > \bar{r} \) is of the same order of magnitude as the right side of (101), implying that Eq. (101) is invalid. On the other hand, when there are no two-body bound states, the continuum contribution to the left side of (101), estimated by the center of mass analogue of (C5a), readily is found to be of order \( \bar{r}^{-4} \); correspondingly, Eq. (101) should be valid when two-body bound states do not occur. Of course, the presence of three-body bound states also does not adversely affect the validity of Eq. (101).

I add that since \( G^{(+)}(\bar{\nu}''; \bar{\nu}') \) behaves essentially like \( G_{12}^{(+)}(\bar{\nu}''; \bar{\nu}') \) when \( \bar{\nu}'' \to \infty \), the analysis of this section—relative to interchange of the order of integration and limit \( r \to \infty \) in the \( G_{p}^{(+)}n_{12}G^{(+)} \) term of Eq. (99)—applies also to the corresponding interchange in the integral on the left side of (103).

**C.3 Comparison of Eqs. (97a) and (97b)**

It is of interest to compare the \( \bar{r}'' > \bar{r} \) contributions to the
integrals in (C7a) and (C7b). In particular, I shall compare

$$\lim_{r \to \infty} \int d\tau'' G^{(+)}(\tau'; \tau'') V_{12}(\tau''_{12}) G^{(+)}_{\xi}(\tau'', \tau')$$

from (C7b) with the corresponding contribution [evaluated in section C.1] from (C7a). As in section C.1, no $r_{aB}$ remains finite as $r \to \infty$.

In the integrand of (C9), $G^{(+)}_{\xi}(\tau''; \tau')$ is of order $\rho^{-1/4}$ as $r'' \to \infty$. Thus, recalling Eq. (C5a), it is clear that the $r'' > r$ contribution to (C9) will be of order $r^{-11/2}$ unless there are important contributions from $G^{(+)}(\tau'; \tau'')$ as $r'' \to \infty$ along directions $\nu_{12}$ corresponding to propagation in two-body or three-body bound states.

Suppose, first, that two-body bound states $u_j(\tau_{12})$ exist. Then, recalling Eq. (A3), along such directions $\nu_{12}$, $\lim G^{(+)}(\tau'; \tau'')$ is proportional to $\rho^{-1/2} e^{-\frac{1}{2} F''_{\xi} \cdot \nu}$ and to $\nu_{12} \nu_{12} \nu_{12}$ of $G^{(+)}(\tau'; \tau'')$. But, now referring to Eqs. (115), $\nu_{12} \nu_{12} \nu_{12}$ is composed of two terms:

(i) its incident part, which is proportional to $u_j^*(\tau_{12})$, and thus vanishes exponentially because it has been hypothesized that $r_{12} \to \infty$ with $r$; (ii) its scattered part, which---because of the $u_j^* \nu_{31}$ and $u_j^* \nu_{31}$ products in the integral on the right side of (115b)---clearly behaves like $\rho^{-1/2}$ at large $r$. At large $r$ and $r'' > r$, therefore, the two-body bound state contribution to (C9) from

$$G^{(+)}(\tau'; \tau'')$$

is at worst $e^{\frac{1}{2} F''_{\xi} \cdot \nu} \rho^{-1/2} \nu^{-1/2}$ at large $\nu$. This is equivalent to replacing $G^{(+)}(\tau'; \tau'')$ in (C9) by a factor of order $e^{-\frac{1}{2} F''_{\xi} \cdot \nu} / \rho^{-1/2}$,

which is small compared even to the $\rho^{-1/4}$ contribution made by
propagation of $G^{(+)}(\omega;\omega'')$ in unbound states and which [after performing the angular integration over $\omega_{12}''$] obviously makes a contribution to (C9) decreasing more rapidly than $r^{-4}$. Similarly, there are negligibly small (compared to $r^{-4}$) contributions to (C9) from propagation in three-body states $u_j(\omega_{12}''',\omega_{23''})$.

It follows that the processes of integration and $\lim_{r \rightarrow \infty} \int \omega$ can be legitimately reversed in (C9), and therefore in (97b). Evidently the fundamental difference between (97a) and (97b) is that we have $G^{(+)}(\omega'';\omega')$ in (97a), while in (97b) we have $G^{(+)}(\omega;\omega'')$.

As a result, because all the complicating contributions at large $\omega''$ arise from propagation in bound states, and because $G^{(+)}$ never propagates in bound states, these contributions are more important in (97a) [where $\omega'$ remains finite] than in (97b) [where all $\omega_{12}''$ are becoming infinite with $r$].

C.4 Eq. (123) and Related Expressions

I wish to show that the interchange of order of integration and limit $r \rightarrow \infty$ is unjustified in (123), even when the integral on the left side of (123) is convergent, i.e., even when bound states do not exist. In other words, I wish to show that the contribution to the left side of (123) from the region $r' > r$ is not negligible compared to $r^{-4}$ as $r \rightarrow \infty$, even when $G^{(+)}$ cannot propagate in bound states. Consider, e.g., the $V_{12}$ term on the left side of (123).

Then, under the circumstances described the $r' > r$ contribution to this term is estimated by an integral of form
\[
\int dR' dq' d\gamma' e \frac{i p^\sqrt{E}}{\rho' 4} \Psi^{(-)*}_f(\gamma') V_{12}(\gamma_{12}) e^{i (K_i' \cdot R + K_{12} \cdot q_{12}' + K_{12} \cdot \gamma_{12})}
\]

where the subscript \( f \) corresponds to directions \( \gamma_{12}' = \gamma_{12f}' \). Replacing \( \psi_f^{(-)*} \) by its \( \psi_f^* \) part, Eq. (10a) reduces to

\[
\int dR' dq' d\gamma' e \frac{i p^\sqrt{E}}{\rho' 4} e^{i (K_{12f} \cdot R + K_{12f} \cdot q_{12})} e^{i (K_i' \cdot R' + K_{12f} \cdot q_{12}')}
\]

Next employ Eqs. (90c), (A4), (A6), and (A11), and recall Eqs. (A12). Therewith, much as in (10b), it is possible to rewrite (10b) as

\[
\int d\rho' d\gamma' \rho' e \frac{5 i p^\sqrt{E}}{\rho' 4} e^{i \tilde{K}_i - \frac{\sqrt{E} \gamma_{12}}{\rho'}} e^{i \tilde{q}_{12}' \left[ \frac{\gamma_{12} - \sqrt{E} \tilde{q}_{12}}{\rho'} \right]}
\]

\[
= \int d\rho' d\gamma' \rho' e \frac{5 i p^\sqrt{E}}{\rho' 4} e^{i \tilde{F} \cdot B}
\]

where the definition of \( B \) [not to be confused with \( B \) of Eqs. (171a)] is
\[
\mathbf{B} = \left( \frac{\mathbf{K}_i - \sqrt{E} \mathbf{R}}{p'} \right) \oplus \left( \frac{\mathbf{K}_{i2i} - \sqrt{E} \mathbf{q}_i}{p'} \right)
\] (C11c)

Thus, as in the transition from (C2) to (C3), one can replace (C11a) by

\[
\int_0^\infty dp' e^{i(p'\mathbf{E})/\gamma_p} \left( \mathbf{J}_2(Bp') \right) \approx \int_0^\infty dp' e^{i(p'\mathbf{E} \pm Bp')/\gamma_p} \frac{(Bp')^{5/2}}{(Bp')^2}
\] (C12)

From the results of Appendix F [or directly from the defining relation (25d) for the components of the nine-dimensional \( \mathbf{r} \)],

\[
\mathbf{r}^2 = \mathbf{K}^2 + \mathbf{q}^2_{12} + \mathbf{q}^2_{12}
\] (C13a)

where

\[
\mathbf{q}^2_{12} = \left( \frac{2\mu_{12}}{h^2} \right)^{1/2} \mathbf{q}_{12}
\] (C13b)

For given \( \mathbf{r}_f \) in (123), therefore, I can write

\[
\begin{align*}
\mathbf{K} & = p \cos \Theta \\
\mathbf{q}^*_{12} & = p \sin \Theta \cos \phi \\
\mathbf{q}^*_{12} & = p \sin \Theta \sin \phi
\end{align*}
\] (C13c)

where the angles \( \Theta, \phi \) are determined by the given direction \( \mathbf{r}_f \).

Hence, from (C11c)

\[
B_p' = \left[ \left( \frac{p' - \mathbf{q}_i \cos \Theta \mathbf{n}_R}{\mathbf{r}_i} \right)^2 + \left( \frac{p' - \mathbf{q}_i \sin \Theta \cos \phi \mathbf{n}_q}{\mathbf{r}_i} \right)^2 \right]^{1/2}
\] (C13d)

where \( \mathbf{r}_R, \mathbf{n}_q \) are respectively the directions along which \( p, q \) approach
infinity in three-dimensional physical space.

Now, finally, let $p' = p_{z}$ in (C12). Thus, as in (C4), and using the Riemann-Lebesgue lemma, (C12) is estimated by

$$\frac{p^2}{\rho^{5/2}} \int_{\gamma} dx \, \frac{i \rho \left[ x^\epsilon \pm B_{1}(\epsilon) \right]}{[B_{1}(\epsilon)]^{5/2}} \approx \frac{1}{\rho^{3/2}} \tag{C14a}$$

where

$$B_{1}(\epsilon) = \left[ \left( x \frac{\tilde{K}_{i}}{\epsilon} - \sqrt{E} \cos \theta \frac{\eta_{R}}{\epsilon} \right)^{2} + \left( x \frac{\tilde{K}_{i}}{\epsilon} - \sqrt{E} \sin \theta \cos \phi \frac{\eta_{R}}{\epsilon} \right)^{2} \right]^{1/2} \tag{C14b}$$

The reader is reminded that $K_{i}$, $\tilde{K}_{2i}$ are fixed by the incident wave $\psi_{1}$ in (123), and that $\eta_{R}$, $\eta_{q}$ are determined (along with $\theta$, $\phi$) by the given direction $\gamma_{F}$. If (C14a) has a point of stationary phase in the range of integration over $x$, which is conceivable, the left side of (C14a) could only decrease even less rapidly than $p^{-3/2}$. Consequently it has been shown that the continuum (non-bound state) contribution to the left side of (123) from the region $r' > r$ assuredly is non-negligible compared to $r^{-\delta}$, which suffices to demonstrate Eq. (123) cannot be valid even in the absence of bound states.

The preceding analysis also immediately demonstrates that Eq. (124a) has been deduced via unjustified manipulations. For (124a) to be justified, it is necessary that the $r' > r$ contribution to Eq. (42) be negligible compared to $r^{-\delta}$. Thus, for $\psi_{1}$ of (21a), and for
the \( V_{12} \) interaction in \( V_1 \), I must estimate the magnitude of

\[
\int \frac{d\mathbf{p}'d\mathbf{q}'d^12e^{-i\mathbf{p}'\mathbf{E}}e^{iK_{12}'cdot\mathbf{q}_{12}'+iK_{12}'cdot\mathbf{q}_{12}'}V_{12}(\mathbf{r}'_{12})\mathcal{F}^{(\pm)}_{2}(\mathbf{x}')}{\mathbf{p}'^{4}} \tag{C15}
\]

in the range \( r' > r \). Replacing \( \psi_{1}^{(+)} \) by its incident part \( \psi_{1} \) and performing the integration over \( d\mathbf{r}_{12}' \), one arrives at precisely the expression (C10b), which has been shown to be of order \( \rho^{-3/2} \approx r^{-3/2} \), Q.E.D.

Furthermore, the aforementioned preceding analysis is almost as immediately applicable to the validity of (125), and to the corresponding interchange of order of integration and limit \( r \to \infty \) in the center of mass version of (112). Evidently the center of mass integral which now must be evaluated will reduce to the analogue of (C10b), namely

\[
\int \frac{d\mathbf{q}_{12}'}{\mathbf{p}'^{5/2}} \frac{e^{i\mathbf{p}'\mathbf{E}}e^{-iK_{12}'cdot\mathbf{q}_{12}'}e^{iK_{12}cdot\mathbf{q}_{12}'}}{\mathbf{p}'^{4}} \tag{C16a}
\]

For the center of mass interchanges under present consideration to be valid, the contribution to (C16a) from the range \( \mathbf{r}' > \mathbf{r} \) will have to be negligible compared to \( \mathbf{p}'^{-5/2} \) at large \( \mathbf{r} \). In (C16a), moreover, (116b) relates \( \mathbf{p}' \) and \( \mathbf{q}_{12}' \), so that now \( \mathbf{q}_{12}' = \mathbf{p}' \); also, using (90), now
consistent with (116c). Thus (C16a) reduces to

\[ K'_{12f} = \frac{2\mu_{3R}}{\hbar^2} \sqrt{E} g'_{12} = \left( \frac{2\mu_{3R}}{\hbar^2} \right)^{1/2} \]  

(C16b)

\[ \int d\tilde{p}' d\tilde{y}' \tilde{p}'^2 \frac{e^{i\tilde{p}'\sqrt{E}}}{\tilde{p}'^{3/2}} e^{i\tilde{y}'_{12i} [\tilde{p}' K'_{12i} - \sqrt{E} \tilde{q}_{12}]} \]  

(C17a)

\[ = \int_0^\infty d\tilde{p}' \tilde{p}' e^{i\tilde{p}'\sqrt{E}} \int_0 \tilde{p}'^{3/2} j(1 \tilde{p}' K'_{12i} - \sqrt{E} \tilde{q}_{12}) \]  

(C17b)

Letting \( \tilde{p}' = x\tilde{p} \), and comparing with Eq. (C9), as well as with the arguments reducing Eq. (C12) to (C14a), one sees that (C17b) is of order \( \tilde{p}'^{-3/2} \), i.e., non-negligible compared to \( \tilde{r}'^{-5/2} \).

It is completely obvious that the \( \tilde{r}' > \tilde{r} \) contribution to the integral (131a) involves precisely the integral (C16a), so that the result just obtained also implies the \( \tilde{r}' > r \) contribution to (131a) is of order \( \tilde{p}'^{-3/2} \sim \tilde{r}^{-3/2} \).

C.5 Bound State Effects in Transition Amplitudes

To begin this section, I examine the \( r' > r \) contribution to the left side of (123) associated with propagation in two-body bound
states; such contributions were deliberately ignored in the preceding section C.4. In particular, consider, e.g., the $V_{12}$ term on the left side of (123), and suppose a bound state $u_j(x_{12})$ exists. Then the contribution in question is given by [compare Eqs. (A1) and (C10a)]

$$
\int d\rho' d\gamma' \frac{ie^{-iE\gamma'}}{\rho'^{5/2}} u_j(\gamma') e^{-ik'\gamma'} \psi_{12}(\gamma'; \gamma) V_{12}(\gamma) e^{i(k_i \cdot \rho' + k_{12} \cdot \gamma' + k_{12} \cdot \gamma')} 
$$

(C18)

The notation in (C18) is complicated by the fact that $\gamma \to \infty || \gamma_f$ [recall (123)], while $\gamma'$ is becoming infinite along $\gamma_{12}'$. I will retain the subscript $f$ for the $\gamma \to \infty || \gamma_f$ process, and therefore drop this subscript from $\psi(-)^*$, with the understanding that the incident wave $\psi^*$ associated with $\psi_{12J}(-)^*$ is [recall Eqs. (115)]

$$
\bar{\psi}^*(\gamma) = e^{-ik'_{12J} \cdot \gamma_{12}} u_j(\gamma_{12}) \tag{C19}
$$

where the primed wave vectors $k'$, $\gamma'_{12J}$ are associated with the $\gamma' \to \infty || \gamma_{12}'$ process; moreover, $\gamma'_{12J} = k_{12J} \gamma_{12}'$, where $k_{12J}$ satisfies (114b).

The incident part (C19) of $\psi_{12J}(-)^*$ in (C18) vanishes exponentially as $\gamma \to \infty || \gamma_f$, so that $\psi_{12J}(-)^*$ in (C18) can be replaced by its scattered part. Thus (C18) reduces to

$$
\int d\rho' d\gamma' \frac{ip\sqrt{E} - e^{-iE\gamma'}}{\rho'^{5/2}} e^{-i\gamma'_{12J} \cdot \gamma_{12}} e^{i(k_i \cdot \rho' + k_{12i} \cdot \gamma')} \tag{C20a}
$$
where \( \tilde{\omega} \) is given by (102d), while \( \rho' \equiv \rho_{12}' \) is defined by (A4). Eq. (C20a) can be rewritten as [recall Eqs. (C10) - (C11)]

\[
\frac{e^{i\tilde{\omega}}}{\tilde{\omega}^{5/2}} \int dp' \nu_{12}' \frac{e^{i\tilde{\omega}E - \epsilon_j}}{\rho'^{5/2}} = e^{i\tilde{\omega} \cdot \zeta},
\]

(C20b)

where \( \zeta \) [not to be confused with \( \zeta \) of Eqs. (171b)] is

\[
\zeta = \left( \frac{\tilde{\omega}_i}{\rho'} - \frac{\sqrt{E}}{\tilde{\omega}} \right) \oplus \frac{\tilde{\omega}_{12i}}{\rho'}
\]

(C20c)

Consequently (C20b) is estimated by

\[
\frac{1}{\tilde{\omega}^{5/2}} \int \frac{d\rho'}{\rho'} \frac{e^{i\tilde{\omega}E - \epsilon_j}}{(\rho')^{5/2}} (C\rho') \approx \frac{1}{\tilde{\omega}^{5/2}} \int \frac{d\rho'}{\rho'} \frac{e^{i\tilde{\omega}E - \epsilon_j} \zeta}{(C\rho')^{5/2}} \approx \frac{1}{\rho^{5/2}}
\]

(C21)

where the argument proceeds along the lines of Eqs. (C12) - (C14).

The result (C21) is small compared to the continuum contribution examined in section C.4, but definitely is not negligible compared to \( r^{-4} \).

Note that if one pursues the above argument for the case of a three-body bound state \( u_j(\pi_{12} ; \pi_{23}) \), the \( r' > r \) contribution is negligible, for then [among other changes] \( \tilde{\omega}_j^{(-)\star} \) in (C10) is replaced by precisely \( e^{-i\tilde{\omega}^\prime \cdot \tilde{R}} \tilde{u}_j(\pi_{12} ; \pi_{23}) \); in other words \( \tilde{\omega} \) in (C10) now will contain no scattered part, a result associated with the fact that the Hamiltonian is independent of \( \tilde{R} \). To this result corresponds the additional fact that there
are no $\delta$-functions in (120b) associated with three-body bound states. I also note that in the center of mass system the analogues of (C18) - (C21) yield an $\tilde{r}' > \tilde{r}$ contribution of order $\bar{\rho}^{-5/2}$, as is readily seen; consequently the possibility of propagation in two-body bound states also invalidates Eq. (125).

The bound state $r' > r$ contribution to the integral (42), for $\psi_1$ of (21a), is estimated by

$$\int dR'dq'dr' e^{i\rho\sqrt{E}} e^{-i(\tilde{R}' + \tilde{q}' + \tilde{r}')} \bar{V}'(\tilde{r}'_{12}) \frac{i\rho\sqrt{E - \varepsilon_j}}{\rho^{5/2}} \bar{U}_j(\tilde{r}'_{12})$$

(C22)

where the first factors arise from $G_{11}^{(+)} = G_{1F}^{(+)}$ in (42), and the last factors from $\psi_1^{(+)}$. The integral (C22) is essentially of the type (C10b), except for an extra factor $\rho^{-5/2}$ in the integrand. Therefore, recalling (C12), the integral (C22) behaves like $\rho^{-3/2} \rho^{-5/2} = \rho^{-4}$ at large $\rho$. The corresponding $\tilde{r}' > \tilde{r}$ contribution to the center of mass version of (42) can be seen to be of order $\bar{\rho}^{-5/2}$, still not sufficiently rapidly decreasing to justify interchange of order of integration and limit $\tilde{r} \to \infty$.\| $\bar{V}_F$.\]
The first step is to derive Eq. (103). By the same reasoning as is used to derive (53a), one can see that the free-space Green's function has the expansion

$$ G_F(\tau; \tau'', E + i\epsilon) = \frac{1}{(2\pi)^6} \int \frac{dk \, dk_{12}}{2 \pi^4} e^{i \frac{e}{h} (k - k'')} e^{ik_{12}(\tau - \tau'')} \frac{e^{i\frac{3}{2} \beta_{12}^2 h^2 (k_{12}^2 + k^2)}}{2\pi h_{12}} $$

(D1)

where Eqs. (28d) and (35) define $k_{12}$ in terms of the integration variables $\mathbf{k}, \mathbf{k}_{12}$. Here $g_F$ is the one-dimensional Green's function introduced in Eq. (103) which, directly from the defining equation (24) is

$$ g_F(\tau_{12}, \tau_{12}'', \lambda) = \left( \frac{2\mu_{12}}{\hbar^2} \right)^{3/2} \frac{i}{4} \left( \frac{\lambda}{2\pi} \right)^{1/2} \frac{H^{(1)}(\sqrt{\lambda} |\rho - \rho''|)}{|\rho - \rho''|^{1/2}} $$

(D2)

$$ = \frac{2\mu_{12}}{\hbar^2} \frac{1}{4\pi} \frac{e^{i\frac{2\mu_{12}^2}{\hbar^2} |\tau_{12} - \tau_{12}''|}}{4\pi |\tau_{12} - \tau_{12}''|} $$
Similarly

\[ G_{12}(\mathbf{r}, \mathbf{r}'; E + i\epsilon) = \frac{1}{(2\pi)^6} \int d^6 k d^6 k' e^{i \mathbf{k} \cdot (\mathbf{r} - \mathbf{r}')} e^{i \mathbf{k}' \cdot (\mathbf{r}'' - \mathbf{r}'')} \mathcal{G}_{12}(\mathbf{r}, \mathbf{r}'; \mathbf{r}''; \mathbf{r}''') \frac{e^{i \mathbf{k}_{12} \cdot \mathbf{r}''} - e^{i \mathbf{k}_{12} \cdot \mathbf{r}'''}}{2\mu_{12} + i\epsilon} \]

with \( g_{12} \) defined as in (75). Thus
Employing the notation of (A6) and (A11), the integral on the right side of (D4) takes the form

$$\int d\tau G_c(\tau; \tau'; E + i\epsilon) V_{ij} G_{ij}(\tau, \tau') G_{ij}(\tau, \tau') E + i\epsilon)$$

$$= \frac{1}{(2\pi)^6} \int d\tau' dK d\tilde{K} e^{iK(x - x')} e^{i\tilde{K}(x - x')} q_f(\tau, \tau'; x, x') \left( \frac{\hbar^2 k^2}{2\mu_{12}} + i\epsilon \right)$$

where

$$\hat{E} = \frac{\hbar^2 k^2}{2\mu_{12}} = E - \tilde{K}^2 - \hat{K}^2$$

Now introduce the six-dimensional vector \( \tilde{x}_{12} \) of Eq. (A12c), and define the corresponding six-dimensional vector \( s \) by

$$s = (\hat{K} - \tilde{K}) \oplus (\tilde{q}_{12} - \tilde{q}') = \rho_{12} - \rho'_{12}$$

where \( \rho_{12}, \rho'_{12} \) are defined as in (A4). Then Eq. (104b) holds; also, as in (A12a),
\[ e^{i [ \mathbf{k} \cdot (\mathbf{r} - \mathbf{r}') + \mathbf{k}_2 \cdot (\mathbf{r}_{12} - \mathbf{r}'_{12})]} = e^{i \mathbf{E} \cos \theta}, \quad (\text{up}) \]

where \( \theta \) is the angle between the six-dimensional vectors \( \mathbf{g} \) and \( \mathbf{E} \).

I now introduce spherical coordinates in the six-dimensional \( \mathbf{g}, \mathbf{g}_{12} \) space, with polar axis along \( \mathbf{g} \). If \( \mathbf{e}_1 \) is the unit vector along \( \mathbf{g} \),

\[ \mathbf{E} = \mathbf{E} \cos \theta_1 \mathbf{e}_1 \oplus \mathbf{a}_1, \quad (\text{up}) \]

where \( \mathbf{a}_1 \) is a vector of magnitude \( \mathbf{E} \sin \theta_1 \), in the 5-dimensional subspace [of the original space subtended by \( \mathbf{g}_1, \mathbf{g}_{12} \)] orthogonal to \( \mathbf{g}_1 \). In this subspace pick some other unit vector \( \mathbf{e}_2 \), as polar axis for \( \mathbf{a}_1 \). Then, as in (D9)

\[ \mathbf{a}_1 = \mathbf{a}_1 \cos \theta_2 \mathbf{e}_2 \oplus \mathbf{a}_2 = \mathbf{E} \sin \theta_1 \cos \theta_2 \mathbf{e}_2 \oplus \mathbf{a}_2, \quad (\text{D10}) \]

where \( \theta_2 \) is the angle between \( \mathbf{a}_2 \) and \( \mathbf{e}_2 \). Proceeding similarly, it is obvious that

\[ \mathbf{E} = \mathbf{E} \left[ \cos \theta_1 \mathbf{e}_1 \oplus \sin \theta_1 \cos \theta_2 \mathbf{e}_2 \oplus \sin \theta_1 \sin \theta_2 \cos \theta_3 \mathbf{e}_3 \right. \]

\[ + \sin \theta_1 \sin \theta_2 \sin \theta_3 \cos \theta_4 \mathbf{e}_4 \oplus \sin \theta_1 \sin \theta_2 \sin \theta_3 \cos \theta_4 \cos \theta_5 \mathbf{e}_5 \]

\[ \left. + \sin \theta_1 \sin \theta_2 \sin \theta_3 \sin \theta_4 \sin \theta_5 \mathbf{e}_6 \right], \quad (\text{D11a}) \]
where \( \theta_1, \theta_2, \ldots, \theta_6 \) are orthogonal unit vectors spanning the space of \( \vec{\mathbf{r}}, \vec{\mathbf{r}}_{12}, \) and where the angles \( \theta_1, \ldots, \theta_4 \) range from 0 to \( \pi \), but

\[
0 \leq \theta_5 \leq 2\pi
\]

One then sees that the six-dimensional volume element

\[
d\vec{\mathbf{r}} \cdot d\vec{\mathbf{r}}_{12} = d\varepsilon d\Omega = d\varepsilon (E d\theta_1)(E \sin \theta_1 d\theta_2) \\
\times (E \sin \theta_1 \sin \theta_2 d\theta_3)(E \sin \theta_1 \sin \theta_2 \sin \theta_3 d\theta_4)(E \sin \theta_1 \sin \theta_2 \sin \theta_3 \sin \theta_4 d\theta_5) \\
= E^5 \sin^4 \theta_1 \sin^3 \theta_2 \sin^2 \theta_3 \sin \theta_4 d\theta_1 d\theta_2 d\theta_3 d\theta_4 d\theta_5 d\varepsilon
\]

Using Eqs. (D8) and (D12), and performing the elementary integrals over \( \theta_5, \theta_4, \theta_3, \theta_2 \) the integral (D5) reduces to

\[
\frac{1}{(2\pi)^6} \frac{8\pi^2 (M/\hbar^2)^{3/2}}{(2\mu \varepsilon R/\hbar^2)^{3/2}} \int_{\mathbf{r}_{12}} d\varepsilon dE d\theta_1 \sin^4 \theta_1 e^{i\varphi \cos \theta_1} \\
\times g_f (\mathbf{r}_{12} + \mathbf{\hat{e}}_1t \varepsilon)^{\mathbf{h}_{12}} g_f (\mathbf{r}_{12} + \mathbf{\hat{e}}_1t \varepsilon)^{\mathbf{h}_{12}}
\]

The integral over \( d\theta_1 \) in (D13) is known \(^{(30)}\). Consequently, Eqs. (D4) - (D7) and (D13) are seen to yield Eq. (103) in the limit \( \varepsilon \to 0 \), remembering the discussion following Eq. (65a), and recognizing
that the integral over \( dx' \) on the right side of (103) surely converges because \( V_{12} \) is short range.

Replacing \( J_2 \) and \( g^{(+)} \) on the right side of (103) by their asymptotic forms \( \text{(32)} \) at large \( R, \varphi_{12}, q_{12} \), gives [as justified preceding Eq. (105a)]

\[
\lim_{\gamma \to \infty} \int \frac{d\gamma'}{2\pi i} e^{i \frac{5\pi}{4}\varphi_{12}} \gamma_{12}(\varphi''_{12} + \varphi_{n_{12}}'') \gamma_{12}(\varphi''_{12} + \varphi_{n_{12}}'')^2 = 1
\]

Replacing \( J_3 \) and \( g^{(+)} \) on the right side of (103) by their asymptotic forms \( \text{(32)} \) at large \( R, \varphi_{12}, q_{12} \), gives [as justified preceding Eq. (105a)]

\[
\lim_{\gamma \to \infty} \int \frac{d\gamma'}{2\pi i} e^{i \frac{5\pi}{4}\varphi_{12}} \gamma_{12}(\varphi''_{12} + \varphi_{n_{12}}'') \gamma_{12}(\varphi''_{12} + \varphi_{n_{12}}'')^2 = 1
\]

where \( \hat{d}_{12f} \) represents the (three-dimensional) unit vector along which \( r_{12} \) becomes infinite in magnitude. In (D14), moreover, at large \( R \) and \( q_{12} \), we have from (104a)

\[
\cos(\delta \varepsilon - \frac{5\pi}{4}) = \frac{i \frac{5\pi}{4} - i \frac{1}{4} \varepsilon}{2} + \frac{i \frac{1}{4} \varepsilon}{2}
\]

\[
\cos(\delta \varepsilon - \frac{5\pi}{4}) \approx \frac{i \frac{5\pi}{4} - i \frac{1}{4} \varepsilon}{2} + \frac{i \frac{1}{4} \varepsilon}{2}
\]
wherein \( p_{12} \) now is the magnitude of the vector defined by the unprimed analogue of (A4).

The integral over \( \xi \) on the right side of (D14) now can be evaluated by the method of stationary phase, remembering Eqs. (D6) and (104b) - (104c) still hold. Of course, in this section [unlike the stationary phase estimate (A13e) of the \( \chi \)-integral in (A13b)] all constant factors must be carefully retained. Because of (D15), and because \( V_{12}(x_{12}) \) keeps \( r_{12} \) effectively finite, one sees that—at large \( \sim 12 \), \( q_{12} \), \( q_{12} \)—the \( \xi \)-integrand in (D14) is a sum of two terms, each of which is slowly varying except for a rapidly oscillating factor \( e^{i\phi_\pm} \), where

\[
\phi_\pm(\xi) = r_{12} k_{12} \pm p_{12} \xi
\]  

(D16)

Therefore, the points of stationary phase \( \xi_\pm \) satisfy

\[
\frac{d\phi_\pm}{d\xi} = 0 = r_{12} \frac{dk_{12}}{d\xi} \pm p_{12} = -\left( \frac{2\mu_{12}}{h^2} \right)^{1/2} \frac{r_{12} \xi}{\sqrt{E - \xi^2}} \pm p_{12}
\]  

(D17)

Eq. (D17) shows that there is a point of stationary phase only for \( e^{i\phi_+} \). This stationary phase point is the single positive root of (D17), namely

\[
\xi_+ = \left[ \frac{p_{12}^2}{p_{12}^2 + \frac{2\mu_{12}}{h^2} r_{12}^2} E \right]^{1/2} = \sqrt{E} \frac{p_{12}}{p}
\]  

(D18)
where I have used (A4) and, e.g., Eq. (25d). Thus, recalling the fundamental definition (90c) of the final wave vectors, one sees that

\[
\epsilon_+ = \left[ \frac{\hbar^2 \mathbf{K}_f^2}{2M} + \frac{\hbar^2 \mathbf{K}_{12f}^2}{2\mu_{3R}} \right]^{1/2}
\]

(D19)

where, in (D19), \( \mathbf{K}_f \) and \( \mathbf{K}_{12f} \) have their usual definitions (28c) and (29c) in terms of the final wave vectors \( \mathbf{k}_{1f}, \mathbf{k}_{2f}, \mathbf{k}_{3f} \).

Hence the estimate of the right side of (D14) via the method of stationary phase is

\[
\frac{1}{(2\pi)^{9/2}} \frac{2\mu_{12}}{\hbar^2} \left( \frac{2M}{\hbar^2} \right)^{3/2} \left( \frac{2\mu_{3R}}{\hbar^2} \right)^{3/2} \left( \frac{\sqrt{E}}{\rho} \right) \frac{e^{-i\pi/4} - i(\mathbf{K}_f \cdot \mathbf{R}_f + \mathbf{K}_{12f} \cdot \mathbf{R}_{12})}{2\tau_{12}} \int_0^\infty d\epsilon \epsilon e^{-i\mathbf{k}_{12f} \cdot \mathbf{R}_{12}} e^{i\mathbf{V}_{12} R_{12}^{(+)}} g_{12}^{(+)}(\mathbf{r}_{12}^0, \mathbf{r}_{12}^0; E_{12f})
\]

(D20)

where, in accordance with the principal of stationary phase

\[
\varphi_+ \equiv \varphi_+ (\epsilon) \equiv \varphi_+ (\epsilon_+) + \frac{1}{2} \left. \frac{d^2 \varphi_+}{d\epsilon^2} \right|_{\epsilon = \epsilon_+} (\epsilon - \epsilon_+)^2
\]

(D21)

and where, in (D20), \( E_{12f} \) is specified as in Eqs. (105), with \( \mathbf{k}_{12f} \) the usual final wave vector defined by (29d). To obtain (D20) I have used

\[
\mathbf{k}_{12} (\epsilon_+) = \left( \frac{2\mu_{12}}{\hbar^2} \right)^{1/2} \sqrt{E - \epsilon_+^2} = \mathbf{k}_{12f}
\]

(D22a)
Furthermore, one has

\[ \left( \frac{\mathcal{E}}{\lambda} \right)^{5/2} \approx \left( \frac{\mathcal{E}^+}{\lambda_{12}^+} \right)^{5/2} = \left( \frac{\sqrt{E}}{\lambda} \right)^{5/2} \]  

\[ \left( \frac{\mathcal{E}}{\lambda} \right)^{5/2} \approx \left( \frac{\mathcal{E}^+}{\lambda_{12}^+} \right)^{5/2} = \left( \frac{\sqrt{E}}{\lambda} \right)^{5/2} \]  

\[ \frac{\mathcal{E}}{\lambda_{12}^+} \approx \frac{2M}{h^2} \frac{\mathcal{E}^+}{\lambda_{12}^+} \frac{R \cdot R'}{\mathcal{P}_{12}^+} \approx \frac{2M \sqrt{E}}{h^2} \frac{\mathcal{P} \cdot \mathcal{P}'}{\mathcal{P}^+} = K_{12} \cdot \mathcal{P}^+ \]  

\[ \frac{\mathcal{E}}{\lambda_{12}^+} \approx \frac{2 \mu_{12}^+}{h^2} \frac{\mathcal{E}^+}{\lambda_{12}^+} \mathcal{X}_{12} \cdot \mathcal{X}_{12} = K_{12} \cdot \mathcal{X}_{12} \]  

Furthermore, one has

\[ \phi^+ (E^+) = \rho \frac{1}{K_{12f}} + \rho \frac{1}{E^+} = \frac{2 \mu_{12}^+}{h^2} \frac{\mathcal{P}_{12}^+ \sqrt{E}}{\mathcal{P}^+} + \frac{\rho^2}{\rho^+} \]  

\[ \frac{d^2 \phi^+}{d \mathcal{E}^+^2} \bigg|_{\mathcal{E} = \mathcal{E}^+} = -\left( \frac{2 \mu_{12}^+}{h^2} \right)^{1/2} \frac{\mathcal{P}_{12}^+ \mathcal{E}}{(\mathcal{E} - \mathcal{E}^+)^3/2} = -\left( \frac{2 \mu_{12}^+}{h^2} \right)^{1/2} \frac{\mathcal{P}_{12}^+ \mathcal{E}}{k_{12f}^3} = -\frac{\rho^2}{\rho_{12}^+ K_{12f}} \]  

In (D20), therefore
Substituting (D24) into (D20), and again using (90c) to eliminate \( k_{12f} \), the stationary phase estimate of the right side of (D14) becomes

\[
\frac{1}{(2\pi)^4} \left( \frac{2\mu_{12}}{\hbar^2} \right)^{3/2} \left( \frac{2M}{\hbar^2} \right)^{3/2} \left( \frac{2\mu_{3R}}{\hbar^2} \right)^{3/2} e^{-\frac{i}{2} \frac{\mu_{12}}{\hbar^2} \chi_{12f}^2} \cdot e^{i\pi/4} \sqrt{2\pi r_{12} k_{12f}}
\]

\[
\int d\chi e^{-\frac{i}{2} \frac{\mu_{12}}{\hbar^2} \chi_{12f}^2} = e^{i\pi/4} \sqrt{2\pi r_{12} k_{12f}}
\]

\[
\left( \frac{2\mu_{12}}{\hbar^2} \right)^{3/2} \left( \frac{2M}{\hbar^2} \right)^{3/2} \left( \frac{2\mu_{3R}}{\hbar^2} \right)^{3/2} e^{-\frac{i}{2} \frac{\mu_{12}}{\hbar^2} \chi_{12f}^2} \cdot e^{i\pi/4} \sqrt{2\pi r_{12} k_{12f}}
\]

\[
\frac{1}{(2\pi)^4} \left( \frac{2\mu_{12}}{\hbar^2} \right)^{3/2} \left( \frac{2M}{\hbar^2} \right)^{3/2} \left( \frac{2\mu_{3R}}{\hbar^2} \right)^{3/2} e^{-\frac{i}{2} \frac{\mu_{12}}{\hbar^2} \chi_{12f}^2} \cdot e^{i\pi/4} \sqrt{2\pi r_{12} k_{12f}}
\]

\[
\int d\tau_{12}'' e^{-\frac{i}{\hbar} k_{12f} \tau_{12}''} V_{12}(\tau_{12}'') g_{12}^{(+)}(\tau_{12}'', \tau_{12}'; E_{12f})
\]

The result (D25) is equivalent to Eqs. (105), noting that, from Eqs. (90a) - (90b)

\[
C_3(E) = \left( \frac{2m_1}{\hbar^2} \right)^{3/2} \left( \frac{2m_2}{\hbar^2} \right)^{3/2} \left( \frac{2m_3}{\hbar^2} \right)^{3/2} e^{-\frac{i}{2} \frac{2\pi}{E}} \left( \frac{\sqrt{E}}{2\pi} \right)^4
\]

\[
= \frac{1}{(2\pi)^4} \left( \frac{2\mu_{12}}{\hbar^2} \right)^{3/2} \left( \frac{2M}{\hbar^2} \right)^{3/2} \left( \frac{2\mu_{3R}}{\hbar^2} \right)^{3/2} e^{-\frac{i}{2} \frac{2\pi}{E}} \frac{E^{3/2}}{2}
\]

\[
(D26)
\]
If \( r_{12} \) is kept finite, the term \( r_{12} \) must be dropped from the equation (616) for the rapidly oscillating phase factor \( e^{-i\int} \) in (614); in fact, I should not have replaced \( \phi_{\pm}(E) = \pm \omega_{12} E \) has no point of stationary phase. For directions \( \omega_{f} = \omega_{12} \); therefore, where \( r_{12} \) remains finite, the preceding derivation of Eqs. (105) is incorrect, even when no bound states \( u_j(\omega_{12}) \) exist. On the other hand, in the absence of such bound states, the desired asymptotic behavior of \( \phi_{\pm}^{(+)}(E; \omega_{12} \); \( E \) can be deduced from (112a). I note first of all that the integral in (112a) appears to converge when \( g_{f}(E^{2} + i\epsilon) \) is replaced by \( g_{f}^{(+)}(E^{2}) \). Thus use in (112a) of the analogue of (r2) for \( g_{f}(q_{12}'; q_{12}'; \lambda) \) yields

\[
\lim_{\omega_{12} \to \infty} G_{12}^{(+)}(\omega_{12}; \omega_{12}'; E) = \frac{2\mu_{3} \hbar}{\hbar} \int_{-\infty}^{\infty} \mathcal{L}(\omega_{12}; \kappa_{12}) \mathcal{L}^{*}(\omega_{12}; \kappa_{12}) \nonumber \\
\times e^{i \kappa_{12} q_{12} - i \kappa_{12} q_{12}'} \frac{e^{i \kappa_{12} q_{12}'} \omega_{12}'}{q_{12}'} \nonumber \\
\text{(D27)}
\]

where, from (112c), \( \kappa_{12} \) is defined by

\[
\bar{E}^{2} = \frac{\hbar^{2} \kappa_{12}^{2}}{2\mu_{3} \hbar} = \frac{\bar{E} - \hbar^{2} \kappa_{12}^{2}}{2\mu_{12}} \nonumber \\
\text{(D28)}
\]

Because \( \omega_{12}, \omega_{12}', \text{and} \ g_{12}' \) all now are being held finite, application of the method of stationary phase in (D27) now involves merely finding the point of stationary phase of
\[
e^{i \hat{k}_{12} q_{12}} = \exp \left[ i q_{12} \left( \frac{2 \mu_{3R}}{\hbar^2} \right)^{1/2} \left( \frac{\bar{E} - \hbar^2 \hat{k}_{12}^2}{2 \mu_{12}} \right)^{1/2} \right]
\]

This point of stationary phase \( \hat{k}_{12} = k_{12f} \) satisfies

\[
\frac{d}{d \hat{k}_{12}} \left( \bar{E} - \frac{\hbar^2 \hat{k}_{12}^2}{2 \mu_{12}} \right)^{1/2} = 0 = -\frac{\hbar^2}{2 \mu_{12}} \left[ \bar{E} - \frac{\hbar^2 \hat{k}_{12}^2}{2 \mu_{12}} \right]^{-1/2}
\]

Eq. (D30) does have a solution, namely \( k_{12f} = 0 \), to which corresponds, according to (D28), a value of \( \hat{k}_{12} = \hat{k}_{12f} \) precisely identical with (116c). Moreover, at \( \hat{k}_{12} = k_{12f} = 0 \),

\[
\frac{d^2}{d \hat{k}_{12}^2} \left( \bar{E} - \frac{\hbar^2 \hat{k}_{12}^2}{2 \mu_{12}} \right)^{1/2} = -\frac{\hbar^2}{2 \mu_{12}} \frac{\bar{E}}{\left( \bar{E} - \frac{\hbar^2 \hat{k}_{12}^2}{2 \mu_{12}} \right)^{3/2}} \bigg|_{\hat{k}_{12}=0} = -\frac{\hbar^2}{2 \mu_{12} \bar{E}^{1/2}}
\]

Consequently the right side of (D27) reduces to [recall Eqs. (D21) and (D24)]

\[
\frac{2 \mu_{3R}}{4 \pi \hbar^2} \int_{\mathbb{R}^6} u(z'_0,0) \overline{u^*(x'_0,0)} e^{i K_{12f} q_{12} - i K_{12f} q_{12}'} \int_0^\infty \int_{\mathbb{R}^6} \hat{k}_{12}^2 e^{-i b q_{12} k_{12}^2}
\]

wherein \( b \) is a constant, namely

\[
b = \left( \frac{2 \mu_{3R}}{\hbar^2} \right)^{1/2} \frac{\hbar^2}{2 \mu_{12} \bar{E}^{1/2}}
\]
But
\[
\int_0^\infty dx^2 x^2 e^{-a x^2} = \frac{\sqrt{\pi}}{4a^{3/2}}
\]  
(\text{D34})

Employing (D34) in (D33) with \( a = \frac{1bq_{12}}{2} \), and recalling (116b), one sees (D33) is precisely identical with the right side of (116a), with [directly from Eqs. (90)]

\[
C_2(\sqrt{E}) = \left( \frac{2 \mu_{12}}{\hbar^2} \right)^{3/2} \left( \frac{2 \mu_{3R}}{\hbar^2} \right)^{3/2} e^{i \frac{3\pi}{4}} \left( \frac{\sqrt{E}}{2\pi} \right)^{5/2}
\]  
(\text{D35})

I note that an attempt to derive Eqs. (105) starting from (112a) as in this section, but now letting \( \tilde{r}_{12} \to \infty \) along with \( q_{12} \), runs into difficulties which possibly may cast some doubt on the exactness of the result (116a), but which I do not believe can alter the fundamental (for the purposes of this work) \( \frac{\sqrt{E}}{\beta^{5/2}} \) dependence.
APPENDIX E. ASYMPTOTIC BEHAVIOR OF SINGLY ITERATED INTEGRALS

E.1 Eqs. (106) ................................................................. 346
E.1.1 Reduction of (E8) to (E9) ........................................ 351
E.2 Eq. (132) ................................................................. 356
E.3 Asymptotic Form of $\tilde{s}^{(r)}$ .................................. 360
E.3.1 Singularity in (E28) ...................................................... 365
E.3.2 Neglected Terms in Eq. (E24) .................................. 373
E.4 Derivation of Eqs. (175) .............................................. 374

E.1 Eqs. (106)

I wish to examine the validity of employing Eqs. (105) in (80c), so as to yield the asymptotic form of $G^{(r)}(r;r')$ at large

$r \equiv$ large $\bar{R}$, $q_{12}$ and $r_{12}$. The asymptotic forms of the first four terms on the right side of (80c) already are known, by virtue of Eqs. (90) and (105). The problem is to justify the use of (105) in the iterated expressions on the right side of (80c). Consider, e.g., the $r_{12}$ element of the term

$$\left\{G_{12}^{(r)}V_{23}^{(r)} \right\}_{r_{12}}^{G^{(r)}} = \int d_{12}^{(r)} \int d_{23}^{(r)} \bar{G}_{12}^{(r)}(r,r')V_{23}^{(r)}(r,r'')G_{12}^{(r)}(r'',r')V_{23}^{(r)}(r',r''')G_{12}^{(r)}(r''',r') $$

(E1)

where it is understood that the integral over $r''$ is to be performed first. Eqs. (105) yield the asymptotic form of the $r_{12}$ element of $G_{12}^{(r)}$ in the limit that $\bar{R}$, $q_{12}$ and $r_{12}$ approach infinity holding $r'''$ finite. Recalling Appendix C, it is clear that use of (105) in (E1) will be justified provided the contribution to the right side of (E1) from values of $r''' > r$ is negligible compared to $\rho^{-\delta}$ at large $r$. 
The argument is very much as in section C.1. I note first that because of the factor \( V_{23}(r'') \) in (E1), significant contributions to (E1) at large \( r''' \) can come only from those \( r'' \) approaching infinity along directions \( y_{23}''' \) wherein \( \Sigma_{23}''' \) remains finite. Next, using (95) and (Al), I note that
\[ \int d\mathbf{r} G^{(\alpha)}(\mathbf{r}) V_{12}(\mathbf{r}) G^{(\nu)}(\mathbf{r}''') G_{12}^{(\nu)}(\mathbf{r}''', \mathbf{r}) = \int d\mathbf{r} G^{(\alpha)}(\mathbf{r}) V_{12}(\mathbf{r}) G^{(\nu)}(\mathbf{r}''') G_{12}^{(\nu)}(\mathbf{r}''', \mathbf{r}) \]  

Thus the limit of the left side of (22) as \( r'''' \) becomes infinite can be found from Eqs. (105). Examination of the derivation of Eqs. (105) [in section D.1] will make it clear that Eqs. (105) remain valid as they stand even when the direction \( \mathbf{r}_{23} = \mathbf{r}_{23}' \) along which \( r \to \infty \) corresponds to holding \( 1_{23} \) finite; in particular, because \( r_{12} \) becomes infinite along \( \mathbf{r}_{23}' \), the results of section D.2 are not germane.

In other words, with \( r \) held fixed, Eqs. (105) imply

\[ \lim_{r'''' \to 0} \int d\mathbf{r} G^{(\alpha)}(\mathbf{r}) V_{12}(\mathbf{r}) G^{(\nu)}(\mathbf{r}''') G_{12}^{(\nu)}(\mathbf{r}''', \mathbf{r}) = -C_3(E) e^{i\phi'''} \Phi^{(-\nu)}_{12f} (\mathbf{r}, E) \]  

(23a)

where

\[ \Phi^{(-\nu)}_{12f} (\mathbf{r}, E) = e^{-iK'''' \cdot \mathbf{R}} e^{-iK'''' \cdot \mathbf{q}_{12f}} \Phi^{(-\nu)}_{12f} (\mathbf{r}_{12f}, K''''_{12f}) \]  

(23b)

and (105c) continues to hold; however, because \( r_{23}'''' \) has been kept finite, the vectors \( K''''_{12f}, K''''_{12f}, K''''_{12f} \) are interrelated by the condition \( K''''_{12f}'''' = 0 \). I now employ Eqs. (23) in (E1),
supposing first that bound states $u_j(x_{23})$ exist. Then the behavior
of (E1) at large $r'''' > r$ is estimated by

$$
\left\{ \begin{array}{l}
\int dR'''' dq_{23}'' e^{ip''''\sqrt{E}} e^{-iK_{12}R} e^{-iK_{12}q_{12}} \\
\times \Phi_{12} f (r_{12}'''' i_k_{12f}) V_{23} (r_{23}) \frac{ip''''\sqrt{E} - e_j - iK_{12}R}{\rho'''' 5/2} e^{-i\frac{q_{12}}{\sqrt{E}}}
\end{array} \right. (E4)
$$

In obtaining (E4) from (E1) the laboratory system analogues of Eqs.
(115) have been used. In (E4), however, the details of Eqs. (115)—which
give the precise dependence of $\lim G^{(+)}(r''''; r')$ on $r'$ as $r''''$ becomes
infinite along $y''''$—are irrelevant; the analysis which follows
uses only the fact that this limit is proportional to $e^{-i\rho'''' 5/2}$, a result which hardly can be questioned. In effect, therefore,
the estimate (E4) of (E1) could have been written down even without
foreknowledge of Eqs. (115).

In (E4), $\rho'''' \approx \rho_{23''''}$, where $\rho_{23''''}$ is the 2, 3 analogue of
the six-dimensional vector defined in (A4), i.e.,

$$
\rho_{23''''} = \left( \frac{2M}{\hbar^2} \right)^{1/2} R'''' + \left( \frac{2 \mu_{1R}}{\hbar^2} \right)^{1/2} q_{23''''}
$$

Moreover, making use of Eqs. (90c) and (B2), and remembering $\rho_{23''''}$
is remaining finite as $R''''$, $q_{23''''}$ become infinite,
\[ e^{-i\mathcal{K}_{12f}^\prime} \mathcal{Q}_{12f} = \exp \left[ -\frac{i2\mu_{SE}\sqrt{E}}{\hbar^2} \mathcal{Q}_{12f}^\prime \right] \approx \exp \left[ \frac{i2m_{m1}\sqrt{E}}{\hbar^2} \mathcal{Q}_{12f}^\prime \right] \] (E6)

to the order of accuracy needed to estimate the dominant asymptotic behavior of (E4). Similarly, at large \( \mathcal{Q}_{12f}^\prime \)---where \( \psi_{12f}^{(-)^*} \) in (E4) ultimately is to be evaluated---

\[ \psi_{12f}^{(-)^*} (\mathcal{Q}_{12f}^\prime, \mathcal{Q}_{12f}^\prime) \approx \frac{e^{-i\mathcal{K}_{12f}^\prime}}{\mathcal{Q}_{12f}^\prime} \approx \frac{1}{\mathcal{Q}_{12f}^\prime} \exp \left[ \frac{i2\mu_{12f}\sqrt{E}}{\hbar^2} \mathcal{Q}_{23}^\prime \mathcal{Q}_{12f}^\prime \right] \] (E7)

The right sides of Eqs. (E6) - (E7) show that the expressions on the left sides of those equations---which occur explicitly in (E4)---depend only on the direction of \( \mathcal{Q}_{23}^\prime \), \( \mathcal{Q}_{12}^\prime \), but not on its magnitude. Therefore, now dropping the distinction between \( \mathcal{Q}_{12}^\prime \) and \( \mathcal{Q}_{23}^\prime \), the behavior of (E4) at large \( \mathcal{Q}_{12}^\prime > r \) is estimated by

\[ \int \frac{d\mathbf{p} d\mathbf{q} d\mathbf{v}}{\mathcal{Q}_{23}^\prime} e^{-i\mathcal{K}_{12f}^\prime} e^{-i\mathcal{K}_{12f}^\prime} \mathcal{Q}_{12f}^\prime \mathcal{Q}_{23}^\prime \mathcal{Q}_{12f}^\prime \mathcal{Q}_{12f}^\prime \mathcal{Q}_{12f}^\prime \mathcal{Q}_{12f}^\prime \mathcal{Q}_{12f}^\prime \mathcal{Q}_{12f}^\prime \mathcal{Q}_{12f}^\prime \mathcal{Q}_{12f}^\prime } \] (E8)

where \( \mathcal{K}_{12f}^\prime \), \( \mathcal{K}_{12f}^\prime \), \( \mathcal{K}_{12f}^\prime \) are independent of \( \mathcal{Q}_{12}^\prime \).

I now claim [see below] that integration over \( d\mathbf{q}_{23}^\prime \) brings down a factor decreasing no less rapidly than \( r^{-5/2} \), so that [compare
Eqs. (C2) - (C3)] the integral (E8) behaves like
\[
\int_0^\infty \frac{dp'''}{\gamma_p} \frac{e^{i\rho'''}\sqrt{E} e^{i\rho''\sqrt{E}-\varepsilon_j}}{p'''}^{3/2} r_{12} \frac{1}{r^{5/2}} \tag{E9}
\]
In (C3), the factor \( J_2(\rho_{12}^{1/2}/\rho_{12})^2 \), resulting from explicitly performing the integration over \( dv_{12}'' \) in (C2), also behaves like \( r_{12}^{-5/2} \sim r^{-5/2} \). Thus (E9) behaves essentially like (C3), except that (E9) has an extra factor \( r_{12}^{-1} \sim r^{-1} \) (remembering \( R, r_{12}, q_{12} \) each have fixed \( \gamma \)-dependent ratios to \( r \) as \( \gamma \to \infty \)). But (C3) has been shown to be of order \( r^{-4} \). Hence (E9)--and consequently also the contribution to (E1) represented by (E4)--is of order \( r^{-5} \) at large \( r \), which indeed is negligible compared to \( r^{-6} \approx r^{-4} \).

An even simpler argument [which I shall not bother to give in detail here] shows the contribution to (E1) from \( r'''' > r \) associated with three-body bound state terms \( u_j(r_{23},q_{23}) \) also is of order \( r^{-5} \) at large \( r \). As in section C.1 [compare Eqs. (C1a) and (C5a)] in the absence of bound states the \( r'''' > r \) contribution to the right side of (E1) from \( r'''' > r \) will decrease even more rapidly than \( r^{-5} \). Therefore interchange of order of integration and limit \( r \to \infty \) is valid in (E1), i.e., direct insertion of (105) into (80c) is justified.

E.1.1 Reduction of (E8) to (E9)

I wish to justify the claim that integration over \( dv_{23}''' \) in (E8) brings down a factor decreasing no less rapidly than \( r^{-5/2} \). This integration over the six-dimensional element of solid angle
actually involves integration over five angles [recall Eq. (D12)].

In general, each of these angles will be represented in the $\omega_{23}'''$-dependent quantities $k_f''', \omega_{12}'''$, $k_{12}'''$ appearing in the exponentials in (E3). Moreover, $q$, $q_{12}$, and $r_{12}$—which enter linearly in the exponents of (E8)—each are large and proportional to $r$. In general, therefore—appealing once again to the principle of stationary phase—each of the five angular integrations over $d\omega_{23}'''$ should bring down a factor decreasing no more slowly than $r^{-1/2}$. Failure to find a point of stationary phase in the allowed angular ranges [quoted in section D.1], or extra heretofore ignored angular-dependent factors in the integrand [recall the remarks following Eq. (B7b)], can only cause each angular integration to decrease more rapidly than $r^{-1/2}$. The sole way to avoid bringing down an $r^{-1/2}$ factor with each integration over $\theta_a$ ($a = 1, \ldots, 5$) is to have the integrand in (E8) independent of that $\theta_a$. Such independence is perfectly possible, especially if the polar axis in the triple-prime space is favorably chosen relative to the direction $\sim$ along which $r \to \infty$. On the other hand, the basic asymptotic behavior of the integral cannot be altered merely by choice of polar axis; if, as seems clear from the foregoing argument, an $r^{-5/2}$ dependence is expected with unfavorable or arbitrary choice of polar axis, then—

with favorable choice of polar axis eliminating an angle (say $\theta_5$) from the exponentials—the apparently lost $r^{-1/2}$ factor from the integration over $\theta_5$ must be regained during the remaining integrations over $\theta_1, \ldots, \theta_4$. For example, in section A.4, with the aid of an appropriate choice of polar axis for $\omega_{12}'$, it was found possible to write
\[ \mathbf{K}' \cdot \mathbf{R}' + \mathbf{K}'_{12} \cdot \mathbf{q}'_{12} = E' \mathbf{p}' \cos \chi \]

i.e., the relevant (rapidly oscillating) exponentials in (A10) were made to depend on a single angle only. But in so doing the points of stationary phase for the integration over \( \chi \) became \( \chi = 0 \) and \( \pi \), where the \( \sin^4 \chi \) factor in the integrand of (A12b) vanished. Thus [recall (A13c)] in (A12b) the expected \( \rho'^{-5/2} \) dependence resulted from a single angular integration.

I believe the foregoing argument that (E8) must reduce to (E9) is quite generally correct. However, to eliminate all doubt, I shall detail the derivation of (E9) from the specific form (E8).

In (E9), the volume element is the same as in (E4), i.e.,

\[ d\rho'' d\gamma_2 d\gamma_3 = d\rho'' d\gamma_2 d\gamma_3 \]

Recollecting Eqs. (A6) and (E7), one now sees that the integrations over the directions of \( \mathbf{R}'' \) and \( \mathbf{q}_{23}''' \) can be performed explicitly. Thus (E8) becomes, using (90c) for \( \mathbf{K}''' \)

\[
\int d\mathbf{k}'_{123} d\mathbf{q}_{12}'' R'_{123} q_{12}'' \mathbf{E} e^{i\mathbf{p}' \cdot \mathbf{E} - E_j} \cdot \frac{R'' R}{\hbar^2 p''^{3/2}} \cdot j_0 \left( \frac{2M \sqrt{E}}{\hbar^2} \frac{R'' R}{\rho''} \right) \]

\[
\times j_0 \left( \frac{2m_0 m_1 \sqrt{E}}{\hbar^2} \right) \left( \frac{q_{23}'' q_{12}}{\rho''} \right) \exp \left( \frac{i2\mu_{12} \sqrt{E}}{\hbar^2} \right)
\]

where I still am using \( \rho_{23}''' = \rho''' \). Next introduce \( \mathbf{K}''' \) and \( \mathbf{q}_{23}''' \) defined in analogy with (A6), so that (E5) yields
\[ \int_{23}^{'''} = \tilde{R}''' + \tilde{q}'''_{23} \]  

Hence, one can write, as in (A20)

\[ \tilde{R}''' = \rho''' \cos \phi \]  
\[ \tilde{q}'''_{23} = \rho''' \sin \phi \]  

where \( \rho''' \), \( \phi \) now are polar coordinates in the (two-dimensional) \( \tilde{R}''' \), \( \tilde{q}_{23}''' \) plane. In this fashion (remembering \( \tilde{R}''' \) and \( \tilde{q}'''_{23} \) are intrinsically positive), the integral (E10) in the domain \( r''' > r \) of present interest can be rewritten as

\[ \int_{0}^{\infty} \frac{d\rho'''}{\rho'''^{m/4}} \int_{0}^{\pi/2} d\phi \cos^2 \phi \sin^2 \phi e^{ia_{1}r_{12} \sin \phi} \]

where \( a_{1}, a_{2}, a_{3} \) are positive constants, depending on the masses and the \( \tilde{E}, \) e.g., \( a_{2} = (2\tilde{E}/m^{2})^{1/2} \). The integral (E12a) reduces to a sum of four integrals of form

\[ \int_{0}^{\infty} \frac{d\rho'''}{\rho'''^{m/4}} \int_{0}^{\pi/2} d\phi \cos \phi \sin \phi e^{ia_{1}r_{12} \sin \phi} \]

\[ \times e^{\pm ia_{2}R \cos \phi} e^{\pm ia_{3}q_{12} \sin \phi} \]  

\[ \text{(E12b)} \]
\[ \gamma_{12} = \mathcal{C}_1 r \]
\[ R = \mathcal{C}_2 r \]
\[ Q_{12} = \mathcal{C}_3 r \]

(E13)

where \( c_1, c_2, c_3 \) are positive numbers depending on the direction (in nine-dimensional space) with which \( r \to \infty \). Then the integral over \( \phi \) in (E12b) is a sum of four integrals of form

\[ \int_0^{\pi/2} d\phi \cos \phi \sin \phi \exp \left( i A r \cos(\phi - \phi_1) \right) \]

(E14a)

with \( A \) and \( \phi_1 \) dependent on the a's and c's but not on \( r \). In particular,

\[ A = \left[ \left( a_1 c_1 \pm a_3 c_3 \right)^2 + a_2^2 c_2^2 \right]^{1/2} \]

(E14b)

But the integral (E14a) has a point of stationary phase at \( \sin(\phi - \phi_1) = 0 \), which generally will not coincide with 0 or \( \pi/2 \), and which should lie in the allowed range \( 0 < \phi < \pi/2 \) for at least one of the four integrals represented by (E14a). Therefore the angular integration in (E12b) generally is of order \( r^{-1/2} \), which reduces (E12b) to

\[ \int_0^\infty d\rho^\prime \exp \left( \frac{-i\rho^\prime \sqrt{E}}{E} - \frac{i\rho^\prime \sqrt{E - \epsilon_j}}{E} \right) \left( \frac{\rho^\prime}{\rho^\prime + 3/2} \gamma_{12}^\prime R Q_{12}^\prime \right)^{1/2} \]

(E15)
which in turn, using (113), is precisely of the form \((\cdot^* \cdot)\), \(\ldots\).

Eq. (132)

I wish to show that the interchange of order of integration and limit \(|\bar{\nu}| \to \infty\) in (132) is unjustified, even in the absence of bound states. In other words [as in section C.4] for my present purposes I can assume that bound states do not exist. Under these circumstances the \(\bar{\nu} \approx \bar{r}\) contribution to the left side of (132) is estimated by

\[
\int dq'_{23} \, dr'_{23} \frac{i \sqrt{E}}{r'_{23}} \bar{\Psi}_{f}(\bar{\nu}') \, \tilde{V}_{23}(r'_{23}) \, \tilde{\Phi}_{12}^{(+)}(\bar{\nu}')
\]

(E16)

In (E16), because of the \(\tilde{V}_{23}(r'_{23})\) factor, I need to be concerned only with \(r'_{23} \to \infty\) along directions \(\bar{\nu}' = \tilde{\nu}_{23}'\). Thus, as in (C16b),

\[
\tilde{\nu}_{23}' = \left(\frac{2 \mu_{1R}}{\hbar^2}\right)^{1/2} \quad \bar{\nu}_{23}' = \bar{r}'
\]

(E17a)

and

\[
K_{23f}' = \left(\frac{2 \mu_{1R}}{\hbar^2} \bar{E}\right)^{1/2}
\]

(E17b)

where the subscript \(f\) on \(K_{23f}'\) [and on \(\bar{\psi}_f^{(-)*}\) in (E16)] here corresponds to directions \(\bar{\nu}' = \tilde{\nu}_{23}'\), and bears no relation to \(\bar{\nu}_f\) of (132). Now, in (E16), replace \(\bar{\psi}_f^{(-)*}\) by \(\tilde{\psi}_f^*\), and use Eqs. (B2) - (B3). Eq. (E16) then reduces to [after integrating over \(r'_{23}\) and proceeding as in Eqs. (C16) - (C17)]
\[
\int dq'_23 \frac{e^{-iK'_23 \cdot q'_23}}{P' \cdot q'_23} e^{-i \frac{m_{12i}}{m_{12i} + m_{23i}} q'_23} e^{i \frac{K_{12i} \cdot q'_23}{q'_23}}. \tag{E18a}
\]

\[
12 \int d\bar{p}' d\bar{k}' \bar{P}'^{2} \frac{e^{-i\bar{k}' \cdot \bar{q}'}}{\bar{P}'^{3/2}} e^{-i \bar{q}'_{23}} [\sqrt{E} \bar{q}' + \frac{m_{12i}}{m_{12i} + m_{23i}} \bar{P}' \bar{K}_{12i}] 
\times \exp \left[ i \left( \frac{\hbar^2}{2\mu_{1R}} \right)^{\frac{1}{2}} k'_{12i} \bar{P}' \right] \]  
\[
\frac{\rho}{\rho'} \tag{E18b}
\]

Hence the \( \bar{r} > \bar{r} \) contribution to (E16) is estimated by

\[
\int d\bar{p}' e^{\frac{\hbar^2}{2\mu_{1R}}} \exp \left[ i \left( \frac{\hbar^2}{2\mu_{1R}} \right)^{\frac{1}{2}} k'_{12i} \bar{P}' \right] j_0 \left( \sqrt{E} \bar{q}' + \frac{m_{12i}}{m_{12i} + m_{23i}} \bar{P}' \bar{K}_{12i} \right) \tag{E19}
\]

Comparing with Eq. (C17b), one sees that (E19) is of order \( \bar{\rho}^{-5/2} \), i.e., not sufficiently rapidly decreasing for (132) to be valid. This result is all that is needed for the purposes of the present section. For the purposes of the next section, however, and also as a matter of interest in connection with the physical significances of the \( \delta \)-functions (135) and (141), it is worth noting that the \( \bar{r} > \bar{r} \) contribution to the left side of (132) associated with bound state propagation is negligible compared to \( \bar{\rho}^{-5/2} \). In the particular term (137) from (69), only states \( u_j(r_{23}) \) are of possible interest.
For propagation in such states, (E16) is replaced by [recall Eqs. (115), or compare Eq. (A16a)]

\[
\int dq' \frac{e^{iK_{23j}q'_{23}}}{q'_{23}} \frac{d\gamma'}{\sqrt{23}} \left. \overline{\psi}_{23J}^{(-*)} \right|_{23J} \left. \psi_{23}^{(+)} \right|_{12} \phi_{12}^{(+)} (\gamma') \tag{E20}
\]

One now follows the lines of an argument given in sections C.3 and C.5. From Eqs. (115) one sees \( \overline{\psi}_{23J}^{(-*)} \) is a sum of two terms: (i) its incident part, proportional to \( u^*_j(x_{23}) \), and thus vanishing exponentially as \( r \to \infty \) along \( \overline{y}_{23} \) of (132), for which \( r_{23} \to \infty \) as \( r \to \infty \); (ii) its scattered part, proportional to \( e^{i\sqrt{E}/\rho^{5/2}} \). At large \( \rho \), therefore, (E20) behaves like

\[
\int dq' \frac{e^{iK_{23j}q'_{23}}}{q'_{23}} \frac{d\gamma'}{\sqrt{23}} \frac{e^{-i\frac{m_2}{m_1+m_2} K_{12l} \cdot q'_{23}}}{\sqrt{23}} q'_{23} e^{iK_{23j}q'_{23}} \tag{E21}
\]

\[
\approx \frac{e^{i\sqrt{E}}}{\rho^{5/2}} \int dq' \frac{e^{-i(K_{23j}+K_{12l})q'_{23}}}{\sqrt{23}} e^{iK_{12l}q'_{23}} \left. \left( \frac{m_1}{m_1+m_2} \right)^{1/2} q'_{23} \right) \approx \rho^{-7/2}
\]

Because of (E17a), which still holds here, writing the lower limit of the \( q'_{23} \) integration in the form \( \gamma'\rho \)--where \( \gamma' \) is a constant of
The integral (E21) is identical with (B5a), which [as shown in section B.1] can be logarithmically divergent off-shell, but is convergent on-shell, the circumstance of present interest. Thus the result (E21) is valid, and demonstrates that the \( r' > \bar{r} \) contribution to the left side of (132) indeed is negligible compared to \( \bar{p}^{-5/2} \). In this connection I note that the considerations of the following section could not make (E21) decrease less rapidly than \( \bar{p}^{-3} \); actually the \( \bar{p}^{-7/2} \) result probably is correct, however, because (E21) shows no sign of a point of stationary phase.

I close this section with some parenthetical remarks bearing on the interchange of order of integration and limit \( \bar{r} \to \infty \) in the integrals (162). According to section E.3 below, the quantities \( \bar{\Phi}_{\alpha \beta} (\bar{r}) \) in (162) are of order \( \bar{\rho}^{-2} \) at large \( \bar{r} \). Comparing Eqs. (162) and (132), and referring to the argument leading from (E16) to (E19), it is clear that the \( r' > \bar{r} \) contribution to (162) normally will be of order \( \bar{\rho}^{-7/2} \), i.e., sufficiently rapidly decreasing to justify interchange of order of integration and limit \( \bar{r} \to \infty \) in (162); the existence of a point of stationary phase, as in section E.3 below, will make the \( \bar{r}' + \bar{r} \) contribution of order \( \bar{\rho}^{-3} \), still sufficiently rapid for the aforementioned interchange in (162) to be valid. However, there is a difficulty with this attempt to justify Eqs. (165) via an appeal to (E19). As section E.3 below discusses, \( \bar{\Phi}_{\alpha \beta} s(+) (\bar{r}) \) actually is of order \( \bar{\rho}^{-2} e^{i\Lambda(\bar{\rho})} \) at large \( \bar{\rho} \), where the precise expression for \( \Lambda \) is very complicated and not known. Therefore, the \( \bar{r}' > \bar{r} \) contribution to (162) actually reduces to integrals like

\[
\int_{\bar{\rho}}^{\infty} \frac{d\bar{\rho}'}{\bar{\rho}'} \frac{e^{-iF(\bar{\rho}')}}{\bar{\rho}'^\gamma \gamma^2} \tag{E22}
\]
where \( F \) [which depends on \( k \) and \( \tilde{\nu}_f \)] presumably is \( \sim cp' \) at large \( \rho' \), but where the possibility that \( c = 0 \) along certain special \( \tilde{\nu}_f \) [for given \( k \)] cannot be ruled out. When \( c = 0 \), the Riemann-Lebesgue lemma \((31)\) is irrelevant [compare Eqs. \((C4)\) and \((C12) - (C14)\)] and \((E22)\) is of order \( \rho^{-5/2} \) at large \( \rho' \). In other words, the \( \rho' > \rho \) contribution to \((162)\) may be of order \( \rho^{-5/2} \) as \( \rho' \to \infty \) along certain special \( \tilde{\nu}_f \), in which event interchange of order of integration and limit \( \rho' \to \infty \) \( | | \tilde{\nu}_f \) would not be legitimate for such \( \tilde{\nu}_f \). Note that we merely have not eliminated the possibility of such special \( \tilde{\nu}_f \); there is no particular reason to think these special \( \tilde{\nu}_f \) actually occur.

### E.3 Asymptotic Form of \( \tilde{\Phi}_s (+) \)

In this section I shall show that \( \tilde{\Phi}_s (+) \) given by \((69)\) has parts behaving like \( \rho^{-2} \sim \rho^{-2} \) at large \( \rho \). Consider a typical term in \((69)\), e.g.,

\[
\tilde{G}(+) \sqrt{\rho} \tilde{\Phi}(+) = \int \frac{dq'dq''}{\rho_2 \rho_3} \tilde{G}(+) \tilde{\Phi}(+) \sqrt{\rho_1 \rho_2 \rho_3} = \tilde{D}(\tilde{\tau}) \tag{E23}
\]

Because [using \((102a)\)] the contribution to \((E23)\) from the integration domain \( \rho' < \rho \) behaves like \( \rho^{-5/2} \) as \( \rho' \to \infty \), any contribution to \((E23)\) behaving like \( \rho^{-2} \) must come from integration over \( \rho' > \rho \). In other words, in the present section I am examining the very same contribution as in the previous section E.2. Now in section E.2 it was shown that the contribution in question is of order \( \rho^{-5/2} \), which was sufficient to show \((132)\) is invalid. However, as has been pointed out earlier [section C.4], the conclusion that \((E19)\) behaves like \( \rho^{-5/2} \) assumes that there is no point of stationary phase in the integration.
range \( r = \rho \) (after introducing the new integration variable \( x = \rho / \rho') \); if there is such a point of stationary phase, the integral (E19)—and therefore the \( \tilde{r}' > \tilde{r} \) contribution to (E23)—will decrease more slowly than \( \rho^{-5/2} \). However, to demonstrate that such a point of stationary phase really exists, the analysis in the preceding section is too crude. In particular, the parameter \( \gamma \) [first introduced and defined in section C.1] is insufficiently well-determined to permit a decision that the point of stationary phase lies within—rather than without—the range \( \gamma \leq x < \infty \). For the purposes of the present section, therefore, it is not useful to proceed as in section E.2, where \( \tilde{G}^{(+)}(\tilde{r}; \tilde{r}') \) in (E23) was immediately replaced by its asymptotic form at \( \tilde{r}' \gg \tilde{r} \) (in the absence of bound states), thus yielding the previous section's starting point (E16).

Instead, I argue as follows. I am interested in the behavior of (E23) as \( \tilde{r}' \to \infty \) along directions \( \tilde{y}_{23}' \), along which \( \tilde{G}^{(+)}(\tilde{r}; \tilde{r}') \) behaves essentially like \( \tilde{G}_{23}^{(+)}(\tilde{r}; \tilde{r}') \). In other words, for my present purposes, \( \tilde{G}^{(+)} \) in (E23) can be replaced by \( \tilde{G}_{23}^{(+)} \) [as a matter of fact by \( \tilde{G}_{F}^{(+)} \) according to section E.2, where it was shown that the dominant asymptotic behavior of (E23) stems from the continuum propagation of \( \tilde{G}^{(+)} \)]. Equivalently, and more rigorously, I can iterate \( \tilde{G}^{(+)} \) in (E23) via the center of mass analogue of (63b), yielding
where the integrals in the braces are to be performed first; as usual in this work, the manipulations in (E24), like the manipulations in the derivation of (67c) from (64b), are considered legitimate because all the integrals involved are convergent at $\epsilon = 0$. I next claim [see subsection E.3.2 below] that any $\tilde{\rho}^{-2}$ dependence at large $\tilde{r}$ in the first term on the right side of (E24) cannot be cancelled by the last two terms in (E24).

My starting point for this section, therefore, is

\[
\bar{G}^{(\dagger)} \mathcal{V}_{23} \Phi^{(\dagger)}_{12} = \lim_{\epsilon \to 0} \bar{G}(\tilde{E} + i \epsilon) \mathcal{V}_{23} \Phi^{(\dagger)}_{12}(\tilde{E}) \\
= \lim_{\epsilon \to 0} \left[ \bar{G}_{23}^{(\dagger)}(\tilde{E} + i \epsilon) - \bar{G}_{23}^{(\dagger)}(\tilde{E} + i \epsilon)(\mathcal{V}_{31}^{(+)\dagger} + \mathcal{V}_{12}^{(+)\dagger})\bar{G}(\tilde{E} + i \epsilon) \right] \mathcal{V}_{23} \Phi^{(\dagger)}_{12}(\tilde{E}) \\
= \lim_{\epsilon \to 0} \left[ \bar{G}_{23}^{(\dagger)}(\tilde{E} + i \epsilon) \mathcal{V}_{23} \Phi^{(\dagger)}_{12}(\tilde{E}) - \bar{G}_{23}^{(\dagger)}(\mathcal{V}_{31}^{(+)\dagger} + \mathcal{V}_{12}^{(+)\dagger}) \left\{ \bar{G}(\tilde{E} + i \epsilon) \mathcal{V}_{23} \Phi^{(\dagger)}_{12}(\tilde{E}) \right\} \right] \\
= \bar{G}^{(\dagger)}_{23} \mathcal{V}_{23} \Phi^{(\dagger)}_{12} - \bar{G}^{(\dagger)}_{23} (\mathcal{V}_{31}^{(+)\dagger} + \mathcal{V}_{12}^{(+)\dagger}) \left\{ \bar{G}(\tilde{E} + i \epsilon) \mathcal{V}_{23} \Phi^{(\dagger)}_{12}(\tilde{E}) \right\} \\
\text{(E24)}
\]

\[= \lim_{\epsilon \to 0} \bar{G}_{23}(\tilde{E} + i \epsilon) \mathcal{V}_{23} \Phi^{(\dagger)}_{12}(\tilde{E}) \\
= \lim_{\epsilon \to 0} \int \mathcal{F}_{23}(\tilde{E} + i \epsilon) \mathcal{V}_{23} \Phi^{(\dagger)}_{12}(\tilde{E}) \\
\text{(E25a)}
\]

\[
= \lim_{\epsilon \to 0} \frac{1}{(2\pi)^3} \int \mathcal{F}_{23}(\tilde{E} + i \epsilon) \mathcal{V}_{23} \Phi^{(\dagger)}_{12}(\tilde{E}) \\
\times \mathcal{V}_{23}(\tilde{E} + i \epsilon) \mathcal{F}_{12}(\tilde{E} + i \epsilon) \\
\text{(E25b)}
\]
where I have used (72) and the center of mass analogue of (31), and where the 2, 3 analogue of (35) defines \( \mathbf{k}_{23} \) in terms of the integration variable \( \mathbf{\omega}_{23} \). In (E25b), and in the remainder of this section, the dummy wave vectors \( \mathbf{\omega}_{i} = \mathbf{\omega}_{23} \), \( \mathbf{\omega}_{23} \) are to be distinguished from the incident wave vectors \( \mathbf{\rho}_{i} \), from the final wave vectors \( \mathbf{\rho}_{f} \) [corresponding to \( \mathbf{\rho}_{f} \) of (132)] and from the wave vectors \( \mathbf{\omega}_{f}' \) [corresponding to \( \mathbf{\omega}_{f} \rightarrow \infty \) along some \( \mathbf{\omega}' \)].

Recalling Eq. (40b),

\[
dr'_{\mathbf{\omega}} = dr'_{\mathbf{\omega}_{23}} dq'_{\mathbf{\omega}_{23}} = dr'_{\mathbf{\omega}_{23}} dq'_{\mathbf{\omega}_{12}}
\]

Thus, using also (E2), the integral on the right side of (E25b) takes the form

\[
\lim_{\varepsilon \to 0} \frac{1}{(2\pi)^3} \int dr'_{\mathbf{\omega}_{23}} dr'_{\mathbf{\omega}_{12}} dK_{23} \left\{ e^{iK_{23} \cdot \mathbf{\rho}_{23}} e^{-iK_{12} \cdot \mathbf{\omega}_{12}} \left[ \frac{m_k}{m_1 + m_2} \mathbf{\omega}_{12} \right] \right\}
\]

\[
\times e^{-iK_{23} \cdot \mathbf{\omega}_{23}} \left[ \frac{m_k}{m_2 + m_3} \mathbf{\omega}_{23} + \mathbf{\omega}_{12} \right] \mathbf{g}_{23} \left( \mathbf{\omega}_{23}; \mathbf{\omega}_{23}, \mathbf{\omega}_{12} \right) \mathbf{v}_{12} \left( \mathbf{\omega}_{23}, \mathbf{\rho}_{12} \right) \mathbf{r}^{(p)} \left( \mathbf{\omega}_{12}, \mathbf{\omega}_{12} \right) \right\}
\]

(E26a)

At this point I shall interchange the order of integration over \( d\mathbf{K}_{23} \) and \( d\mathbf{\omega}_{23} \) 'd\( \mathbf{\omega}_{12} \)', on the basis (sections 2.2 and A.8) that the result of this interchange leads to a convergent expression; the integral (E26a), which is identical with (E25a), is of course known to be convergent even at \( \varepsilon = 0 \) [section B.1]. Once the above interchange is performed, it is obvious that the limit \( \varepsilon \to 0 \) again can be taken under the integral sign, yielding, in place of (E26a)
\[ \frac{1}{(2\pi)^3} \int \frac{d\mathbf{K}_{23}}{\mathbf{q}_{23}} e^{i\mathbf{K}_{23} \cdot \mathbf{q}_{23}} \int d\mathbf{r}_2 e^{-i\mathbf{r}_2 \cdot \mathbf{Q}_2} \left( \mathbf{\phi}_{12}^{(+)}(\mathbf{r}_2, \mathbf{r}_3) \cdot \mathbf{k}_{23} \right) \int d\mathbf{r}_1 e^{i\mathbf{r}_1 \cdot \mathbf{Q}_1} \left( \mathbf{\phi}_{12}^{(+)}(\mathbf{r}_1, \mathbf{r}_3) \cdot \mathbf{q}_{23} \right) \left( \mathbf{\phi}_{23}^{(+)}(\mathbf{r}_2, \mathbf{r}_3) \cdot \mathbf{q}_{23} \right) \left( \mathbf{\phi}_{23}^{(+)}(\mathbf{r}_2, \mathbf{r}_3) \cdot \mathbf{q}_{23} \right) \]

(E26b)

where

\[ \mathbf{Q}_1 = \frac{\mathbf{K}_{23}}{m_1 + m_2} + \frac{m_1}{m_1 + m_2} \mathbf{k}_{12i} \]
\[ \mathbf{Q}_2 = \frac{m_3}{m_2 + m_3} \mathbf{K}_{23} + \frac{m_2}{m_2 + m_3} \mathbf{k}_{12i} \]

(E26c)

I desire the asymptotic value of (E26b) at large \( \mathbf{q}_{23} \). In pursuit of this objective, I need not--and should not--make any immediate approximation to the value of the integrand in (E26b) at large \( \mathbf{q}_{23} \) [as was done in section E.3]. However, because of the factor \( v_{23}(\mathbf{r}_{23}') \), the Green's function \( g_{23}^{(+)} \) in (E26b) can be replaced by its asymptotic form at large \( \mathbf{r}_{23} \). In this fashion one sees that in (E26b)

\[ \int d\mathbf{r}_{23} g_{23}^{(+)}(\mathbf{r}_{23}, \mathbf{r}_{23}'; \frac{\hbar^2 k_{23}^2}{2\mu_{23}}) V_{23}(\mathbf{r}_3) e^{-i\mathbf{r}_{23} \cdot \mathbf{Q}_2} \]

\[ \approx \frac{e^{i\mathbf{K}_{23} \cdot \mathbf{r}_{23}}}{\mathbf{r}_{23}} F_{1,23f}(\mathbf{k}_{23}, \mathbf{r}_{23f}) \mathbf{Q}_2 \]

(E27a)

where \( F_{1,23f} \) is a well-behaved function, and \( \mathbf{n}_{23f} \) denotes the direction, in three-dimensional physical space, along which \( \mathbf{r}_{23} \) becomes infinite. Similarly, it must be true that
\[ \int d\mathbf{r}'_2 e^{-i\mathbf{r}'_2 \cdot Q_2^{(+)}} \varphi_{12}^{(+)}(\mathbf{r}'_2; \mathbf{k}'_{12}) = F_2(\mathbf{k}'_{12}; Q_1) \]  

(E27b)

Hence (E26b) has the form

\[ \int d\mathbf{k}_{23} e^{i\mathbf{k}_{23} \cdot \mathbf{q}_{23}} e^{ik_{23}r_{23}} \frac{e^{ik_{23}r_{23}}}{r_{23}} F_1(k_{23}q_{23}; q_2) F_2(k_{12}; Q_1) \]  

(E28)

which is kept convergent as \( k_{23} \to \infty \) by the fact that

\[ k_{23} = \left( \frac{2\mu_{23}}{\hbar^2} \right)^{1/2} \left( E - \frac{\hbar^2 K_{23}^2}{2\mu_{1R}} \right)^{1/2} \]  

(E29)

is defined to be positive imaginary when \( \tilde{E} < \hbar^2 K_{23}^2 / 2\mu_{1R} \).

E.3.1 Singularity in (E28)

Actually \( F_2 \) is a singular function of the angles in \( d\mathbf{k}_{23} \), as is shown below. Suppose for the moment, however, that \( F_2 \) is a well-behaved function. Then at large \( \tilde{E} \) the (comparatively) slow angular dependence of \( F_1 F_2 \) in (E28) can be ignored, in accordance with the remarks made at the end of section A.4. Thus the integral (E28) behaves like

\[ \int d\mathbf{k}_{23} k_{23}^2 e^{ik_{23}r_{23}} j_0(k_{23}q_{23}) \cong \frac{1}{r_{23}q_{23}} \int d\mathbf{k}_{23} k_{23} e^{ik_{23}r_{23}} e^{iK_{23}q_{23}} \]  

(E30)
Alternatively, I can insert the expansion

\[ e^{i \mathbf{K}_{23} \cdot \mathbf{q}_{23}} = \sum_{\ell} i^\ell (2\ell + 1) P_\ell \left( \mathbf{K}_{23} \cdot \mathbf{q}_{23} \right) J_\ell \left( K_{23} q_{23} \right) \]  

(E31)

into (E28), where the \( P_\ell \) are Legendre polynomials in the angle between \( K_{23} \) and \( q_{23} \). Then, performing the angular integration in (E28), and replacing the spherical Bessel functions by their asymptotic forms at large \( K_{23} q_{23} \), again yields (E30). By either route, having arrived at (E30), the integral over \( K_{23} \) therein can be evaluated by the method of stationary phase. The rapidly oscillating factor \( e^{i \phi_2} \) in (E30) is essentially of the same form as the corresponding factor treated in section D.1 [compare Eq. (D16)], and the analysis in that section is applicable. There is no need to go through all the details here, however, because obviously the integral on the right side of (E30) can decrease no less slowly than \( r^{-5/2} \).

It follows that any \( \beta^{-2} \) dependence of (E28) can arise only from the singular part of \( \mathfrak{P}_2 \left( k_{12i}, q_{12} \right) \). Since

\[ \lim_{\gamma_1' \to 0} \varphi_1^{(+) (n_{12i}, k_{12i})} = a_1(n_{12i}) \frac{e^{i k_{12i} \gamma_1'}}{\gamma_1'} \]  

(E32)

where \( a_1 \) can be presumed to be well-behaved, I conclude, just as in the above transition from (E28) to (E30), that

\[ \int d\tau_1' \ e^{-i \tau_1' Q_1} \varphi_1^{(+) (n_{12i}, k_{12i})} \cong \int d\tau_1' \ e^{-i \tau_1' Q_1} \frac{e^{i k_{12i} \gamma_1'}}{\gamma_1'} \]

\[ = \int d\tau_2 \ \tau_2 j_0 \left( Q_1, \tau_2 \right) e^{i k_{12i} \gamma_1'} \]  

(E33a)
Therefore the function $F_3$ contains a contribution which can be put in the form

\[ F_3(k_{12i}, Q_1) \delta(Q_1 - k_{12i}) \]  

(E33b)

where $F_3$ presumably is well-behaved. Correspondingly, the integral (E26b) has a contribution which cannot be put in the form (E28), but instead must be written as

\[ \int d\kappa_2 e^{i\kappa_{23} \cdot Q_{23}} e^{ik_{23}Q_{23}} f_1(k_{23}, Q_{23}; Q_2) \]

\[ \times F_3(k_{12i}, Q_1) \delta(Q_1 - k_{12i}) \]  

(E34a)

I remark that [as has been discussed in section 5.1] the non-convergent integral (E33a) usually is interpreted\(^{(42)}\) so as to add to (E34a) the principal part of a second integral, whose integrand contains the singular factor $(Q_1 - k_{12i})^{-1}$. Ignoring this possible principal part contribution to (E34a) does not affect the subsequent analysis, however, as the comments at the very end of this section E.3.1 make clear.
In (E34a) -- unlike (E28) where \( F_2 \) was assumed well-behaved -- I cannot yet claim that the angular-dependent factors are comparatively slowly varying at large \( \hat{\eta} \); the integral over the \( \delta \)-function must be performed first. To do so, introduce \( Q_1 \) as a new integration variable, replacing \( \hat{\eta}_{13} \). Then (E34a) becomes [with the aid of (E26c)]

\[
e^{-i \frac{m_1}{m_1 + m_2} \hat{\eta}_{12} \cdot q_{12}} \int d\hat{\eta}_1 e^{i \hat{\eta}_1 \cdot q_{23} + i k_{23} \hat{\eta}_1} \frac{e^{i k_{23} \hat{\eta}_1}}{\tau_2} \tilde{f}(k_{23} \hat{\eta}_{23}; Q_2) 
\times F_3(k_{12} : Q_1) \delta(Q_1 - k_{12})
\]

\[
e^{-i \frac{m_1}{m_1 + m_2} \hat{\eta}_{12} \cdot q_{23}} k_{12}^2 \int d\hat{\eta}_1 e^{i \hat{\eta}_1 \cdot q_{23} + i k_{23} \hat{\eta}_1} \frac{e^{i k_{23} \hat{\eta}_1}}{\tau_2} 
\times F_1(k_{23} \hat{\eta}_{23}; Q_2) F_3(k_{12} ; k_{12} \hat{\eta}_1)
\]
In going from (E34b) to (E34c) I have written
\[
Q_1 \equiv Q_1 \hat{n}_1 = k_{12i} \hat{n}_1
\]  
(E35a)

Correspondingly, in (E34c)
\[
k_{23} = \left( \frac{2\mu_{23}}{\hbar^2} \right)^{1/2} \left[ E - \frac{\hbar^2}{2\mu_{1R}} \left| k_{12i} \hat{n}_1 - \frac{m_i K_{12i}}{m_1 + m_2} \right|^2 \right]^{1/2}
\]  
(E35b)

\[
Q_2 = \frac{m_3}{m_2 + m_3} k_{12i} \hat{n}_1 + \frac{m_2 M}{(m_2 + m_3)(m_1 + m_2)} K_{12i}
\]  
(E35c)

The integral over \( M_{21} \) in (E34c) now can be evaluated as follows.

Choose \( M_{12i} \) as the polar axis for \( \hat{n}_1 \) (and other vectors), so that \( k_{23} \) is independent of \( \hat{\phi}_1 \), the azimuth angle of \( \hat{n}_1 \). Then--now legitimately ignoring the slowly varying \( F_1 F_3 \) factor--the behavior of (E34c) at large \( \tilde{r} \) is seen to be given by
\[
e^{-im_1 k_{12i} \cdot \hat{q}_{23}} \int d\hat{\theta}_i \sin \hat{\theta}_i d\hat{\phi}_i e^{ik_{23} r_{23}} \left[ \cos \hat{\theta}_i \cos \hat{\phi}_i + \sin \hat{\theta}_i \sin \hat{\phi}_i \cos (\hat{\phi}_i - \hat{\phi}_f) \right]
\]  
(E36a)

where, of course, \( \hat{\phi}_f \), \( \hat{\phi}_f \) are the spherical coordinate angles of \( \hat{q}_{23} \). The integral (E36a) reduces to [neglecting inessential factors]
which at large \( q_{23} \) is a sum of two integrals proportional to

\[
\frac{1}{\gamma_{23}} \int d\hat{\theta} \sin \hat{\theta} e^{i k_{23} r_{23}} e^{i k_{12} q_{23} \cos \hat{\theta} \cos \theta_{qf}} \int_0^1 (k_{12} q_{23} \sin \hat{\theta} \sin \theta_{qf}) \text{d} \theta_{qf} \tag{E36a}
\]

If the factors \( F_1 F_2 \) had been retained in (E36a), the integral over \( \hat{\varphi}_1 \) in (E36a) would be performed using the method of stationary phase. The points of stationary phase are at

\[
\sin \left( \hat{\varphi}_1 - \varphi_{qf} \right) = 0 \tag{E37a}
\]

i.e., at

\[
\cos \left( \hat{\varphi}_1 - \varphi_{qf} \right) = \pm 1 \tag{E37b}
\]

Thus one would regain (E36c), except that the integrands would be multiplied by \( F_1 F_2 \) evaluated at the values of \( \hat{\varphi}_1 \) satisfying (E37b).

The integrals (E36c) have the form

\[
\frac{1}{\gamma_{23} q_{23}^{1/2}} \int d\hat{\theta} \left( \sin \hat{\theta} \right)^{1/2} e^{i k_{23} r_{23}} e^{i k_{12} q_{23} \cos \hat{\theta} \pm \theta_{qf}} \tag{E38}
\]
which again can be evaluated by the method of stationary phase. I first demonstrate—as is important and not obvious—that \( k_{23} \) in (E38) is real in the integration range \( 0 \leq \hat{\theta}_1 \leq \pi \). From (E35b),

\[
K_{23}^2 = \left( \frac{2\mu_{23}}{\hbar^2} \right) \left[ E - \frac{\hbar^2}{2\mu_{1R}} \left( k_{12i}^2 + \frac{m_1}{m_1+m_2} K_{12i}^2 - \frac{2m_1 k_{12i} K_{12i} \cos \hat{\theta}_1}{m_1+m_2} \right) \right]
\]

(E39a)

which, using Eqs. (29) and (35), can be rewritten as

\[
K_{23}^2 = \frac{m_2 m_3}{(m_2+m_3)^2} \left[ \frac{m_2}{m_2} k_{12i}^2 + \frac{m_2 M^2}{m_3 (m_1+m_2)^2} K_{12i}^2 + \frac{2M}{m_1+m_2} k_{12i} K_{12i} \cos \hat{\theta}_1 \right]
\]

(E39b)

The minimum value of (E39b), at \( \cos \hat{\theta}_1 = -1 \), is

\[
(K_{23}^2)_{\text{min}} = \frac{m_2 m_3}{(m_2+m_3)^2} \left[ \left( \frac{m_2}{m_2} \right)^{1/2} k_{12i} - \left( \frac{m_2}{m_3} \right)^{1/2} \frac{M}{m_1+m_2} K_{12i} \right]^2 \geq 0
\]

(E39c)

Consequently \( k_{23} \) in (E38) always is real, as asserted.

Hence the points of stationary phase in (E38) are the roots of

\[
\gamma_{23} \frac{dk_{23}}{d\hat{\theta}_1} - k_{12i} q_{23} \sin \left( \hat{\theta}_1 \pm \theta_f \right) = 0
\]

(E40a)

or, using (E39b), at
\[-k_{12i} q \sin \left( \hat{\theta}_1 + \theta_{qf} \right) - \frac{m_2 m_3}{m_1 + m_2} \frac{k_{12i}^2 k_{12i}^i}{m_3 (m_1 + m_2)} \left( \frac{m_3^2}{m_2} + m_2 M \right) \frac{\sin \hat{\theta}_1}{\hat{\theta}_1} = 0 \quad (E40b) \]

Now consider the plus sign in (E40b). At \( \hat{\theta}_1 = 0 \) the left side of (E40b) is negative; at \( \hat{\theta}_1 = \pi \), however, the left side of (E40b) is positive (since by definition \( 0 < \theta_{qf} < \pi \)). Consequently, (E40b) with the plus sign surely has a root in the range \( 0 < \hat{\theta}_1 < \pi \).

Similarly (E40b) with the lower (minus) sign has a root in the integration range. I conclude that the integral in (E38) has contributions proportional to \( \overline{r}^{-1/2} \), and therefore that the expression (E38) is proportional to \( \overline{r}^{-2} \sim \rho^{-2} \) at large \( \overline{r} \). Actually, the integral (E38) really should have included the angular dependent product \( F_1 F_3 \) from (E34c), which would be evaluated at the various pairs of stationary phase points satisfying (E37b) and (E40b). But the roots of (E37b) and (E40b) depend only on the direction (specified by the angles \( \theta_{qf}, \phi_{qf} \)) along which \( \overline{r}_{23} \to \infty \), whereas \( F_1 \) is a function of the direction \( \overline{r}_{23} \) along which \( \overline{r}_{23} \to \infty \). Thus it does not seem possible that the aforementioned various pairs of stationary phase points can yield a set of \( \rho^{-2} \) contributions to (E34a)---i.e., to (E26a) and (E23)---which cancel for \( \overline{r} \to (\overline{r}_{23}, \overline{r}_{23}) \) approaching infinity along arbitrary \( \overline{r}_{qf} \).

I conclude this subsection with the remark [recall subsection 3.1.1] that in effect the role of the \( \delta \)-function in (E34a) is to reduce the number of stationary phase integrations over \( d\alpha_{23} \) from
three (the conventionally expected number, corresponding to the three dimensions represented in $\frac{d\gamma}{\omega_2}$) to two. Thus, whereas the integrations in (E23) bring down an extra factor of order $\bar{\rho}^{-3/2}$, the integrations in (E25a) bring down a factor only of order $\bar{\rho}^{-1}$.

**E.3.2 Neglected Terms in Eq. (E24)**

The preceding subsection completes the demonstration that the $\delta(N_1 - k_{12})$ part of $F_2$, Eq. (E27b), makes a contribution of order $\bar{\rho}^{-2}$ to (E23). To achieve the primary objective of this section, there remains only to show that these apparently not self-cancelling $\bar{\rho}^{-2}$ contributions also cannot be cancelled by the heretofore neglected last two terms on the right side of (E24). Consider, e.g., the term

$$G_{23}^{(\nu)} V_{31} \left\{ G_{23}^{(\nu)} V_{23} \right\}_{12} = \int d\vec{r}' \tilde{G}_{23}^{(\nu)}(\vec{r}', \vec{r}) V_{31}(\vec{x}_3') \tilde{D}(\vec{x})$$

from (E24), where $\tilde{D}(\vec{x})$ is defined by (E23). As in the case of (E23) itself, any $\bar{\rho}^{-2}$ contribution to (E41a) must come from integration over the domain $\vec{r}' > \vec{r}$. I now can proceed as in section E.2. In (E41a), because of the $V_{31}(x_3')$ factor, I need be concerned only with $\vec{r}' \rightarrow \infty$ along directions $\vec{v}' = \vec{v}_3'$. Along such directions, $G_{23}^{(\nu)}$ cannot propagate in bound states. Thus the $\vec{r}' > \vec{r}$ contribution to (E41a) is estimated by

$$\int dq' d\vec{r}' \frac{e^i \bar{\rho}' \sqrt{E}}{\bar{\rho}'^{5/2}} \tilde{G}_{23f}^{(\nu)}(\vec{r}) V_{31}(x_3') \frac{1}{\bar{\rho}'^2}$$

(E41b)
where, in accordance with the results of the preceding subsection, I have replaced $\tilde{D}(\tilde{r})$ by $\tilde{r}^{-2}$, ignoring the additional oscillatory factors in $\tilde{D}(\tilde{r})$. This replacement certainly gives the leading term in (E41a); if the possible cancellation under present discussion were to occur, it only would make $\tilde{D}(\tilde{r})$ decrease more rapidly than $\tilde{r}^{-2}$. Now, comparing Eqs. (E16) - (E19) with (E41b), it is clear that (E41b) will decrease no more slowly than $\tilde{r}^{-3}$, even assuming that—as was the case for $\tilde{D}(\tilde{r})$ itself—the crude analysis along the lines of section E.2, which leads to the conclusion (E41b) is of order $\tilde{r}^{-7/2}$, has overlooked the presence of a point of stationary phase.

It has been demonstrated, therefore, that there are contributions to $\tilde{s}_f^{(t)}$ given by (69) which behave like $\tilde{r}^{-2} \sim \tilde{r}^{-2}$ at large $\tilde{r}$.

Q.E.D.

E.4 Derivation of Eqs. (175)

I start from Eq. (170c), to which Eq. (170a) has been reduced.

Recalling Eqs. (130) and (131e) - (131i), we see that in (170c)

$$
\int \frac{d^4r_{13}}{(2\pi)^4} \frac{u_{13c}^\dagger (r_{13}; k_{23f}) V_{23}}{r_{23f}} e^{i k_{23f} \cdot r_{23f}} \left( \frac{r_{13}}{r_{23f}} \right) = \left< \frac{\bar{k}_{23f}}{\bar{r}_{23f}} \left| \frac{t_{23f}}{\bar{r}_{23f}} \right| - \tilde{B} \right>
$$

(E42)

where we have employed the notation of Eqs. (171a) and (172c). Moreover, from Eq. (131g)

$$
\lim_{r_{12} \to \infty} \frac{k_{12i} (r_{12}; k_{12i})}{r_{12}} = - \frac{i}{4\pi} \frac{2 \mu_{12} e^{i k_{12i} r_{12}}}{r_{12}} \left< \frac{\bar{k}_{12i}}{\bar{r}_{12}} \left| \frac{t_{12i}}{\bar{r}_{12}} \right| \right>
$$

(E43)
The second integral in (E44) is convergent [except at $A^2 = k_{12}^2$, as explained in the text in connection with the integral of the quantity inside the braces of Eq. (172)], provided the quantity within the braces of (E44) is treated as a single $r_{12}$-dependent function. The non-convergent part of the first integral in (E44) is subtracted away via the following manipulations. We know

$$
\mathbb{E} \left< -i \gamma_{12} \right> = \mathbb{E} \left< \sum_{\ell} (-i)^{\ell} (2 \ell + 1) j_{\ell} (A r_{12}) P_{\ell} (\nu_{12}, \nu_{A}) \right>
$$

(E45)

where $P_{\ell}$, the Legendre polynomial of order $\ell$, depends only on the cosine of the angle between $v_{12}$ and $v_A$, with $A = A r_{12}$. Using well known properties of $P_{\ell}$, as well as the asymptotic (large $r_{12}$) dependence of the spherical Bessel functions
\[ j_{\ell}(A r_{\mu}) \sim \frac{\cos \left[ A r_{\mu} - \frac{1}{2} (\ell + 1) \pi \right]}{A r_{\mu}} \]  

(E45a)

it can be seen\(^{(35)}\) that

\[ \lim_{r_{\mu} \to \infty} e^{-i r_{\mu} A} \]

\[ r_{\mu} \to \infty \]

\[ = \frac{2\pi i}{A} \delta(\nu_{\mu} - \nu_A) e^{-i A r_{\mu}} - \frac{2\pi i}{A} \delta(\nu_{\mu} + \nu_A) e^{i A r_{\mu}} \]

(E46b)

Thus

\[ \int d\hat{r}_{\mu} e^{-i r_{\mu} A} \frac{e^{i k_{\mu} r_{\mu}}}{r_{\mu}} < k_{\mu} \nu_{\mu} | t_{\mu \nu} | k_{\mu \nu} > \]

\[ = \int d\hat{r}_{\mu} e^{-i r_{\mu} A} \frac{e^{i k_{\mu} r_{\mu}}}{r_{\mu}} < k_{\mu} \nu_{\mu} | t_{\mu \nu} | k_{\mu \nu} > \left\{ e^{-i r_{\mu} A} \right\}

- \frac{2\pi i}{A} \delta(\nu_{\mu} - \nu_A) e^{-i A r_{\mu}} + \frac{2\pi i}{A} \delta(\nu_{\mu} + \nu_A) e^{i A r_{\mu}} \right\}

+ \int d\hat{r}_{\mu} e^{-i r_{\mu} A} \frac{e^{i k_{\mu} r_{\mu}}}{r_{\mu}} < k_{\mu} \nu_{\mu} | t_{\mu \nu} | k_{\mu \nu} > \left[ 2\pi i \delta(\nu_{\mu} - \nu_A) e^{-i A r_{\mu}} - 2\pi i \delta(\nu_{\mu} + \nu_A) e^{i A r_{\mu}} \right] \]

(E47)


Provided the quantity within the braces is treated like a single $r_{12}$-dependent function, the first integral in (E47) [like the second integral in (E44)] converges except at $A^2 = k_{12}^2$. Combining Eqs. (E42), (E44) and (E47)—after performing the trivial angular integrations over $\nu_{12}$ in the $\delta(\nu_{12} \pm \nu_A)$ terms of (E47)—then immediately yields Eq. (172a).

To see how the divergent one-dimensional integrals in (172a) should be interpreted, one argues as follows.

$$
\int_{-\infty}^{\infty} dx' e^{i k x'} = \lim_{R \to \infty} \int_0^R dx' e^{i k x'} = \lim_{R \to \infty} e^{i k R} - 1 \over i k = \lim_{R \to \infty} \left\{ \sin kR \over k \right\} + \cos kR - 1 \over i k \right\}
$$

(E48)

Now consider the behavior—as a function of $k$—of the quantity inside the braces of (E48) when $R$ becomes very large. Evidently the term $\int k \sin kR$ becomes very rapidly oscillating, with average value zero, except in the vicinity of $k = 0$. Therefore, since

$$
\int_{-\infty}^{\infty} dk \sin kR \over k \right\} = \pi
$$

it is reasonable to write

$$
\lim_{R \to \infty} \sin kR \over k \right\} = \pi \delta(k)
$$

(E49a)

as is well known (43). Similarly, the quantity $(\cos kR - 1)$ in (E48) is very rapidly oscillating, with average value $-1$, except for values of $k$ in the range $|k| < \nu R^{-1}$, where for every $R$ the average value of $(\cos kR - 1)$
tends to zero as \( k \to 0 \). Consequently it also is reasonable to write

\[
\lim_{R \to \infty} \frac{\omega \cdot k R - 1}{\lambda k} = \frac{\iota}{k} \quad \text{for} \quad k > 0 \\
\lim_{R \to \infty} \frac{\omega \cdot k R - 1}{\lambda k} = 0 \quad \text{for} \quad k = 0
\]

(E49b)

Eqs. (49) are equivalent to Eqs. (173), recognizing that \( \delta(k) = 0 \) for \( k \neq 0 \). Of course, because of the infinitely rapid oscillations as \( R \to \infty \), the limits on the left sides of (E49a) and (E49b) do not really exist in a mathematically strict sense. However, under circumstances when these oscillations average out [as, e.g., when integrating over \( k \)] or for other reasons can be disregarded, the right sides of (E49a) - (E49b) are the only plausible values one can assign to the corresponding quantities on the left sides.

When Eqs. (173) are combined with Eqs. (E42), (E44) and (172a), one obtains [for \( A^2 \neq k_{12}^2 \)]

\[
\bar{\mathcal{P}}_{23}^{(v)} \left[ \bar{\Phi}_{12}^{(v)} \right] = \bar{T}^{(t)}_{23,12} \left( k_i \rightarrow k_f \right) + \bar{T}^{(t)}_{13,2} \left( k_i \rightarrow k_f \right)
\]

(E50)

where the quantities on the right side of (E50) are given by the right sides of (175b) and (176b). But since the right side of (176b) is a sum of \( \delta \)-functions, i.e., has no finite part, the discussion connected with Eq. (169a) indicates the right side of (176b) indeed must be wholly a contribution to that part of \( \bar{T}^s(k_i + k_f) \) which has been termed \( \bar{T}^a(k_i + k_f) \).

Having come to this conclusion, the long-sought formulas (175) for \( \bar{T}^t(k_i + k_f) \) follow immediately.
APPENDIX F. THE NINE-DIMENSIONAL CONFIGURATION SPACE

A number of the remarks in the text concerning the nine-dimensional space spanned by $x_1$, $x_2$, $x_3$, as well as its six-dimensional subspace "orthogonal to $R^6"$ deserve some clarification. In particular, the relationship between $\mathcal{L}$ defined by (25d) and $\mathcal{L}$ given by Eq. (102d) is not wholly apparent from anything said in the text thus far.

Points in the nine-dimensional configuration space of particles 1, 2, 3 are specified by the three-dimensional vectors $x_1$, $x_2$, $x_3$. That is to say, the nine-dimensional space can be thought to contain nine mutually orthogonal unit vectors $i_1$, $i_2$, $i_3$, $j_1$, $j_2$, $j_3$, $k_1$, $k_2$, $k_3$, in terms of which the nine-dimensional vector $\mathcal{L}$ can be written as

$$\mathcal{L} = x_1 i_1 \Theta y_1 j_1 \Theta z_1 k_1 \Theta x_2 i_2 \Theta y_2 j_2 \Theta z_2 k_2 \Theta x_3 i_3 \Theta y_3 j_3 \Theta z_3 k_3 \quad (F1)$$

where the $\Theta$ specifies vector addition in the nine-dimensional space, to be distinguished from the ordinary plus sign signifying addition of three-dimensional vectors, as, e.g., in Eqs. (28) - (29).

It is convenient to denote the coordinates in this nine-dimensional space by $s_a$, $a = 1, \ldots , 9$, in the order respectively $x_1$, $x_2$, $x_3$, $y_1$, $y_2$, $y_3$, $z_1$, $z_2$, $z_3$. Similarly, the nine-dimensional unit vectors will be denoted by $v_a$, $a = 1, \ldots , 9$, in the order $i_1$, $i_2$, $i_3$, etc. Then (F1) can be rewritten as

$$\mathcal{L} = \sum_a v_a s_a = \mathcal{L} S \quad (F2)$$
where I now use matrix notation, with \( s \) a column matrix composed of \( s_1, \ldots, s_7 \), and \( \tilde{w} \) the transpose (T) of the column \( \tilde{y} \) -- now composed of the vectors \( \tilde{x}_1, \ldots, \tilde{x}_n \).

In the above configuration space, the six-dimensional subspace independent of \( \tilde{y} \) is found by writing (F2) in terms of, e.g., \( \tilde{x}_1, \tilde{x}_{12}, \tilde{x}_{123} \). More precisely, define the primed quantities \( s_1', \ldots, s_9' \) by

\[
\begin{align*}
\tilde{R} & \equiv (X, Y, Z) \equiv (s_1', s_4', s_7') \\
\tilde{x}_{12} & \equiv (x_{12}, y_{12}, z_{12}) \equiv (s_2', s_5', s_8') \\
\tilde{q}_{12} & \equiv (q_{x}, q_{y}, q_{z}) \equiv (s_3', s_6', s_9')
\end{align*}
\]

Then \( s' \) and \( s \) are related by a nine-dimensional linear transformation

\[
\begin{equation}
\begin{bmatrix}
\tilde{W} & \tilde{W} & \tilde{W}
\end{bmatrix}
\begin{bmatrix}
s'
\end{bmatrix} =
\begin{bmatrix}
s
\end{bmatrix}
\end{equation}
\]

where, from Eqs. (12), (25a) and (29b), the \( 3 \times 3 \) matrix

\[
\begin{equation}
\tilde{w} =
\begin{pmatrix}
\frac{m_1}{M} & \frac{m_2}{M} & \frac{m_3}{M} \\
\frac{M}{1} & \frac{M}{-1} & \frac{M}{0} \\
\frac{-m_1}{M_1+m_2} & \frac{-m_2}{M_1+m_2} & \frac{1}{M_1+m_2}
\end{pmatrix}
\end{equation}
\]

Substituting in (F2)

\[
\begin{equation}
\tilde{y} = \tilde{w} \tilde{W}^{-1} s' = \tilde{w}' s'
\end{equation}
\]
when [remembering the transpose of a row is a column]
\[ \mathbf{W}^T \mathbf{W}^{-1} = \mathbf{W}' \]
\[ \mathbf{W}' = \mathbf{W}^{-1} \mathbf{W} \]  \\
(75d)

Putting \( \mathbf{F} = (s'_4, s'_7) = 0 \) in (75a) gives the six-dimensional subspace of vectors depending only on \( \mathbf{s}'_{12}, \mathbf{s}'_{12} \). Putting \( \mathbf{s}'_{12}, \mathbf{s}'_{12} = 0 \) in (75a) yields the three-dimensional subspace of vectors depending only on \( \mathbf{u}' \). However, because \( \mathbf{W} \) from Eqs. (74) is not an orthogonal transformation, the subspace independent of \( \mathbf{u}' \) is not orthogonal in the usual sense to the subspace depending only on \( \mathbf{u}' \). To be exact, the scalar product between a vector depending only on \( \mathbf{u}' \) and a vector independent of \( \mathbf{u}' \) need not be zero.

For this reason, it is useful to introduce a new nine-dimensional space spanned by \( \mathbf{u}' \), \( \mathbf{u}'_{12}, \mathbf{u}'_{12} \). Points \( \mathbf{r}' \) in this second nine-dimensional space can be written as

\[ \mathbf{r}' = \mathbf{r}_1' \mathbf{y}_l' \mathbf{z}_l' \mathbf{x}_1' \mathbf{y}_l' \mathbf{z}_l' \mathbf{x}_2' \mathbf{y}_l' \mathbf{z}_l' \mathbf{x}_3' \mathbf{y}_l' \mathbf{z}_l' \]
\[ = \sum \mathbf{u}'_a \mathbf{s}'_a = \mathbf{u}' \mathbf{s}' \]  \\
(76)

where \( \mathbf{s}'_1, \mathbf{s}'_7, \) etc., are a set of nine mutually orthogonal unit vectors in the second space, whose ordering in terms of \( \mathbf{u}'_a \) is obvious. The difference between (76) and (75a) lies solely in the fact that \( \mathbf{y}' \) from (75b) are not an orthonormal set, whereas \( \mathbf{y}' \) in (76) have been chosen orthonormal. As a result, the primed space is essentially different from the unprimed space, i.e., in general points \( \mathbf{r}' \) and \( \mathbf{r} \) corresponding to the same original three-
dimensional locations of particles 1, 2, 3 cannot be identical (having the same magnitude and direction) nine-dimensional vectors. For any choice of \( x' \) in (F6), however, there is a one-to-one correspondence between points in the unprimed and primed spaces. In the primed space, moreover, the subspaces independent of \( \tilde{w} \) and depending only on \( \tilde{w} \) obviously are orthogonal.

On the other hand, the primed and unprimed spaces can be made identical by simple transformations. Specifically, to every point in the nine-dimensional \( \tilde{x} \)-space there corresponds a nine-dimensional point:

\[
\tilde{\rho} = \tilde{\rho}_1 \oplus \tilde{\rho}_2 \oplus \tilde{\rho}_3 = \tilde{\omega} \tilde{F} \tilde{s}
\]

(F7a)

where

\[
F = \left( \frac{2}{h^2} \right)^{1/2} \begin{pmatrix} f \\ f \\ f \end{pmatrix}
\]

(F7b)

\[
f = \begin{pmatrix} \sqrt{m_1} \\ \sqrt{m_2} \\ \sqrt{m_3} \end{pmatrix}
\]

(F7c)

Evidently the components of \( \tilde{\rho} \) in (F7a) are identical with those defined
by (253). Similarly, to every point in the nine dimensional \( \mathcal{Z} \)-space there corresponds

\[
\rho' = \left( \frac{2M}{h^2} \right)^{1/2} R \oplus \left( \frac{2\mu_{12}}{h^2} \right)^{1/2} \gamma_{12} \oplus \left( \frac{2\mu_{3R}}{h^2} \right)^{1/2} \gamma_{12} = \mathcal{V} G S'
\]

where

\[
\mathcal{G} = \left( \frac{2}{h^2} \right)^{1/2} \begin{pmatrix} q_1 \\ q_2 \\ q_3 \end{pmatrix}
\]

\[
\mathcal{G} = \begin{pmatrix} \sqrt{M} \\ \sqrt{\mu_{12}} \\ \sqrt{\mu_{3R}} \end{pmatrix}
\]

Then \( \rho \) and \( \rho' \) can be made identical nine-dimensional vectors by appropriate choice of the orthonormal set \( \gamma' \).

To prove this last assertion I note that, directly from their defining equations, one can verify that

\[
m_1 \gamma_1^2 + m_2 \gamma_2^2 + m_3 \gamma_3^2 = M R^2 + \mu_{12} \gamma_{12}^2 + \mu_{3R} \gamma_{12}^2
\]
which in our nine-dimensional matrix notation is

\[ \hat{S} F^2 S = \hat{S}' G^2 S' \]  

(H20b)

Hence

\[ F S = U' G S' \]  

(F10a)

where \( U' \) is an orthogonal transformation. Using (F4a)

\[ W = G^{-1} U' F \]  

(F10b)

\[ U'^{-1} = G W F^{-1} \]  

(F10c)

which yields

\[ U'^{-1} = \begin{pmatrix} U^{-1} & 0 & 0 \\ 0 & U^{-1} & 0 \\ 0 & 0 & U'^{-1} \end{pmatrix} \]  

(F11a)

\[ U'^{-1} = \begin{pmatrix} \sqrt{m_1} & \sqrt{m_2} & \sqrt{m_3} \\ \sqrt{m_1} & \sqrt{m_2} & \sqrt{m_3} \\ \sqrt{m_1} & \sqrt{m_2} & \sqrt{m_3} \end{pmatrix} \]  

(F11b)
One easily verifies that (F11b) indeed is orthogonal. Thus (F7a) and (F8a) will be identical if

\[ \overline{\tilde{\omega}} F_s = \overline{\tilde{\omega}}' G s' = \overline{\tilde{\omega}}' G W s = \overline{\tilde{\omega}}' G G^{-1} U^{-1} F_s = \overline{\tilde{\omega}}' U^{-1} F_s \]  

(F12a)

i.e., if

\[ \overline{\tilde{\omega}}' = \overline{\tilde{\omega}} U' \]  

(F12b)

\[ \overline{\omega}' = U^{-1} \overline{\omega} \]  

(F12c)

The above proves that \( \overline{\tilde{\omega}}' \) indeed can be made identical with \( \overline{\omega} \).

Once this result, which does require proof, is in hand, it follows that \( \overline{\tilde{\omega}} \) defined by (25d) can be written in the form

\[ \overline{\tilde{\omega}} \overline{\omega} = \left( \frac{2M}{\hbar^2} \right)^{\nu^2} R \oplus \overline{\overline{\omega}} \]  

(F13)

where \( \overline{\omega} \) is given by (102c), and therefore really has the desired properties of being independent of... as well as orthogonal to...\( \overline{\omega} \).

The second equality in (102d) then follows by symmetry, recognizing that the orientations of the basis vectors in the 1, 2 and 2, 3 representations of course must be consistent with the foregoing.
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