
COMPARISON OF METHODS FOR 
IDENTIFYING PILOT DESCRIBING 
FUNCTI OM CLOSED-LOOP 

S 

M e  D 



1. Report No. 2. Government Accession No. 
NASA TN D-6235 

I I 
4. Title and Subtitle 1 5. Report Date 

3. Recipient's Catalog No. 

CQMPARISON OF MXTHODS FOR IDENTIFYING PILOT 
DESCRIBING FUNCTIQNS FROM CLOSED-LOOP QPERATING 
RECORDS 

March 1971 
6, Performing Organization Code 

March 1971 CQMPARISON OF MXTHODS FOR IDENTIFYING PILOT I DESCRIBING FUNCTIQNS FROM CLOSED-LOOP QPERATING I 6, Performins Orqanization Code I RECORDS 

7. Author(s) 
Rodney C. Wingrove 

- 
9. Performing Organization Name and Address 

8. Performing Organization Report No. 
A- 3578 

IO. Work Unit No. 

125- P 9- 01- 16-00- 21 
NASA Ames Research CeRter 
Moffett Field, Calif., 94035 

12. Sponsoring Agency Name and Address 

11. Contract or Grant No. 

13. Type of Report and Period Covered 
Technical Note 

National Aeronautics and Space Administration 
Washington, D. C. ,  20546 

14. Sponsoring Agency Code 

I 
15. Supplementary Notes 

16. Abstract 
This report considers the problem of identifying the relationship between the pilot's input 

and output when he performs routing tracking tasks while controlling a system with dynamics 
approximating those of an airplane. A difficulty in using only the measured input and output 
data is that any extraneous output noise by the pilot is transferred through the control loop 
and results in an identification bias e r ro r .  In this report three different identification methods 
are used to  compare the amount of bias e r ror .  The three methods, which a re  the parameter 
model, orthogonal filters, and impulse-response techniques, are applied to  the identification 
of both simulated (i. e . ,  known) systems and piloted systems. 

upon the assumed system model. The bias e r r o r  is reduced when the model used in  the 
identification method has the same form (i. e . ,  same number of coefficients, dynamic 
elements, etc.) as that of the simulated system. The parameter model method incorporates 
such a restricted model and consistently has the minimum bias e r ror .  The orthogonal filters 
and impulse-response methods allow, respectively, more general model forms and have more 
bias e r ror .  

from representative tracking task data from both single-input and two-input control tasks 
with various levels of external disturbances. The results appear satisfactory even when the 
primary excitation comes from the pilot's own output noise. 

The identification of simulated systems illustrates that the amount of bias e r ro r  depends 

The three identification methods a re  shown to  estimate pilot describing functions adequately 

Identification Unclassified-Unlimited 
Pilot dynamics 
Closed-loop dynamics 
Flight test data 
Pilot describing functions 

* 
For sale by the National Technical Information Service, Springfield, Virginia 22151 





TABLE OF CONTENTS 

Bage 

IDENTIFICATION METHODS * - .  ., . . e .. e . . (. e 3 

ParameterModel. . . . . a . (. , - e a e I . 4 

Orthogonal Filters. . . . . , e e e . , a 4 

Impulse Response. a . . * e e e . . a . L1 a a 5 

IDENTIFICATION OF A KNOWN SYSTEM . .) e . . e I )  e e . . a . 5 

IDENTIFICATION OF PILOTED TRACKING DATA. e (I . a . . . e e ., 7 

Single-Input Task . e . . . a . . e I . e . . . . e e . 8 

Two-Input Task e e . . . . . a . e . . e . . (I , . . 9 

APPLICATION TO A PILOT TASK WITH NO EXTERNAL DISTURBANCE e e . a . * 11 

CONCLUDING REMARKS a e . . . . e I) . e . . . e e e . . , a . 12 

APPENDIX A - COMPUTER PROCESSING EQUATIONS . . e (I e e e a 14 

MULTIPLE REGRESSION . . e e . . e jl . a e . . * . e . a a 14 

QUASILINEARIZATION. I) a e . a e a . e (I e - e . e a e e 17 

APPENDIX B - SELECTION OF THE TIME SHIFT h . e . e a e e I a 19 

REFERENCES a e .  I * .  e I) a e a - a e a e - (I a 20 

TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  22 

FIGURES. I) e a a e a e (I e e a a e I) $ 23 

iii 





NOMENCLATURE 

T 

t 

At 

h 

coefficients (with parameter model) 

coefficients (with orthogonal filters) 

pi lot describing function 

impulse response function 

controlled element describing function 

external disturbance 

internal noise (pilot remnant) 

autocorrelation function of  i(t) 

autocorrelation function of n (t) 

system output 

total run length, sec 

time, sec 

error signal (input to pilot) 

controller deflection (output of pilot) 

residual 

digitizing increment, sec 

time shift used during analysis, sec 

memory time, sec 

noise correlation time, sec 

time delay of pilot, sec 

time constants with orthogonal filters, sec 

cross-power spectrum of  i(t) and x(t) 

cross-power spectrum of  i(t) and y(t) 

cross-power spectrum of  i(t) and r(t) 

V 



cross-power spectrum of  i 2 ( t )  and r 2 ( t )  

power spectrum of  i ( t )  

power spectrum of i 2 ( t )  

estimated value 

T 
( l 2  at 1 variance,  - 

<* T 

inner  loop 

outer  loop 

v i  



COMPARISON OF METHODS FOR IDENTIFYING PILOT DESCRIBING FUNCTIONS 

FROM CLOSED-LOOP OPERATING RECORDS 

Rodney C. Wingrove 

Ames Research Center 

This repor t  considers t he  problem of ident i fy ing  the  re la t ionship  between 
the  p i l o t ' s  input and output when he performs rout ing t racking tasks  while 
cont ro l l ing  a system with dynamics approximating those of an airplane.  
d i f f i c u l t y  i n  using only t h e  measured input and output data  i s  t h a t  any extra-  
neous output noise  by the  p i l o t  i s  t ransfer red  through the  control  loop and 
r e s u l t s  i n  an i d e n t i f i c a t i o n  b i a s  e r ro r .  
i d e n t i f i c a t i o n  methods a r e  used t o  compare the  amount of b ias  e r ro r .  
th ree  methods, which a r e  t h e  parameter model, orthogonal f i l t e rs ,  and impulse- 
response techniques, a r e  applied t o  the  i d e n t i f i c a t i o n  of both simulated 
( i * e * ,  known) systems and p i lo t ed  systems. 

A 

In  this repor t  t h ree  d i f f e r e n t  
The 

The i d e n t i f i c a t i o n  of simulated systems i l l u s t r a t e s  t h a t  the  amount of 
b ias  e r r o r  depends upon t h e  assumed system model. 
when the  model used i n  the  iden t i f i ca t ion  method has t h e  same form ( i . e . ,  same 
number of coe f f i c i en t s ,  dynamic elements, e t c . )  as  t h a t  of t h e  simulated 
system. The parameter model method incorporates such a r e s t r i c t e d  model and 
consis tent ly  has the  minimum b ia s  e r ro r .  
response methods allow, respect ively,  more general model forms and have more 
b ias  error.  

The b i a s  e r r o r  i s  reduced 

The orthogonal f i l t e rs  and impulse- 

The three  i d e n t i f i c a t i o n  methods are shown t o  estimate p i l o t  descr ibing 
functions adequately from representat ive t racking t a sk  da ta  from both s ingle-  
input and two-input control  tasks  with various leve ls  of external  disturbances.  
The r e s u l t s  appear s a t i s f a c t o r y  even when t h e  primary exc i ta t ion  comes from 
the  p i l o t ' s  own output noise.  

INTRODUCTION 

The input-output response of a p i l o t  must be regarded as  random, 
nonlinear,  and dependent on t h e  task he i s  performing. Many previous s tud ies  
have shown t h a t  t h i s  type of response can be represented appropriately with a 
quas i l inear  system modeled by a l i n e a r  element (describing function) and a 
remnant term (output no ise) .  
i den t i f i ed  from records obtained i n  ground-based simulators ( re f  a 1) and 
f l i g h t  t e s t s  ( r e f .  2) wherein carefu l ly  control led ex terna l  forcing functions 
a re  used t o  exc i t e  t he  p i lo t -vehic le  system, The p i l o t  describing functions 
are  measured by comparing t h e  input and output s igna l s  o f  t h e  p i l o t  with t h e  

The p i l o t  describing functions usual ly  have been 



known forc ing  funct ion.  
i d e n t i f i c a t i o n  due t o  any co r re l a t ion  of t h e  input  s igna l  with the  p i l o t r s  
noise.' 
p i l o t  descr ibing funct ions.  

This technique minimizes those e r r o r s  i n  

Reference 3 i s  a good review o f  t h i s  work and summarizes the  measured 

Most o ther  methods ( re fs .  4-12) f o r  measuring p i l o t  descr ibing funct ions 
depend on random disturbances ( e q g e  aerodfiamic turbulence,  propulsive d i s -  
turbance) t o  e x c i t e  t h e  p i lo t -veh ic l e  system, These methods compute the  
descr ibing funct ion o f  t he  p i l o t  from only h i s  input  and output s i g n a l s ,  
ever ,  t he re  is  a fundamental e r r o r  i n  i d e n t i f i c a t i o n  because t h e  output noise  
o f  t h e  p i l o t  i s  t rznsmi t ted  through t h e  cont ro l  loop and co r re l a t e s  with t h e  
p i l o t ' s  input  and output s igna l s ,  thereby causing a b i a s  e r r o r  i n  i d e n t i f i c a -  
t i on .  Reference 4 has shown t h a t  t h i s  b i a s  e r r o r  w i l l  be small i f  t h e  ampli- 
tude o f  t he  p i l o t ' s  noise  i s  small compared with t h e  amplitude of  t h e  o the r  
random dis turbances i n  t h e  cont ro l  loop. 

How- 

During rou t ine  f l i g h t - t e s t  operat ions,  t h e r e  are no ca re fu l ly  .'controlled 
forcing funct ions and even t h e  random externa l  dis turbance may be q u i t e  small 
s o  t h a t  t he  p r inc ipa l  system exc i t a t ion  may come from t h e  p i l o t P s  output no ise ,  
Reference 5 has shown t h a t ,  i n  t h i s  s i t u a t i o n ,  it s t i l l  may be poss ib le ,  under 
c e r t a i n  condi t ions,  t o  determine t h e  p i l o t  descr ibing funct ion without incur-  
r i n g  an unacceptable i d e n t i f i c a t i o n  e r r o r .  
computer processing i s  constrained t o  i d e n t i f y  only phys ica l ly  r ea l i zab le  
descr ibing funct ions,  t he  i d e n t i f i c a t i o n  e r r o r  can be reduced by s h i f t i n g  t h e  
input  s igna l  during t h e  computer processing an amount approximately equal t o  
the  time delay o f  t h e  p i l o t .  The theory shows t h a t  t h e  i d e n t i f i c a t i o n  e r r o r  
can be made small, by t h e  time s h i f t  procedure, i f  t h e  co r re l a t ion  time of 
p i l o t ' s  no ise  i s  small ( i e e a 9  near  "white" noise)  compared with the  sum of a l l  
time delays through t h e  cont ro l  loop. A somewhat d i f f e ren t  approach i n  refer- 
ence 6 ind ica ted  t h a t  i f  t h e  form o f  the  i d e n t i f i c a t i o n  model (e ,g ,  number of  
coe f f i c i en t s ,  dynamic elements) used i n  t h e  computer processing were 
r e s t r i c t e d  t o  be the  same as t h a t  of t h e  ac tua l  p i l o t ' s  descr ibing function, 
then t h e  i d e n t i f i c a t i o n  b i a s  e r r o r  may a l s o  be reduced. 
ences 5 and 6 have shown, i n  effect ,  t h a t  t h e  i d e n t i f i c a t i o n  e r r o r  may be 
s t rongly  a f f ec t ed  by t h e  cons t r a in t s  i n  t h e  i d e n t i f i c a t i o n  model. 

Reference 5 showed t h a t  when t h e  

The s tud ie s  i n  refer-  

This r epor t  compares t h e  r e s u l t s  obtained from t h r e e  i d e n t i f i c a t i o n  
methods which d i f f e r  i n  the  cons t r a in t s  placed on t h e  descr ibing function 
model. The impulse response method ( r e f s ,  4 ,  5 ,  10, and 11) assumes only t h a t  
t he  descr ibing funct ion i s  phys ica l ly  r e a l i z a b l e  ( i . e . ,  t h e  impulse response 
is  constrained t o  be zero f o r  negat ive time, re f .  5 ) .  A more constrained 
model i s  obtained with the  orthogonal f i l t e r  method ( r e f s ,  7 and 9)  which 
assumes, i n  addi t ion ,  t h a t  t h e  descr ibing funct ion can be represented by a 
f i n i t e  series of  orthogonal f i l t e r s ,  The most constrained model i s  obtained 
with t h e  parameter model method ( r e f s ,  6 ,  8, 12) which assumes t h a t  t h e  
descr ibing funct ion can be represented by one spec i f i ed  model form (a  simple 
second-order model i s  used f o r  t h e  r e s u l t s  i n  t h i s  r e p o r t ) ,  
methods w i l l  be appl ied with t h e  time s h i f t  procedure used i n  reference 5,  

These t h r e e  
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This r epor t  first descr ibes  t h e  th ree  i d e n t i f i c a t i o n  methods and appl ies  
them i n  t h e  i d e n t i f i c a t i o n  of  both simulated and p i lo t ed  systems. 
f i c a t i o n  of  t h e  known systems w i l l  be used t o  show t h e  e f f ec t  of  t h e  output 
noise  ( r e l a t i v e  magnitude and spectrum) on t h e  i d e n t i f i c a t i o n  b i a s  e r r o r ,  
These r e s u l t s  w i l l  be compared with t h e  theory of  reference 5 and w i l l - a l s o  
be used t o  show how the  cons t ra in ts ,  incorporated within each method, a.ffect 
the i d e n t i f i c a t i o n  e r r o r ,  The i d e n t i f i c a t i o n  o f  p i lo t ed  systems w i l l  i l l u s -  
t r a t e  t h e  appl ica t ion  of  these  methods f o r  representa t ive  s ingle- input  and 
multi- input t racking t a sks ,  

The iden t i -  

<a 

IDENTIFICATION METHODS 

Before ou t l in ing  t h e  th ree  i d e n t i f i c a t i o n  methods used i n  t h i s  repor t ,  
we s h a l l  b r i e f l y  discuss  the  p i l o t e d  cont ro l  system elements. 
presents  a block diagram of  the  p i l o t  i n  a representa t ive  compensatory 
t racking t a sk  t ry ing  t o  cont ro l  h i s  output 
s igna l  x ( t )  i s  kept near  zero. Generally, t h e  input-output c h a r a c t e r i s t i c s  
of t he  p i l o t  must be considered as complex, nonl inear ,  and t i m e  varying.. 
ever,  f o r  t h e  purposes of modeling, it i s  common p r a c t i c e  t o  assume t h a t  h i s  
c h a r a c t e r i s t i c s  can be represented by a quas i l i nea r  system ( r e f .  3 ) ,  This 
mathematical model contains t h e  l i n e a r  element G and t h e  noise  source n ,  
The element G(jw), which i s  ca l l ed  t h e  p i l o t  descr ibing function, '  i s  t h e  
frequency response of  a l i n e a r  constant coe f f i c i en t  system t o  t h e  input  
The term n ( t )  
and t h e  output of  t h e  descr ibing function G(jw) driven by x ( t )  I Thus, 
n ( t )  
addi t ive  noise  i n  t h e  output of  t h e  p i l o t ,  

Figure 1 

y ( t )  s o  t h a t  t he  input  e r r o r  

How- 

x ( t ) .  
represents  t he  difference between output o f  t h e  p i l o t ,  y ( t ) ,  

accounts f o r  remnant terms such as non l inea r i t i e s ,  time va r i a t ions ,  and 

The cont ro l led  system i s  mathematically character ized by t h e  constant 
l i n e a r  element H and t h e  noise  source i ,  The time h i s t o r y  i ( t )  accounts 
fo r  non l inea r i t i e s  and time va r i a t ions  i n  t h e  cont ro l led  element, time-varying 
commands, and a l l  disturbances from aerodynamics, propulsion, e tc . ,  ex te rna l  
t o  t h e  p i l o t .  

In  t h i s  r epor t ,  we s h a l l  use each o f - the  th ree  methods t o  compute from 
the  records x ( t )  and y ( t )  an estimate G(jw) t h a t  represents  t h e  b e s t  
l i n e a r  r e l a t ionsh ip  between x ( t )  and y ( t ) .  sfBest" here  means t h a t  the  
i n t e g r a l  of  t h e  squared r e s idua l ,  

T 
E 2  ( t )  d t  l 

T 
- 
E2 = - 

'Technically, G (jw) represents  a random input  descr ibing funct ion 
because random, r a t h e r  than s inusoida l ,  s igna l s  are used here  (see r e f .  3 ) .  
Also, t o  avoid addi t iona l  notat ion,  terms such as G(jw) and H(jw) w i l l  be 
used t o  represent  both t h e  t r a n s f e r  functions of  l i n e a r  systems and the  
descr ibing funct ions o f  nonl inear  systems. 
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i s  minimized over a given record length,  where 
the  ac tua l  record y ( t )  and t h e  output of  t h e  system G(jw) exci ted by x ( t ) .  
The fpllowing discussion w i l l  b r i e f l y  describe t h e  formulation of t he  th ree  
methods f o r  the  i d e n t i f i c a t i o n  of s ingle- input  single-output systems. The 
formulation f o r  multi- input systems (e.g. ,  two input ,  one output) along with 
the  d e t a i l s  of t he  computer programing i s  fu r the r  described i n  appendix A .  

E(t) i z  t he  d i f fe rence  between 

Parameter Model 

The parameter Bodel method assumes a p a r t i c u l a r  descr ibing function model 
f o r  t h e  p i l o t  dynamics and then solves f o r  t he  parameter i n  t h a t  model. 
model2 used f o r  t h e  r e s u l t s  i n  t h i s  repor t  has t h e  form 

The 

Estimates of t h e  parameters a l ,  a2, a3, a4 are determined, as shown i n  
appendix A ,  by a quas i l inear iza t ion  technique. The time s h i f t  X accounts 
fo r  any pure time delay i n  
f o r  X is  i l l u s t r a t e d  i n  appendix B. 

G(jw). A method f o r  choosing an appropriate  value 

The parameter model method is  r e s t r i c t e d  i n  t h a t  only a l imited s e t  0.f 
systems., which have the  spec i f ied  form of equation (l), can be adequately 
i d e n t i f i e d  . 

Orthogonal F i l t e r s  

The orthogonal f i l t e r  method i s  somewhat more general  than the  parameter 
model method. 
a s e r i e s  of t r a n s f e r  functions of t he  form 

I t  assumes t h a t  t he  unknown system dynamics can be modeled by 

This s e r i e s  i s  commonly ca l led  a s e t  of Kautz (or  l i nea r ly  independent) 
f i l t e r s .  Estimates of the  parameters b l ,  b2, b3,. . . etc., are determined, 
as shown i n  appendix A,  by a mult i regression technique. 
t h i s  repor t ,  t he  f irst  f i v e  f i l ters  i n  t he  s e r i e s  were used. 
t he  time constants ~1~ T ~ ,  . ~5 were taken (following r e f .  7) as 1, 0.5, 
0.25, 0.125, 0.0625 sec, respec t ive ly .  

For the  r e s u l t s  i n  
The values of 

2This model form appears t o  be reasonable for the  r e s u l t s  i n  this  
report ;  however, the  b e s t  model form w i l l  depend somewhat on each p a r t i c u l a r  
s i t u a t i o n .  

4 



Impulse Response 

The impulse response method assumes a very general  input-output , 
r e l a t ionsh ip  t h a t  can be represented by t h e  form i 

Here 
T < 0 ( i . e o 9  g(T) i s  c m s t r a i n e d  t o  be a phys ica l ly  r e a l i z a b l e  system) and 
a l so  zero f o r  T > T~ ( i S e . >  a f i n i t e  memory time T ~ ) .  The estimates f o r  
t he  impulse response function, as described i n  appendix A, a r e  ca lcu la ted  a t  
d i s c r e t e  times, g ( O ) ,  g(At), g(2At), etc. For t h e  r e s u l t s  i n  t h i s  r epor t ,  t h e  
estimates were made at 20 d i s c r e t e  poin ts .  

g( - r )  i s  an impulse response function t h a t  is  assumed t o  be zero f o r  

IDENTIFICATION OF A KNOWN SYSTEM 

In  order  t o  i l l u s t r a t e  t he  r e s u l t s  t o  be expected from each method j u s t  
discussed, w e  s h a l l  first consider an example where t h e  p i l o t  dynamics a r e  
simulated; t h a t  is, where the  describing function t o  be i d e n t i f i e d  is  known. 
For t h i s  example, t h e  elements G and H were3 

and 
j w  + 0.585 

H(jw) = j w  [(jw)2 + 0.592 j w  + 0.5841 

The dynamics f o r  t h i s  example were simulated on a d i g i t a l  computer. 
output of a random noise  program was appropriately f i l t e r e d  t o  obta in  t h e  
desired spectrums f o r  n ( t )  and i ( t ) .  The r e s u l t i n g  records f o r  x ( t )  and 
y ( t )  
determine t h e  es t imate ,  G(jw) a 

The 

were used with t h e _ t h r e e  methods, as described i n  appendix A,  t o  

Figure 2 presents t h e  computed magnitude I6(jw) I and phase angle 
9: (?(jw) as functions of frequency. Also shown f o r  comparison are t h e  magni- 
tude IG(jw) I and phase angle 0: G(jw) of  t he  ac tua l  system. Two cases were 
simulated i n  order  t o  i l l u s t r a t e  t h e  e f f e c t  of t h e  exc i t a t ion  source onbthe 
i d e n t i f i c a t i o n  e r r o r .  In  t h e  first case, t h e  system dynamics are exc i ted  by 
both the  ex terna l  no ise  source i ( t )  and t h e  i n t e r n a l  noise source n(t.). 
In the  second case, t h e  dynamics are only exc i ted  by t h e  i n t e r n a l  no ise ' source  
n ( t )  and i ( t )  = 0. 

3The dynamics of  G and H were taken t o  be nea r  those of t h e  p i lo t ed  
system i n  t h e  next example. 
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Figure 2(a) presents  t h e  results f o r  t he  case i n  which t h e  system is  
exci ted by both t h e  in t e rna l  noise  source and t h e  external  noise  source,  
f igFre shows t h a t  with t h i s  moderate amount of external  disturbance 
(T2 = 0,s iT2) t he  estimated describing €unctions 
the  a t t u a l  system describing function G(jw), 
pararheter model method provides a near ly  per fec t  match with the  ac tua l  system 
G(jw). The estimates derived by t h e  orthogonal f i l e e r s  and impulse-response 
methods show only snaall differences between These d i f f e r -  
ences a r e  probably due t o  modeling e r r o r  ( i . e . ,  these  methods cannot exact ly  
match t h e  ac tua l  system model), and, because the re  is  a b i a s  e r ro r ,  due t o  the  
feedback of n( t ) -  through t h e  control  loop, The e f f e c t  of t h i s  b i a s  e r r o r  
is  discussed i n  more d e t a i l  with t h e  next case,  

This 

6(jw) a re  generally near 
The estimate derived by t h e  

e(jw) and G(jw). 

Figure 2(b) presents  t he  r e s u l t s  f o r  t he  case i n  which t h e  system is  
exci ted by the  in t e rna l  noise  source and there  i s  no external  d i s tu r -  
bance, i ( t )  = 0,  This f igure  shows t h a t  with only an i n t e r n a l  exc i ta t ion ,  
G ( j w )  may be qu i t e  d i f f e ren t  from G(jw). This difference,  or * ' ident i f ica-  
t i o n  b i a s  e r ror ,? '  i s  due t o  ( r e f .  5 )  t h e  noise  n ( t )  being t ransmit ted 
through the  control  loop producing a co r re l a t ion  between n ( t )  and x ( t ) ,  so 
t h a t  t he  estimate tends t o  measure the  negative inverse of t h e  a l t e r n a t e  path,  
- l / H >  r a the r  than measure t h e  ac tua l  system G .  
e r r o r  i s  most c l e a r l y  seen f o r  t h e  measured magnitude shown on the  top of 
f i gu re  2(b) e 

system /G(jw) I toward the  curve shown f o r  1 l/H(jw) I e 

n ( t )  

The iden t i f i ca t ion  b i a s  

The estimates l G ( j w )  I generally tend away from the  actual  

The analysis  i n  reference 5 has shown t h a t  t he  amount of  b i a s  e r r o r  
depends upon the  re la t ionship  between the cor re la t ion  time, T ~ ,  of t he  naise 
and the  time delay, T G )  i n  t h e  control  loop, 
t h i s  b i a s  e r r o r  can be wr i t ten  as 

An m a l y t i c a l  expression f o r  

ac tua l  system b i a s  e r ro r  

The primary assumptions i n  fomula t ing  t h i s  expression ( r e f .  5) are; 
(1) i ( t )  = 0, (2)  h = T G ~  (3) the  estimate 
physical ly  r ea l i zab le ,  and (4) H ( j w )  i s  minimum phase. 

8 ( j w )  i s  constrained t o  be 

The magnitude of the  b i a s  e r r o r  i s  d i r e c t l y  r e l a t ed  t o  the  constant 
f a c t o r  e-Tn/TGa 
r e l a t i o n  time T~ of the  noise and the  time delay T~ i n  t he  simulated 
system were taken as 0.2 second, 
two q u a n t i t i e s  on the  i d e n t i f i c a t i o n  e r r o r ,  several  runs were made with o ther  
values of T~ and T~~ Figure 3(a) presents  r e s u l t s  f o r  various values of T~ 

with T~ held constant a t  0.2 sec.  Figure 3(b) presents  r e s u l t s  f o r  various 
vslues of T~ with T~ held constant a t  0 . 2  sec ,  The estimated magnitude 
I G l  i s  presented a t  one frequency, w = 1 rad/sec.  
th ree  i d e n t i f i c a t i o n  methods a re  shown i n  comparison with the  theory (eq.(4)) 
and with the  ac tua l  value f o r  the  system (]GI = 8.4 dB) a t  

For the  simulated examples shown i n  f igure  2 ,  both the  cor- 

In order t o  i l l u s t r a t e  t he  e f f e c t  of these 

These estimates from the  

w = 1 rad/sec,  
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The r e l a t i v e  effects of no ise  co r re l a t ion  time T~ and the time delay 
'CG a re  apparent i n  f igu re  3. Increases i n  the  noise  t i m e  constant T~ are 
seen i n  f igu re  3 (a ) ,  t o  increase the  b i a s  e r r o r .  The e r r o r  w i l l  only be neg- 
l i g i b l e  when Tn i s  near  zero, t h a t  i s ,  when the  noise  spectrum is  near  
"white." Increasing the  time delay T~ ( f i g .  3(b)) decreases the  i d m t i f i c a -  
t i o n  e r r o r .  The t rends i n  f igures  3(a) and 3(b) follow the  theo re t i ca l  con- 
s ide ra t ions  t h a t  t he  i d e n t i f i c a t i o n  e r r o r  w i l l  be small when the noise  time 
constant i s  small compared with the  t i m e  delay through the  control  loop. 

Figure 3 shows th3 t  t he  d i f fe rence  between 161 and I G I  depends s t rongly  
on the  p a r t i c u l a r  i d e n t i f i c a t i o n  method. We can note  t h a t  the  parameter model 
method, i n  which the  model has the  same form as the  ac tua l  system, has an esti- 
mate 161 which i s  cons is ten t ly  c loses t  t o  I G I  . The orthogonal f i l t e r s  and 
impulse-response methods which a re ,  respec t ive ly ,  less constrained, have esti- 
mates 161 f u r t h e r  from I G I  , The curve f o r  t he  theory ( r e f .  5) was derived 
f o r  an est imate  t h a t  i s  constrained only t o  being phys ica l ly  r ea l i zab le .  The 
most general  i d e n t i f i c a t i o n  method, impulse response, i s  seen t o  be near  t h i s  
t h e o r e t i c a l  boundary. (The impulse-response method does not  match t h i s  curve 
exact ly  because of r e s t r i c t e d  memory time T~ noted with eq.  (3) . )  

The r e s u l t s  i n  f igu re  3 show t h a t  the  i d e n t i f i c a t i o n  e r r o r  i s  r e l a t e d  t o  
the  inherent  cons t r a in t s  i n  the i d e n t i f i c a t i o n  model, The i d e n t i f i c a t i o n  
e r r o r  w i l l  be reduced when the  model allowed by the  i d e n t i f i c a t i o n  method i s  
r e s t r i c t e d  t o  a form t h a t  i s  near  t h a t  of  the  p i l o t  dynamics. In  many p r a c t i -  
c a l  s i t u a t i o n s ,  however, t he  exact  form of the  p i l o t  dynamics w i l l  be unknown. 
In such cases, the  more general  methods, such as orthogonal f i l t e r s  and 
impulse response can be used t o  gain in s igh t  and possibly help t o  decide on a 
reasonable form f o r  t he  p i l o t  dynamics. 
appl ica t ions  wherein t h e  combined use of a l l  t h ree  methods a i d  i n  
i d e n t i f i c a t i o n .  

The following examples i l l u s t r a t e  

IDENTIFICATION OF PILOTED TRACKING DATA 

Recorded da ta  from the  simulation study described i n  reference 13 w i l l  be 
used t o  i l l u s t r a t e  the i d e n t i f i c a t i o n  of  p i l o t  descr ibing funct ions.  
example, the  p i l o t  cont ro ls  the  longi tudinal  ax i s  of a simulated j e t  t ranspor t  
a i r c r a f t .  Two cases w i l l  be analyzed. The f irst  case i s  a s ingle- input  
t racking task  wherein the  p i l o t  cont ro ls  the  p i t c h  a t t i t u d e  of t he  a i rcraf t ,  
The second case is  a two-input t racking  task  wherein the p i l o t  cont ro ls  both 
the  p i t c h  a t t i t u d e  and a l t i t u d e  deviat ions o f  t he  a i r c r a f t ,  

In  t h i s  

The r e s u l t s  t o  be presented i n  t h i s  repor t  represent  the  average v-alues 
computed from 12 minutes of t racking da ta  ( fo r  subjec t  A i n  r e f .  13) .  %ere- 
ever poss ib le ,  a comparison w i l l  be made between the  r e s u l t s  computed f o r  t h i s  
paper, and the  r e s u l t s  computed from the  same da ta  i n  reference 13. 
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Single- Input Task 

4n a single- input  compensatory t racking task the  p i l o t  was t ry ing  t o  
control  h i s  manipulator output y ( t )  s o  t h a t  the  a t t i t u d e  e r r o r  s igna l  x ( t )  
(displayed on an oscil loscope) was kept near  zero. 
dynamic%' H had the  form 

The simulated a i r c r a f t  

j w  + 0.585 
H(jw) = j w  [ ( j w ) 2  + 0.592 j w  + 0.5841 

*- 

and i ( t )  ' was a superposit ion of e ight  continuous s ine  waves ( tab le  1) which 
gave a random-appearing s igna l  e 

P i l o t  describing functions computed from the experimental records a re  
presented i n  f igure  4 .  
i n  t h i s  repor t  and f o r  comparison, the r e s u l t s  determined i n  reference 13 a re  
a l so  shown. 

Curves a re  shown f o r  the  three computational methods 

Reference 13 used the  standard cross-spectral  method. The cross-spectra  
Q. (jo) and Q. ( j w )  were computed a t  each frequency contained i n  i ( t )  and 
the  p i l o t  describing function was determined by the  r a t i o  
This method, i n  e f f e c t ,  cor re la tes  the  input x ( t )  and output y ( t )  w i t h  the  
known forcing function i ( t )  and thereby el iminates  the  b ias  e r r o r  i n  iden t i -  
f i c a t i o n .  
th ree  separate  run lengths of  four  minutes each. 
a re  seec t o  have s ign i f i can t  scatter i n  phase angle a t  low frequencies.  
ref. 14 f o r  a discussion of  t h i s  measurement problem.) Except f o r  t h i s  uncer- 
t a i n t y  at the  lower frequencies,  there  is  general ly  good agreement between the  
cross-spectral  r a t i o  Q. (jw)/CPix(jw) and the  estimates G ( j w )  determined by 
the  three  methods i n  t h i s  repor t .  

1 Y  1x 
CP. (jw)/CPix(jw]. 1 Y  

The cross-spectral  measurements, shown i n  f igure  4 ,  were made f o r  
The cross-spectral  r a t i o s  

(See 

l Y  

The res idua l  terms calculated by the three iden t i f i ca t ion  methods f o r  
t h i s  example have the  following values:  

Parameter model 0.145 
Orthogonal f i l t e r s  146 
Impulse response .144 

The resJdual terms, shown normalized with respect  t o  
14-1/2 percent of the  p i l o t s  output. 
the parameter model method i s  about t he  same as  t h a t  f o r  the  o ther  l e s s  
r e s t r i c t e d  methods. 
ind ica tes  t h a t  there  i s  negl ig ib le  modeling e r r o r  with the  paramet:r model 
es t imate .  Because there  i s  good agreement between the  curves of G(jw) i n  
f igu re  4 ,  and a l so  good agreement between the res idua l  values,  it appears t h a t  

y2, represent  about 
I t  i s  in t e re s t ing  t h a t  the  residual  f o r  

As fu r the r  discussed i n  appendix B,  t h i s  good agreement 
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the  chosen form of parameter model s a t i s f a c t o r i l y  represents  the p i l o t  
describing function f o r  t h i s  example, 

One way of ver i fying the  r e s u l t s  f o r  t h i s  example i s  t o  consider the  
response of the  closed-loop system. Let us take,  for convenience, the param- 
e t e r  model estimate from f igure  4 f o r  t h e  p i l o t  descr ibing-funct ion 

49.2 jw + 62.4 e - 0 . 2  j w  
‘(jw) = (jw)2 + 3.65 j w  + 28.4 

With t h i s  function we can then ca l cu la t e  the transfFr function 
input s igna l  i ( t )  and t h e  output s t a t e ,  r ( t ) ,  as G(jw)H(jw)/ 
T h i s  curve i s  compared i n  f igure  5 with the  measured cross-spectral  r a t i o  
Qir (jw) /Qii  (jw) . 
can see good agreement between the  calculated closed-loop response, using 
c ( j u ) ,  and the  r a t i o  Qir(jw)/Gii(ju). 

Within the  s c a t t e r  of these cross-spectral  measurements a we 

Two-Input Task 

Figure 6 i l l u s t r a t e s  the two-input single-output t racking task analyzed 
i n  t h i s  case. The p i l o t  i s  t o  keep both the inputs  x l ( t )  and xZ(t) near 
zero by the  use of  the  manipulator output The simulated inner-loop 
element H I  and the disturbance i l ( t )  are  i d e n t i c a l  t o  those i n  the s ing le-  
input task j u s t  considered. The simulated outer-loop element H 2  had the  form 

y ( t ) .  

2.28 
H2Cju)  = j w ( j w  + 0.585) 

and the input disturbance i 2 ( t )  
( tab le  2) a t  frequencies spaced between those of the e ight  s ine  wave 
frequencies i n  i l  ( t )  . 

was a superposit ion of seven s i n e  waves 

Estimates f o r  t he  p i l o t  describing functions t h a t  were compyted from the  
experimental records are  presented i n  f igure  7.  The estimates G1(jw) of the 
p i l o t  r e s p o p e  t o  the  inner-loop signal are presented i n  f igure  7(a) and the  
estimates G2(jw) 
sented i n  f igu re  7(b).  
from twelve minutes of p i l o t  tracking da ta  (again, subject  A i n  ref. 13).  

of the p i l o t  response t o  the  outer-loop s ignal  are pre-  
These results represent the average values derived 

In f igure  7(a) ,  the  cross-spectral  r e s u l t s  from reference 13 a re  compared 
Signi f icant  s c a t t e r  can be seen i n  with the  r e s u l t s  computed f o r  t h i s  repor t .  

the  cross-spectra  r e s u l t s .  
t ions  r e s t r i c t  the accuracy of these cross-spectral  measurements i n  mulr.iloop 
tasks .  
with each o ther  f o r  frequencies up t o  about 4 rad/sec.  
ences a re  i n  the  estimated magnitude /GI, (jw) I at the  higher frequencies # 

Generally, i n  the mid-frequency region between 0.4 and 4 rad/sec,  the  magnitude 
determined by the three  methods agrees with the  cross-spectral  measurements, 

Reference 13 poin ts  out t h a t  fundamental limita- 

The three methods discussed i n  t h i s  report  a r e  seen t o  agree generally 
The only major d i f f e r -  
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and, except f o r  the  scat ter  i n  the  cross-spectral  measurements of  phase angle 
a t  the  lower frequencies,  agrees with the  phase angle r e s u l t s .  

The estimates made by the  three  methods i n  t h i s  repor t  f o r  t he  p i l o t  
descr ibing function G2(jw) i n  the  outer  loop, f i gu re  7(b), show good agree- 
ment. G 2 ,  which might allow comparison with these resul ts ,  
was not computed i n  reference 13. We can, however, check the v a l i d i t y  of t he  
r e s u l t s  i n  f igu re  7(b) by considering the  estimated dynamics of the  closed- 
loop system. Let us take the  parameter model estimates (from f i g ,  7) f o r  t h e  
p i l o t  descr ibing funct ions 

A measurement of 

With these  values ,  we can then ca l cu la t e  t he  estimated t r a n s f e r  funct ion 
between the  input s igna l  i 2 ( t )  and the  output s t a t e  r 2 ( t )  as 

This curve i s  compared i n  f igu re  8Ca) with the  cross-spectral  r a t i o  
@ .  ( ju)  (jw) Although there  was some scat ter  i n  these c ross -spec t ra l  
measurements, we can see good agreement between the  ca lcu la ted  closed-loop 
response, when 6l(jw) and &(jw) 
r a t i o  e 

12’2 

are used and t h e  computed cross-spectral  

Two externa l  dis turbances,  i l ( t )  and i 2 ( t )  were used t o  exc i t e  t he  
dynamics €or t h e  two-input t racking  da ta  discussed up t o  t h i s  p o i n t ,  We w i l l  
next i l l u s t r a t e  some i d e n t i f i c a t i o n  r e s u l t s  when the  exc i t a t ion  i l ( t )  i s  
removed, For t h i s  s i t u a t i o n ,  which was a l s o  simulated i n  reference 13, e s t i -  
mates were made with the  three  iden t i f i ca t ion  methods of  t h i s  r epor t ,  The 
r e s u l t s  f o r  t h e  orthogonal f i l t e r s  and impulse-response methods were found t o  
agree well with t h e  parameter model r e s u l t s ,  
following estimates derived by the parameter model method only are given 

Again, f o r  convenience, t he  

The total .  closed-loop response, ca lcu la ted  from these  es t imates ,  i s  compared 
i n  figure 8(b) with the  corresponding cross -spec t ra l  r a t i o  @i2r2 (jw)/Qi (jw), 

2 2  
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This f igure  shows very good agreement between the  ca lcu la ted  closed-loop 
response, when G I  (jw) and G2(jw) are used,and t h e  'measured c ross -spec t ra l  
r a t i o ,  
loop dis turbance,  i 2 ( t )  i s  used t o  e x c i t e  t he  closed-loop dynamics. 

This f igu re  ind ica tes  t h a t  t h e  r e s u l t s  a r e  adequate when only an outer  

The i d e n t i f i c a t i o n  f o r  a p i l o t  cont ro l  task  i s  i l l u s t r a t e d  next f o r  t he  
case when the re  a r e  no s i g n i f i c a n t  ex terna l  dis turbances,  i l  o r  i 2 .  This 
i l l u s t r a t i o n  is  i n t e r e s t i n g  because only h i s  output noise  i s  used f o r  system 
exc i t a t ion  ' 

APPLICATION f o  A m o T  TASK WITH NO EXTERNAL DISTURBANCE 

This example uses recorded da ta  from the  simulation study described i n  
reference 15. This simulation represents  a formation f ly ing  task i n  which the 
p i l o t  i s  t ry ing  t o  hold h i s  a i rcraf t  i n  a constant pos i t ion  behind a lead air-  
c r a f t .  Visual cues were presented t o  the  p i l o t  through a c losed-c i rcu i t  t e l e -  
v i s ion  system, and motion cues were appl ied with the Ames six-degrees-of- 
freedom motion device.  For t h i s  example, only t h e  l a t e ra l -d i r ec t iona l  
control  task  w i l l  be analyzed f o r  which the  a i rcraf t  frequency response can be 
approximated as 

The funct ion Hl(jw) approximates the  dynamics from the  p i l o t s s  lateral s t i c k  
def lec t ion  t o  the a i rcraf t  r o l l  a t t i t u d e ,  The funct ion H2(jw) approximates 
the dynamics between r o l l  a t t i t u d e  and the  a i rcraf t  la teral  pos i t i on ,  In t h i s  
simulation, there  were no s ign i f i can t4  ex terna l  noise  sources,  i l  ( t )  o r  i 2  (t) 
so t h a t  t he  primary exc i t a t ion  came from the  p i l o t ' s  output no ise ,  

The est imat ion of two independent funct ions Gl(jw) and G2(ja) presents  a 
fundamental problem i n  t h i s  s i t u a t i o n  because when i 2 ( t )  = 0,  t he  two input  
s igna ls  xl  ( t )  and x2(t)  ( r o l l  angle and l a t e r a l  pos i t ion)  are exac t ly  corre-  
l a t ed .  Solutions with the  general  i d e n t i f i c a t i o n  methods, orthogonal f i l t e r s  
and impulse response, are not  poss ib le  i n  t h i s  s i t u a t i o n  ( i e e * 9  t h e  matrix t o  
be inverted,  eq,  (A2) ,  becomes s ingu la r ) ,  With the  parameter model method, 
however, a so lu t ion  i s  poss ib le  because the  r e s t r i c t e d  parameters i n  the  model 

4There may have been a small disturbance from severa l  sources (simulation 
noise ,  coupling from o the r  axes, long-term d r i f t ,  e t c . ) ;  however, the amplitude 
of the  disturbance was q u i t e  small compared with the  p i l o t P s  output no ise .  
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are s t i l l  l i nea r ly  independent ( i . e m 9  the  matrix,  eq. (AS), is  not s ingular ) .  
The measurements made with the  parameter model give the following r e s u l t s :  

h 3.2 j w  + 5.7 - 0 . 2 j w  
Gl(jw) = (jw)2 + 2 . 2  jw + 13.8 e 

These r e s u l t s  c,annot be ve r i f i ed  as done i n  the  previous example because 
there  are no ex terna l  disturbance sources, i l  ( t )  or i 2  ( t )  , t h a t  would allow 
a l t e r n a t e  cross-spectral  measurements. I t  is  possible,however, t o  gain some 
ins igh t  i n t o  the  adequacy of these r e s u l t s  from the calculated closed-loop 
t r a n s f e r  functions e 

and e 2  (jw) are presented i n  the  upper port ion of f igure  9.  
functions f o r  n t o  y 9  n t o  x l  and TI t o  x2 a re  presented i n  f igures  9 (a ) ,  
9 (b) , and 9 (c) respect ively.  The calculated closed-loop response, when 
e,(jw) and 62(jw) are used, shows amplitude peaks a t  frequencies of 0.5 and 
1.75 rad/sec.  
period closed-loop response of the  combined p i lo t /vehic le  dynamics. 
expect, therefore ,  t o  see large amplitude osc i l l a t ions  a t  these two 
frequencies i n  the operating records.  

These functions,  calculated with the estimates e1 (jw) 
The t r ans fe r  

These two well-defined peaks correspond t o  the long and shor t -  
One would 

Power spec t ra  were calculated from the operating records y ( t )  x1 ( t )  and 
x 2 ( t ) .  
(b), ( c ) ,  respect ively.  We see  t h a t  t h e  shape of the  power spec t r a  general ly  
follow the  trends calculated by the closed-loop t r ans fe r  functions.  
t i c u l a r ,  each shows peaks near the frequencies of 0.5 and 1.75 rad/sec.  This 
comparison of the power s p e c t r T  with the predicted closed-loop response does 
show t h a t  these estimates f o r  t o  appear reasonable. 

These power spec t ra  a r e  shown i n  t h e  lower portions of f igures  9 (a )9  

In par- 

G1(jw) and &(jw) 

CONCLUDING REMARKS 

This report  has compared the  use of th ree  methods f o r  the  i d e n t i f i c a t i o n  
of p i l o t  describing functions from closed-loop operating records. 
method has inherent cons t ra in ts  t h a t  r e s t r i c t  the  form of the iden t i f i ed  
describing functions.  
of describing functions t h a t  a re  constrained t o  be physical ly  rea l izable .  
The orthogonal f i l t e r s  method i d e n t i f i e s  a more r e s t r i c t e d  c l a s s  which i s  
constrained, i n  addi t ion t o  the  above, t o  represent a f i n i t e  series of dynamic 
models. The parameter model method i d e n t i f i e s  a very r e s t r i c t e d  c l a s s  of 
describing functions which are fu r the r  constrained t o  represent only one spec- 
i f i e d  form of  dynamic model. 
time s h i f t  t h a t  i s  approximately equal t o  the  time delay of t he  p i l o t .  

Each 

The impulse response method i d e n t i f i e s  a general c l a s s  

In addi t ion,  a l l  of these methods use a 

This report  shows t h a t  the  iden t i f i ca t ion  b i a s  e r r o r  due t o  the 
cor re la t ion  of the  p i l o t s s  output noise i n  the control loop i s  re la ted  t o  the 
cons t ra in ts  imposed by each iden t i f i ca t ion  method. The parameter model method 
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i s  constrained t o  a s p e c i f i c  form of p i l o t  model and cons is ten t ly  has t h e  
minimum b i a s  e r ro r .  
respect ively l e s s  r e s t r i c t e d  and have respec t ive ly  more b i a s  e r r o r .  This 
repor t  a l so  shows t h a t ,  indepependent of t h e  method, t he  b i a s  e r r o r  w i l l  be 
negl ig ib le  only when t h e  co r re l a t ion  time of t he  p i l o t ' s  output noise  i s  small 
( i - e . ,  near "white") i n  r e l a t i o n  t o  t h e  time delay of t he  p i l o t .  

The orthogonal f i l t e r s  and impulse response methods are 

The th ree  methods were shown t o  estimate adequately t h e  p i l o t  descr ibing 
function f o r  representa t ive  s ingle- input  and two-input t racking t a s k  data .  
The primary advantage of these  methods (as compared with t h e  standard cross- 
spec t r a l  method) i s  t h a t  they can iden t i fy  t h e  p i l o t  dynamics from rout ine  
closed-loop operating ;tasks where t h e  external  disturbance may be small, t h a t  
i s ,  i n  s i t u a t i o n s  where the  pr inc ipa l  exc i ta t ion  comes from the  p i l o t ' s  own 
output noise .  

Ames Research Center 
National Aeronautics and Space Administration 

Moffett F ie ld ,  Calif . ,  94035, Sept. 23,  1970 
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APPENDIX A 

COMPUTER PROCESSING EQUATIONS 

The computer processing equations used f o r  t h e  th ree  i d e n t i f i c a t i o n  
methods i n  t h i s  repor t  a r e  generalized t o  include any system with severa l  
inputs  x l ( t ) ,  x 2 ( t )  e e x,Ct) . . a and with one output y ( t ) .  

uniform s e r i e s  of  d i s c r e t e  poin ts  kAt, where A t  represents  t h e  d i g i t i z e d  
increment. 
an amount X ,  where X represents  t h?  time delay o f f t h e  p i l o t ,  The sh i f t ed  
input d a t a  w i l l  be represented as 
time s h i f t i n g  of t h e  d i g i t i z e d  d a t a  and the  processing equations,  described 
below, was programmed on a d i g i t a l  computer. The so lu t ions  f o r  t he  3,mpulse 
response and orthogonal f i l t e r  methods used a mult iple  regression technique. 
The parameter model method used a quas i l i nea r i za t ion  technique. 

Assume t h a t  t h e  input  and output time h i s t o r i e s  have been d i g i t i z e d  a t  a 

For each of  t he  following techniques t h e  input  da t a  are s h i f t e d  by 

xz  (k) , where x (k) = xl(kAt - A )  e This z 

MULTIPLE REGRESSION 

This technique ( r e f ,  4) minimizes t h e  least  squares function 

where K i s  the  t o t a l  number o f  da t a  poin ts  and );(k) i s  the  estimated 
output represented by 

J 

The terms Zj(k)  are the r e s u l t  o f  operat ing (as w i l l  be shown below) 
on the  input  da t a ,  With t h i s  formulation, t he  coe f f i c i en t  b j  can be 
estimated by the  following matr ix  inversion:  

14 



-1 

K 

K 

k= 1 

K 

k= I 

K 

K 

K 

k= 1 

This general computing technique, which involves the  inversion of  a 
J x J  matrix,  was used f o r  the  impulse response and orthogonal f i l t e r s  methods. 
These methods d i f f e red  pr imari ly  i n  the  form of the operators ,  Z 
case. 

i n  each 
j ’  

Impulse Response 

The operators  f o r  t he  impulse response method are a s e r i e s  of  simple 
time delays t h a t  operate  on t h e  imputs: 

o r ,  i n  general ,  

Z j  (k) = xi(k-m) 

where j = ( 2 - l ) M  + m + 1. These operators  represent  a series of  M simple 
time delays (m = 0, 1, 2 a M-1)  operat ing on the  inputs  x i  ( k ) ,  x; (k) . ~ ~ 

15 



xi (k)  
computer so lu t ions  (eq. (AZ)) a re  d i sc re t e  values of t h e  impulse response 
function 

e . e With these  operators,  t he  coe f f i c i en t s  r e su l t i ng  from t h e  

where again j = (2-l)M + lil + 1. This t i m e  domain solut ion was t ransfer red  
i n t o  the frequency domain by the  following simple d i sc re t e  form approximation 
f o r  the Fourier transform. 

c 

M- 1 

m= o 

Orthogonal Fi l ters  

The operators f o r  the  orthogonal f i l ters  method represent t he  output of 
a series of  f i l t e rs  driven by the  inputs:  

o r ,  i n  general ,  

M- 1 
Z j  (k) = d i  (m) xi (k-m) 

m= o 

where j = (2-1)1 + i and the terms dl(m), d2(m) . . . dl(m) . a . a re  a set 
of I d i sc re t e  impulse response functions representing the  s e t  of orthogonal 
f i l ters  shown with equation ( 2 )  i n  t he  main t e x t  o f  t h i s  repor t .  

The coef f ic ien ts  r e su l t i ng  from the computer so lu t ion  (eq. (A2))  are  
used t o  ca l cu la t e  t he  estimate f o r  t he  system impulse response function 

16 



where j = (2-1)1 + i. These t i m e  domain impulse response functions a r e  
transformed i n t o  the  frequency domain by means of ,equation (A3). 

QUAS I L I  NEAR1 ZAT I ON 

The quas i l inear iza t ion  technique assumes t h a t  t he  p i l o t  dynamics can be 
modeled by a set of constant-coeff ic ient  l i nea r  d i f f e r e n t i a l  equations (plus 
the time s h i f t  A already mentioned). I f  a second-order model i s  chosen, the  
equations can be wr i t ten  i n  the form 

where w(k) is  a dummy var iab le  and ?(k) represents  t he  estimated output of 
the p i l o t .  

(minimize 

In order t o  match the  estimated output with the  measured output 
K 

[y(k)-y(k)I2), an i n i t i a l  estimate i s  made for al, a2, ag. . . . 
k= 1 

The following i t e r a t i v e  procedure ( r e f .  16)  is  then 
improve the  estimate 

K 

used successively t o  

-1 

. . .  

On each i t e r a t i o n  t h e  system d i f c e r e n t i a l  equations (eq. (A4)) were solved t o  
determine the  estimated output y(k) and the method of reference 17 was used 
t o  determine Zj (k) where Z j  (k) i s  t h e  gradient function a?(k)/aaj .  

For t he  r e s u l t s  i n  t h i s  r epor t ,  it was found t h a t  reasonable convergence 
(from sa t i s f ac to ry  i n i t i a l  estimates) was obtained i n  about f i v e  i t e r a t i o n s .  
The estimated parameters from t h i s  time domain so lu t ion  can be d i r e c t l y  
re la ted  t o  a frequency domain representat ion through t r ans fe r  functions of the  
form 
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APPENDIX B 

SELECTION OF THE TIME SHIFT A 

The time s h i f t  A used with the computer processing equations t o  account 
f o r  any t i m e  delay TG may be approximately known i n  some s i tua t ions  ( e ,g . ,  
r e f .  3 ) ;  but ,  i n  general ,  it w i l l  be unknown and w i l l  depend on the  p a r t i c u l a r  
p i lo t ing  t a s k ,  
from using several  va r i e s  of 
the  values of A 

The purpose of t h i s  appendix i s  t o  i l l u s t r a t e  some r e s u l t s  

used f o r  the  r e s u l t s  presented i n  the body o f  t he  t e x t ,  
h and t o  i l l u s t r a t e  the  r a t iona le  i n  se l ec t ing  

Figures lO(a) and (b) show the e f f e c t  of the  time-3hif.t A on the  
res idua l  3 (normalized with respec t  t o  the  output y ) .  Results f o r  the  
s ingle- input  task  a r e  presented i n  f igu re  lO(a) and f o r  the two-input task ,  
i n  f igu re  10(b) .  
more s e n s i t i v e  t o  A ,  The orthogonal f i l t e r s  and impulse-response methods, 
which a r e  less r e s t r i c t e d ,  are l e s s  s e n s i t i v e  t o  A .  

These f igures  i l l u s t r a t e  t h a t  t he  parameter model method i s  

With both the  s ingle- input  and two-input tasks,  the res idua l  f o r  the  
parameter model method shows a minimum value a t  A = 0.2 s ec ,  For t h i s  
method, the  value of t he  p i l o t s  time delay TG i s  one of the  parameters t h a t  
yust  be estimated, 
TG = 0.2  sec, 

I t  i s  therefore  reasonable t o  choose a value f o r  

The res idua l  e r r o r  f o r  t he  orthogonal f i l t e r  and impulse-response 
methods shows (fig. lO(a)) a minimum value a t  h = 0, (This is  t o  be expected 
because with X = 0 t he re  i s  s i g n i f i c a n t  co r re l a t ion  between n ( t )  and x ( t ) ;  
see r e f .  5.) The res idua l  i s  about t h e  same f o r  values of A from 0.1 sec  
t o  0 . 3  sec ,  
i n  f igu re  4, a l so  has no appreciable d i f fe rence  f o r  t h i s  range of A from 
p.1 t o  0 , 3  sec ,  
G ( j w )  

I t  was found t h a t  the form of the estimate 6 ( j u ) 9  such a s  shown 

Therefore, f o r  these more general  methods, t he  estimate 
i s  r e l a t i v e l y  in sens i t i ve  t o  the  exact value used f o r  A ,  

,. 
A value of A = 0 - 2  sec,  which i s  T G  estimated by the  parameter model 

A = 0.2 sec,  a l l  the methods have 
method, was used f o r  t he  r e s u l t s  presented i n  the  body of the t e x t .  
Figure 10 shows t h a t ,  near the  time s h i f t  
about the  same res idua l  (F2 /y2  = 0,14 t o  0.15) represent ing about 14 t o  15 
percent of the  output y2. 
the  parameter model method i s  about t he  same as the  amount of res idua l  f o r  
other ,  l e s s  r e s t r i c t e d ,  methods, I t  appears, therefore ,  t h a t  t he re  i s  a 
negl ig ib le  modeling e r r o r  and the  form chosen f o r  the  parameter model i s  
reasonable f o r  the r e s u l t s  i n  t h i s  r epor t ,  

I t  i s  i n t e r e s t i n g  t h a t  the amount of res idua l  f o r  
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TABLE 1.- THE EIGHT SINE WAVES SUPERIMPOSED TO REPRESENT 
THE SIGNALS i ( t )  o r  il ( t )  

Frequency 
(sad/s ec) 

0 157 

.288 

e 524 

v1 

Relat ive 
magnitude 

1 

1 

1 

969 1 

1.75 0.1 

3.25 .1 

6.00 .1 

11.1 .1 

TABLE 2.- THE SEVEN SINE WAVES SUPERIMPOSED TO REPRESENT 
THE SIGNAL i 2 ( t )  

Frequency 
(rad/ s e c) 

0 e 209 

Re 1 a t i v e  
magnitude 

1 

.367 1 

.681 1 

1.28 0.1 

2.38 .1 

4.42 .1 

8.17 .1 
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Pi lo t  
r------ 1 

i 

Figure 1.- The pilot and control system elements f o r  a single-input, single-output task. 
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Figure 3 . -  Concluded. 
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Figure 4.- Identification of piloted tracking data; single-input task, 
h = 0.2 sec. 
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Figure 5.- Estimation of closed-loop dynamics; single-input task, 

29 



w 
0 

P i l o t  
I-------- --1 

Figure 6.- The pilot and control system elements for a two-input single-output tracking task. 
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Figure 7.- Concluded. 
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(a) The desc r ib ing  func t ion  n t o  y compared with t h e  power spectrum of y ( t ) .  

Figure 9 , -  Calcu la ted  desc r ib ing  func t ions  compared wi th  measured power 
spectrums; two-input t a s k  wi th  no e x t e r n a l  d i s turbance .  
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(b) The descr ib ing  funct ion n t o  x1 compared with the  power spectrum of x l ( t ) .  

Figure 9.- Continued. 

36 



30 

20 

-10 

-20 

E 
3 

0 
W a In 

h + 

.I I 
Frequency, w , rad/sec 

I O  

(c) The descr ib ing  func t ion  n t o  x2 compared with t h e  power spectrum of x 2 ( t ) .  

Figure 9.-  Concluded. 
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Figure 10.- Effect of the time shift h on the residual. 
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