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Preface

The Space Programs Summary is a multivolume, bimonthly publication that
presents a review of technical information resulting from current engineering
and scientific work performed, or managed, by the Jet Propulsion Laboratory for
the National Aeronautics and Space Administration. The Space Programs Sum-
mary is currently composed of four volumes:

Vol. I. Flight Projects (Unclassified)
Vol. II. The Deep Space Network (Unclassified)
Vol. Ill.  Supporting Research and Advanced Development (Unclassified)

Vol. IV. Flight Projects and Supporting Research and Advanced
Development (Confidential)
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I. Advanced Studies

FUTURE PROJECTS

A. Lunar Elevation Correction for Gravity
Measurements, R. G. Breretont

The gravitational constant and the mass of the moon
are both known to several significant figures. The ratio
of the mass of the earth to that of the moon has been
recently determined from radio tracking of space probes
to be 81.303 (Ref. 1). Thus,

E
i 81.303 (1)

Given M, the mass of the earth, as 5.975 X 10?* g then
the mass of the moon E can be calculated to be
7.349 X 10 g. Using this value for the mass of the
moon, a radius 7 of 1738 km, and a value for the gravita-
tional constant G of 6.67 X 10-® cm?®/g-s?, then the accel-
eration of gravity g on the lunar surface is

g= G% = 162.8 cm/s (162.3 gal) (2)

1Assigned to Apollo Lunar Exploration Office, NASA, Washing-
ton, DC.
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Errors in our knowledge of the lunar radius may affect
this value by as much as =100 mgal (1 gal =1 cm/s?
= 1000 mgal) and crustal anomalies by a like amount,
but in general, if the shape of the lunar geoid is known
and the value of the acceleration of gravity is known at
one point, then the acceleration of lunar gravity can be
computed for any other point. And conversely, if the
value of the acceleration of gravity is known at all points
on the lunar geoid, then the form of the level surface
can be deduced.

Anomalies in the gravity field of the moon can be
attributed to density contrasts in surface and subsurface
rocks, to so-called terrain effects which lead to the free-
air, Bouguer, and topographic corrections, and finally,
shape effects. In order to use gravity data to interpret
lunar structures and shape, it is necessary to make cor-
rections for terrain effects on the data. In the following
discussion, the various non-instrument corrections that will
commonly be applied to lunar gravity data in order to
relate all observations to a common datum are considered.

If the moon were a perfect fluid with no lateral varia-
tions in density, its surface would correspond to a



spheroid and the direction of gravity over this level sur-
face would be everywhere perpendicular to it. Obviously,
the lunar surface is not always parallel with a spheroid of
reference and gravity measurements made on the actual
surface will have to be corrected to the reference surface
if gravity values are to be used for defining the shape of
the moon or crustal structures. The largest corrections
here will come from differences in elevation between
observation points. Two corrections are required for this,
They are the free-air and Bouguer corrections. The free-
air correction takes into account the fact that gravity
varies with elevation and measurements made at a higher
elevation are farther from the center of mass and there-
fore have a smaller gravity value than measurements at
a lower elevation. Since the moon’s mass can be con-
sidered to be concentrated at its center, then if g, repre-
sents the value of gravity at its reference surface and g,
the value at height h, the inverse-square law tells us that
the gravity difference between the two points is

g _(r+hy2? +2th+h?
Eh— - 72 = 72 (3)
and
hz
&y 2 B
&n r T

Because h will be small compared to r, the term h?/r?
can be neglected, and we can write

Ty

Zo— &n (4>

This is also the same as the vertical gradient of gravity,
where, from Eq. (2),

M d —2GM —2
g=G72-and7§-= = ,g (5)
Substituting,
dg _ 2(1623) X 10°
& T T TR X I meel/m
= —0.187 mgal/m (6)

The lunar free-air correction adjusts gravity observa-
tions for points made at different elevations to a common
datum, but it does not account for the change in mass
under the station in order to change its elevation. In

other words, to change the elevation of surface observa-
tion points requires that a specific volume of surface
rock material is either added to or subtracted from the
datum. This effect is called the Bouguer correction, which
is always opposite in sign to the free-air correction. It is
usual to assume either a slab or cylinder of infinite hori-
zontal dimensions and finite vertical dimensions in order
to compute an expression for the Bouguer correction.
The value for the Bouguer correction is

AB = 2:Gph = 0.042p mgal/m

If we assume an average density p for lunar crustal
rocks of say 2.67 g/cm?, then the Bouguer correction is

0.112 mgal/m

and the combined lunar elevation correction, that is, the
free-air correction minus the Bouguer correction, is ap-
proximately 0.075 mgal/m. Interestingly, this value is
less than one-half of the correction required on earth,
and this has an important effect on gravimetric field
operations on the moon since it reduces the needed
accuracy for elevation control. It should be realized that
the magnitude of the Bouguer correction will change for
sedimentary areas in contrast to igneous areas, and also
in response to regional investigations in contrast to local
studies. The Bouguer correction is very sensitive to rock
densities and in a local survey in hilly country it can
serve as a precise tool for determining the average
density of local rock units. Table 1 gives a range of lunar
elevation corrections as a function of density.

Table 1. Lunar elevation correction s

. . : Bouguer Elevation
Free-air correction, Density p A .
correction, correction,
mgal/m g/em3
mgal/m mgal/m

0.187 1.5 0.063 0.124
0.187 2.0 0.084 0.103
0.187 2.5 0.105 0.082
0.187 3.0 0.126 0.061

A topographic correction will only be required in hilly
areas. It may be thought of as a supplemental correction
to the smooth infinite slab hypothesized in making the
Bouguer correction, for it accounts for all material pro-
jecting above the Bouguer plain and all material needed
to fill in hollows below the plain. It is always positive
and, for most survey work, it will not be troublesome.
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Tidal corrections for gravity measurements on the lunar
surface, caused by the differential attraction of the moon
by the earth as the former moves between perigee and
apogee, may be larger than expected if the crust of the
moon yields to the external force. The external force
difference between perigee and apogee is very small, of
the order of a milligal, but if the lunar crust yields to this
force, then gravity readings on the surface will be
affected. It is not likely that this effect will be significant
for mobile surface exploration since the effect probably
amounts to less than a milligal per lunation.
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The scientific objectives and instruments for lunar
gravity investigations were discussed in SPS 37-57,
Vol. I1I, pp. 1-6, and SPS 37-62, Vol. III, pp. 1-5.

Reference

1. Melbourne, W. G., “The Determination of Planetary Masses
From Radio Tracking of Space Probes and Planetary Radar,”
Symposium C Space Probes, Part I, presented at the 12th
Plenary Meeting of COSPAR, Prague, Czechoslovakia, May
11-24, 1969,



Il. Environmental Requirements
PROJECT ENGINEERING DIVISION

A. Multi-Phase Ammonic—-Waier System (Rev. 1),
C. Haudenschild

1. Introduction

In conjunction with the SR/AD Space Vehicle Design
Criteria Monograph Program JPL develops monographs
on various planetary environments. In the specific problem
of modeling atmospheres of Jupiter and Saturn for the
monographs one needs to consider the properties of the
major condensible constituents—ammonia and water.

Pertinent information in references is primarily in a
scattered tabular form.

In Ref. 1 Lewis makes a graphical representation of the
NH;~H,O system from data in Refs. 2 and 3. For the pro-
duction of model atmospheres it was felt that analytic
expressions, in addition to a graphical display, would be
very useful. So, an attempt was made to produce em-
pirical equations relating quantities of interest displayed

1This article is a revision of “Multi-Phase Ammonia~Water Sys-
tem,” C. Haudenschild, in SPS 37-64, Vol. 111, pp. 4-9, and con-
tains revised tabular data.

in Table 1. The equations give partial vapor pressure over
solid NH,, solid (NH,),H,O hydrate, solid NH,H,O hy-
drate, solid H,0, and NH;—H,O solution phases. In addi-
tion, along boundaries of the regions, equations for freez-
ing curve temperatures as a function of concentration are
given. Finally a phase diagram similar to Lewis’s is pro-
duced, displaying the equations graphically.

Table 1. Definition of terms

Symbol Units Definition
°K Temperature
C 00=C=1.0 Molar concentration of NH; in H.O
solution
P2 Torr H-O vapor partial pressure
P; Torr NH; vapor partial pressure

2. Forms Relating the Quantities of Interest

To proceed, we must choose appropriate equation forms
that can be fitted to the data available and incorporate our
understanding of the physics of the situation. The follow-
ing forms were chosen:

JPL SPACE PROGRAMS SUMMARY 37-66, YOL. i



In the pure solid regions of NH; or H,0O, equations of
the form of the Clausius Clapeyron equation are chosen to
relate P and T (Ref. 1):

logP =a—g/T 1

The constants « and g8 can be determined numerically
from any two data points at which P and T are specified.

Forms for the hydrate regions were taken from Ref. 1.
For (NH,),H.O we get the equation

(2/3)log Ps + (1/3)log P, = & — /T 2)

Here the ratio of the coefficients of the logarithms of the
pressures is the same as the ratio of NH; and H,O in the
hydrate—that is, two to one—and the basic form of the
Clausius Clapeyron equation is retained. For NH,H,O the
appropriate equation is

(1/2)log P, + (1/2)log Py = « — B/T (3)

In each hydrate region one can obtain the two constants
e and B numerically from two data points, just as for the
pure solid regions.

From the phase diagram displayed in Ref. 1 (p. 367) we
infer that solution region equations obey:

<____2 }Zi gz )G = constant, independent of temperature

(4)

That is, the isoconcentration lines are straight. Also, we
infer that

, also independent of temperature.

(5)

ologP,\ _ _1-C
ologP, /, C

This matches the slope of the solution region isotherm
with the slopes in the hydrate regions, at those points
where the molecular number ratios are identical in the two
regions, Equations were chosen which retain a Clausius
Clapeyron dependence and satisfy the above require-
ments; namely

a, + a,C?

log P, = log (1 — C) + Ao + A,C* — = (6)

and

bo + as (C2 - 2C)
T

log P, = log C + B, + A, (C* — 2C) —
(M

The six constants A,, A,, B,, @, @, and b, can be obtained
numerically from appropriately choser combinations of
tabular values of C, T, log P,, and log P..

Finally, freezing curves can be obtained by equating the
solutior: region partial pressures to solid region ones, and
eliminating the pressures. There result equations which
give T as a function of C.

3. Numerical Relations Among Quantities of Interest

Table 2 lists numerical equations for regions of solid and
solution phases. Partial pressures of ammonia and water
are given as function of temperature or of temperature

Table 2. Solid and solution equations

Region Data source Form Equation

Solid H:O Table 3 (underlined entries) Eq. (1) log Pz = 10.447 — 2673.01/T (8)

Solid NH; Table 4 (underlined entries) Eq. (1) fog Pz = 10.312 — 1691.77/T (4]
2051.18

{NH3):H:O Table 5 {1 entries) Eq. (2) (2/3)log P; + (1/3) log P; = 9.777 — __Tl__5_ {10)
2219.28

NH;H:0 Table 5 { entries) Eq. (3) {(1/2}log Pz + (1/2) log Pz = 9.790 — - (1)

2406.2 + 878.192C°
Solution Table 5 (underlined entries} Eq. {6} log P: = log {1 — C) + 9.488 + 1.743C° — (————T-——) {12)
49, . ? —
Eq. (7) log Ps = log C + 9.906 + 1,743 (C* — 2C) — (2] 9:65 + 87:_192 (c 2C) {13)
JPL SPACE PROGRAMS SUMMARY 37-66, VOL. Il 5



and concentration. The data from which the numerical
coeflicients in Table 2 were derived are found in Tables
3, 4, and 5.

Table 6 lists numerical freezing curves temperature
equations as functions of concentration. These are formed
by equating the source equation and eliminating log P,
log P, or both.

4. Comparison With Data

Table 3 compares the values of log P, for solid H,O from
the tabular sources listed with log P, from Eq. (8). The

largest discrepancy shown is near —99°C and amounts
to 0.02 in log P,.

Table 3. Vapor pressure over solid H,O ice

Reference T, T, P,, torr log P, torr log(thn':"
and page °C °K (From Ref.) | (From Ref.) Eq. 8)
4, 1474 —99.0 174.16 1.2 X 107° —4.92 —4.901
4, 1474 —68.0 204.46 | 2.36 X 107® —2.627 —2.627
4, 1474 —46.0 22716 0.0481 —1.318 —1.320
4, 1474 —20.1 253.06 0.0769 —1.114 —1.116
4, 1475 0.0 273.16 | 4.57¢9 0.661 0.661
Underlined entries indicate data used to obtain constants in Eq. (8).

Table 4. Vapor pressure over solid NH; ice

Reference T, T, P, torr log P, torr log(Fch:\orr
and page °C °K (From Ref.) | (From Ref.} E

q. 9)
2, 362 —77.6 | 195.56 45.82 1.661 1.661
3, D-140 —79.2 193.96 40.0 1.602 1.590
2, 362 —84.4 | 188.76 22.36 1.348 1.349
4, D-140 —91.9 181.26 10.0 1.000 0.979
3, D-140 | —109.1 | 164.06 1.00 0.000 0.000

Underlined entries are data used to obtain constants in Eq. (9).

Table 4 compares values of log P; for solid NH; from
the tabular sources listed with log P; from Eq. (9). The
largest discrepancy shown is near —91.9°C and amounts
also to 0.02 in log P,.

Table 5 was produced to display the accuracy of the
solution and freezing curve equations. Column 1 gives the
concentration considered on any particular line. Column 2
lists the tabular source from which T (°K), log P., and log
P; in Cols. 3, 4, and 5 were obtained. When an S in the
“remarks” column appears, we are considering the solution
region and the temperature in Col. 3 is transferred to
Col. 7. F denotes freezing curve; hence, T in Col. 7 is com-
puted from the appropriate freezing curve equation.
Finally, based on the values of C in Col. 1 and T in Col. 7,
log P, and log P; in Cols. 8 and 9 are obtained from
Eqgs. (12) and (13).

The largest discrepancy in log P; (Cols. 5 and 9 in
Table 5) in the solution region occurs at C = 0.60 and
T = 189.31 and is 0.15 (a factor of 1.4). Table values for
log P, are only given in the interval 0==C = 0.2395. The
largest discrepancy in log P, (Cols. 4 and 8 in Table 5) in
the solution region occurs at C = 0.2181 and T = 316.16
and is 0.14 (a factor of 1.4).

For points along the freezing curves, discrepancies of
log P, and log P, are magnified. That is, the freezing curve
temperature is used to calculate the log pressure instead
of the table temperature, as in the solution region. Hence,
a double error is produced. The largest discrepancy in
log P;, listed in Table 5, occurs at C = 0.25 and is 0.387
(a factor of 2.4). Values of log P, are listed in the tables
at only five points along the freezing curve, all of which
have 0=C =0.2. Among these the largest discrepancy
occurs at C = 0.20 with log P, 0.33 below the tabular
value (a factor of 2.1). One would expect relatively large
discrepancies along the freezing curve in the region of
0.2=C =0.35, because T is a very sensitive function of C
there (Fig. 1). In fact, if one scans the freezing curve tem-
perature, the largest discrepancy of 9.8°K occurs at

Table 5. Vapor pressure over NH;—H,O solution

T, °K
Reference 7, °K log P, torr log P3, torr g log P:, torr log Ps, torr
c " Remarks (See
and page (from Ref.) {from Ref.} (From Ref.) Subsection 4.] (Eq. 12) (Eq. 13)
1.00 2,362 _— —_ —_— S 273.16 — 0 3.508
1.00 195.56 —_ 1.661 F 195.59 — 00 1.662
0.95 192.66 — 1.537 F 192.95 —6.818 1.544
0.95 213.16 —_ 2.194 S 213.16 —5.246 2.170
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Table 5 (contd)

c Reference T, °K log P-, torr log P;, torr Remarks T(’S:l( log P, torr log Ps, torr
and page (from Ref.) {from Ref.) (From Ref.) Subsection 4.) (Eq. 12) (Eq. 13)
0.90 2, 362 213.16 — 2.167 S 213.16 —4.726 2.129
0.90 188.76 —_ 1.367 F 189.01 —6.594 1.361
0.85 184.16 —_ 1.155 F 183.71 —6.628 1.103
0.85 213.16 —_ 2,135 S 213.16 —4.341 2.074
0.812 180.16 —_ 0.956 Q,F 178.741 —&.790t 0.8471
0.80 181.96 —_ 1.022 F 181.35 —6.463 0.931
0.80 223,16 —_ 2.365 S 223.16 —3.396 2,281
0.75 189.31 _— 1.248 F 189.45 —5.442 1.146
0.70 223.16 -_— 2.245 S 223.16 —2.891 2.113
0.70 193.46 — 1.320 F 193.61 —4.831 1.190
0.6667 194,36 — 1.306 N, F 194.36' —4.603t 1.137%
0.65 194.16 —_ 1.240 F 194.19 —4.533 1.088
0.65 223.16 — 2.156 S 223.16 —2.677 2.010
0.60 223.16 —_— 2.043 S 223.16 —2.482 1.893
0.60 189.31 _— 0.934 F 191.36 —4.509 0.841
0.5855 186.81 _ 0.813 Q,F 189.91 —4.553 0.740
0.55 191.16 —_ 0.0820 F 191.77 —4.264 0.699
0.50 193.96 — 0.732 N, F 193.914 —3.9184 0.609%
0.50 243.16 —_ 2.278 S 243.16 —1.176 2.166
0.45 193,16 —_ 0.508 S 193.16 —3.796 0.386
0.45 191.31 -_— 0.432 F 191.76 —3.894 0.328
0.40 184.16 —_ —0.174 F 185.24 —4.203 —0.178
0.35 263.16 —_ 2,248 S 263.16 —0.038 2.202
0.35 173.26 —_ —1.046 S 174.03 —4.930 —0.995
0.346 172.86 — —1.081 Q,F 172.96% —5.0074 —1.075%
0.30 273.16 _— 2.292 S 273.16 0.392 2.264
0.30 204.46 —_ 0.204 F 196.20 —3.177 —0.179
0.25 ) 227.16 — 0.806 F 217.36 —1.851 0.419
0.2395 3, 1467 273.16 0.448 2,067 S 273.16 0.476 2.036
0.2181 316.16 1.578 2.760 S 316.16 1.721 2.848
0.2054 273.16 0.477 1.916 S 273.16 0.517 1.892
0.20 241,91 —0.600 1.045 F 234.93 —0.931 0.775
0.1546 v 273.16 0.613 1.710 S 273.16 0.571 1.646
0.15 2,362 253.00 —_ 0.125 F 249.46 —0.268 0.958
0.10 2,362 261.21 0.215 1.076 F 261.34 0.219 0.988
0.0987 3, 1467 333.16 2,132 2.575 s 333.16 2.212 2.616
0.0964 273.16 0.724 1.394 s 273.16 0.622 1.29
0.05 267.81 0.466 0.868 F 270.87 0.578 0.815
0.0408 333.16 2.159 2.136 S 333.16 2.246 2,136
0.00 —_ — —_ S 373.16 3.040 — 00
0.00 2,363 273.16 0.661 —_ F 278.22 0.83¢9 — o0

Q = quadrupole point.

§ = point of consideration lies in solution region.
F = point of consideration lies on freezing curve.

tData used to obtain consiants in Eq. {10) for {NHs):H-O hydrate.
#Data used to obtain constants in Eq. (11) for {NH3)HO hydrate.
Underlined entries indicate data used to obtain constants in Eqs. {12) and (13) for solution region.

N = nose of freezing curve where the H:O and NH: number ratio are equal in the solution and adjacent hydrate regions.
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Table 6. Freezing curve equations

Region of Quantities Source Freezing curves

concentration eliminated equations 9
0.812=C=1.00 log Py (9),(13) _ 457.88 + 878.192(C2 — 2Q) 14)
Solid NH; " log C — 0.406 -+ 1.743 ({C* — 2C)
0.5855 = C = 0.812 log P {10}, (12), r= 183.982 — 1170.92C + 878.192C* (18
{NH;)H.O log Ps (13 (1/3) log [C* {1 — CJ] — 0.01033 — 2.324C + 1.743C*
0.346 = C = 0.5855 log P2 (11),(12), _ 117.29 4 1756.384 (C° — C) 06
NH;:H-0 log Ps (13) log [—(C* — C)] — 0.186 + 3.486{C* — C)
0.0 = C==0.346 log P2 (8),(12) _ —266.81 + 878.192C* a7)
Solid H-O log (1 — C) — 0.959 + 1.743C*

C = 0.25. The next largest freezing curve discrepancies
occur at the quadrupole points: at C = 0.5855, T is 3°K
below table values and at C = 0.812, T is 1.4°K below
table value. However, the log P; values remain within 0.11
of the tabular values there.

A phase diagram of the NH;-H,O system was con-
structed (Fig. 1) for comparison with the phase diagram

from Ref. 1. Lines of constant concentration are straight
and range from 0.01 = C = 0.999. Isothermal curves range
from T = —100°C to T = +40°C. Equations (12) and
(13) were used to plot the solution region. The freezing
curves (Egs. 14 to 17) were used to plot the solid-solution
boundaries. The lines separating two solid phases are
found by equating two adjacent solid pressure equations
and finding the ratio of log P, to log P,.

3 [ T [ /| I |
- OW ‘ 0°C 20°C
—C =09 € =0.95 < < g
2 )/ / = a S N e /
54090 S ® <0 (e :]ro b
e < ® d
NHg 3” 5 £ om0 C=0.10 o ¥
> _
1F 5
5 -90°C 1%
n.;" 0.5‘0
> (NH3)2H20 o?
Q
o NHgH,0 0402’ =
-100°C Hy0
1 —
-2 | | . | l | | I
7 -6 -5 4 -3 -2 a1 0 1 2
Log P2’ torr
Fig. 1. Phase diagram for the NH~H,0 system prepared from Egs. (8) through (17)
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5. Conclusions

Empirical equations produced for all regions agree re-
markably well with the table values. Discrepancies over
the entire region shown in Fig. 1 are within a factor of
about 2.5, with the poorest fit occurring along the freezing
curve in the vicinity of C ~ 0.25. Qualitatively the results
agree with those of Lewis (Ref. 1), who employed graphi-
cal representations of the NH~H,O system rather than
analytic ones such as those discussed above. It appears
likely that much better fits cannot be obtained without
more data and more complicated relations among the
quantities of interest.

The relations derived enable one to predict cloud com-
position and temperature of formation in a model atmo-
sphere containing ammonia and water required for space
vehicle design criteria. In particular, the equations were

JPL SPACE PROGRAMS SUMMARY 37-66, YOL. ili

used in preparation of the Jupiter and Saturn environ-
mental design criteria monograph atmospheric models.

1Divine, T. N., The Planet Jupiter (1970), Monograph to be pub-
lished by National Aeronautics and Space Administration, Wash-
ington, D.C.
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lll. Computation and Analysis
DATA SYSTEMS DIVISION

A. Unitary Similarity Transformation of a
Hermitian Matrix fo a Real Symmeiric
Tridiagonal Matrix, R. J. Hanson

Two known theorems of finite dimensional linear alge-
bra are the following;

Theorem 1. Every n X n real symmetric matrix A,
(AT = A), can be written as

A = VDV? (1
Here V is an n X n real orthonormal matrix, (VIV = VV7

=L, = n X n identity matrix), and D is a diagonal ma-
trix of real scalars.

Theorem 2. Every n X n hermitian matrix A,((K T=A),
can be written as

A =VD(V) @)
Here V is an nXn complex unitary matrix ((?)TV
= V(V)* =L, and D is a diagonal matrix of real scalars.

In Eq. (2) the bar over ¥V denotes complex conjunction.

These theorems have been well known for a long time
(Ref. 1). Frequently there are applications where the
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matrices ¥V and D of Egs. (1) and (2) must be computed
numerically.

A great deal of research has been devoted to this
numerical problem. This has resulted in one of the most
astounding algorithms in all of numerical mathematics.
It is usually called the “QR algorithm for symmetric
tridiagonal matrices” (Ref. 2). With this algorithm the
construction of the matrices V and D of Eq. (1) can be
done with remarkable speed and accuracy in the special
case that A is real and tridiagonal, or zero above and
below the first super- and sub-diagonal (Refs. 3 and 4).

The remarks which follow will show how an ortho-
normal or unitary transformation W can be explicitly
constructed so that

A =WBWT (8)
if A is symmetric, or
A =WB(W)” (4)

if A is hermitian.

The matrix B of Eq. (3) or (4) is real, symmetric, and
tridiagonal. Thus the powerful and elegant QR algorithm
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can be used to compute X and D of the right side of the
equation:

B = XDX? (5)

Here X is an orthonormal n X n matrix and D is a real
diagonal matrix of scalars. Finally, V = WX. The details
regarding the reduction of real symmetric matrices to
tridiagonal form have appeared in the literature in
detailed algorithmic form (Ref. 5).

To this author’s knowledge the details for the reduc-
tion of the general hermitian matrix to tridiagonal, real
symmetric form have not appeared in the literature.

It should be remarked that there is a naive method for
finding the expansion of Eq. (2) using a computational
capacity for the case of real symmetric matrices. To see
this, write the n X n hermitian matrix

A=A, +iA,, (i=v-=1)

where the A;, (j = 1,2), are real.

Then the 2n X 2n symmetric matrix
A — A1> _AZ
A - <A2> Al)
has each of the eigenvalues of A repeated as pa1rs and
the correspondmg 2n real eigenvectors v; = (vF ],v Z.)F of
A where faoh Vii (2 =1,2), is a real n vector, are such
that v; = vy; + i¥,; is an eigenvector of A. The matrix V,

whose columns are the appropriate members of the v;, is
unitary.

This reformulation of Eq. (2) is unsatisfactory for at
least three reasons:

(1) About twice as much storage and computer time
is used for computing the expression of Eq. (1)
for a 2n X 2n real matrix as for the expansion of
Eq. (2) for an n X n hermitian matrix.

(2) Accuracy is unnecessarily lost with twice as many
computer operations.

(8) There is a possible programming difficulty in “re;
shuffling” the eigenvalues and eigenvectors of A
to obtain an expansion as in Eq. (2).

For these reasons a subroutine HERMQR has been im-

plemented for the computation of the hermitian eigen-
problem. (The subroutine is currently available in the
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JPL Computation and Analysis Section Subroutine
Library.)

To ease the notation which follows we define
CH = (O (6)

Thus C# denotes the conjugate transpose of any general
m X n complex matrix C.

We next state

Lemma 1. (Householder Unitary Transformation). Let
x = [%y, - ,%u]7 be an arbitrary complex nvector. Letk >0
be an integer such that k + 1 < n.

Define

(1) The integer £ =k +1

(2) The complex number (c,s) =
/| % |, %540, (c® + s = 1)t
(1,0), 2, =0

(8) The scalar t = —(c,s) (| %, |2+ + | x5 | 2)*
(4) The scalars u; =%, — f,u; =x;,(j=24+1,---,n)
(5) The vector u = [0, -+, 0,u;,1y,4, -, U7
(8) Thescalarb = tu,
Then the transformation
Q=1I,+uu?/b (7)
satisfies:

(1) Q is unitary, and hermitian
QQ"=Q Q= =1)

( ) Qx [xb . ',xk,t,o, '”;O]T
(See Ref. 6.)
We also state

Lemma 2, Let A be an n X n hermitian matrix with

n > 3 and write
a xt
2=(:3)

where a is a real scalar, x is an (n—1) cormplex vector
and B is (n—1) X (n—1) and hermitian.

tSPS 37-55, Vol. III, pp. 28-30.
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From Lemma 1, define @ so that
Qlax")" = [a10,---,0]"
where |t| = ||x || = euclidean length of x.

Then the similarity transformation A, = QAQ" = QAQ
satisfies:

at0 -0
1
(1) A, = 0
S
0

where B, is hermitian.
(2) B, is computed from the identity
A, = A + yu? +uy”
where y = (I, +uu”/2b)Au/b.

By successive application of Lemma 2, n — 2 trans-
formations, €., -+, Q. ., can be constructed so that

Qe QAQ, Q=T

where
a, 131_ 0
b,
T= _ ®)
by,
0 "Dy G

is a tridiagonal hermitian matrix.

12

In conclusion, the following are summarized:

(1) The matrix product ¥ =, -+ Q,., can overwrite
the entirety of the working array which holds A
in storage without additional computer storage
requirements,

(2) A diagonal unitary transformation, Z, can easily be
constructed so that B = ZTZ” is real, tridiagonal
and symmetric. The eigenvalues and eigenvectors
of B can be found by the QR algorithm.

(8) The entire computation can be arranged so that
(a) only the upper triangular part of A is used for
computing, (b) the eigenvectors for A overwrite
the entirety of the working array which holds A
in storage, and (c¢) only n additional complex
entries are required in the machine.
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IV. Physics

SPACE SCIENCES DIVISION

A. Response of Supersonic Laminar Boundary

Layer to a Moving External Pressure Field,
L. M. Mack

1. Introduction

In a supersonic wind tunnel the laminar boundary layer
on a model in the test section is irradiated by sound waves
generated by the turbulent boundary layers on the tun-
nel side walls. It has long been thought that the effect
of these sound waves is to cause the early transition from
laminar to turbulent flow that is observed in wind tun-
nels. It is probably not feasible to calculate the response
of a laminar boundary layer to a sound field as compli-
cated as that existing in a wind tunnel, but a simpler,
although closely related, problem can be solved by mak-
ing use of the methods developed for linear stability
theory. This problem was formulated many years ago
by Lees and Lin (Ref. 1), but has never been solved. The
boundary layer is replaced by a parallel flow having the
velocity and temperature profiles of the true boundary
layer at some particular location, and the radiating turbu-
lent boundary layer on the tunnel ceiling is replaced by
a wavy wall moving in the direction of the flow with
velocity c*, or dimensionless velocity ¢, = cf/U%, where
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U is the mean velocity and the subscript 1 refers to the
free stream. The asterisks refer tc dimensional quantities.
When the waviness is of small amplitude and the rela-
tive free-stream Mach number Mz, = M,(1 — ¢,) is super-
sonic (M, = free-stream Mach number), a disturbance
field is produced which propagates along the family of
Mach waves which extend in the downstream direction.
It is the interaction of this moving pressure field with
the specified parallel flow which is to be studied.

2. Method of Solution

The laminar stability theory has been extensively stud-
ied over the last few years® by means of two computer
programs, one for the inviscid theory and the other for
the viscous theory. Both of these programs make use of
analytic solutions of the stability equations in the free
stream to provide the initial conditions for the numerical
integration, which extends from the edge of the bound-
ary layer to the wall, In the inviscid theory there are two
solutions, and when Mg, > 1, one solution represents a
family of incoming Mach waves, and the second solution

iMack, L. M., Boundary Layer Stability Theory, Rev. 1, 1969
(JPL internal document).
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a family of outgoing Mach waves. When Mz, < 1, the
outgoing, or reflected, wave family (for neutral and am-
plified disturbances) becomes a subsonic pressure field
with exponential decay upward (the positive y direc-
tion), and the incoming-wave family becomes a subsonic
pressure field increasing exponentially upward.

Stability theory uses only the first solution. However,
the second solution is the flow field produced by a mov-
ing wavy wall located above the boundary layer, and,
therefore, in the present problem it represents the given
external pressure field. When two independent numerical
solutions are formed by integrating the inviscid equa-
tions through the boundary layer, the boundary condi-
tion of zero normal velocity (v” = 0) at the wall can be
satisfied for any values of ¢, and o (the dimensionless
wave number). The situation in the viscous theory is
similar, except that in addition to the incoming and
reflected waves there are three viscous solutions which
are also needed in order to satisfy the wall boundary
conditions of zero velocity and temperature fluctuations.

The two computer programs have been modified to
calculate the boundary-layer response to an incoming
wave. In the inviscid theory, the two first-order equa-
tions are integrated for specified o and ¢, for both an
incoming wave of specified magnitude and a reflected
wave of arbitrary magnitude. Both o and ¢, are real, so
that the waves are neutral in the sense of stability theory,
and neither amplify nor damp with respect to space or
time. What is being calculated is the steady-state re-
sponse to a forcing function (the external pressure
field) considered to have existed for an indefinite period
of time. The amplitude and phase of the reflected wave
are adjusted to satisfy the boundary condition at the
wall, and then the equations are integrated again from
the free stream to the wall for the combined solution to
provide the final output. Because ¢, is real, there is a
singularity on the real y axis at the critical point
(U=z¢,). In the viscous theory, the eight first-order
equations are integrated from the free stream to the
wall for the three viscous solutions which go to zero as
y—>cw along with the incoming and reflected wave
solutions.

A combination of the five solutions satisfies the four
boundary conditions at y =0 for specified ¢,, o, R
(Reynolds number), and a specified magnitude of the
incoming wave. In both theories about 50 quantities are
computed at each output point. Chief among these are
the rms fluctuation amplitudes and phase angles of the
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six flow variables (v, v/, v/, p’, p’, T" in conventional
notation), plus the mass-flow and stagnation-temperature
fluctuation amplitudes and phases, vorticity, Reynolds
stress and energy-balance terms.

3. Numerical Results

A series of calculations have been carried out at
M, =45 with the two programs. This Mach number
was chosen because it is the Mach number at which
Kendall has made extensive measurements (SPS 37-62,
Vol. III, pp. 4347). The phase velocity used was
¢, = 0.65, which is indicated by the measurements to
be the most probable velocity of the sound sources in
the turbulent side-wall boundary layers. The relative
free-stream Mach number is then 1.575 for a two-
dimensional wave (¢ = 0 deg). For oblique waves (in the
plane formed by the v/ and w’ components), the relevant
Mach number is that normal to the wave front. Hence
for 0 deg < ¢y < 51 deg all disturbances are supersonic;
for ¢ > 51 deg they are subsonic. The phase velocity of
the sonic two-dimensional disturbance is 0.778. Only
supersonic disturbances will be considered here.

The dimensionless frequency used in stability theory is

'-O*Vl acC,

FZU;"”Z R

The quantity «* is the circular frequency, and v} the free-
stream kinematic viscosity coefficient. The reference
length is (x* v}/U%)*, so that R = R2, where R, is the
usual free-stream x-Reynolds number. Since ¢, is constant,
a/R is also constant for a fixed-frequency disturbance.
The calculations were made for five frequencies in a
range suggested by experiment. Since a hot-wire anem-
ometer measures primarily local mass-low fluctuations,
attention will be directed to the ratio of the rms mass-
flow fluctuation, (MFY, to the mass-flow fluctuation of
the incoming wave in the free stream at y = 0, (MF){.

One of the curves in Fig. 1 shows the distribution
through the boundary layer of (MF)'/(MF),for a typical
case as computed from the viscous theory. There is a
sharp peak near y/8 = 0.84, and even though there is no
amplification in the sense of stability theory, the peak
(MFY in the boundary layer is 16 times the (MF)’ of the
incoming wave alone. It can also be seen from Fig. 1
that in the free stream the (MF)’ of the combined in-
coming and reflected waves is less than 2. Also of interest
is the fact that the peak (MF)’ occurs not near y.,, the
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Fig. 1. Distribution through boundary layer of
mass flow fluctuation amplitude

critical point, but near the point where the local relative
Mach number is unity. It is not known whether this last
feature is significant as the position of the peak de-
creases from y/8 = 0.96 at R =50 to 0.79 at R = 1200
for the frequency of Fig. 1. However, in the inviscid
theory there seems to always be a peak near Mg =1,
except when masked by the singularity. The second
curve in Fig. 1 shows (MFY, scaled to the same peak
value as the first curve, of the y = 60 deg eigensolution
at the same Reynolds number and frequency. This eigen-
solution is slightly amplified with a temporal amplifica-
tion rate about one fourth the amplification rate of the
most unstable first-mode frequency at R =800
(F X 10* ~ 0.8). This particular comparison is given be-
cause it is desirable to know if the forced response of
the boundary layer can be distinguished from instability
waves, and since the ¢ =60 deg disturbances are the
most unstable, they are the ones expected to occur in
the boundary layer.

Figure 2 gives the ratio (MF)",,./(MF)}, where (MF),..

is the peak value of (MF) in the boundary layer, as a
function of R for five different frequencies with ¢ =0
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Fig. 2. Effect of frequency on boundary layer
response o external pressure field

deg. It is seen that (MFY),, increases steadily from the
leading edge up to a certain Reynolds number whose value
decreases with increasing frequency. Again it is empha-
sized that the disturbances are all neutral, but neverthe-
less there is an effective amplification of 10 to 20 times
over the free-stream (MF) of the external pressure field.
Once the disturbances reach the unstable region, they

may be further amplified by the instability mechanism.

Figure 8 shows the effect of wave angle on the re-
sponse for one of the frequencies of Fig. 2. The maximum
response is found at ¢ =45 deg, and then falls off
rapidly for higher angles. At y =50 deg, the relative
Mach number normal to the wave front is 1.012.

Finally, Fig. 4 shows the relation between the viscous
and inviscid theories. The inviscid curve is not precisely
located because the output points were spaced 0.07
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Fig. 3. Effect of wave angle on boundary-layer
response to external pressure field

apart in y/8, and the (MF)’,,, plotted is the largest nu-
merical value occurring in the output. At sufficiently
large o, the viscous and inviscid theories give almost
identical results, except for the singularity and different

16
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Fig. 4. Comparison of inviscid and viscous peak
mass-flow fluctuations as funciions of o

boundary conditions of the inviscid theory. Since a in-
creases proportionally to R for a fixed frequency, Fig. 4
shows that in the inviscid theory there is no apparent
amplification at all. The peak mass-flow fluctuation de-
creases monotonically starting at the leading edge. The
amplification region is a strictly viscous phenomenon.
The viscous curves join the inviscid curve at an oR of
about 18, so the longest viscous region occurs at the
lowest frequencies.
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B. Solution of Partial Differential Systems,
F. B. Estabrook, B. K. Harrison,* and H. D. Wahlquist

Exact solutions of the sets of coupled nonlinear partial
differential equations of physics (fluid physics, general
relativity, etc.) are of great value for the physical insight
they can give into extreme cases not susceptible to
numerical or approximate treatment. The search for such
solutions is, however, not a systematic process, depend-
ing in practice on intuitive skill, and physical or geo-
metrical analogy for the divination of successful ansitze.
In a first attempt at a more systematic methodology, we
have considered, as a practical process of applied math-
ematics, the use of the generators of the invariance
group of a given set of equations. Our method for finding
these appears to be new; it is based on Cartan’s geo-
metric formulation of partial differential equations in the
language of exterior differential forms, and introduces
the fields of isovectors which generate the invariance
transformations. With these we indeed find certain spe-
cializations of the set considered, which may be soluble
exactly; in particular, we refer to classes of so-called
similarity solutions and to algebraically special solutions
based on invariant subspaces. Other methods for sys-
tematic discovery of exact solutions must also have close
connections to this underlying group structure.

1Senior Resident Research Associate; Physics Dept., Brigham Young
University, Provo, Utah.
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A feature of this theory is that the operations for find-
ing the isovector fields are: (1) algebraically routine and
(2) involve many simultaneous first-order linear equa-
tions. As a consequence, formula manipulation by com-
puter can have a very important application here. Having
already achieved the capability of computer manipula-
tion of exterior differential forms a FORMAC program,
denoted ISOVECT, was developed which derives the
equations for the generators of the invariance group of a
given set of differential forms. It may ultimately prove
feasible analytically to solve these equations by com-
puter, also.

A detailed exposition of this new theory is to be pub-
lished in the literature (Ref. 1). Application is there
made to the one-dimensional heat equation (general
similarity solutions are discussed), the vacuum Maxwell
equations (algebraically special solutions), the Korteweg-
de Vries equation of plasma physics (similarity solutions,
conservation theorems), one-dimensional compressible
fluid dynamics (hodograph solutions), the Lambropoulos
equation (similarity solutions), and the cylindrically sym-
metric Einstein-Maxwell equations of general relativity
(solution generation methods).

Reference

1. Harrison, B. K., and Estabrook, F. B., “Geometric Approach to
Invariance Groups and Solution of Partial Differential Systems,”
J. Math. Phys. Vol. 12, Feb. 1971 (in press).
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V. Communications Systems Research
TELECOMMUNICATIONS DIVISION

A. Digital Clean-Up Loop Transponder for
Sequential Ranging System, W. J. Hurd

1. Iniroduction

The range from a ground tracking station to a space-
craft is determined by measuring the round-trip time
required for a ranging code sequence signal to be trans-
mitted from the station to the spacecraft and transponded
back to the ground station. In typical existing spacecraft,
the ranging transponders demodulate and limit the re-
ceived ranging signal and then remodulate it onto a dif-
ferent frequency RF carrier for retransmission to the
earth. A major drawback of such transponders is that both
the received ranging signal and the receiver noise are
transmitted on the downlink. This means that when the
uplink ranging channel SNR is below unity, most of the
downlink ranging power is wasted on transmitting re-
ceiver noise rather than ranging signal. The problem will
be extremely severe on outer planet missions. For a
Mariner-type spacecraft at a range of 31 AU, the approxi-
mate distance to Neptune, the uplink SNR will be as low
as —46 dB, even using a 210-ft transmitting antenna and
a 400-kW transmitter.

i8

To overcome the problem of retransmission of receiver
noise, a digital signal processing system has been devel-
oped to regenerate the ranging signal in the spacecraft
for transmission to the ground. The system, called a
clean-up loop, phase locks on the received ranging signal
and generates a replica of the received ranging code.
The regenerated ranging signal has no amplitude noise,
but a small amount of phase jitter, corresponding to the
phase error in the phase-locked regeneration loop. This
phase noise can be averaged out on the ground. Since
little downlink transmitter power is consumed by trans-
mission of the phase noise, the increase in downlink SNR
due to the clean-up loop is approximately equal to the
ratio of uplink receiver noise to signal, or up to 46 dB.
Less power need be devoted to the ranging signal, on both
the uplink and the downlink, and accurate ranging can
be accomplished in a shorter time.

2. Sequential Component Ranging System

The clean-up loop is designed to operate in conjunction
with a binary coded sequential code-component ranging
system, called the p-system (SPS 37-52, Vol. II, pp. 46-49;
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SPS 37-57, Vol. I1I, pp. 72-81, and Ref. 1) rather than
with the parallel component pseudonoise system. The
sequential component system, without a clean-up loop,
was used successfully in the post-encounter phases of
Mariners VI and VII. In the p-system, square waves at
successively lower frequencies are transmitted sequen-
tially. First the range is measured to high resolution, but
with 2 usec ambiguities, using a 500-kHz square wave.
Then a 250-kHz square wave is transmitted, and half of
the ambiguities are eliminated. Lower and lower fre-
quencies are transmitted until all ambiguities are re-
solved. The clean-up loop transponder operates by phase
locking on each code component frequency as it is re-
ceived by the spacecraft. A square wave in phase with
the received signal is generated for modulation onto the
downlink carrier and transmission to earth.

The information bearing components of the ranging
code, ¢ (t), are square waves in phase with sine waves,
and are defined by

¢ (t) = sgn [sin (27 2= f, £)] fork=1,2, - ,K

where f, is approximately 1 MHz. The number of. code
components, K, is chosen to be large enough so that the
period of ¢y is sufficiently long to resolve all a priori
uncertainty in range. In the prototype clean-up loop, K
was chosen to be 16.

When using the clean-up loop, ¢, is not transmitted
by itself, but is used as a suppressed subcarrier for the
other components. Its frequency, 500 kHz, determines
the basic resolution of the system. The actual sequence
of transmitted waveforms is

{(wp (), k=2,3, - - - ,16}
where
Wy = C,Cx; fork=2,3, - --,9,11,13,15
and
Wi = C,CiCr fork =10,12,14, 16

The purpose of introducing the third component, ¢, into
wy, for k=10, 12, 14, and 16 is so that adjacent compo-
nents decorrelate in a shorter length of time. Compo-
nents ¢s and ¢, are orthogonal over 256 usec, the period
of cs, and all other adjacent pairs are orthogonal over
128 psec or less.

Operationally, the first component (w.) is transmitted
for a time long enough for the clean-up loop to acquire
frequency and phase lock on this component. The trans-
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mitter then switches to ws, then w,, etc. The clean-up
loop must determine when the received signal changes
from wj to w1, make a binary decision as to the phase
of wy,,;, and change the phase-locked loop (PLL) refer-
ence signal to track the new component. Note that @y,
can arrive in one of two possible phase relationships with
respect to 1wy, since consecutive transitions of ¢ corre-
spond alternately to positive and negative transitions of
Ck+1- The determination of the phase relationships between
the ¢; corresponds to resolution of the ambiguities in
range measurement.

Since the downlink SNR is normally lower than the
uplink SNR, the time required to measure range to the
desired accuracy is determined primarily by the down-
link SNR, as discussed by Goldstein (SPS 37-52, Vol. II).
However, because the decision time parameters of the
clean-up loop are determined by the uplink design point
SNR, each code component must be transmitted for some
minimum length of time, even when the SNR is high.
Conservatively, the minimum time is about 2 to 3 min
for acquisition of the first component and about 12 sec-
onds for each of the other components, for a total of
5-6 min. At the lowest SNRs, it may be desirable to
allow more time for initial acquisition, especially if the
frequency offset is not small.

3. Implementation of Clean-up Loop

In this section we describe the first implementation of
the clean-up loop. Methods for improving the particular
design and possible changes in design philosophy which
would result in major changes are presented in Subsec-
tion 6.

A fundamental block diagram of the clean-up loop,
which would probably not change with any modifica-
tions, is shown in Fig. 1. The loop has three major por-
tions: the PLL, the lock detector, and the code generator

RECEIVED

SIGNAL PiT_AoScEIQED CODE GENERATOR
Loop AND SELECTOR
>- LOCAL CODE REFERENCES |
LOCK CONTROL 1
DETECTOR

Fig. 1. Clean-up loop simplified block diagram
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and selectors. The present implementation is entirely
digital, with the exception of the voltage-controlled oscil-
lator (VCO), which is controlled by a digital-to-analog
converter (DAC). Because the ranging signal in Mariner-
type transponders is most readily available at the output
of a hard limiter, the input to the clean-up loop is assumed
to be binary. This simplifies the implementation of the
PLL and the lock detectors, since products can be real-
ized with exclusive or gates and additions and accumula-
tions can be realized with counters. The input signal S is
sampled at a 4$MHz rate, synchronously with the local
reference clock. Every fourth sample occurs at the tran-
sition of &, the locally generated replica of c,. These
samples are used by the phase detector, and the three
samples between each transition of ¢, are used by the
lock detector.

a. Phase-locked loop. The PLL consists of the phase
detector, a linear digital first order filter, a nonlinear digi-
tal low pass filter, a DAC and a VCO, as shown in Fig. 2.
Since the nonlinear filter has no effect on the loop dy-
narmics except as a gain control, the loop can be modeled
as a perfect integrator second-order loop, with open-loop
transfer function

F(s) = é—(K + —f—) (1

where A, the phase detector gain, depends on the input
SNR. The bandwidth of the loop is varied during acquisi-
tion by changing the parameters of the digital filters upon
command of the lock detector. To maintain a fixed damp-
ing ratio, K, is varied in proportion to loop bandwidth
and K., is varied in proportion to the square of loop band-

width. This is accomplished by varying the gain of the
nonlinear filter in direct proportion to loop bandwidth,
which changes both K; and K,, and by varying the inte-
grator gain in the linear filter directly with loop band-
width, which affects only K..

Phase detector. The phase detector is of the transition
tracking type (Ref. 2). An estimate of the sign of the
phase error is made each time a transition occurs in the
local replica of the code component being tracked. The
code generator and selector informs the phase detector
when such a transition occurs and its direction. The prod-
uct of the transition direction and the sample of the
received signal taken at the time of the transition forms
an estimate of the sign of the phase error. For example,
if the sample is positive (negative) and the transition is
negative going, then the sampling time is most likely
early (late) compared to the true transition time in the
received signal. The phase estimate is implemented sim-
ply as the exclusive-or of the input signal sample and
the valie of i, at the instant immediately preceding the
possible transition time. This value is gated into the non-
linear filter only when s changes, i.e., whenever there
truly is a transition.

Nonlinear filter. The nonlinear filter consists of two
up/down counters and some gating logic (SPS 37-61,
Vol. 11, pp. 63-68). The inputs to the filter are all 1,0,
or —1, and the outputs are all 1 or —1; however, the
filter low-frequency gain can easily be varied by chang-
ing the number of stages in one of the counters. For the
wide, medium, and narrow loop bandwidths, respectively,
the gain is either 32, 8, or 2. To achieve a gain of 2%,
i.e., an average output equal to 2¥ times the average

PHASE T T eAR mTEm
TR l—— LINEAR FILTER —l
INPUT —I
SAMPLES l INTEGRATOR I
" [ O g lapl ] Cueow
S =1OR }+NOISE | & GAIN 2N | 24~N STAGES |
Wi I_ ] l LSB MSB __I
o | [ransimon LsB Ms8
k INDICATOR 12-bit DIGITAL-TO-
ANALOG
CONVERTER

L

CODE GENERATOR
AND SELECTOR

VOLTAGE-CONTROLLED
OSCILLATOR

LSB = LEAST SIGNIFICANT BIT
MSB = MOST SIGNIFICANT BIT

Fig. 2. Implementoiion of phase-locked loop
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input, the number of +1 outputs less the number of —1
outputs must be 27 times the number of +1 inputs less
the number of —1 inputs. To accomplish this, a count
stored in the two counters is incremented or decremented
by 27 for each +1 or —1 input, and decremented or
incremented by one for each +1 or —1 output. The filter
output is the sign of the value in the counters.

Linear filter. Since the output of the nonlinear filter
is always either +1 or —1, the integrator portion of the
loop filter can be simply implemented with an up/down
counter. The number of stages in the counter is varied
with loop bandwidth to control K,. When the nonlinear
filter has gain 2¥, the number of stages in the integrator-
counter is 24 — N, so that K, varies as 2?¥. The propor-
tional control component of the linear filter is fixed, so
K, varies only as the nonlinear filter gain, 27,

Digital-to-analog converter. The proportional control
and integrated components of the loop filter output are
summed in one digital-to-analog converter. This can be
accomplished because of the careful scaling of the digital
filters. This scaling is such that the proportional control
component controls the most significant bit of the DAC,
and the integrator-counter controls the remaining 11 bits.
The actual voltage output of the DAC is of course made
compatible with the range and gain of the VCO.

b. Code generator and selector. The code generator
and selector is shown in Fig. 3. The 4-MHz VCO clocks
a binary divider chain called the C-counter, whose stage
outputs are labeled C_;,C,,Cy, - - -, C,s. Outputs C, to
Cie (31 to 316) are the local replicas of the received code
sequences, and stages Cir to Cy, are required for system
timing. A 4-stage counter, called the K-counter, keeps
account of which sequence is being tracked. This counter
controls two data selectors whose outputs are & and &,
when the K-register contains the binary representation
of k + 1. The reference signals @y, and @, and the tran-
sition indication information are simply derived from &,
&e, C1 and C,.

Whenever the lock detector decides that the received
signal has changed from wy to wy,., the K-counter is in-
cremented, which has the effect of replacing Cr by S
and G,y by Cr... At the same time, if the lock detector
decides that the phase of the new received sequence is
such that &., must be inverted, an invert pulse is gated
through the demultiplexer to the direct set line of the
appropriate flip-flop in the C-counter, under control of
the K-counter. Since lock decisions are made when C,;
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Fig. 3. Code generator and selector

‘

switches high, Cy,, is zero when this pulse arrives, so
that the effect is always to invert ..

¢. Lock detector. The lock detector is shown in Fig, 4.
Its functions are: (1) during initial acquisition, to detect
when phase lock on w, is achieved and to control the
loop bandwidth narrowing procedure, (2) during tracking
of the various wy, to determine when the received signal
changes to wy,, and the sign of wy,, relative to the local
replica, and (3) to determine when the loop is not locked
on any component so that the reacquisition can be initi-
ated.

Initial acquisition mode. At the beginning of the ac-
quisition procedure, all registers and counters are set to
zero. The two most significant bits of the control (M)
counter control whether the clean-up loop is in the acqui-
sition mode or the tracking mode, and the PLL band-
width. This is shown in Table 1. During acquisition, the
A-counter correlates the received signal S with @,. Only
the samples of S occurring halfway between the transi-
tions of &, are used. The A-counter counts down when S
and @, are equal, and up otherwise, and the result is
sampled when C,, comes high, which is after 2% sam-
ples. At this time, A and C., are reset, and the M-counter
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Table 1. Control counter stafes

Ma My Mode Bandwidth
0 0 Acquisition Wide

1 0 Acquisition Medium

0 1 Acquisition Narrow

1 1 Tracking Narrow

is incremented if the final count in A was less than — 235,
which is detected by a negative (one) sign bit and at least
one zero in the most significant eight magnitude bits.
When the threshold is exceeded four times, the state of
M; and M, changes, so the bandwidth is narrowed or
the mode is switched to tracking. If Ms does not change
within eight trials, it is assumed that the loop is not in
lock and the system is reset so that the acquisition pro-
cedure starts anew.

Tracking mode. The tracking mode begins when the
M-counter reaches M; = M, = 1. The A- and B-counters,
respectively, now correlate S with the difference and sum
of i and ., over intervals of length 22° psec using the
three samples of S taken between each transition of &,.
In particular, A counts only when 1'1\)7‘9&19)“1, B counts
only when @ = .., and when counting, both counters
count down if § = 4. When C,, comes high, the signs

ACQUISITION

of the counters are sampled and reset and C,, is reset.
The counter values at the sampling times are

1
S.= "“‘2— > S ('{l\)k - "»Il\?k+1) (2)
3x220counts
and
_ 1 A A
SB = _“2_ 2 S (wk + wk-(-l) (3)

3x2counts

where S, @, and @, have the values =1, and the arith-
metic is real arithmetic. The index of summation is not
shown. When the summations are completed, both S,
and Sp will most likely be negative if the signal input
is wy. If wy,, is present, S, will most likely be positive if
Wys = Wy and Sy will be positive if wy,, = —ﬁ)kﬂ. When
either is positive, the new sequence pulse is generated
and the K-counter is incremented (unless k = 16), and
Cy., is inverted if Sp > 0. At the sampling times, S, and
Sz should never both be positive, although this will occur
with probability 1/4 if neither wy nor wy,, is the input
signal. For example, this would occur if the transmitter
has returned to w,. If both S, and Sp are positive, it is
assumed that the loop is out of lock and acquisition is
reinitiated.

My M,
M
CONTROL COUNTER
4 STAGES
RESET ALL
4 OUT OF 8 (ACQUISITION FAILED)
ST LOGIC =
N
‘/N\k ®s up/D
AN A ENABLE A +
W, ® Weap +ACQ UP/DOWN COUNTER | * \ INVERT PULSE
CLOCK | 24 STAGES }
GATED CLOCK t
up/DN I
ENABLE B NEW SEQUENCE
— + PULS
& O, UP/DOWN COUNTER | * ULSE -
cLOCK | 24 STAGES
&
RESET ALL
C,* ACQ+C,, ——————— DELAY RESET A, B } LOSS OFLock)
21 24 AND CZT = C24 & /
Cyy + ACQ Dl

Fig. 4. Lock detector
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4. Performance Analysis

The design goal for the clean-up loop is to achieve a
high (> 0.99) probability of successful transponding when
the ranging signal SNR at the limiter output is —46 dB
in a bandwidth of 1.5 MHz. The model assumed for
analysis of the system performance was chosen for sim-
plicity of analysis and because this model was easily
duplicated for the experimental verification of perform-
ance, the results of which are given in Subsection 5. The
block diagram is shown in Fig. 5. White gaussian noise
is added to the signal wy(t), and the result is passed
through an RC low-pass filter with time constant « = 1/6
psec, and then hard limited and sampled at a 4 MHz rate
and converted to a logic signal. The low-pass filter has
the same 1.5 MHz bandwidth as the Mariner transponder.

INPUT
w * NOISE

| RC LOW-PASS FILTER | TO CLEAN-UP LOOP

a= 1/6sec

T

SIGNAL COMPONENT TO
CLEAN-UP LOOP T

LOCK POINT

Fig. 5. Mode! for analysis and experimental tests

At low signal-to-noise ratios, it can be assumed that
the signal component of the limiter output has the same
shape as at the RC filter output, i.e., piecewise exponen-
tial, and that noise is independent of the signal. The noise
has unity power and correlation function

o) = —f’—r-arcsin [exp (— |v/a|)] @)

The assumed signal waveform is shown with respect
to wy, in Fig. 6. Since the RC time constant is short com-
pared to the 1-usec minimum time between transitions, it
can be assumed that the exponential has reached its target
voltage, called =V, by the time a transition occurs. The
correct lock point or reference sampling point is assumed
to be the point that the waveform crosses zero. Assuming
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Fig. 6. Probability of error after acquisition

t =0 at the positive zero crossing, the equation of the
rising exponential is

o(t) = —V + 2V [1 — exp (—t/a)] (5)

and the delay from the transition of wy to the zero cross-
ing is aln (2) = 0.115 psec.

The results are presented in terms of R, the SNR at the
limiter output when the input is w, plus noise, that is,
during acquisition. This SNR is

5 2
R=5V (6)

For tracking the other components, the SNR is approxi-
mately the same as for a 500-kHz square wave input, and
is thus approximately

24
Ry = 3 V= 5 R (7)
or, in decibels, a 0.96-dB drop from R.
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a. Phase detector gain and noise density. The phase
detector gain is defined as the derivative with respect to
phase of the expected value of the phase detector output.
Phase, denoted by ¢, will always be phase with respect
to 500 kHz. The phase detector output is zero when there
is no transition, and otherwise has average value equal
to the absolute value of v (¢) at the phase error in ques-
tion, ie., at ¢ = (¢/=) psec. Letting P be the average
number of transitions, the phase detector gain is

= 2.09 R%P; units/rad (8)

At R= —46 dB, A =524 X 103 for acquisition and
A =1.05 X 10 for tracking.

Because the sampling rate at the phase detector is much
less than the Nyquist rate, the noise samples are essen-
tially independent. Hence N,, the one-sided noise spectral
density at zero frequency, is 2Py X 10° units®/Hz.

b. PLL performance. The parameters of the phase-
locked loop were chosen to achieve a reasonable loop
bandwidth and for convenience in design of the loop filter
and DAC connections. For the narrow-loop bandwidth,
the parameters are

K, = 88.0rad/sec/unit

and, since the integrator-counter has 23 stages and is
updated every microsecond,

K, = 223« 108K, = 10.5 rad/sec?/unit

The damping ratio is

£ =S5 (A/Kap ©)

At R = —46dB, ¢ = 1.0 for acquisition, and ¢ = 1.414 for
tracking. Similarly, the one-sided loop bandwidths are
given by

_1+42 K.

by 4 K,

(10)

At R = —46 dB, the bandwidth is 0.26 Hz for tracking,
and the three bandwidths for acquisition are 2.32, 0.58,
and 0.145 Hz.

24

Steady-state phase error. The steady-state rms error for

each case is
l/é
oo =[ T | 1y

Evaluating this at R = —46 dB, o is 0.0725 rad for track-
ing, and 0.275, 0.138, and 0.0688 rad for acquisition. These
correspond to loop SNRs of 22.8 dB for tracking and 11.2,
17.2, and 23.2 dB for acquisition.

Acquisition. The acquisition performance of a phase-
locked loop depends on the loop parameters, the phase
detector nonlinearity, signal-to-noise ratio, and frequency
offset. No adequate theory exists to predict probability
of lock as a function of time, or any similar statistic.
Heuristically, for a second-order loop one can say that
acquisition will occur with high probability in a time less
than about 10/b, when the frequency offset does not
exceed about b;/2, and when the steady-state loop SNR
is high enough so that cycle slipping is infrequent after
acquisition. The pertinent parameters during acquisition
are very similar for the clean-up loop and for the symbol
synchronizer for low SNR coded systems (Ref. 2 and
SPS 37-61, Vol. II, pp. 63-68). Both have perfect inte-
grator second-order loops and transition tracking phase
detectors (decision directed for the symbol synchronizer),
and in both cases b, is narrowed by a factor of 4 after
acquisition. Acquisition time experiments were run for the
symbol synchronizer at a symbol SNR of —3 dB, which
resulted in a 12-dB loop SNR in the acquisition band-
width. This compares to a loop SNR of 11.2 dB for the
clean-up loop. Two pertinent experimental results for
the symbol synchronizer (SPS 37-61, Vol. II) are: (1) that
for a frequency offset of b,,/2 Hz, acquisition occurs with
probability 0.998 within 16/b, sec, and (2) that if the
bandwidth is narrowed to one-fourth of its original value
8/by, sec after start of acquisition, the loop will be in lock
at that time and remain in lock upon bandwidth narrow-
ing with probability 0.99. Applying these results to the
clean-up loop, acquisition should. occur with probability
0.99 to 0.998 in 3.5 to 7.0 sec, provided that the frequency
offset is less than 1.16 Hz, reflected to the center frequency
of 500 kHz.

¢. Acquisition lock detection. During initial acquisition,
S is sampled at 1-usec intervals and correlated against
@, using sums over 22¢ samples. Since the sampling rate
is well below the Nyquist rate, the variance of the sum is
approximately o2 = 223, When the phase error is zero,
samples are taken 0.5 and 1.5 psec after each transition.
Since the time cobstant is 1/6 usec, the means of Sib, at
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these two times are V (1 — ¢?) and V (1 — ¢-°). The mean
of the summation is thus

n=292V(2—¢%—e%) =195X22V 12)

The summation is compared to a threshold of T = 2%,
and the probability of not exceeding this threshold when

the phase error is zero is

Puss = 0.5 erf ((L”V—:?fl> (13)

For R = —46 dB, Pyiss =2 X 10-°. The probability of
failing to exceed the threshold 5 times in eight trials,
which would be required for false recycling of the acqui-
sition procedure, is about 10-%2,

It is also possible for false alarms to occur, i.e., for T
to be exceeded when the loop is not in lock. For this case,
the mean of the summation is zero, assuming the loop
is slipping cycles. The reason that a correlation time of
22 sec = 8.4 sec is used is that when the loop is slip-
ping cycles, it will most certainly slip several cycles in
this time. If the loop slipped only part of a cycle during
the correlation, the mean of the integration could be quite
large, depending on the exact phase relationships. How-
ever, if the phase error is changing at a rate of less than
one cycle in 8.4 sec, the error is most likely approaching
zero, i.e., the loop is achieving lock. For these reasons,
it is justified to assume that the mean of the correlation
is zero when the loop is not in lock. The probability of
false alarm during initial acquisition is then

T
V2o

Prs = 05 erfe < ) = 0.5 erfc (8) (14)

which is infinitesimal.

d. New sequence detection. After lock is acquired and
the loop bandwidth is narrowed, the lock detector makes
a decision every 1.05 sec as to whether the received signal
wy, is equal to t/l\)k, {(\)kﬂ, or _{l\)k+1, according to Egs. (2)
and (3). Each decision is called a trial. Because the PLL
has no reference signal from the time wy changes until
this change is detected, the rms phase error increases, and
it is important to detect changes before a cycle slip can
occur. Also, the rms phase error is larger at the instant
when the new reference signal is applied than in the
steady state. Since this can degrade the lock detector
performance, the first 8 trials after detection of a new
sequence are inhibited, which places a constraint of about
10 trials or 10.5 sec on the minimum time for which each
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sequence must be transmitted. After the 8 trial waiting
periods, the phase error statistics will have essentially
reached steady state.

The probability of a false decision on any trial is the
probability that either S, or S has the wrong sign. These
events are independent, since half of the terms in S, are
zero and the other half of the terms in Sy are zero. S,
and Sy are also identically distributed, except for the signs
of the means. The mean and variance of S, and Sz were
calculated taking into account the phase jitter, assuming
the loop to be in the steady state. The mean was deter-
mined as a function of phase error, and then averaged
over ¢, assuming ¢ to be gaussian. The variance was cal-
culated by adding the variance of the mean to the vari-
ance due to noise, and the probability Ps of having the
wrong sign was calculated assuming S, and Sz to be gaus-
sian. Finally, the probability of an error in a trial is

Py =1— (1 — Py~ 2P
This probability is plotted as a function of R in Fig. 6.

As shown in Fig. 6, the probability of making an error
on a given trial is very small, for example, Py =0.18 X 107
at R = —46 dB. This means that the probability is cor-
respondingly high and that a change in w; will be de-
tected on the first trial which starts after the change
occurs. This requires, at most, 2.1 sec. (It can also be
shown that the probability of an error on a trial during
which a change in w;, occurs is less than Py.)

It is shown elsewhere (Section B) that the increase in
mean square phase error after loss of signal at # = 0 is

162 80P 4+1\/ 42 \*
1o 1)+ ( i )(4@2 ¥ 1)

a1 4 Y s
X (2bt)? + 5 ( e +1) (2b,1)

10
%% (t = 0)

=1+

For the tracking loop parameters, og(t = 2.1 sec) =
2.4a4 (0) = 0.174rad with R = —46 dB. Since this rms
error corresponds to a loop SNR of over 15 dB, it is un-
likely that the loop will slip a cycle in this time. We con-
clude that the new sequence will be detected within
2.1 sec and without a cycle slip, with probability approxi-
mately 1 — Pp.

5. Experimental Verification

An experimental test program has been initiated to
verify the theoretical performance of the clean-up loop.
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Results to date indicate that the performance after initial
acquisition is as anticipated, within the tolerance of the
test parameters.

The experimental test setup is shown in Fig. 5. For
initial acquisition, component w, was generated for about
8 min. Then components w; through w,,; were generated
for 32 X 220 ysec each, or 32 trial intervals. Acquisition
was deemed to have occurred if the change from w, to
w; was detected properly. Since detection is inhibited for
8 detection intervals after detection of a new component,
there were 312 trials during which an error could occur,
24 on each of 13 components, The theoretical probability
of an error in 312 trials is shown in Fig. 6, with the dots
denoting experimental results. The dots represent experi-
ments over 428 to 1460 cases, which required approxi-
mately a week for each experiment. The results agree with
theory to within 1 dB, with the discrepancies attributed to
inaccuracy in measuring the RC filter bandwidth and the

signal and noise powers, to variations in the noise sta- -

tistics over the considerable time required for each test
point, and to statistical fluctuations.

6. Problem Areas and Suggestions for Improveméni

Up to this point we have discussed the clean-up loop
as implemented in the prototype model. We now consider
some of the problems encountered, and suggest methods
for improvement.

The major problem area concerns initial acquisition and
the long-term frequency stability of the VCO. Also of
major importance is a reduction in the power required by
the high-speed digital logic and simplification of the logic.
Less important, but still worthy of consideration, is the
approximate 2-dB improvement which is attainable by
utilizing the received ranging signal before it is hard
limited.

a. Frequency stability and acquisition. The uplink
ranging frequency is locked to the RF carrier frequency,
which is doppler compensated and adjusted to the best
lock frequency of the spacecraft RF VCO. As the clean-up
loop is implemented, rapid acquisition will occur only
when the frequency offset is less than b;/2, or 1.16 Hz
out of 500 kHz at the design point SNR. The difference
between the center frequencies of the RF and ranging
channel VCOs must therefore be maintained to within
about +2 ppm over the spacecraft temperature range, for
the life of the mission, which might be about 10 yr. This
is a difficult, if not impossible, requirement to satisfy with
independent VCOs. If adequate VCOs cannot be ob-
tained, two possibilities for solving the problem are:
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(1) to use a more elaborate acquisition procedure, and
(2) to reference the ranging channel frequency to the
spacecraft RF VCO.

Acquisition procedures. An obvious way to enable ac-
quisition over a wider range of frequency offsets is to
sweep the VCO. This could be achieved quite simply by
inserting counts into the integrator up/down counter in
the linear filter, thereby sweeping the VCO control volt-
age. After acquisition is detected, the sweeping would
be disabled. The major disadvantage to this procedure
is that the first ranging component would have to be trans-
mitted for a long enough time for the frequency to be
swept across the band of possible offsets.

A second procedure might be preferable if offsets are
known to occur mainly because of aging, rather than
because of shorter term effects, like temperature drift.
If this is the case, the center frequency could be set at
the start of acquisition to the last known lock frequency.
This frequency is determined by the value in the inte-
grator-counter the last time the clean-up loop was known
to be in lock. The disadvantage to this procedure is that
the VCO might be set to the wrong initial frequency if the
loop was really out of lock the last time it was thought
to be in lock. This disadvantage may not be too serious,
however, because recovery could be accomplished by
transmitting the first component for a long enough time
for acquisition to occur even with a high-frequency offset.

Referencing to RF VCO. The major disadvantage to
using the RF VCO frequency as a reference for the rang-
ing channel is that it makes the operation of the clean-up
loop dependent on the configuration and operation of the
rest of the spacecraft. This is not desirable, for one would
like to have a mission independent ranging transponder.
A second disadvantage is that cycle slipping in the RF
phase-locked loop would cause phase changes in the rang-
ing PLL. This is a less serious disadvantage, because
ranging is otherwise dependent on accurate carrier lock.

Two ways to utilize a reference from the RF VCO are
shown in Fig. 7. In both cases, f, is the required ranging
clock frequency, and f, = f. is a frequency derived from
the RF VCO, and therefore precisely related to the rang-
ing frequency. The required ranging frequency f, is
obtained by mixing f, + f. with f.. The first method
(Fig. Ta) is a standard mixer-modulator VCO, with the
higher frequency having a precise reference. Since the
VCO frequency, f., is fairly low, it can have a center fre-
quency tolerance which is fairly high percentage of its
center frequency, and still be a small percentage of f,.
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Fig. 7. Use of RF VCO reference

The remainder of the PLL could be unchanged. The sec-
ond method, Fig. 7b, uses a digital phase shifter rather
than a VCO. In this case, f, is f,/N for some convenient
integer N. Since f. is derived from f,, its frequency is
exact. Phase control of f. is accomplished by digitally
phase shifting f. by adding or deleting pulses into the
frequency divider. The phase is changed by 2x/N each
time a count is added or deleted. This method has the
advantage that the frequencies are exact, so that a first-
order PLL is sufficient. Furthermore, no VCO or DAC
is required, since the system is entirely digital.

b. Power reduction. The prototype implementation of
the clean-up loop was not designed to minimize power.
All of the logic circuits are high-speed transistor-transistor
logic even where the speed is not required, and the 80
odd integrated circuits consume about 12 W. It is obvious
that some power can be saved by using slower circuits
where feasible, but greater savings are achievable by
reducing the need for high-speed circuits.

The circuits which consume the most power are the
up/down counters. In the case of the lock detectors, this
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problem can be overcome by using up counters only,
after presetting to the proper value. This is possible be-
cause the total number of up and down counts during
each detection interval is known, so that sufficient infor-
mation is contained in the up counts only. In the case
of the integrator-counter in the linear filter, the speed
requirements could be reduced by updating the counter
less often, say every 16 usec rather than every 1 psec.
This would also eliminate one 4-bit counter chip, and
would enable use of an integrated circuit DAC rather
than the larger DAC now utilized because of its higher
switching speed. The reduction in sampling rate can be
accomplished by proper modifications to the nonlinear
filter,

¢. Use of non-limited input signal. The input signal to
the clean-up loop is now assumed to be hard limited, but
about a 2-dB gain can be realized by using a non-limited
signal. This would enable the lock detection interval to be
reduced and the PLL bandwidth to be increased, at the
expense of some complication in the mechanization. First,
an automatic gain control (AGC) system and an analog-
to-digital converter would be required. For the PLL, it
would be necessary to modify the filters to accept multi-
level inputs. One way to do this would be to modify the
nonlinear filter so as to have multilevel inputs and binary
outputs. Modifications to the lock detectors would be
more complicated. Adders with up/down counters for
overflow would be required rather than up counters only,
and selection of a threshold for initial lock detection
would be difficult because of inaccuracies in any AGC
system. Overall, it appears that the possible 2-dB im-
provement in performance would not justify the increased
complexity of the clean-up loop.
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B. Performance of a Phase-Locked Loop During
Loss of Signal, W. J. Hurd

1. introduction

The signal input to a phase-locked loop (PLL) is some-
times lost after the loop has reached steady-state condi-
tions, as can occur in the article on ranging clean-up
loops (Section A). This loss may be accidental, due to
fading, for example, or it may be deliberate due to a
change in the transmitted signal which causes the received
signal to be orthogonal to all phase shifts of the loop ref-
erence signal. In either case, it may be desirable for the
loop to remain in lock with the original input signal.

Timor (SPS 37-61, Vol. 111, pp. 33-37) has considered
the first passage problem for the phase error of a first-
order PLL when the signal is lost, the major result being
the probability that a cycle slip occurs up to time ¢ after
loss of signal. In most applications, however, the proba-
bility distribution of phase error is of more interest, for
the closest lock point is the correct one whenever the
absolute phase error is less than =, regardless of whether
or not complementing cycle slips have occurred. Here we
determine the joint probability distribution of phase error
and all other state variables for any order PLL, condi-
tioned on the state of the loop at the time of loss of signal.
When the linearized model for the loop is valid, which is
usually the case when few cycle slips are allowed, we
determine the unconditional distribution of the state
variables.

The increase in phase error variance as a function of
time after loss of signal is shown graphically for the first-
order loop with and without frequency offset and for
the perfect integrator second-order loop with various
damping ratios.

2. Model

The PLL model used is shown in Fig. 1. The noise n (¢)
is assumed to be white with one-sided spectral density N;
é (t) is the phase error, and Q, is the offset between the
frequency of the input signal and the voltage-controlled
oscillator (VCO) center frequency. The sign of Q, is chosen
so that positive Q, causes a positive change in ¢. The
phase detector nonlinearity g(¢) has slope A = g’ (0) at
¢ = 0, so the open-loop transfer function of the linearized
model for the loop is AF (s)/s. Note that g(¢) is depen-
dent on the amplitude of the input signal, and is zero for
all ¢ when the input signal is zero or is orthogonal to all
phase shifts of the VCO output signal.

28

n{f) -0

g(¢) E(s)

VOLTAGE-
CONTROLLED
OSCIL]LATOR

s

Fig. 1. Model for phase-locked loop

3. Problem and General Solution

Suppose that F (s) is the transfer function of an (N — 1)th
order linear system, so that the loop is Nth order. The
state of the loop is completely described by ¢ (£) and
N — 1 other state variables. These state variables should
be judiciously chosen so as to have no white noise com-
ponents so that the variances are finite. Suppose that the
signal input to the loop is lost at time ¢ = 0, ie., g(¢) =0
for ¢ >0. We obtain the means and cross-correlation
functions of all state variables for t==0, conditioned on
the initial conditions of the state variables at ¢ = 0. If n (¢)
is gaussian, we thus obtain the conditional distribution of
the state variables. Furthermore, if the loop has reached
steady state by time £ =0 and the loop signal-to-noise
ratio is high (so that the linear approximation g (¢) = A¢
is valid) then the state variables are jointly gaussian at
t =0 and we can obtain the unconditional distribution
of the state variables for ¢ > 0.

Observe that setting A equal to zero at ¢ = 0 is equiva-
lent to opening the loop at the output of the phase detec-
tor nonlinearity g (¢). The response of the system is then
just the response of the open-loop system to n(f) plus the
initial conditions. Let

X =[x (), -2 (t)]

be the vector of the state variables, with ¢ (t) = x, (¢).
Because the system is linear, we can write

X=Y+W (1)

where Y = (y,, - - - ,yy) is the portion of X due to the ini-
tial conditions and frequency offset and W=(w,, - - - , wy)
is the portion due to the noise n (¢).

Since n (f) is zero mean, so are the w; (f). Hence, con-

ditioned on Y (¢ = 0) the mean of x; () is y; (¢), and the
covariance function of x; and x; is the covariance of w;
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and w;. Given Y (¢ = 0), Y () can be evaluated for t==0
by several well-known techniques.

To evaluate the covariances, let h; (f) be the weighting
function relating to w; (£) to n (t). In other words, if H; (s)
is the transfer function from n (%) to w; (¢), then h; (¢) is
the inverse Laplace transform of H;(s). We can then
write

w3 (£) =Lt n(e) ha (£ — =) dr @)
The covariance of w; and w; is simply
Ri; (i, t)) = E {w: (t:) w; (£5)}
=" [ —ame-p
X E{n(a)n(B)}dpda (3)

Since
E(n(@)n() =38 (a—p)

the integral with respect to B is equal to

N
——2—°~h,- (tj — a)

for 0=« ="1; and zero elsewhere, so
min (¢, 85)
Rij (ti,tj) = %"/ h«@ (t«; - (x) hj (ty‘ - a) da
o
(4)
For t = £; = t;, this specializes to
Ri; (t,2) f hi(t — &) by (t — a) da
—-ﬁ”mwmwma )
2 1

4. First-Order Loop

For the first-order PLL, let F (s) = K and denote the
steady-state probability density of phase error by ps (¢).
If the linearized model is valid, p;(¢) is gaussian with
mean equal to the static phase error o,/AK, and variance

NXK N
ry o ©)

o} =
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where b, is the one-sided loop bandwidth, AK/4. The
density p; (¢) is also well known when the phase detector
nonlinearity is sinusoidal, i.e., g(¢) = A sin ¢, and is given
by Viterbi (Ref. 1) and elsewhere.

To determine the statistics of ¢ (f) after the signal is
lost at t =0, let ¢, = ¢ (0) and let ¢, (t) = w; (£) be the
component of ¢ () due to n (¢) for ¢ > 0. Then

b (£) = o + Qot + ¢ (2) (7)

and
ba0)=—K [ n(de (8)

The noise term ¢, (£) is independent of ¢, since the noise
is white, and has zero mean and variance o2 = KZN,t/2.
It is, of course, gaussian if n (¢) is, so the conditional dis-
tribution of ¢ (#) is

~(¢ —do— Qot)z:l

p(¢ ()] ¢o) = (@ )1,5 exp |: 202 )

The unconditional distribution of ¢ (¢) for ¢ >0 is

P (9) fp@WmeM% (10)

and, when p; (¢,) is gaussian, ¢ (f) is gaussian with mean

AK + Qg (11)
and variance
g = o+ of = %(1 + 2AKt) (12)

It is interesting to rewrite this expression in terms of the
two-sided loop bandwidth w;,

N oWr,
2A?

o; =

(1 + 4aw.t) (13)

When the signal is removed, the variance of phase error
doubles in one fourth of an inverse loop bandwidth, or
one half of one loop time constant.

5. Second-Order Loop

For a second-order loop we can find the unconditional
probability density of ¢ (and of the other state variable)
only when the loop is linearized. This is because the joint
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density of the two state variables in the steady state is
not known, even though p, (¢) is known for some g ().

Suppose the loop filter is

l+‘7’28
1+7‘13

F(s)=K (14)

If we let K; = K/7, and K; = K;r,, then F (s) reduces to
the filter for a perfect integrator second-order loop as
7, —> oo with K; and K, constant,

Fis)=K. +KyJs, =0 (15)

Appropriate state variables can be chosen by factoring
F (s)/s into

F(s\ K [K. 1
S _S+1/Tl Kz $

(16)

and considering the factors of F (s) to be implemented in
series, with the K/ (s 4+ 1/71) factor first, as shown in
Fig. 2. We then chose ¢ and the negative of the output of
the first factor, », as the state variables. This choice is
appropriate both because « has no white noise component

and because E {o} = —Q, for the perfect integration case.
n{t) ‘ﬂo
8 ¢(f) $ K2 "Wy
= o) | b Ry P
G g'Pp = A
K
2
2 s

Fig. 2. Model for second-order loop

In the formulation of Eg. (1),

X(#)= (¢ ()0 @)= (% (@) x:@)) =Y +W

where Y is the portion of X due to initial conditions and
Qo, and W is the portion due to noise for ¢ > 0.

a. Conditional distribution. The components of ¢ and

o due to Q, and the initial conditions can be obtained by
inspection. For the imperfect integrator, v, < o0,

Y2 [£]Y (0)] = woexp (—t/71) (7
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and

BT O] = [0 + 3.9)] +/Ot [0 + ga ()] dr + C

= ¢ + Qof + o9 (7‘1 — %) [1—exp(—¢t/m)]

(18)
For the perfect integrator, v, = oo,
and
y: [E)Y (0)] = oo + (Q0 + w0) £ (20)

Note that y, and y, are the means of ¢ and o for t >0,
conditioned on ¢, and .

To determine the conditional variances of ¢ and o, we
evaluate the variances of w; () and w, (£), the components
of ¢ (¥) and «(2), respectively, due to white noise after
t = 0. For the imperfect integrator case, the weighting
functions from n (£} to w, and w, are

hy(7) = u(r) Ko exp (— /1) 21

where u (7) is the unit step function, and

1 1
hy (—r) = u(r) K, [—; -+ (l — :1—) exp{— 1'/1'1):l (22)
Similarly, for =, = oo,

hs (7) = Kats () (23)

and

hi(r) = u(7) [K, + Kyt] (24)

Applying Eq. (5), the variance of » conditioned on ¢, and

[O13) iS

o3 (t) = Nofm [1— exp(—2t/7)], 4 < 0 (25)
— -N—zlf—t . (26)
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and the variance of ¢ conditioned on ¢, and o, is

N K3

() = ( (1—-—)[1~exp< t/r)]

+ -(11—2;—1)- [1—exp (—2t/71)]) R < o0
(27)
NO [KZt + KletZ + _Ig— t3] Ty — 0
(28)

Similarly, the conditional covariance of ¢ (t) and » (f) is

2 —
o3 (t) = N"sz [:exp(——t/«rl) + (71 B 1) exp(—2t/rl)} ,
T < 0 (29)
N,
= — (KKt + %K), =00 (30)

2

At time ¢, the state variables ¢ and o, conditioned on
¢o and w,, are jointly gaussian with means y, and ys,,
variances ¢} and o%, and covariance o%.

b. Unconditional distributions. To obtain the uncondi-
tional distributions of ¢ (¢) and o (£), we must utilize the
distributions of ¢, and w,. The means are given by
Egs. (17) to (20), so it remains only to obtain the second
moments when the linear PLL model is assumed and ¢,
and «, are jointly gaussian.

In terms of the damping ratio ¢, and the loop natural
frequency B, the closed-loop transfer functions from
n(t)/A to ¢ and o, respectively

<2§/3 - :1—>s + g

o) =T+ B 3D
and
Fq(s) = s—2+—2€_2/;9_—{—_,8—5 (32)
where
2B = AK; + 1/m;
and

,82 - AKz
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Using the steady state linear theory, the second moments
are obtained by integrating the (cross) spectral densities,

e.g.,

B ) = 9 [ PG FiGge @9

We present further details only for the perfect inte-
grator case, - = . For this case,

N() 1
Eot) = g5 5 (%4 37) (31
No 3
E(od) = g &7 (35)
and
No 2
E (goon) = 55 o (36)

The two-sided loop bandwidth is

wy =L <2g+ 21C>Hz (37)

The moments of Y can now be obtained using Eqs. (19)
and (20). The means are zero, since E {0} = — Q,. The
second moments are

E{yt} = E {($o + wit)*}

=L [w,, A t2] (38)

E{y3} = E {uf} (39)

and

E{yy:} = E {$ovo} + E {wb} ¢ (40)

To obtain the moments of

X=[¢(®) ()]

we need merely add the moments of W and Y. In particu-
lar, the variance of ¢ (2) is

() = 3% [w[, + (4 + 1) pre

N CTE T
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Since B = 4¢w./(4¢* + 1), we can express the increase in
the variance of ¢ with time as

(1) 16¢* 8¢ + 1 ( 4 >3 .

a0 tarivtt T \agpr1) @
LA N

+ 3 <4§2—+1'> (wt) (42)

6. Comparison of Phase Error for Firsi- and
Second-Order Loops

The variance of phase error at time ¢ sec after loss of
signal is given by Eq. (12) for the first-order loop and by
Eq. (42) for the perfect integrator second-order loop. To
obtain the mean square phase error, we must add the
square of the static phase error to the variance. This static
phase error is zero for the second-order case, and is
Q,/AK for the first-order case. To present comparative
results, it is convenient to normalize the rms phase error by
0y (0), which eliminates dependence on N, A, and wy.
Since there is no static error for the second-order case, the
rms phase error, normalized by o4 (0), depends only on
t and ¢. For the first-order case, it depends only on ¢
and Q.

Figure 3 shows the rms phase error, normalized by
04 (0), for the second-order loop with several damping
ratios and for the first-order loop with no frequency offset
and with offset

Wy,
Qo = (Nows)% 5=
This particular frequency offset was chosen because it
corresponds to the case when wy, is optimized for given
N,, A, and Q,, in the sense that rms phase error is mini-
mized when the signal is present. The rms phase error at
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Fig. 3. RMS phase errer versus time afier loss of
signal for second-order phase-locked loop

t = 0 is thus as small as is possible with a first-order loop.
When there is no frequency offset, there is little difference
in performance between the first- and second-order loops
for small wyt, but the first-order loop appears to be better
for large w.t. This is deceptive, however, for when there
is any frequency offset, the optimum bandwidth first-
order loop is worse than a second-order loop of the same
bandwidth. It is interesting that the damping ratio of the
second-order loop is not an important parameter, so that
its selection would normally be determined by other
considerations in the design of a system.
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€. Optimum Configurations for PSK/PM Systems,

U. Timor
1. Introduction

Let @ (£}, - - * , 8y (f) be N binary data sequences
to be transmitted over a single coherent RF channel by
phase modulating the carrier with biphase-modulated
squarewave subcarriers (phase-shift keyed/phase modu-
lated). The transmitted signal is

s(£) = V 2Psin [od + 0 (£)] 1)

where P is the total power and 6 (£) is a 2¥-level function
of the data according to the type of modulation scheme
used. Two methods previously investigated are:

a. Conventional method (Ref. 1). This method uses a
linear combination of the data streams, i.e.,

6(t) = kﬁ 0 (8) 5q (i) = k§ Ors (£) @)

where 6, are the modulation angles, sq (ext) are square-
wave subcarriers of frequency wy, and a (£) = @ (£) sq (it).

b. Interplex method (SPS 37-62, Vol. II1, pp. 57-60; and
SPS 37-63, Vol. 111, pp. 34-37). This method performs
some intermultiplications of data sequences to yield the
modulating angle

8(t) = b:a, (t) + a. (8) % 6236 (£) (3)

Comparing these two modulation schemes, it was shown
(SPS 37-65, Vol. III, pp. 27-31) that the Interplex method
out-performs the conventional one when N is small, while
for large N, the power allocation to the data channels
determines which configuration is superior.

The above methods are but two of many possible con-
figurations of generating the 2%-level phase 6 (t). The
question arises whether, under some given circumstances,
there is another scheme which out-performs both the con-
ventional and Interplex methods. We therefore consider
the general modulation angle

00 = 2 b0 4)

where x5 (t) are binary waveforms generated by the data
sequences g (t). Clearly the conventional scheme x () =
ar (t), and the Interplex method x, () = a; (t), xx (¥) =
a: (t) a, (£) k=2, are special cases of Eq. (4).
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It will be shown that for all N and all possible power
allocation to the data and RF channels, either the Interplex
or the conventional scheme are optimum. This optimum
might not be unique; that is, some other configuration
could have the same efficiency. However, no other con-
figuration could out-perform both the conventional and
Interplex system. Therefore, to find the optimum per-
formance, it is enough to consider those two schemes.

2. System Opiimization

Let the transmitted signal be

S (t) = V 2Psin <mt + kgj Oxxi (t)) (5)

where x; (t) are binary waveforms generated by the data.

Correlating the received signal with a coherent refer-
ence (Y 2cosot) and its quadrative (V 2sin ot), and per-
forming subcarrier demodulation and filtering, we could
separate any of the 2¥ — 1 signals of the form

i (t) = H [, (£)] ©)
where

’ 3)\'N}

is a binary vector (A = 0 or 1) and can assume all 2¥ — 1
non-zero combinations. The relative power of the signal
yx (#) is given by

P,};(t) = fv[ (Sin2 9k)>"° (COSZ ak)(l—Mc) (7)

k=1

Let ax = Py/Py, k =1, - - -, N be the required ratio of
powers in the kth channel to the first one, and let Pryr be
the minimum RF power required to track the frequency
and phase.

An allowable configuration C of the system is defined as
any collection of N independent signals from the 27 — 1
possible signals y» (f) and corresponding modulation
angles 6y, - - -, Oy which satisfy the required ratios az, k =
1, - - - ,N and which yield an RF power greater than or
equal to Pgp.

An optimum configuration C= {9 (®), /G\k, k=1,---,N},

not necessarily unique, is one which maximizes the total
data power among all allowable configurations.
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Without loss of generality we can assume that:

=T
O = 5
m

01 = ax 07; 5
k

The optimum configurations are given by the following
theorem,

TueoreMm 1. Let
A

A A
Cz{yk(t)’akak:]" e )N}

be an optimum configuration satisfying the required RF
power and data power ratios.

A
Then C is either identical or equivalent (with respect
to power allocation) to

C=@@,.0hk=1"",N)
where C is given by

Gu(f) = x.(t)

i (6) = % (2) if 6, <7 (9)
= x, () % (t) i#6,>7
k=2, ---,N

The proof is given in Paragraph 3.

To obtain estimates of the data sequences at the receiver
we assign

) =a(), k=1,---,N (10)

From Theorem 1, we obtain the modulating binary
signals:

% (8) = 4. (8) = ax (£)

2 (8) = ar (£), 9, é% (11)
=a@®al), 6>F
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We thus have the following result:

Taeorem 2. Given the data power ratios e, (k=1,- -, N)
and the required RF power, either the conventional sys-
tem or the Interplex system is optimal. Other configura-
tions might achieve the same efficiency but could never
out-perform both of them.

3. Proof of Theorem 1
a. Case I: 6, ==/4

From Eq. (8) we have

b= k=1,---,N, (12)

ESE!

and therefore

A LA
cos? §;, == sin® §;,

k=1---,N (13)

Each term sin? §; in Py (Eq. 7) indicates the presence of
%, (t) in y» (¢) (Eq. 6), and therefore must appear at least
once in Py, - - - , Py (otherwise the N signals

g0, - L Gx (0)

will be dependent). However, if for some k, sin? 6 appears
more than once, we can substitute it with cos? §; and thus
increase the total data power (Eq. 13) while preserving
signal independence. It can be shown that due to the con-
tinuity of the 6y’s, the increase in data power can be redis-
tributed to preserve the required power ratios. Thus the
data power is maximized if each sin? §; appears once and
only once to yield:

y'k(t)zxk(t) k—_-l:".:N

v (14)
P, = sin? 0 I] cos®6;

i=1
Moreover if 6, < =/4 the optimum is unique
QED. Case I
b. Case II: 8, > =/4

LEvmMa 1

If 8, > w/4 than there exists an optimum configuration
satisfying:
g =x®z@), k=L ,N (15)

where z; (t) is independent of x, (t).
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Proof

Suppose this is not the case. Then for every optimum
configuration there exists some ¥; () independent of x; (¢).
Hence

P] = COSZ 01A] (02, 0y, 0N) (16)
since sin* 4, > cos? 6, the signal

u(t) =x@0)7; @) (17)

has a power

Pu = sin? 91A7' ((92, et GN) > P]' (18)
Therefore u (t) belongs to the optimum set, ie., u(f) =
71 (t), otherwise the data power would be increased by
substituting 7; (£) with u (£).

From Eq. (16) it is evident that A;(6,, - - - , 8y) must
include some sin?¢; term which we can assume without
loss of generality to be sin? §,. Thus

P; = cos? 0, *sin®0,B (8;, - -+, 0y)
(19)
P, = sin*§, =sin?0,B (65, - - - ,6y)
and
P,>P (20)
Consider the signal v (t) associated with the power
P, = sin? 6, * cos? 0B (6, - - -, Oy) (21)

Clearly ¥; (t), ¥ (t) and v () are linearly dependent, and
thus, at most, two of them could belong to the optimum
set. Also, 8, =0, and therefore

Thus ¥j (£) has the smallest power among the three depen-
dent signals and can be excluded from the optimum set,
contrary to our assumption.

QED. Lemma 1

LeMmMaA 2

There exists an optimum solution satisfying

A
=

k=9 ---,N (23)

ENE!
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Proof
Let @i, i=1, - - - , N be an optimum set of modulation

angles and suppose we have, for some k, 8, > = /4.

Define

Ec: - é\k<

(24)

e
SR

3 . b A b - A 3
Since sin? 8 = cos? 6 and cos? §; = sin? §;, we could modify
our data set to satisfy

—~

-~ A A
P; = sin® 6xA; = cos® 0;A; = P;
and (25)
15y ~ A A
P; = cos® 6;A; = sin? 0:A; = P;
Repeating for all ) i > m/4 we obtain a new set of N sig-

nals, having the same data power (and thus optimum) and
satisfying 0, =<=/4, k=2, - - - |N.

QED. Lemma 2

Consider the optimum solution satisfying (by Lemma 2):

é\l > /4
A (26)
6ké7r/4, k:2,"‘,N
by Lemma 1,
b =x(®zm@), k=1 ---,N

A A . .
For k=2 we have cos® f; = sin? §;, and arguing as in
Case I, we can show that each xx (£) appears once and only
once, thus

Get) =x (@) (), k=2 ,N (20
The Nth signal is #; (t) = x, (f), which has the highest

power, since

N
P, =sin? 4, 1] cos? 8;

k=2

N
> sin® 6, * sin? 0; JJ cos? 65 (28)
Fes
= P].
QED.
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4. Conclusion

Given the design conditions, that is the power ratios in
the data channels, and the minimum required RF power,
it was shown that the optimum modulation scheme is
either the Interplex or the conventional method. Which of
the two is superior depends on the design conditions;
also, other configurations might achieve the same per-
formance. However, in no case can another configura-
tion out-perform both Interplex and conventional system.

D. The Critical Problem and Coding Theory,
N. White

1. introduction

In this paper we shall investigate in detail the inter-
esting fact that the “critical problem” of combinatorial
geometry contains as a special case the problem of deter-
mining the largest dimension possible for a linear code
over GF(q) of fixed length and minimum distance. In
Subsection 2 we introduce the reader to the critical prob-
lem and its relationship to coding theory, and present a
sketch of Crapo and Rota’s solution of the critical problem
in terms of the characteristic polynomial of a certain geo-
metric lattice. In the remainder of the paper we restrict
attention to ¢ = 2; i.e., binary codes. In Subsection 3 we
show that the critical problem for distance three (single-
error correcting) codes has a nice solution in terms of com-
binatorial geometry. And while this problem has been
solved before, our proof is instructive and shows how
the highly developed techniques of combinatorial geom-
etry are beginning to cast light on coding theory. In
Subsection 4 we give techniques which are useful for
computing the characteristic polynomials for distance-d
codes, d=4, and show how the calculations for a code
of block length n can in fact be performed in a space of
n — 3 dimensions. These results take on especially satisfy-
ing form for d = 5; we show the equivalence of thed = 5
problem to a certain generalized coloring problem. One
hopes that the d = 5 coding problem can be solved in this
manner. At present it is unsolved, and the techniques of
conventional combinatorial coding theory seem exhausted
on this subject. Finally, in Subsection 5 we obtain a recur-
sion for the characteristic polynomial for d = 4 codes. The
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Therefore, to find the best performance achievable by an
N-channel phase-shift-keyed /phase-modulated digital co-
herent system, the investigation can be narrowed to these
two schemes.

Reference

1. Lindsey, W. C., “Design of Block-Coded Communication Sys-
tems,” IEEE Trans. Commun. Tech., Vol. COM-15, No. 4, August
1967.

paper concludes with a short table of the known charac-
teristic polynomials, and should provide useful informa-
tion from which future theorems may be induced.

2. The Critical Problem

Let V" be a vector space of dimension n over GF (q), the

finite field of order q. If xeV?%, we denote
x = (xu)’x(z), P ’x(n))

Let S be any set of nonzero vectors in V7, thought of as
error patterns. We define an optimal linear code with re-
spect to S to be any subspace U CV?" of maximum dimen-
sion such that SN U = ¢. For any S we denote some such
subspace by U (8), even though U in general is not unique.
If k = k(S) = dim (U (S)), then U (S) is an (n, k) linear
(block) code on g symbols such that no two of its code
words differ by a vector in S. Thus, the code can be used
to detect error patterns from S.

Several examples we will use are given below; other
classes, such as those arising from burst errors, are also
of interest.

"= {stglx#O,

Dz = {xeV?|Hamming weight (x) = w} = B}, — B}, ,

n = {xeV7P|x5£0,
and = w}

Hamming weight (x) = w}

Hamming weight (x) is even

Thus U (B2) is a linear code of maximum rate with given
block length n and minimum weight w + 1. We note that
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if £:V7 — V741 is the operation of adding a parity check bit
to a binary code word, then ¢ (V?) = E™, and ¢ (B?) =~
Emif w is even.

Any subspace of dimension { in V7 is the intersection of
n — { hyperplanes. Thus the problem of finding k(S) is
equivalent to finding the minimum number of hyperplanes
H,H, - ,H,sachthat HHNH,N-- - NH,NS = ¢,
by taking U (S) = H,NH,N : - - NH,. Crapo and Rota
(Ref. 1) call this problem the critical problem of combina-
torial geometry, with the solution ¢ = ¢ (S) = n — k (S)
called the critical exponent. We now sketch Crapo and
Rota’s solution to the critical problem in terms of the
characteristic polynomial of S.

We begin with the partially ordered set L (S) of all sub-
spaces of V* which are spanned by elements of S, ordered
by inclusion. By intersecting these subspaces with S, we
have equivalently L (S) = {A CS|A = A}, again ordered
by inclusion, where A = (span A) N $ is the closure of
ACS. L(S) is a finite geometric lattice with bottom ele-
ment 0 = ¢ and top element 1 = S, However, we will re-
strict our notation to the case L (S), so that the reader will
require no previous knowledge of geometric lattices or the
equivalent concept of combinatorial geometries (Ref. 1),
although the concepts are more general.

The rank function r: L (S) - z, (the integers) is given,
for xeL (S), by r(x) = dimension (x), considering x as a
sub-set of V7. It is elementary to observe that r (x) = k if
and only if x has a basis of cardinality k, where a basis is
an independent subset of maximum cardinality.

On L (8), or more generally, on any locally finite par-
tially ordered set, we have the Mobius function (Ref. 2)
ML (8) (x, y):L (S) X L (S) -> Z, satisfying

(1) pre (x,y) =Ounless x=yin L(S)
(2) poes (%) = 1for all xeL (S)
@ =

Yyro=y=g

ML (8) (x,y) =01fx<sz(S)

The characteristic polynomial of L (S), p (A; L (S)) =
P (X; S) is defined by

PLE) = 3 e (0,x) Ar®-r@
2eL (8)

Tueorem L. (Ref. 1, p. 16.4.) The number of ordered se-
quences Ly, L, - - -, Lq of d linear functionals

L;:V2—> GF (q)
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not necessarily distinct, such that

d
(ﬂkerLi)ﬂSqu
is the number q¢»-7® p (¢% S). Thus p (9% 8S) = 0 for
d=0,1,2, ---,c(S)—1,and p(¢%S) >0 for d=c(S).

It is interesting to note that we get information about
the largest subspace of V% — § by studying the internal
geometric structure of S, as expressed in L (S).

We now examine the critical problem for the case ¢ =2,
S = B». We let a;;...x V" be the binary vector

a®, =1lif0 =47, -k

= 0 otherwise

3. The Critical Probiem forB?, g = 2

The following example is not new, but it motivates the
study of the critical problem.

LEmMA 2 L(B?) = P,.,, the lattice of partitions of a set
of n + 1 elements, where P.,,, is ordered by o, = ¢ if 01 is
a refinement of ..

Proof. B2 =~ Er* = D™, Let X = {®1,%s, * * * ,%nn} and
let A be a closed subset of D7+*. We define the blocks of
a partition ¢ (A) on X to be the equivalence classes of the
relation x; ~ x; if and only if a;;eA or i = §. It is clear that
~ is an equivalence relation; in particular, if x; ~ x; and
x; ~ %y, then either i =§ or j = k, hence x; ~ x3; or else
a;j, a,-ksA, hence i = Qij -+ ajkeA; and again X; ~ Xg. Thus
o:L (B:) - P

On the other hand, given =¢P,,, let
o7t () = {ai;eS%|x: = x5, i 71}

where = is the equivalence relation whose classes are the
blocks of «. Let aye span (o7 (r)). Since we are work-
ing over GF (2), a minimal subset of ¢~* (x) whose span
contains ay, must be a simple circuit with ay, removed, @;m,
Gy * * > . Thus %, = 2 and ayeo™ (), and ¢: L (B") o
Py,

QED.

But P,., == LC (C,.,), the lattice of contractions of the
complete graph C,,; on n + 1 vertices, by contracting all
edges between vertices corresponding to elements of the
same block of a partition. Here L.C (G) is ordered so that G
itself is the bottom element, for any graph G.
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The reader may have noticed that the weight-two vec-
tors D+ correspond in the obvious way to the edges of
C.,.., under the above isomorphisms. Similarly, any graph
G on n + 1 vertices corresponds to some subset S¢ C D7+,
with L(S¢) = LC (G). Furthermore, p(A;Se) =1/AC (% G)
where C (A; G) is the chromatic polynomial of G (e.g.,
Ref. 3, pp. 234-235).

Thus for G = C,4

PABY=Rr—1)A=2) - - (A—n)

Hence by Theorem 1
k(B®)=n—c(Br) =n— [log,n] — 1

It is interesting to note that the solution of the critical
problem for all Sy such that G is a planar graph is equiva-
lent to the famous four-color problem, since G is four-
colorable if and only if C (S¢) =2.

4. The Critical Problem for B”, w=3,q = 2

By the following proposition, it suffices to consider only
the case that w is even.

ProrposiTioN 3. k (B%,) = k (B%,) for I, n=0, hence
C(B:)=C(Bmy)—1.

21+1

Proof. The parity check operator

Z Vn ov En+l

n+l

as defined in Subsection 1, induces B%,=E?* and U (B?,) =
U’ for U’ a subspace of E**} missing E7%¢%,

(U") = [U(By,)]

Thus U’ has minimum weight =2/ + 2, and k (B%,)=
k(Bz,).

Since BI =~ ¢,

2441
k=r[UBx)] <n+1
hence U (B%%) can be expressed as the row space of a k
by (n + 1) matrix M which has dependent columns. Hence
we can delete one column to get a matrix M’ with rank
M’ = rank M. Let U” = the row space of M’, U’ C V. Then
U’ has minimum weight==2{ + 1, since U (B%:*,) has mini-

mum weight =2/ + 2, and

r(U) = r[U(By,)]

2441

Thus k (B?,) =k (B"+,), establishing equality. QED.
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LEMMA 4. ¢ (B") and k(B") are monotone increasing in
n, and

c(B%) —c(Bz) = 1— (k(Bx*) — k(B)) =0orl

Proof. Since
c(Br)+k(Br)=n
it suffices to show
k(Bry=k(Br)=k(Br) +1
By the isomorphism

Vn ~ H"+1 g Vn+1

where

n+1 —_ {st"+1|x‘"+” = 0}
k (Bw*) =k (Br) is trivial.
It suffices to show that

rank (U(B%Y)YNH,,,)=k(Br*) —1

n+l
since
k(Bz)=rank (U(By*) N H,,,)
Let U (B%*) have the basis
B = {bla b2a T ,bk}: k = k(BZ;l)
Now we assume that some
b1 =£0, 1=i=k

for otherwise U (B**') C H,,; and we are done. Suppose

B’ = {(b}sU (B%") N Hu, | b} = by + b0,

j=£i, 1=j=<k}
is dependent. Then for some
Jc{L2, - ,i—Li+1, .-k}
we have
Sb;=0
jed
Then

jed
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for some 8:GF (2), contradicting the independence of B.
Thus B’ is independent, and

rank (U (B%Y) N H,,.)=|B'|=k—1.  QED.

If L is any lattice, and x, yeL, x =y, then we define the
interval lattice

[x,y]r = {zeL|x =z =y}

Lemma 5. If xeL(S), SC V™, r(x) =k, then [x,1],) is
also a geometric lattice. Indeed, [x,1], ) =L (R) for
some R CVE,

Proof. Let x have a basis {b,, b,, - * * , by}, and let x; =

{bk—]'+1, bk—]'+2; v :bk}9 for 7. = 1: 2: T >k' Then
[ 1]o@ = [x, 1]
([%5-1, 1]
(.
’ ([xZ’ 1]

([2, 1o ) * - )

because 0,%;,%,, * * * , % = x is simply a totally ordered
chain between 0 and x in L (S), and subintervals of inter-
vals of L are obviously intervals of L. Each interval in the
expression above has height one less than its subscript-
lattice, thus it suffices to prove the lemma for the case
r(x) = 1. Then x = {a} for some a:S, a £0.

For some i =n, a® 5£0. Let p: V% — V- by

x(®

p(x)=x—;“.—)a

where we identify V- with

{y=V5ly® =0}

Let R =p(S) CV™»* . Let Ze [a,1]1s) and let

ye(spanp(Z)) N R
Then
y= 2 ax;=p(y)
cjEP(Z)

for some y’sS, «;:GF (g). Thus

¥ =S an) + 8a
i
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for
% ep™ (x7)
and 8:GF (q). But asZ, Thus y’s (span Z) N S, and
since Z is closed, y’eZ. Thus yep (Z), proving that p (Z) is
closed C R. Hence p induces a function also denoted p;
p:lx,1]u = L(R).
On the other hand, if
YeL(R),p* (Y) = (span (Y,a)) NS

hence p* (Y) ¢ [x, 1] (s since p* (Y) is obviously closed.
Thus p: [x, l]L(S) =L (R) QED

We now use a result of Crapo (Ref. 4, p. 606), special-
ized to geometric lattices of the type L (S). We note that
T CScVr implies L (T) C L (S) canonically.
ProposiTION 6. If T CSCV?", then

AE-rMp Ty = 3 p[x 1)

reM (8,T)
where

M (S,T) = {xeL (8)|yeL (T),y =xin L (8) implies y = 0}

We again consider exclusively characteristic 2. Let

Fn=E"—Dr= {er’a‘ | weight (x) =4,6,8, - - - ,2 [?23]}

ProrositioN 7. For n=5 h=2,

p (% Fy) = p (& By + (1) p (3 BR?) + (3) p (M By®)
Proof. In Proposition 6, let T=F?, CS=E",. No xeM (S, T)
may contain a;; and ay, for any distinct 4,7, k, {, for then
@ijr = Gi; + ayex. Therefore, M (S, T) = {0; the (%) points

ai;eS — T = D?; and the (*) lines {a;;, asx, aix} for distinct
i: i’ k}'

By Lemma 5, [a;;, 1] ; L (R), where
R = {x +x%a;;|xeS} = p(S)
Under the usual identification,

Vot = {xeV2|x® = 0}
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p is the identity on V% hence p (E%?) = E%* On the
remainder

(xeEp, |2 =1}

weight (p (X)) = weight (x). Since p maintains parity, we
see R = E%'. Thus

[aij, 1 == L (E%?) = L (B%?)

The line {ai,-, air, aik} = ﬂi]‘k has a basis {ai,-, a,-k}. Thus
by Lemma 5 and the preceding case,

[isw, Lesy == L(E?) == L (BR?)
Forn=5 h=2 r(F%) = r(E}), so we have

2h

p (% Fy) = p(x By + (3) p(h B52) + (2) p (35 BY?)
QED.

Corollary 8. ¢ (F7,) =c(B%?), hence k (F%,) =3 + k (B%;#).

Proof. Let ¢: V-3 CViby [o(x)]® =0 if i==n— 2. Then,
in V1,

U’ = span (o (U (B%?)), @n-z2, Gn-1, Gn)
contains only vectors of weights =2h + 1 or =3 in V7,
Thus

U'NFYy = ¢, k(F) =3+ k(B%®)
and

¢ (Fy,) =c (By®)
On the other hand, if ¢ = ¢ (B%?), let
QM) =A-1(A=2)(A—4) - - - (A —27)
By Theorem 1
Qc (M) [p (x; By®)
hence by Lemma 3
Qc(A)|p (x; B:®) and p (3; By;?)
Hence

Qc(W)p (A Fy)
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and

¢ (Fy)=c(B%?) QED.

It is difficult to use Proposition 6 to excise vectors of
weight greater than two, since vectors of weight greater
than those in S will usually be introduced into the geome-
tries [x, 1][,(,5«).

Perhaps the most interesting case of the preceding prop-
osition and corollary is 2h = 4, since F" = S”. This set of
vectors is transitive under permutation of the coordinates,
and with such symmetry one might expect a solution
similar to that of D? = B?-* in Subsection 3. Such a solu-
tion would immediately give the optimum rate of a 2-error
correcting code. The following observation, which gen-
eralizes the equivalence between the critical problem for
D? and the coloring problem for C,, may be a step in
that direction.

Let L be a linear functional

n

2 aix(i)>
i=1

«:1eGF (2)

The Boolean function corresponding to L is the function

,oan):N={1,2, - - - ,n} > GF(2)

ap = (‘xl;aZ, toT
where ay, (i) = @;. The linear functionals on V7% are in

one-to-one correspondence with the Beoolean functions
e:N— GF (2). Let

Y, = {ieN:a; = 1}
and for xS, let

E, = (ieN:x® =1}

Then
22 (n-r®) p (2%, §) = the number of ordered sequences of
d linear functionals L,, - * * , Lz such
that

d
(ﬂ kerLi)ﬂS=¢
i=1

= the number of ordered sequences of
d subsets (including ¢)Y,,Y,, -+, Ya
of N such that for each xS

Y; N E,]| is odd for some j, 1 =j=d
I i
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We consider the binary relation R C A;xA, where A; =
2Y = {YCN} and A, = {E, CN:xeS}, and YRE,, for
YeA,, EzeA,, if and only if |Y N E,| is odd. Then ¢ (S) =
minimum {|A’|: A’ CA,, and every E,eA, is related to
some YeA’}. For § = D% A, = {X CN:|X| = 4}, and the
binary relation should be easier to handle than the corre-
sponding relation for S = B”.

5. Recursion for p (); B})

We know k (B?) from Subsection 3 by applying Proposi-
tion 3, but that does not give us the characteristic poly-
nomial. Using Proposition 6, we obtain a recursion for
p (x; BY) involving p (A; D?).

Let T = B% — D* C B = § in Proposition 6. The rank k
elements of M (S, T) are the closures of independent sets of
k weight-two vectors, which are partitions of an n-element
set into n — k parts, as in Subsection 3. [a;;, 1] L@t =
L (B¥*) as in Proposition 7, since p (B%*) = B** and p
does not increase weights. Thus if r(x) =k, xeM (S, T),
[x, Hpen =L (B¥*). Thus

p(sT) = 38 (n,n— k) p (1 BrH)

k=0

where

S (n, m) = the Stirling number of the second kind

= the number of partitions of an n-element set

M (S, T) = {the 0-, 1- and 2-element subsets of D},
[@i, 111 sy = L (B%*) because in the notation of Lemma 5,

p(Dy*U DY) = Dyt U DY
since p fixes x if ¢ = 0. But for a;eD% CS, p (aijx) = aj.
Therefore p (S) = B%*. Similarly
[{ai, a;}, 11 = L (B%?)
Thus we have
p(x; D) = p(x By — D) + np (s By™) + () p (A By
= np (x By) + ()p (4 BY?) + 3 S (0, K p (35 BY)

=np(A; By') + () p(\; By?)
+ the nth coefficient of

- p (s BY) 5*
Z(l—x)(l—f&x)-“(l——kx)

k=1

The term for k = n is just p (A; B7), which may be trans-
posed with p (x; D?) to give

p (A By) = p(x; D) —np (A; B?) — (3) p (A; BY?)

into m parts — the nth coefficient of
~ oy — n n-1
We re-apply Proposition 6 to the case T = D", Z p(r; BY)x*
_ — (I—2)(1 —2x)--- (L — kx)
§ =B}~ Dy =DjuD;
Table 1. Values of p’

n B | kiBY O\ BN <D | KDY DY)

4 4 0 1 1 3 A®

5 4 1 I\ — 15) 2 3 n—1=i

& 5 1 (\ — 25) 3 3 N — 4 £2i)

7 é 1 (\ — 35) 4 3 (A — 10 =4.50)

8 3 2 I\ — 49.5 £8.3) 4 4 N — 15.5){A — 19.75 £9.9))

9 7 2 I\ — 64 £167i) 5 4 A — 30.3) (A — 32.3 £18.8})

10 7 3 (A — 95) (A — 81.5 +31.4i) 6 4 (N — 51.6) (A — 47.7 +32.2i)

11 7 4 (N — 83.3 £ 44.6i) (A — 1337 +44.98) 6 5 N — 68.0 == 1.6i) (A — 65.5 = 50.0i)
12 8 4 7 5 N — 10175 £34.1i) (A — 82.25 = 67.7i)
n cBY | KkiBY T B cd? | kWY O DY)

3 3 0 1 1 2 1

4 3 1 =7 1 3 on— 1y

5 4 1 I — 10 1 4 (A — 2.08 & .4i) (A — 2.4 +2.35)

s 4 2 (A — 13 £2.45) 1 5 (A — 1.99) (A — 387 +1.05)) [\ — 4.6 =£5.3)
7 4 3 N — 14.8) (A — 16.6 £5.00) i 6 (A — 2.0002) (A — 3.95) {\ — 6.8 =2.5) (A — 7.2 £9.2})
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VI. Communications Elements Research
TELECOMMUNICATIONS DIVISION

A. Spacecraft Antenna Research: Antenna
Tolerances, D. Damlamayan

1. introduction

The actual performance of an antenna always falls
short of ideal performance. The reason for this is that the
actual aperture distribution deviates from the ideal one
due to various errors which may be either systematic or
random.

Systematic errors are those which, once the cause is
known, may be calculated accurately. Errors due to the
displacement of the feed from the focus of a parabolic
reflector or a lens are of this type.

Random errors are due to unpredictable deviations of
the antenna parameters from their design value. Depar-
ture of the surface of a parabolic reflector or of a lens
from its true shape gives rise to random errors.

In this article, the effect of various errors on the gain
of antennas representable by a field distribution over an
aperture is discussed, with particular reference to para-
bolic reflectors and lenses. The related subject of pattern
degradation has not been considered. The subject of an-
tenna tolerances has been studied quite extensively in
recent years. Some of the more interesting works are cited
in Refs. 1-6.
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The axial gain of a highly directional aperture antenna,
radiating close to the § = 0 direction, whose aperture dis-
tribution is F (x,y), can be written as

2

F(x)ds
G, = ';%21_'["_“—_”— (1)

[lr@| s

where the integration is carried over the aperture (xy)
plane. This result is most simply and directly obtained
by considering the plane wave spectrum representation
of the aperture field.

As our interest lies mainly in reflector and lens antennas,
it will be sufficient to assume only a pure phase error.
If such a phase error § (x) is introduced, the gain becomes

2

/F (x) eis @ dS

I

8 (x) will be a deterministic function when systematic
errors are considered and a random function when we
treat random errors.

4
G=—)§ (2)

* s
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2. Random Errors

Let us first consider the gain loss resulting from random
phase errors on the aperture plane caused by the devia-
tions of the antenna surface from the ideal. Following
Ruze (Refs. 1 and 5), we assume the phase error § (x) at
any point on the aperture to be a random sample from
a single gaussian distribution with zero mean and vari-
ance 8. It follows that the surface deviations are assumed
to be distributed uniformly over the aperture.

The numerator of Eq. (2), which represents the power
radiated axially, can be written as a double surface
integral:

P=[[F@) P @ e s m) - 5 ) ds.ds:
3
Letting x; — x, = 7 as the vector difference between two
integration points on the aperture, and y {z) =8 (x,)— & (x.)

as the phase difference of two points on the aperture
spaced a distance r apart, we get

P =//F (x + 1) F*(x) e dS- dS, 4)

Defining now the aperture illumination auto-correlation
function as

[Pa+arwas.
¢ (1) = ; (5)
[|r@] .
we obtain for the gain the simple expression
= Ar (1)
G=—[¢erDdS, (6)

Since 8 (x) and hence y(z) are random functions, the
quantity of interest is the expected value of the gain G.
The correlation distance of the phase errors, ¢, is defined
as that distance at which the phase errors become essen-
tially independent. Then for r >> ¢, y(z) becomes the
difference of two independent normal random variables,
hence it is also normally distributed with variance

7 (1) —> 25 (7)
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On the other hand, for » = 0 the mean square difference
in phase error is obviously zero:

y*(0)=0 (8)

We now assume a convenient form for the variance

function y?(r), which fits these end conditions, such as

y* (r) = 28° (1 — e™™%) (9)

Another assumed form for the variance function with a
similar smooth behavior does not significantly alter the
result. Now it can be shown that

eV = exp [—8§% (1 — e™/?)] (10)

Hence

G= %e‘§/¢ () exp (82 &™/¢*) dSx

— 4 _ = 53 n
=G,e ¥+ 7% e E /qS (7) (n!) A
n=1

(1)

where G, is the gain for no phase errors. Because of the
exponential factor the integral essentially vanishes for
r > ¢. Now ¢ (0) = 1, and assuming that ¢ is small com-
pared to the aperture dimensions we may set ¢ (r) = 1 in
evaluating the integral. Extending the integration limit
to infinity, we finally obtain

o0

— -5 ki R AV
G=Ge +< A) e E - (12)

The reduction in axial gain is given by

G_ s, 1 2_—2 (&)
Nkl +77<D> e g (13)

n=1

where we have considered a circular aperture of diameter
D and 74 is the aperture efficiency defined by

D 2
6 =1(%)
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For small tolerance losses and for correlation regions ¢
small compared to the aperture diameter D, we may write

— 2 —
G=Ge=y () coiE (4

where £ is the variance of optical path error. The maxi-
mum gain is achieved at the wavelength

Finally, the rms surface deviations € must be related
to the variance of phase or optical path errors for various
antennas. For shallow reflectors (large f/D)

£ = % (16)

while for lenses of large f/D
\/; =¢|n— 1|

where n is the refractive index of the lens. Practical con-
siderations such as low surface reflections require that
|n — 1| ~0.5. Then for the same small surface devia-
tions, the fractional loss in gain in parabolic reflectors is
about 4 times as great as in lenses. For the same surface
deviation, the maximum gain for a lens will be achieved
at a wavelength about 4 times smaller than for parabolic
reflectors.

(17)

It is possible to take into account the curvature of the
reflector or of the lens surface. Let the rms axial and
normal surface deviations be denoted respectively as Az
and Ah for both reflectors and lenses. Then (Fig. 1)

PQ = Az and PN =ah (18)

with

Ah
gz~ cos 6 (19)

In the case of a reflector, the rms optical path error is
(Fig. la)

\/_g:PP’-i—PR: Az + Az cos 26

= 2Az cos?d (20)
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Also, for a parabblic reflector we have (e« = 26),

rpeog— o on
x = FPsin2§ = 1T cos20 sin 26 = 2ftan 6
@n
Hence
cosf = —-———1——-—2 (22)
x
()
and
= 24z
\/Ez- = —?
()
- 2Ah (23)

X 2
1+ (37)
The curvature must then have the effect of reducing the
gain loss.

Considering the lens, the rms optical path error can be
seen to be (Fig. 1b)

V& = |PP' — nP'R|

= PP’|1 — ncose]|

Ah
-—m]l—ncosa (24)

On the other hand, for a lens,

(n—1)f

x = FPsina =
ncosa— 1

sin & (25)

The last two relations together with Snell's law,
sin (« + §) = nsin§, enable one to obtain an expression
for Y £ involving only x/f, n and either Ah or Az.

It is easy to see that these expressions for the rms op-
tical path errors in reflectors and lenses reduce to the ones
given above for large f/D. In fact, for large f/D, a =0,
6 =~ 0 and we immediately obtain

£ = 2z = 2Ah (26)
for reflectors, and
V& = ah|1— n|= Az|1 — n| @
for lenses.
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Fig. 1. Optical path length errors
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In this connection, an extension of the above theory
to surface deviations which are not distributed uniformly
over the aperture must also be mentioned (Ref. 6). It is
found that the assumption of uniform error distribution
in general gives a lower value for the axial gain of an
antenna whose surface deviations have regional variations
over the aperture.

3. Systemaitic Errors

We next consider systematic errors due to defocussing
of the source. The ratio of the gain to no error gain can be
written as

< I / F (x)e?o@® dflz o
| [rawas

For convenience the phase error will be measured with
respect to the illumination weighted mean phase error,
which we call §,(x). Then

/ F(x)8 (x)dS

[Feas

Assuming in-phase illumination and small phase errors,
expanding the exponential in a power series, we obtain

8o (x) = 8 (x) — (29)

U %) exp [i8 (x )]dsr

F (x)dS

=1-— 8 (30)

where
/ F (x) 83 (2) dS
T R —
/ F (x)dS

This well-known simple result is very useful in calculat-
ing the gain loss in various circumstances. For small phase
errors, Eq. (30) is similar to Eq. (13) or (14). There are a
number of differences, however, which should not be
ignored. First, Eq. (13) is not restricted to small phase
errors, and an extension of the theory that led to Eq. (13)
is able to give information on the radiation pattern as
well. Then Eq. (30) depends on the illumination function

(31)
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F (x) whereas Eq. (13) does not. This is only so because
in the statistical analysis the phase errors are assumed
to be uniformly distributed. In this case 83 as given by
Eq. (31) would also be independent of the illumination
function.

The loss in gain incurred as a result of the feed dis-
placement axially by a distance ¢ from the focus F to a
point F’ is considered next. The optical path difference
between an axial ray and one reaching the aperture at
the point x is the same for both lens and parabolic reflec-
tor antennas of focal length f. Referring to Fig. 2 and
noting that n is the refracting index for the lens and equals
unity for the parabolic reflector, we have for both cases

£¢=F'N~ (F’'O + nOP)
=~ (FN — FR) — (F'O — nOP)
= (FO + nOP — FR) — (F'O + nOP)
=a(l — cosa) (32)

Now for shallow reflectors we write

COSa—;—%i——;?zl_%<i>g+%<ﬁ>4+.”

with a similar expression for lenses. Hence, in either case,
lumping the constants together, we write

(33)

3 (x) = g}\zé(x) =, x? + ¢y %t (34)

Considering only the quadratic term and a uniform illumi-
nation, we obtain

8o (x) = o 2% — % (35)

where A is the phase error at the edge of the aperture.

Then
G 1 A\? 4
—_——1 == 2 _ ) dA=1— " A2
G, 1 AL(C” 3) 5

(36)

Thus in the case of uniform illumination an extreme phase
error of about 1.1 radians can be tolerated if the loss in
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48

directivity is not to exceed 10%. This calculation for shal-
low reflectors is not a realistic one for communication
antennas which may have small values of f/D ratios and
is intended merely as an illustration.

The loss of gain resulting from the movement of the
feed point away from the focus in a direction perpen-
dicular to the axis can be calculated in a similar way.
In this case, for small phase errors across the aperture,
we can write

8(x) =c,x + cyx? (37)

The constants may be calculated from the geometry
for lenses and parabolic reflectors. The linear term causes
the radiation pattern to tilt by an angle ¢,A/2r without
change of shape and hence has no bearing on the loss of
gain. Only the cubic term contributes to the reduction
in gain which, however, is small since the cubic errors
are strong near the edge of the aperture where usually
the illumination is reduced.

It must be mentioned in this connection that the two
surfaces of a lens can be chosen so as to minimize the loss
of gain resulting from the feed movement, an option
which does not exist for parabolic reflectors, and which
makes lenses particularly suitable for wide-angle scan-
ning.

Finally, the effect of systematically misplaced plates in
metal-plate lenses will be considered. If the theoretical
distance between the plates is s and the actual distance
is s + As, where |As| << s, the index of refraction for
the theoretical situation and the change in the index are

n= .1 (%)2 (38)
and
An = z;_r; As (39)
Then the phase error becomes
8(x) = g‘-;T--z(x)An
"y
St E%l (Sl “:2)3/2 As (40)
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Fig. 3. Incorrect plate location in
metal-plate lenses

The equation of the surface z (x) can be found, referring
to Fig. 3, from the relation

f=nz+Va* + (f—z)*
which, upon squaring, becomes
l—n)z2—2f(1—n)z+a2=0 (41)

These results also apply for random spacings, where the
spacings s form a random sample from a single gaussian
distribution with zero mean and rms deviation As. The
gain loss may now be calculated from the expression for
8 (x). We see that increasing the index of refraction or
decreasing the thickness of the lens lowers the phase error.
Thus reducing the thickness of a lens by stepping it helps
to ease this tolerance, although, in general, stepping a
lens causes a loss in gain because of radiation scattered
in “shadow” areas.
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As an example consider a metal-plate lens of large f/D
ratio. In this case,

0~ 55 (7) “

and a quadratic phase error is introduced. For a uniform
aperture distribution and a quadratic phase error 83 has
already been calculated. If the lens is stepped such that
its thickness never exceeds A/(1 — n), we obtain

8= (%”—) —é—Asz (43)

for 0.4<=n<0.6.

4. Conciusion

It has been shown quantitatively that the manufactur-
ing tolerances for lenses can be less stringent than for
reflectors. This is still so even if the possibility of errors
arising from plate-spacing tolerances are considered.
Easier tolerances and capability for better scanning are,
in fact, the main advantages of lenses over reflectors.
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VIl. Spacecraft Telecommunications Systems
TELECOMMUNICATIONS DIVISION

A. On the Stability of Second-Order Tracking
Loops With Arbitrary Time Delay, M. K. Simon

1. Introduction

For many years researchers have been answering ques-
tions related to the design and performance of tracking
loops employing the phase-lock principle. The two pri-
mary directions of study have been toward (1) an under-
standing of the loop’s transient behavior in terms of its
acquisition time and cycle slipping performances, and
(2) the determination of the steady-state loop performance
as expressed in terms of the moments of the probability
density function of the phase error. Another area of in-
vestigation is that of loop stability which relative to the
above studies has received less attention. The main
reason for this is that the techniques which are available
for performing a stability analysis (i.e., the Nyquist cri-
terion, root-locus diagram, Routh-Hurwitz criterion,
phase-plane, Lyaponov function, etc.) have thus far
shown applicability only to a noise-free condition. Fur-
thermore, for standard second-order phase-locked loops,
the stability problem is not critical since a linear, noise-
free analysis predicts unconditional stability, whereas
the nonlinear techniques of above demonstrate the ex-
istence of an adequate pull-in range.

With the introduction of the data-aided loop (SPS
37-60, Vol. 111, pp. 46-56), the problem of loop stability
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becomes more poignant due to the presence of a delay
element in the open-loop transfer function. This delay,
which is ideally equal to the reciprocal of the data
rate, will at sufficiently low data rates cause instability
problems. With this motivation in mind, we address our-
selves in this article to the general question of second-
order tracking loop stability in the presence of arbitrary

- time delay. A specific application of the results will yield

an approximate answer to the question of how low in
data rate one can go before the data-aided loop becomes
unstable.

The principal tool used in the linear stability analysis
which follows is the Nyquist diagram (and the accom-
panying Nyquist criterion) as applied to the open-loop,
noise-free, transfer function of a generalized second-order
tracking loop. For the nonlinear stability performance,
we resort to a method based upon an approximation to
the phase-plane behavior.

2. Linear Stability Analysis

Consider a generalized phase-locked tracking system
whose noise-free differential equation of operation is
given by

8 =0— AKZE) gomegly) )

JPL SPACE PROGRAMS SUMMARY 37-66, VOL. ill



where 6 is the input phase to be tracked, ¢ =6 — 8 is
the loop phase error, g is the tracker’s estimate of 6, F(p)
is the loop filter, g(¢) is the system nonlinearity nor-
malized to unit slope at the origin, AK is the open-loop
gain, and T; is an arbitrary delay, assumed ideal. An
expression such as Eq. (1) is typical of a data-aided
loop with

g(#) =sin¢ [—————i — 21;%)) ]

and T; equal to the reciprocal of the data rate. The
quantity Py(¢) is the data detector’s error rate condi-
tioned on the tracking logp’s phase error. The open-loop
transfer function T(p) = 6(p)/6(p) is from Eq. (1),

T(p) = AK f%ll e @)

where g(¢) has been linearized to ¢. For a second-order
tracking system, it is quite common to assume a loop
filter of the form

. 1+ TP
F(n) =190 (3)

Then, substituting Eq. (8) into Eq. (2) and letting p = jo,
we get

_ AR(L+ jors)

T(jo) = Tl Fjor) et (4)

Introducing the normalization x = w7, and letting
r = AK+%/r,, Eq. (4) simplifies to

r(zl)z (1 + ixT—2> exp(— jx§>
T(jx) = —= - =

T+ ) (5)

The quantity r is related to the loop damping, £, at zero
delay by

r = 4¢£ (6)

It is desired to study the magnitude and phase char-
acteristics of T(jx) as defined in Eq. (5) and from these,
using the Nyquist criterion, determine the set of nor-
malized frequencies, {x,}, at which the phase character-
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istic, arg T(jx), equals (2n — 1)x radians, n=10,1,2, ---.
Thus the set {x,} is the solution to

tan™ l:x,, <L>:| — tanx, — - x,,—T—d— =(2n— 1)x
T1 2 T1
™
In particular, the solution of Eq. (7) for n =0 (i.e, the
first crossing of the horizontal axis by the Nyquist plot)
must have a corresponding magnitude of T(jx) which is

less than unity in order to insure stability. Thus, if the
delay T, is such that

T,
— tan™ [x(, (—-:i):l + tan™ x, + %, —1—l = % (8a)
1 1

and

A2) [1+=() ]
Y T2 T1
%2 [ 1+ x?,:l

Then the second-order tracking loop will be absolutely
stable in the linear sense. Assuming 7+, » 75, then the solu-
tion of Eq. (8b) for x, is

| T(jx) <1 (8b)

4
r 1+4/1+=
T1 -
Fo > T) 2

9)
and hence
tanlx, ~ % (10)

Substituting expressions (9) and (10) in Eq. (8a) gives

4
T,

—< 24 (11)
14 4/14+=
T
T 2

where P.V. denotes principal value. Equation (11) then
represents a bound on normalized loop delay in order
to guarantee stability. As an example for r =2 (ie,
¢ = 0.707), T4/+, must be less than 0.52 (see Fig. 1).
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Fig. 1. Nyquist plot for second-order tracking
loop with delay

The quantitative results given above rely heavily on
the ability to make the small phase error assumption
which allowed us to use the linear model and a linear
stability criterion. In fact, we notice that the linear sta-
bility analysis determines only whether the steady-state
phase error becomes zero or unbounded and hence does
not predict the existence of stable and unstable limit
cycles. Thus, one should regard the above results as a
qualitative guide (possibly even as a loose upper bound)
to the real behavior which must be predicted by a non-
linear model.

3. Nenlinear Stability Analysis

The approach taken here is based upon a recent result
communicated to the author by W. C. Lindsey* for the
synchronization boundary of a nonlinear tracking loop
in the presence of arbitrary delay. In particular, the
function

+

7("’!) = AK 97y

of TT,] COS wy Td
o Ty

SiIlerd
: 12
t Ty ] (12)

defines the synchronization boundary where o; is the
fundamental beat note in a Fourier series expansion of
&(t). Setting

0y(oy)
Owy

=0 (13)

1Electrical Engineering Department, University of Southern
California.
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Fig. 2. Synchronization boundary of a second-order
phase-locked loop with arbitrary delay

gives in general several values of vy, say {u;, } (see Fig. 2),
which satisfy Eq. (13). Calling the smallest of these
values o, and denoting the initial frequency offset by
4, then the following conclusions may be drawn:

(1) If Qo/AK < y(wy,), the loop will lock.

(2) If Qo/AK > y(wy,), then frequency pushing occurs
and the loop goes into a stable limit cycle.

It is interesting to note that for the special case T; = 0,
rri/7» » 1, the synchronization boundary defined above
checks with a result given by Viterbi (Ref. 1, equation
3.39), for the pull-in range of a second-order phase-

locked loop; i.e.,
QQ 27'2
AR < 4 ’T—l (14)

In order to make the two results agree, Viterbi’s loop
gain AK must be multiplied by r,/r, to correspond to
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our definition of loop gain since we define our filter,
F(s), such that it has unity gain at zero frequency.

The most stringent requirement placed on T; is that
value at which the loop will not lock even if initially the
voltage-controlled oscillator is at its quiescent frequency
and the offset in frequency is zero. In this situation, the
loop will always become unstable. To arrive at this value
of T; we must solve the equation

(oz,) =0 (15)

for T;. Defining the normalized parameters

B = o2 n= (16)

then Eq. (13) may be rewritten as

B r [ cosBy | sin ﬂn:l
rl+ [ B TR (17)

y(B) = 5

Differentiating y(8) with respect to 8, and equating to
zero, we get

2 (1 + Buy) sin Buy + (1 — Ban) cos Bay

o(r2) P

where 8, corresponds to the normalized value of oy,; ie.,
Bn = ws,72. Letting n=0 in Eq. (18), we have from
Egs. (14) through (16),

(18)

_ ﬁ 7 [ cos B sin ,8077] _
Tl+2[ a4 | o

(19)
Solving Eqgs. (18) and (19) simultaneously (with n =0

in Eq. 18) gives an equation for the critical value of
normalized delay, 1, i.e.,

(2 — :30"10)

tan Bme = — CT B (20)
whose principal solution is
B.ne = 8.394 (21)
o
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Substituting Eq. (21) in Eq. (18) and solving for 4. gives

19.34
Ne = ’ (r_’ri> (22)
T2

and the absolute instability region is then given by 5 > 7.
Conversely for values of 4 <y, the loop will or will not
be stable depending on the value of initial frequency
offset as already discussed. Again, for r =2, and
i/ =200, 5. = 0.156. We note that this bound de-
pends on 7./, whereas that predicted by the linear
theory did not. Similar results have been obtained by
Tausworthe (SPS 37-46, Vol. IV, pp. 226-234), Develet
(Ref. 2), and Gruen (Ref. 3) using a relation for the syn-
chronization boundary slightly different from Eq. (2).

Strictly speaking, the results of this section apply only
to a second-order sinusoidal phase-locked loop. How-
ever, we anticipate from experimental results that the
above solutions are reasonably close for data-aided loops
with large signal-to-noise ratio. An improved result for
the data-aided loop specifically will hopefully be avail-
able in the near future, along with accompanying phase-
plane diagrams.

One justification for the applicability of the results
obtained here to the data-aided loop comes from experi-
mental evidence. If Egs. (11) and (22) are expressed in
terms of the loop bandwidth at zero delay, W, = (r + 1)/
2r,, then for r =2 the corresponding inequalities nec-
essary to guarantee absolute stability become

R>13W,
R>43W,

linear theo
( ry) (23)
(nonlinear theory)

where R 4 1/T; is the data rate. Experimentally it has
been found that for R > 2W/, the data-aided loop is stable.
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B. Signal Design for Single-Sideband Phase
Medulation, H. D. Chadwick

1. Introduction

In 1966, Springett (SPS 37-40, Vol. IV, pp. 163-169)
and others showed that a signal of the form

A
s(t) = A e¥® cos [odt + af(t)] (1)
has a spectrum which is one-sided about the carrier

frequency, w.. In this equation f(t) is an arbitrary func-
tion of time and f(f) is its Hilbert transform, given by

fioy=2 [ L as &)

The integral here is the so-called Cauchy principal part
(Ref. 1).

While Springett’s work and subsequent work by Secor!
showed that a single-sideband phase-modulated
(SSB-PM) scheme was practical and that bandwidth re-
ductions on the order of 50% over standard phase mod-
ulation systems were achievable, no effort has so far
been directed toward finding a good modulating signal,
f(t). In this article, a description is given of the deriva-
tion of a set of such signals, which are designed to
minimize intersymbol interference.

2. The Detector

A correlation, or matched filter, detector of the form
shown in Fig. 1 has been assumed. In a general m-ary
system (m > 2), m such detectors would be employed,
each one correlating the input waveform with one of
the possible transmitted signals, and the one showing the
largest output would be chosen as corresponding to
the output decision. Such a detector is known to pro-
vide the minimum probability of error for signals mixed

1Secor, D. J., Single-Sideband Phase Modulation Using a Delay Line
Hilbert Transformer, July 4, 1967 (JPL internal document).

INPUT . T
x(t) = s(f) +nft) 0

QUTPUT
T
"‘/ x(t)s(t) dt
0

REFERENCE
s(t)

Fig. 1. Correlation detector
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with additive, white, gaussian noise. Ideally, the signals
would be chosen to occupy only a fixed time interval, so
that a string of signals transmitted sequentially would
not interfere with each other and the integrators could
be reset to zero at the end of each interval. When the
signals are not confined to a fixed interval, a problem of
intersymbol interference exists because neighboring sig-
nals in the string will spill over or interfere with each
other, degrading the detector performance.

When a time-limited pulse signal is sent over a fre-
quency band-limited channel, intersymbol interference
will always exist. This occurs because the Fourier trans-
form of a band-limited signal cannot be time-limited.
Slepian and Pollack (Ref. 2) have showed that one
function, the prolate spheroidal wave function of order
zero, has the optimum property that when time-limited
before transmission and then band-limited in the chan-
nel, its received energy is the greatest of any function.
This property has been used in the design of signals to
reduce intersymbol interference (Ref. 3).

3. The Problem

An intersymbol interference problem similar to that of
band-limited signals exists for the SSB-PM signal. The
Hilbert transform of a time-limited signal is not time-
limited so that it is not possible for both f(¢) and f(¢) in
Eq. (1) to be simultaneously time-limited. In order to use
a simple correlation detector of the type of Fig. 1, it is
desirable to keep this intersymbol interference to a
minimum. With this objective, the following criterion
was used for the design of the signals f(t) and f(¢):

Given that f(2) is strictly time-limited to the inter-
yal (0,T), choose that f(t) for which the energy of
f(#) in (0,T) is a maximum.

4. Integral Equation

Mathematically, the energy of ;"‘(t) in the interval (0,T)
is given by the relation

oF = A " b e &)

where o is a constant 0 <.a <1 expressing the relative
amount of the total energy which is in the interval, and
the total energy E is given by

= [ a @
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It can be shown that the total energy of the Hilbert
transform f(£) is the same as that of the original signal,

f(t), or that

0 T
E=["fwa= [ poa ®)
-0 0
because f(t) is strictly time-limited.

Substituting Eq. (2) into Eq. (3) and letting T = 1 for
simplicity gives

s [ 2t

Interchanging the order of integration (without regard
to the consequences) gives

11 1 1
oE = -—7%2— /; /; f(u)f(u) ‘/; m dt du dv
(7

f(v)
o dv:| dt
6

The inner integral can be evaluated except at the point
u = v where it does not exist. This difficulty is overcome
by the following artifice, which has not been rigorously
justified, but has the advantage that it works. A 8 func-
tion has been added to represent the behavior of the
integral at u = v. Using this artifice, the equation be-
comes

1 1
&= [ [*upce
0 0
1 1 o(1 — u)
X [S(u — ) + ;2-(” — v>10g<u(1 — v))] du dv
(8)
where the §(u — v) has been used to represent the singu-

larity at 4 = v in the integral. Rewriting the equation
gives

oE = ] ' [ ' K(u,0)f(u)f(v) du dv 9)

where
IR E)
(

Letting

10)

K(u,0) = 8(u — v) — K'(u,0) (11)
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the equation becomes
oF = / ") dt — / ' f " R(uwo)f(w)f(v) du do
o 0 ) (12)
or
oE =E — BE (13)
Hence the second integral represents the negative of the
amount of energy outside the interval (0,1), and the ob-

jective of maximizing a may be achieved by minimizing
B. Thus we have the integral equation

pp= [ [ Kwopfe) deae 0

where

Kwo) = (525 ) b8 (3=af)  09)

for which the objective is to find the f(#) which mini-
mizes 8. Letting

AM(u) = f ' K'(u,0)f(v) do (16)
and substituting into Eq. (14) gives
BE = f " fi(u) du = AE (17)

Thus, solutions to Eq. (16) are also solutions to Eq. (14)
and the solution which provides the smallest value of A
will be the desired solution. The problem with such an
eigenvalue equation as (16) is that there is no smallest
eigenvalue, A. There does exist a largest eigenvalue, but
all succeeding solutions produce smaller values, and
there is no limit to the number of solutions. It turns out,
however, when the actual solutions are examined, that
the eigenvalues converge quite rapidly to a value close
to zero.

5. Solutions to the Equation

No closed form solution has been obtained to Eq. (16).
However, by using numerical techniques, a set of eigen-
function solutions has been formed in tabular form, and
these solutions appear to have the desired properties.
The numerical solutions were formed by using a discrete
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approximation to the integral equation (16). Letting
fi(t), k = 0,1, -, be the kth eigenfunction of the equa-
tion and A, the equivalent eigenvalue, the discrete ap-
proximation to fi(t) is fi(t;), where ¢; is a discrete time
point. The discrete equivalent to Eq. (16) becomes

i=12 :,n

k=01,
(18)

Nfilu) = 3 K(u0;)fi(07)80

where Av is the time increment between values of v; (a
uniform spacing is assumed), and n is the number of
points in the approximation. Using the matrix notation

[fr(w) ] fulon) ]
filue) f(v2)
£, = = (19)
[ fu(tn) | Lfu(a) |
and
MK(u,0)  K'(uy,0,) K'(t:,0)]
K’ (1,0,)
K = (20)
| K'(tn,01) K (tt2,0) |
Eq. (19) may be written
af = K/ £y, (21)

which is a familiar matrix eigenvector problem. The dis-
crete solutions f; are the eigenvectors, and the constants
A« the eigenvalues of the matrix K’. Obviously, the larger
the number of points used, n, the more accurate will be
the discrete approximation, but, as n becomes large, the
difficulty in evaluating the eigenvectors becomes greater.

6. Computed Solutions

Solutions to Eq. (21) were calculated on a digital com-
puter for n = 64 and n = 128. The first six eigenvectors
obtained are illustrated for n = 128 in Fig. 2. These dis-
crete solutions were then Hilbert transformed using a
discrete Hilbert transform technique to obtain the six
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functions, )I‘\k(t), illustrated in Fig. 3. As a check on the
reliability of this process, the energy contained in the in-
terval (0,1) of the Hilbert transformed functions, oE, can
be compared to the calculated eigenvalues of the matrix,
since by Eqs. (18) and (17)

eE=(1—NE (22)

The solutions have been normalized so that E = 1. The
results are summarized in Table 1.

Tabie 1. Comparison of computed eigenvalues with
energy of Hilbert transform in interval

n =64 n = 128

k

a T—2X a 1T-2A
0 0.197 0.224 0.177 0.180
1 0.576 0.656 0.530 0.603
2 0.841 0.893 0.800 0.857
3 0.954 0.974 0.933 0.958
4 0.990 0.994 0.984 0.989
5 0.999 0.999 0.998 0.998

7. Discussion of Resulis

The results show that the eigenfunction solutions to
Eq. (16) converge quite rapidly to the desired result.
There is no single optimum solution, because the higher
the order of the eigenfunction, the better the energy of
the Hilbert transform is concentrated in the desired
interval. This is offset, however, by the increased com-
plexity of the higher-order eigenfunctions and by their
apparently increased bandwidth. They also have the
undesirable property that they go to infinity at the end
points of the interval. In a practical system this is
obviously not permissible, and a finite approximation
must be substituted.

Further work is now being pursued in the following
areas:

(1) The bandwidth properties of the modulated signal
s(¢) when the functions fi(t) and fi(¢) are used for
modulation are being investigated. Reduced band-
width is the primary motive for investigating
SSB-PM.

(2) The performance of the correlation detector in
terms of probability of error versus signal-to-noise
ratio for modulated signals of this type is being
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determined. This performance should be equiva-
lent to that of double-sideband systems.

8. Conclusions

A set of time-limited functions whose Hilbert trans-
form has maximum energy within a limited time interval
has been obtained by discrete approximation. These
functions are useful in minimizing the problem of inter-
symbol interference in single-sideband phase-modulated
communication systems.

1.
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€. The Steady-State Performance of o Data-
Transition Type of First-Order Digital
Phase-Locked Loop, M. K. Simon

1. Introduction

Recently, a fully suppressed carrier data-aided carrier
tracking loop and attendant data detector were imple-
mented® and proposed for possible application to future
planetary spacecraft programs, communication satellites,
and the Manned Space Station. Several unanswered
problems existed at the time of the proposal which pre-
vented the idea from being immediately committed to a
specific project. This article is the first in a series which
attempts to answer some of these questions.

One of the significant advantages of the proposed
data-aided receiver is its ability to give satisfactory track-
ing (phase-noise) and bit error probability performance,
in the presence of a “coarse” estimate of bit sync timing,.
In order to understand how this is possible, we must first
study the behavior and performance of the bit synchron-
izer itself, which may be done apart from the total recejver
configuration.

Hence, the purpose of this article is to develop a
mathematical model which describes the coarse bit
synchronizer used in the data-aided receiver and then
proceed to analyze its steady-state performance. The re-
sults are obtained through a generalization of a recent
contribution by Holmes (SPS 37-64, Vol. III, pp. 17-22)
on first-order digital phase-locked loops and from previous
work of the author (SPS 37-55, Vol. ITI, pp. 54-62).

1A paper delineating the design and implementation is presently
being written.

_ DECISION | o [ TRANGITION
INPHASE | 7 Device [ % | DEmECTOR |

ILTER “ A

Fp®) _ %%

Ip -1 __I— Ik =t

n(t)

M
. ) BUMP Ze o
st e) + BUMPED DECISION k k
p f?@) cLock ™ A ACCUMULATOR -‘Qg)
ad

KPHASE DIFFERENCE = %

MID~-PHASE ¥,
FILTER
Fap®)

DELAY I
70

Fig. 1. System model for data-iransition type
of digital bit synchronizer
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2. A Description of the Operation of the Bit Synchronizer

The method whereby the phase of the bit synchronizer’s
local oscillator is discretely updated to match that of the
incoming bit sequence makes use of the digital phase-
lock loop principle. In particular, the phase detector
topology of the data-transition tracking loop (SPS 37-55,
Vol. III) is used to provide an error signal which is used
to either bump the phase of the voltage-controlled oscil-
lator (VCO) clock ==AT from its present position, or
leave the VCO at its present phase position. The proba-
bilities with which these three possible phase updates
occur depend on the magnitude of the phase error be-
tween the incoming bit sequence and the clock, and the
presence or absence of a transition in the data.

Referring to Fig. 1, the input signal s(f,e) is a random
pulse train, representing the data bits; i.e.,

s(te) = > du [t — nT — €] (1)

where u(t) is the unit rectangular pulse defined by
u(t) = 1for 0 <t < T, u(t) = 0 for all other ¢; T is the bit
period; d,, the bit amplitude, takes on the values +A
with equal probability; and € is the random epoch to be
estimated. The input additive noise process n(t) is as-
sumed to be white gaussian with a two-sided spectral
density N,/2. The in-phase and mid-phase filters, F;x(s)
and Fy»(s) respectively, are, in principle, matched filters
to the input (i.e., integrate and dump circuits), although
they can be implemented in several ways to perform
their function. (In the proposed implementation they are
reset accumulators as the input ensemble is quantized.)
The decision device is simply a hard limiter with a “sgn”
function output versus input characteristic. The transi-
tion detector then examines two adjacent decisions, d;,s,
d;, and records an output I; according to the following
rule:

A N
Ifd; = dj,,, thenl; =0
If3]= _1,2]’4_1: +1,thenI,-= ~1 (2)
1d; = +1,d,, = —1,thenl; = +1

The output J; of the mid-phase filter is also sampled
at intervals of T and must be delayed by an amount
= T/2 before multiplication with the appropriate I;.
The error signal, e; =1I;¢];, is in general accumulated
for an interval MT (i.e, M values of e; are summed)
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and the clock is bumped (i.e., the phase estimate &, at
time nMT is updated) according to the following rule:

n
€1 = & — AT, if 3 e <0
j=n-M+1
A A 7
€01 = Ep, if ;=0 (3)
j=n—-M+1
A A . L
€1 = &, + AT, if 3 e;>0

J=n-M+1

Letting 2N = T/AT denote the number? of phase posi-
tions for the bumped clock VCO, then the normalized
phase error A, = (€ — &,)/T is a discrete random variable
which in the symmetrical case® ranges over the set of
2N values ‘

_1+1 1+3 1
2 "4AN’ 2 " 4N AN’
1 1 38 1 1
AN 2 4N’ 2 4N

Our initial goal is to determine the probability frequency
function (PFF) of A, in the steady state (i.e., as n—>ow).
Of course, the input timing epoch can fall anywhere
within a bump interval with uniform probability and
hence, in general, the phase error will take on a non-
symmetrical set of values,

S . P YR S
2 ' 4N * 9 T 4N ’ 4N ’
1 1 3 1 1
w Ty T w by w e

where |8 | <1/(4N). Thus, the most general treatment
would be to find the PFF of A, conditioned on 8 and then
average over the uniform probability distribution on 8.
We shall treat only the symmetric case for simplicity.

2The procedure carried out here is not restricted to an even num-
ber of phase positions although we assume this for simplicity.

3By symmetric here we mean that the input timing offset, e, falls
in the middle of a bump interval.
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3. The Steady-State PFF of A = lim )\,

> 0

The method used to find the steady-state PFF of X is
based upon a random-walk model for a first-order digital
phase-locked loop proposed by Holmes in SPS 37-64,
Vol. III. If the 2N allowable values for A, are looked
upon as “states” in a transition diagram, then the steady-
state probabilities of these states exist and satisfy a
second-order difference equation of the form

Py = qry Pry + 1% Py + Dys Prosa 4)

In Eq. (4), Pi denotes the probability that the steady-
state phase error, A, is in state k; ]k‘ =1,2,---, which is
defined as the condition

A= (sgnk) [4—;— + (kz—z—vl)]

Also, px, gx, and 7, are respectively the transition prob-
abilities corresponding to the events that starting at
state k, the clock phase is bumped AT, —AT, and not at
all. From Eq. (8), these transition probabilities may be
evaluated as

X _ -1 k—1)7
pkzPrOb{Zej>0[)t—(Sgnk)_-W.i__(_w_}

u C 1 (k—1)7
qk=Prob{Eej<0|)x=(sgnk)—ZN_+_(_.§_N__)__}

Ui _ C 1 (k—1)7
rk:Prob{ZejZOI)\——(sgnk)_W.|_(2N _}
(5)

and

et gt =1 (6)

Since we are only interested in the steady-state proba-
bility distribution of A reduced modulo 1, we must fold
the probability frequency function of A into the interval
—1/2 <A< 1/2. In this regard, Holmes talks about
“reflected states,” and, since we are considering only the
symmetric case, it is sufficient to restrict ourselves to
the positive states (i.e., those corresponding to positive
values of A). Hence, Eq. (4) is valid for all positive values
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IN-1

Flg. 2. Markov chain model for positive
phase error states

of k=28,---,N — 1, and at the end points we have the
boundary conditions (see Fig. 2)

(1 —qu)P; + p. P, }

Py = qN—1PN—1 + (TN + qN)PN = qN-lPN—l + (1 - PN)PN
(7)

Comparing Egs. (4) and (7) with Eqgs. (7) and (8) of
Holmes’ work, one can readily see that the solution for
Py, satisfies the identical recursive relationship as given

by Eq. (9) of Holmes; i.e.,

Py=(ri+p) P+ p. P =

Pk+1 = qu Pk’ k = 152:“':N (8)

k+1

except that p; and gy sum to 1 — 75, rather than unity.
Solving Eq. (8) together with the normalization condition

gives the result

1
¥EL g

1+> 10

k=2 j=1 Pis

P1=

(10)

k-1
q;
H 7

Pk=—N-f,—-(-,—— k=28, N
1+ X T

=2 j=1 Pin

What remains is the computation of transition proba-
bilities. This is the most difficult and tedious part of the
problem, and in fact manageable results can only be
obtained for the case M = 1, i.e,, the clock is updated
every bit interval, and the limiting case of large M. Since
accumulation of the error signal e; over many bit inter-
vals produces a smoothing or filtering effect on the loop
dynamics, we can anticipate that the PFF of A obtained
for M =1 would lead to a worst-case prediction of bit
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synchronizer performance and that for large M as a best
case.

4. Calculation of the Transition Densities

As noted in SPS 37-55, Vol. III, the kth bit interval
error signal, e;, produced by the data transition type of
phase detector topology in Fig. 1 is correlated with
those error signals corresponding to the two adjacent
intervals; i.e., e,, and e,,. Hence, to find the probability
density function (PDF) of the random variable

Y, = i e; (11)

oM

for arbitrary M > 1, one must be able to compute the
three-dimensional PDF of ¢;_,, e, and ... As we shall
see shortly, computing the one-dimensional PDF of ¢,
is indeed quite tedious, and hence, as mentioned above,
we shall be satisfied with treating the special case M = 1.
In Subsection 5, we shall also treat the limiting case of
large M by making use of the theory of j-dependent
sequences (Ref. 1).

With reference to Fig, 1,

y. (KT) :.:ylkzck'l'vk

!
D emmnenf

where
kT+2}¢
o= / s(t) dt
(k—l)T+€k
kT+Ek
n= |
(k- 1)T+€k
(+Y2)T+6
(f~ Vz)T+€k
(k+¥2)T+ &
e = n(t) d
1/2)T+€k
and

A
di = sgny,, ‘t

f,l\k - éku 5 (13)

Ik‘—_ )
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Recalling that ej, = Iy ° Ji, then combining Egs. (12) and

(18), we get definitions in Eq. (12) as
Vi 23 Vi+1
+ — -+ B 2 -
o0 = (bs + ,uk)l:Sgn (cx + ) 2sgn (Crns Wc+1):| w | o _%_ 0
(14) at a?
A=w |5 < 3
2
From Eq. (12), the quantities ps, vz, and ., are gaussian vise | O -%— a?
random variables with zero mean and variances given by - -
with determinant
N,T 8
0%, =0k, =, A =—5 (15) det[A] = 12-
Hence, the joint PDF of v, ps, vi. is three-dimensional gaussian and is given by
- 3 110 -
7 ! T
l [an“'k;"kﬂ] - 1 2 - 1 127
P(viesprovisa) = 1 &P 1 3
(2,"0_2)3/2 _2_ B i —2— -1 "2" 11 VE+1 ]

Our immediate goal is to find the conditional distribution function of e; given A; i.e.,

F(V|A) =Prob {e; <V|A} = 1 — Prob {&; > V| A}; -0 <V<

from which the transition probabilities px, gx, 7 as defined in Eq. (5) can be found. From Eq. (14),
Prob {ci + v > 0; Crix + vur < 05 by + g5 > V}

+ Prob {c; + v < 0; Cer + sz > 0; by, + g < — V73,
forV>0

Prob {& >V |} =
Prob{ck+vk>0;ck+1+wp+1<0; bk+,u.k>V}

+ Prob {c + vk < 0; Chia + s > 05 by + iy < —V} + Prob {e; = 0|2},
forV <0

where

Prob {e; = 0| A} = Prob {cx + v > 0; Cpex + veia > 0; — 00 < b + i < 00}
-+ Prob {cx + v < 0; Cpya + vies < 05 — 0 <bk+ﬂk< 0}

Their covariance matrix, A, may also be found from the

(16)

(17)

(18)

(19)

(20)

(21
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In terms of the joint probability density of v, px, vk, Egs. (19) and (20) become

® [ Ok
/ / / (ks pis virs) vy, Api; Ao,
—C J V-bg J -0

—Cr —V—bk o
-+ f / / p("k: s Vk+1) vy d,uk dvx,
T I ~Che1

for V>0
Prob {e; > V|a) = (22)

w0 [ ~Ch1
p (Vk: Fekes Vk+1) de+1 d[l.k de
~Cp V—bk -0

~Cy —-V—bk -} )
+ f / / p(l’k’ My Vk+1) dvk+1 dp.k de -+ PI'Ob {ek = O ] )\},
-0 -0 —Ck+1

forV<oO
and since y; and vy are independent,
0 [} -—ck —-ck+
Prob {er =0[3) = [~ pw | pln) s + |7 o) / " plonn) s (23)
- ~Cha1 o0 -

The integrals in Egs. (22) and (23) can be somewhat simplified with the result

00

h(e,; b}, ¢}, c,,,) de,,  forV >0

Prob {e, > V|A} = Prob {e}, >V’ [a} ={
h{e; b, ¢, Ch,,) de, + Prob {e; =0]A}, forV <O

v

(24)
1 ' 1 14 4 —é'- 4 4
Prob {e; = 0|2} = Z—erfc [—c;) erfe [—¢L,,] +-4—erfc [c] erfe [¢},,] = g(c}, i) (25)
where the prime on V, by, cx, and ¢, denotes normalization with respect to \/2¢; e.g, V' =V/\/20 and
2 «©
erfc (x) = Vx| e (=y)dy (26)

Furthermore, the function h(e}; bi, cf, c,,,) is defined by

1 ® 3 2 z 4
(el Bl ) = 3_[ [ ate[ g {ets + 3 (=06 =5} Jewo | - 5 + et = 1) —stes — i) | =
217 % i
4

2

b [ ate[ (5= et + 5 (e m= 5 )} Jeme] 5 G ep ot ) — st 4 iy |
°k

@
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The functional dependence of the parameters b/, ¢/, and c/,, on » was derived in SPS 37-55, Vol. I1I, with the result

s oA 1 di (1 _
b, =R __—A_(—2_ + )x> + 74—-(—2— )t)]
¢, =R, fl—X—z,\Jr—q-El(l—A)} nggé (28)
[ dpy d
Clr = VR _'Z—/\ + _A'k_(l - ’\)]
In the above,
AT AzT?
R, = N,  2° (29)

is the data signal-to-noise ratio.

Substituting Eq. (28) in Egs. (24), (25), and (27), and averaging over all possible equally likely sequences formed
from the bits dy, &1, and d;, we get

& / " [Mets VR, VRS, VEO) + h(es 22 VR, VL, — (1~ 20 VR

+ hleg; 2A VR, (1 — 20) VR, —(1 — 23) VE) + b (s VR, (1 — 21) VR, VR:) ] def,

1
forv >0, O_<_A§-2— (80a)

Prob {e; >V [ A} =< L fe
Z/ [ We;; VR, VRs, VR:) + h(€}; 22 VR,, VR, —(1 — 22) VR,)

+ h(e,; 2A VR, (1 — 20) VR, —(1 — 2) VER,) + k(e}; VR, (1 — 2) VR, VR;) ] deh
1

\+Prob{ek:0|)\}, forV <0, 0<AL
Prob (e = 0|3} = 4 {&(VE,, VE:) +g((1 — 20 VE:, VE))

+ g(VEx —(1 — 2) VR + g((1 — 20) VR, ~(1 — 20) VR)]
for 0<A< % (30b)

From the above, one can now evaluate the transition densities defined in Eq. (5) for the special case of M = 1.

Before proceeding with our discussion, it is of interest to study the limiting behavior of the transition densities for
M =1 as the signal-to-noise ratio approaches infinity. From Egs. (30b) and (25),

lim Prob {e, = 0]} = (1)

Rg—>

{0.5, 0<aA<05

0.625, A=05
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and hence

lim 7, = 0.5, k=12,---N

Rg—>c0

Also, from Egs. (80a) and (27),

0.25,
lim Prob {¢;>0|A} = (05,
Rg—>
0.1875,
Lim Prob {e; <O0|A} = 1— lim
Rg—> Rg—> o0
0.25,
=0,
0.1875,
and hence
lim p, =05 1
Rg—> w0
k=12,---,N
lim gz =0 ;
Rg—> 0

A=0

0<A<05

A=05

{Prob {ex > 0|2} + Prob {e; = 0|A}}
A=0

0<A<05

A=05

Substituting Eq. (34) into Eq. (10) gives a limiting, one-sided, steady-state distribution

Rg=> Bg—> o

lim P, =0, k=28,-N

(32)

(33)

(34)

(35)

or the phase error will in the no-noise condition alternate between 1/(4N) and —1/(4N) with equal probability.

5. Approximation of the Transition Densities for Large M

When M, the number of bit intervals over which the error variable is accumulated, becomes large, we can make
use of a theorem relating to j-dependent sequences to obtain approximate expressions for the transition densities. To
begin, a sequence of random variables, 2y, %z, - is j-dependent if (x,, x,, *--, %,) is always independent of (xs, %5, *<+)
for s — r > j. With this definition in mind, we state the following theorem (Ref. 1):

Theorem, If %, %, -+ s a stationary j-dependent sequence of random variables with E{x,} = p,, E{|x,|*} < o0, then

as M — o, the limiting distribution of

M
M- E X,

i=1

is gaussian with mean M~* p, and variance

i
var {x:} + 23 cov {x; 1.}

=1
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From previous work in SPS 37-55, Vol. III, we note that the sequence of error variables ey, ey, - is stationary and
j-dependent with § = 1. Applying the theorem, Y; as defined by Eq. (11) is gaussian for large M with moments

E(Y:} A 4y = VI E (¢} } (36)

E{(Y, — px)*} A o2 = var {ey} + 2E {ex €1}

The mean and variance of ¢, were derived in SPS 37-55, Vol. III. Using the results of Eqs. (8), (12), and (13) of this
reference,

py = VM AT g,(})

= o h(Y) o
where
g(3) = xexf (VEG (1 — 21)) — (1 — 22) [ert (VEG) — exf (VS (1 — 2)] (38)
and

h()) =1+ % [1+3(2x)%] — -88; exp® {—R,} — ?Sr— exp? { —Ry(1 — 2A)2} — Zl; exp { —R,} exp { —Ry(1 — 21)?}

n erf> VR, (1 — 2)) erf> VR,
16 16

_ erf Vﬁ:erfg/E (1 —2a) R {(2\)2 — 2(2\) + 1} + 1- 2 E— exp {—R,} erf VR,

8
81 —2x) \/T{?
8 T

{—4 — R, [3(2r)* — 6(2x) + 31}

{4 — R,[3(20) + 10(2)) + 8]} +

exp {—R,} erf VR, (1 — 2)) + —:Eg—% A I% exp { —R, (1 — 21)%} erf VR, (1 — 2))

-3 —10n [R,
+ ——8——)"-\/57;— exp {—R, (1 - 2/\)2} erf /R, (39)

Applying the definitions of the transition probabilities as ~ where from Egs. (38) and (39),
given by Eq. (5), we find that for large M

1y ST gn()t)]
=V2R:M 41
V2oy v l: h(\) (41)
1 wy The reason that 7, = 0 is that as M gets large, the prob-
Pr=5 erfc[ - \/-2-017:] A oy [ 2] ability of no transition occurring M times in succession
B 4N 2N

becomes vanishingly small.

(40) In the limit as M — « at finite R,,

q Nierfc it
=[5

A= (sgn k) [Tlﬁ—a-kz";] pk—él
gx—0 (42)

e 0 15—>0
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and hence from Eq. (10), the steady-state distribution
becomes

(43)

Of course, in practice one could never let M approach
infinity, and hence the limiting performance obtained
under this condition is purely of academic interest.

6. Synchronizer Performance

The PFF of A as given by Eq. (10) together with Eqgs.
(5) and (30) is plotted in Fig. 3a for a signal-to-noise
ratio R, = 8 and N = 8. Since this PFF is an even func-
tion of A, we have actually divided the values in Eq. (10)
by 2 and plotted the function for both positive and
negative A. The corresponding approximate PFF for
large M (e.g., M = 64) is plotted in Fig. 3b.

Of practical interest is the mean square timing jitter
of the bit synchronizer. Denoting this quantity by
o2, we have

o = (2;)2 Z(k — %) P, (44)

In Fig. 4 we plot ¢2 as a function of signal-to-noise ratio,
R,, for values of M =1 and M = 64.

The error probability performance of this bit synchro-
nizer used in conjunction with a matched filter detector
can be obtained by averaging the conditional error prob-
ability of the detector for a fixed timing offset over the
probability distribution of the phase error; i.e.,

N
=1

where

Pa, = {erfe (VR) + exfe (VEL (L = 20)}| |+ e

=T Tew

(46)
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In Fig. 5 we plot this error probability performance as a
function of signal-to-noise ratio in dB for the extreme
cases of M =1 and M = 64. The error probability per-
formance of an ideal phase-shift-keyed (PSK) system is
indicated on this figure for comparison. Also included
is a set of experimental points taken for M = 4. Note
that they fall closer to the M = 64 curve than the M =1
curve, which indicates that rapid improvement with

respect to M = 1 is possible for small M, and that, prac-
tically, M on the order of 4 or greater is sufficient.

Reference

1. Fraser, D. A. S., Nonparametric Methods in Statistics, p. 215.
John Wiley & Sons, Inc., New York, 1957.
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D. Optimum Modulation Index for a Data-
Aided, Phase-Coherent Communication
System, M. K. Simon

In SPS 37-63, Vol. III, pp. 63-66, results were pre-
sented for optimally choosing a modulation factor in a
data-aided, phase-coherent communication system. It was

10

AW

0 0.2 0.4 0.6 0.8 1.0

Fig. 1. Bit error probability vs signal
modulation factor
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shown there that for a fixed total energy-to-noise ratio
Ry and loop bandwidth-symbol time product §, a value
of modulation factor m? does indeed exist that minimizes
the data detector’s error probability performance. Since
the case treated there assumed that the ambiguities in
the phase error probability density function were not
resolved, the bit error probability took on the value 0.5
at both extreme values of m? (ie, m? =0 and m? =1).
Hence, the optimum value of m? referred to above was

for any finite Ry different from zero (see Fig. 9 on p. 65
of SPS 37-63, Vol. III).

It is clear that regardless of whether the phase am-
biguities are resolved, the bit error probability equals
0.5 when m? = 1 since at that point there exists no power
in the data stream and hence the effect of the noisy
detection reference bears no effect on performance. At
the other extreme, however, one should attempt to resolve
the phase error ambiguities since the error probability
performance at low values of m? (where the additional
ambiguities are significant) can be greatly improved by
doing so. In fact, at m? = 0, the probability density func-
tion of the phase error, ¢, has equal humps at ¢ = 0 and

= m. Thus, our intent here is merely to present the
curves (Fig. 1) corresponding to Fig. 9 of SPS 37-63,
Vol. I11, for the case where the phase error ambiguities
are resolved at each value of m?. We note, as one might
intuitively expect, that the best error probability per-
formance under these conditions is achieved for m2? =0
(i.e., a suppressed-carrier system) regardless of the values
of Ry and §.

One further note is that Eq. (4) on p. 64 of SPS 37-63,
Vol. 111, should read

_ 490
Uo(d’) - NOKZ [1 + M?2 erf2 (Rl/z)] 4’

+ p{[l + M? erf (R*) erf (R* cos ¢)] cos ¢

+ G%)"g; erf (R*) exp (—R cos? ¢)}

The curves in Fig. 9 are, however, correct since the cor-

rect potential function as above was used in obtaining
them,
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VIIl. Spacecraft Power
GUIDANCE AND CONTROL DIVISION

A. Review of Radioisotope Thermoelectric

Generators for Quter Planet Missions,
R. S. Caputo

1. Introduction

A decision to use a particular type of radioisotope
thermoelectric generator (RTG) for the outer-planet mis-
sions must be based on a comprehensive review of the
capabilities of all the RTG programs which could be
applicable. For the most part, the RTG technology that
is available is based on lead telluride (PbTe) thermo-
electric material, and the status of readiness varies from
preliminary design to flight qualified. The nominal per-
formance is given for each RTG system, and an estimate
is made of long-term performance of the more suitable
RTG systems. The RTG characteristics which are of
greatest interest are specific power (W/kg), and the
degree of confidence in acceptable performance for
the long mission times associated with outer-planet mis-
sions. There are many other factors of interest in evalu-
ating an RTG, but these two are the most critical.

The RTG programs which are reviewed are: SNAP 19
Nimbus, SNAP 27 Apollo, Transit (Isotec), Pioneer
(SNAP 19-TAGS), SNAP 27 Integral, and the Mult-
Hundred Watt (MHW). The performance is derived
from flight data or current manufacturer’s design esti-
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mates. The long-term performance projections are based
on the most useful module data with extrapolation to
longer time periods.

2. Discussion and Results

The results of a review of current RTG programs is
shown in Table 1 where the values for several design
parameters are shown for all RTG systems of interest.
The generator data is divided into two areas, the con-
verter and heat source. All the systems except the MHW
are based on PbTe thermoelectric materials. Of the PbTe
systems, only the Isotec design is not sealed to limit
PbTe sublimation. The Isotec design reduces the tem-
perature level so that the rate of material sublimation is
acceptable. The remaining systems are sealed and have a
cover gas to suppress thermoelectric material sublimation.

The two current flight programs, SNAP 19 Nimbus
and SNAP 27, cannot be directly applied to an outer-
planet mission. The SNAP 19 performance is too low
(< 2.2 W/kg), and SNAP 27 does not have an integral
heat source required for an unmanned system. The
Pioneer program is heavily based on the Nimbus gen-
erator, with the significant converter modification being
the substitution of the TAGS material for the 2P mate-
rial for better performance and life characteristics. In
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Table 1. RTG performance characteristics

Pioneer
Parameters Nimbus Apollo Transit {isotec) (SNAP 19- SNAP 27 MHwWe
SNAP 19 SNAP 27 TAGS) Integral
Converter
Specific power, W/kg
BOL 2.15 3.57 2.93 3.11 2.82 4.68
EOL 1.81 3.54 2.37 2.55 2.46 3.72
Power, W
BOL 28.1 71.0 37 40.92 62.4 155
EOL 23.5 68.8 30 33.5b 54.5 123
Weight, kg 8.5 12.4 5.6 8.3 11.5 15.2
RTG 13.0 19.3 12.6 13.1 22.1 33.0
Mission time, yr 1 1 5 2.5 5 12
Efficiency
BOL 4.5 4.8 4.62 6.4 4.46 7.05
EOL 3.76 4.65 3.75 5.23 3.83 5.6
Hot-junction temperature, °K 794 850 (day) 673 805 833¢ 1373
816 {night) 8114
Size diam X length, em 48.3 X 53.3 39.9 X 45.7 58.4 X 43.2 39.9 X 28.4 30.7 X 46.7 35.3 X 50.8
Heat source
Heat load, W) 625 1480 800 640 1400 2200
Weight, kg 4.51 6.92 6.18 4.93 10.58 17.86
Specific power, W{t}/kg 139 215 129 130 132 123
Operational’ temperature ,°K
Surface 866 1022 778 866 NA 1450
Structure 1108 1022 1005 1300 NA NA
Status Flown Flown Prototype Prototype Study Preliminary
design
2At fueling. dFor 5-yr mission. BOL = beginning of life.
b3.25 yr after fueling. €SiGe thermoelectric material. EOL = end of life.
CFor 1-yr mission. NA = not applicable. MHW = Multi-hundred Watt

addition, the heat source is based on the Atomics Inter-
national (AI) advanced capsule technology. Data is also
shown for an integral SNAP 27, i.e., one with an integral
heat source. The current reference design for the MHW
program is also listed and is the only generator using
silicon germanium (SiGe) thermoelectric materials. The
evaporation rate for the SiGe materials is considerably less
than for PbTe, and it may not be necessary to seal the
generator to suppress evaporation even at high temper-
atures (1373°K) and long missions (10 yr). Other factors,
such as prevention of oxidation of multi-foil insulation
on the pad, may require the RTG to be sealed initially.

The RTG technologies of interest for further consid-
eration are Isotec, SNAP 19-TAGS, and SNAP 27 Inte-
gral as well as the MHW. The long-life performance
of each of these systems has been evaluated for possible
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use in outer-planet missions; the results of these evalua-
tions are discussed in Subsection 3.

3. Isotec Technology

The Gulf General Atomic (GGA) Company is develop-
ing the Isotec technology for use in the Transit program.
There has been a significant amount of testing in the
Isotec program, including two-couple tests (1900 hr),
p-element tests (24000 hr), and n-element tests (16,000 h).
There have been two tests of panels which incorporate
current design techniques; these are the PG05, which is
a single panel tested for 10,000 h, and GC04, a ten-panel
module tested for 5300 h. A prediction of long-life per-
formance is based on these two tests extrapolated to
5 yr. Since the tests are conducted at constant heat input,
a correction is made for the effects of isotope decay.
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The test data shows an average 6-mo degradation at
the rate of 10% per year. The longer test (PGO05) shows
a reduced rate of degradation of 4% per year during
the second 6 mo of testing. Assuming the material effects
continue at this rate, the total degradation at 5 yr would
be about 23%. The full effects of 5 yr of isotope decay
(Q/Q, = 0.96) could reduce the power to 72% of the
original amount (P/P, = 0.72).> Increased thermal re-
sistance of the thermoelectric material during life tends
to maintain the beginning of life (BOL) temperature
drop across the thermopile. This tends to compensate
for the isotope decay effects on power reduction, and
the total power loss at 5 yr is estimated to be 75%
of the BOL power (P/P, = 0.75), compared to TRW
Systems’ estimate of 0.80 and GGA’s estimate of 0.86.
Using the BOL specific power of 2.93 W/kg, the 5«r
value reduces to 2.20 W/kg. This is shown in Fig. 1
along with estimates for the other systems. Although a
5-yr useful life is usually assumed for PbTe systems, the
curves for Isotec, SNAP 19-TAGS, and SNAP 27 Integral
are extended to 12 yr (dashed line) for the purpose of
comparison with the SiGe performance. The basis for
long-life predictions for the remaining systems is shown
in the following subsections.

The use of an unsealed PbTe system even at low
temperatures for mission times greater than 5 yr is ques-
tionable. In fact, the basis for 5-yr performance at antici-
pated levels is not well documented. Test data from the
performance module, assembled with improved process
control, will give greater confidence in long-life per-
formance when sufficient test time has been accumulated.

4. SNAP 19-TAGS Technology

Isotopes, a Teledyne subsidiary, is developing the
SNAP 19-TAGS technology for the Pioneer F and G
missions. There are many SNAP 19 TAGS-85/2N con-
verters that have been assembled and placed on test by
Isotopes (SN-26 to SN 33). Only SN 26 has sufficient
test time (1 yr) to be very useful in making a long-life
performance predictions. Most of the test time on this
converter is at a greater heat load (Q = 675 W) and as
a result, a greater hot-junction temperature (T, = 841°K)
than the Pioneer reference design (Q =640 W and
Ty = 805°K). SN 29 provides some information on the
power loss when changing the converter cover gas from
argon to helium. This effect is important, since the helium

1Q/Q, = (thermal power input at time #)/(initial thermal power
input).

P/P, = (electrical power output at time ¢) / { initial electrical power
output).
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Fig. 1. RTG specific power 12-yr performance
prediction

released by this RTG is vented into the thermopile region.
Due to helium’s high thermal conductivity, compared
to the original cover gas, argon, there is a reduction in
the temperature drop across the thermopile, which causes
a power reduction. Some additional data is available
from SN 31 being tested at JPL at T4, equal to 819°K.

Two methods are used to estimate the long-life per-
formance. The first is based on SN 26 test data, the
Isotopes analytical model -at lower temperatures
(Ths < 794°K), the power loss caused by helium release,
and the power reduction due to isotope decay. This
approach indicates 71% of the original power remaining
5 yr after launch (5.75 yr after fueling) based on 100%
helium release. When considering end-of-mission (EOM)
power, a more conservative design approach would be
based on a 100% helium release rate. This accounts for
about half of the difference between the Isotopes 5-yr
estimate (P/P, = 0.805) and the previous estimate of
P/P, = 0.71. The remaining half is due to differences in
consideration of material effects.
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The second method used to estimate long-life per-
formance is based on the percent material degradation
versus temperature relationship from S/N 26, 29 and
31, and the power reduction due to helium release and
isotope decay. The temperature versus time and percent
degradation versus temperature relationships are inte-
grated to yield a 7.5% power loss due to material degra-
dation over 5 yr. The 100% helium release rate and
isotope decay added to the material effects result in a
reduction in power to 72% of the original value
(P/P, = 0.72). This compares very well to the first method
estimate of 0.71. Based upon these results and the spe-
cific power at fueling of 3.11 W/kg, the EOM value is
2.24 W/kg. This curve is also shown in Fig. 1. The be-
ginning of mission (BOM) is 0.75 yr after fueling and
some power loss has already occurred to reduce the
specific power to 2.93 W/kg at BOM.

5. SNAP 27 Technology

There is an extensive amount of test data on the Min-
nesota Mining and Mfg. Co. (3M) couples used in the
SNAP 27 program. There have been twenty-one 10-
couple module tests that lasted as long as 3 yr. In addi-
tion, there have been fifteen 104-couple modules with
test durations of nearly 8 yr. These tests investigated
such design parameters as hot-junction temperature,
cover gas pressure, and leg spring pressure. Also, com-
plete engineering generators were placed on test, Models
5, 8B, and 10, with a Model 10 test time of 10,000 hr.
Model 15 is on test at JPL at a reduced temperature
(Tu; = 811°K), which is an operating condition of interest
for a long-term mission.

A model of generator performance has been made by
the 3M Company based upon the 10-couple module tests.
The best agreement between the data and the model
exists when y equals —0.4,

where

k . Rg X
k% \R
k = thermal conductivity

R = electrical resistivity

zero subscript = beginning of life value

In addition, over half a year of performance is avail-
able from the flight unit used on Apollo 12. The power
decay rate of this unit is less than 2% per year at an
average temperature of 833°K; this coincides exactly
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with the 3M model. Based on these data and the model,
the remaining power would be 89% of the original
after 5 yr with the Ty, = 811°K, and 85% after 8 yr.

Depending on the mission duration, the design BOM
Ty; would be varied to optimize performance at EOM.
For short missions (~1 yr) the Tys would be set at
833°K, while missions of 5 yr or longer would have a
Ty, of 811°K. This type of relationship is used to show
performance over a range of mission times.

The SNAP 27 generator used on Apollo did not have
an integral heat source that could survive reentry condi-
tions. A Pioneer study was used to include an integral
heat source in a modified SNAP 27 converter. The heat
source design used was similar to the AI technology,
except that solid-solution fuel form is used; the specific
power of the heat source is 177 W(t)/kg. This is higher
than the heat sources being designed for Pioneer and
Transit missions. Although it is normally possible to pro-
duce a lighter specific weight heat source as the fuel
loading is increased, it is considered more appropriate
if the heat source weight would better represent those
on the committed missions. Therefore, the heat source
specific power was changed from 177 to 132 W(t)/kg,
and the heat source weight became 10.6 kg for Q = 1400
W(t). Based on this change, the BOM specific power
for the RTG is 2.82 W/kg at Ty, equal to 833°K. Based
on the long-life effects established earlier, this reduces
to 246 W/kg at 5 yr for Ty, equal to 811°K. This rela-
tionship is also shown in Fig. 1.

The long test times on the SNAP 27 program give
good confidence for a 5-yr capability, and the substitu-
tion of 2N thermoelectric material for the 3N in one leg
of the couple would increase power by 15% without
any weight increase. The five-year specific power would
increase to 2.82 W/kg on this basis.

6. MHW Technology

The SiGe Air-Vac couples produced by the Radio
Corporation of America (RCA) have a stable long-life
capability which has been demonstrated by long-term
testing. There have been a great number of couple-hours
(5 X 109), and module tests (panels) have continued for
as long as 49,400 hr with an average test time of
47.600 hr. The 68.8% silicon material has been used for
much of this testing at hot-junction temperatures from
1120 to 1320°K. Therefore, there is a high degree of
confidence in performance prediction for 5 yr. The ma-
terial change phenomenon of dopant precipitation seems
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to be well understood and gives credibility to a predic-
tion for an even longer time such as 10 or 12 yr.

Based on a current evaluation of material aging effects
and the Resalab, Inc., SiGe conductivity data, SiGe
RTGs are optimized for various mission times. Using a
123 W(t)/kg capsule (which is typical of the AI tech-
nology as well as the MHW Helipak design), the RTG
specific power is shown in Fig. 1. Curves are shown for
Tus equal to 970, 1170, and 1370°K for the 80% material
based on generators with multi-foil insulation. These
results can also be used to represent the 63.5% material
at lower temperatures, (~1270°K). The 970°K tempera-
ture level gives performance comparable to PbTe system
performance over lifetimes associated with PbTe, but
there is much greater confidence in long-time mission

capability for the SiGe MHW.

The T4y, level that may be used is entirely a function
of the limiting temperature of the heat source. The
capsules for the Transit and Pioneer programs are based
on the AI technology which has a 5-yr mission design
goal of 1366°K for the capsule surface temperature. The
Tus of a SiGe RTG is expressed as a function of the
capsule temperature in Fig. 2 for an Al-type capsule. A
band is shown due to possible variations in heat source
design. Based on this relationship, the specific power of
the SiGe RTG is shown in Fig. 3 as a function of pos-
sible capsule temperature. At the 1366°K design goal
for the AI capsule, the resulting Ty, is approximately
1170°K with a three-year mission specific power of
8.36 W/kg, compared to about 246 W/kg for the PbTe
systems. This design could be accomplished using 63.5%
silicon material and the same heat source developed for
the Transit and Pioneer missions.

The MHW program with a Helipak design heat source
could extend performance so that an 1370°K T4, is pos-
sible (with 80% thermoelectric material); the 3-yr mis-
sion specific power is nearly 4.5 W/kg. The long-term
mission of 12 yr would have performance of greater
than 3.81 W/kg. Therefore, using the SiGe generator at
temperatures acceptable for the 63.5% material (up to
1270°K) in a neutral environment such as Kaowool or
Min-K insulation seems quite satisfactory for a long-term
mission.

As the MHW program develops, the specific power
estimate may vary somewhat from the values shown in
Fig. 1. Also, as of this date, a complete analysis has not
been performed on the use of the Atomics International-
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type heat source in the MHW converter. The tempera-
ture relationship shown in Figs. 2 and 3 may change
somewhat as more design information becomes avail-
able. The use of alternate insulation, 80% material at
1370°K, is not well verified at this time. Only as material
testing occurs and compatibility with other environments
is verified can a long-term mission seriously be based on
the 80% material used at 1370°K with foil insulation.
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7. Conciusions

The SiGe Air-Vac converter has the strongest position
of all thermoelectric technologies, especially for long-
term missions (S 8 yr) based on the following:

(1) Long-term test time to date with relative confi-
dence in long-term mission performance predictions,

(2) Basic stability of the SiGe material and predicta-
bility of long-term aging effects.
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(8) Ability to accept whatever heat source technology
is available for a particular mission.

(4) High specific power, even with current state-of-
the-art heat source design.

(5) Flexibility of final design adjustments in the con-
verter. ’

(6) Possible use of a nonsealed converter or, if a sealed
unit is used, a converter that does not require a
seal after launch.
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IX. Guidance and Control Analysis and Integration
GUIDANCE AND CONTROL DIVISION

A. Optimization and Reliability Calculations for

Multi-Thermionic-Converter Systems,
R. Szejn and K. Shimada

1. Introduction

Power sources that make use of nuclear energy are one
means of producing the electrical power necessary for
deep space probes. Among such sources are thermionic
energy converters, which have been shown to offer a large
output power with a conversion efficiency as large as 15%.
Although the converter technology has reached a point
where it is feasible to implement these converters as a
power source, the reliability of converters and systems
using these devices has not been investigated well enough
to arrive at a flyable system.

One method of developing a power supply having a high
reliability is to use a large number of moderately reliable
converters connected in a matrix configuration. An opti-
mized configuration should be developed for each system,
depending upon the system’s power output, the com-
ponent reliability, and the required system reliability.

In this article, approaches to optimization and reli-
ability calculations are presented along with an analysis
of one particular system. There are also some general
qualitative remarks in regard to optimization and reli-
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ability as a function of system configuration, followed by
a reliability analysis of a 150-W power system.

2. Approaches to Optimization and Reliability
Calculations

Reliability has two meanings in the field of thermionics,
depending on whether converter reliability or system reli-
ability is being referred to. In the former case, a reliability
of 0.95, for example, indicates that life tests on similarly
designed units have shown 95 out of 100 to be still operat-
ing above some given performance level at the end of a
life test. In the latter case, one speaks of having a certain
system reliability at a specified output power. For ex-
ample, one might have a system reliability of 0.8 for a
relative power output of 0.9. This means that there is an
80% probability that the converter system will be deliver-
ing at least 90% of the original undegraded output power
at the end of a mission. System reliability will be the topic
of concern in this article.

There are three methods for determining a functional
dependence between reliability and relative power. One
method requires that the relative power output is calcu-
lated for every possible combination of failed diodes. This
assumes two modes of failure—open or short—with some
probability for an open failure P, and some probability
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for a shorted failure P,. (Note that only abrupt failures are
considered.)

This method gives the distinct power levels obtainable.
Obviously, the number of failure combinations that need
be calculated can be reduced if the symmetry involved is
taken into account. For example, in a 2-series, 3-parallel
cylindrical network, only one calculation is required to
determine the power output one to one open failure, while
there are six possible locations where the failure can
occur. The reliability R (W) at any one possible relative
power output, W (=1.0), is given by

R (W) = 1 — ¥ [all probabilities that yield power
degradation larger than (1 — W)]
(Ref. 1)

This method is practical only for a very small system,
since the number of distinct cases that must be treated
grows quite rapidly with the number of diodes being used.

The second available method for determining reliability
employs a Monte Carlo sampling scheme. The approach
is to generate a random number between zero and one
using a uniform pseudo-random number generator, and
then, depending on the assigned converter reliability P,
label the diode as good or bad according to whether the
corresponding random number is less than or greater than
P. If the diode is bad, then a second random number is
generated to determine whether the failure is to be called
an open or short. This simulated converter system is then
analyzed to give a relative power value. This process is re-
peated a large number of times, resulting in a distribution
curve from which the reliability curve can be deduced.

The final method also uses a sampling scheme, but in
a more restricted sense (Ref. 2). Here the number of fail-
ures is specified and the random number generator merely
picks the locations to be labeled as failures and at the
same time dictates whether they are to be open or shorted
failures. In this way, a distribution of relative power values
is obtained for a given number of failures. The reliability
curve is then determined by plotting the average relative
power for r failures against the probability P () of having
r or less failures:

P(r) =

2

T
2Ci Pt (1 — P)?

=0

where n is the number of converters in the system and

2Ci = nl/il (n — i)! These are the present methods being

used in reliability studies; the next area of concern is

optimization,
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There are a number of factors to be considered in opti-
mizing a system, but the one which is of interest here is
the value of the interconnection resistance in a matrix of
converters (Fig. 1). The optimized resistance is a function
of the diode configuration and the probabilities of having
open and shorted failures. The user will specify whether
the system reliability is to be maximized at a particular
power level, perhaps the minimum power level usable; or
whether the reliability should be maximized at the upper
power levels.

E OPEN-CIRCUIT DIODE

VOLTAGE < MATCHED
R DIODE RESISTANCE T LOAD
r_ INTERCONNECTION

c

RESISTANCE

Fig. 1. Converter system configuration

The method for optimizing a converter system uses an
iteration technique employing one of the methods men-
tioned above for determining the reliability as a function
of the interconnection resistances. In the case where the
optimization is with respect to one failure, an alternate
method may be used based on maximizing the quantity:

P W, (re) + PoW, (1e)

where P, and P, are as before, W, and W, are the relative
powers for short and open failures respectively, and . is
the interconnection resistance.

The computer is essential in the above analysis in all
but the simplest cases, where no more than six diodes are
involved. Programs have been written for generating and
solving the loop equations corresponding to flat, cylin-
drical, and star-shaped matrix systems; for calculating the
reliability of a system using either of the approximate
schemes mentioned; and for maximizing the system reli-
ability in some limited cases.

3. An Analysis of a Particular System

For purposes of elucidating the remarks in Subsection 2,
the results from an analysis of a converter system employ-
ing two converters in series and three converters in parallel
is presented in a series of graphs.
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Figure 1 is a simplified drawing of the configuration
being considered. E is the open-circuit voltage of the indi-
vidual converters, R is the resistance of a single converter,
and 7. (= aR) is the resistance of the interconnecting resis-
tors. For convenience, r, will be expressed as a factor «
of R, the diode resistance. In all calculations, a matched
load is used to maximize the power output.

In Fig. 2, the functional relationship between the maxi-
mizing factor « for the interconnection resistance and the
probability of a failure being a short P, is shown for the
case in which the maximizing resistance is calculated
assuming one failure and the case where it is calculated
assuming two failures. It is seen that the two curves are
very close together, and it was shown that a 0.1 variation
in « produces a 0.001 change in the maximum relative
power for either one or two failures. This implies that
there is little difference in maximizing for one failure or
two failures. Notice that for P, = 0.14, « = 0, which means
physically that the interconnecting resistors would be

14.0

— ONE FAILURE
== TWO FAILURES

8.0

6.0

4.0

2.0

0.8 1.0
P

s

Fig. 2. Maoximizing factor for inferconnection resistance
vs probability of shorted failures
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completely shorted. Likewise, note that for P, =0.64, « is
infinite, meaning that the interconnecting resistors would
be completely removed.

Figure 3 shows how system reliability changes as a
function of the relative power. This figure also shows how
reliability changes with the type of failure that is most
probable to occur. These curves are not smooth since there
are only discrete power levels available. Also, the reli-
ability for a system with either all open (P, = 0) or all
shorted (P; = 1.0) failures is better than that for a sys-
tem in which both types of failures can occur, since in
the latter case the optimization value is a “compromise”
between optimizing for just an open failure or just a
shorted failure. The effect of having open failures in con-
junction with a small number of shorted failures is quite
detrimental for the configuration being studied, as Fig. 3
shows. Table 1 presents a more accurate picture of how
the reliability varied with the relative power W and the
probability of having shorted failures P.

4. System Application

The results of an optimization and reliability analy-
sis, using the techniques presented in Subsection 2, are
presented for a generator system having the following
specifications:

Terminal voltage, V 3.0
Nominal power, W 150
Contingency factor, % 20
DC-DC conditioner efficiency, % 80
Converter reliability, % 95
Probability of short, % 60
Probability of open, % 40

The components, other than the converters, are assumed
to have reliabilities of 100%. One more constraint is that
the reliability is maximized in the peak power range,
meaning that the system will be optimized for one failure.

A network of five converters in series and three in
parallel is selected to be the configuration capable of
meeting the above specifications. The diodes in this sys-
tem must deliver 0.6 V at 25.00 A per converter, produc-
ing a gross power output of 225.0 W for this 15-converter
system.

The curves for the maximizing factor « versus the rela-
tive power output for one failure occurring in the first,
second, and third levels of the five-level configuration are
shown in Fig. 4. By weighting the curves obtained for
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Table 1. System reliability® for values of P, and W

w
P

) 0.0 0.333 0.444 0.5 0.6 0.667 0.7 0.75 0.8
0.0 1.0 0.99975 0.99924 0.99732 — 0.98508 —_ _— 0.96672
0.25 1.0 0.99797 0.99184 0.97807 0.91993 0.91239 — 0.777 /0.90896 —_
0.50 1.0 0.99700 0.4479/0.99257 0.97730 —_ 0.97116 0.714/0.96658 —_ —
0.75 1.0 0.99509 0.99305 0.98364 0.98328 0.96954 —_ 0.90883 —
1.00 1.0 —_ —_ 0.99251 0.99165 —_ — 0.97717 —

2The reliability at a relative power of 1.0 is 0.73509 in all cases.
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CONVERT}liR RELIABILITY = 0.95
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INTERCONNECTION
RESISTANCE IS
0.60 —  OPTIMIZED
0.50
0 0.2 0.4 0.6 0.8 1.0

RELATIVE POWER

Fig. 3. System reliability vs relative power

each level (as described in Subsection 2), three values for
the maximizing factor were obtained, one for each level.
These values were then weighted according to the prob-
ability of a failure occurring in the corresponding level.
The result was an optimization factor of 1.90. This factor
was then used in conjunction with a diode resistance of
0.024 0 (= 0.6/25.00) to obtain a reliability curve. A sam-
pling scheme (as described in Subsection 2) was used in
calculating the reliability data which appears in Fig. 5.
As this figure shows, the reliability at the required nomi-
nal power is approximately 0.985.

In summary, it has been shown that a 225-W system is
necessary to achieve a nominal power output of 150 W,
given a 20% contingency factor and 80% DC-DC condi-
tioner efficiency. The generator system used to produce
such a power output employed 15 converters in a 5-series,
3-parallel cylindrical configuration. Assuming a converter
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reliability of 0.95 and a shorted failure probability of 0.6,
it was shown that the system reliability at the nominal
power output (150 W) is 0.985.

5. Conclusions

There are some general conclusions that can be drawn
concerning reliability and optimization as functions of sys-
tem configuration and open-short failure probabilities.
Figure 2 described the relationship between the maximiz-
ing factor « and the shorted failure probability P, for a
2-series, 3-parallel system. The general shape of the curve
{« monotonically increasing with P;) will hold for all sys-
tem configurations, but the points at which « goes to zero
and infinity will shift. For systems in which there are a
large number of series connections, the curve will shift to
the right, while for systems in which there are a large
number of parallel connections, the curve will shift to the
left. At P, = 0 and 1.0, « = 0 and o, respectively; this is
true regardless of the matrix dimensions.
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In general, the most reliable systems have diode con-
figurations that are dependent upon the probabilities of
open and shorted failures. Thus, if there is a high prob-
ability of having open failures, the system should be
designed to have a large number of parallel branches and

B. A Proposed Laser Obstacle Detection Sensor
for a Mars Rover, W. L. Kuriger!

1. Introduction

The exploration of Mars is expected to require the use
of an unmanned surface roving vehicle. Because of the
large and variable time delay involved in earth-Mars
communications, such a vehicle would be required to
traverse the Martian surface with minimal external con-

1University of Oklahoma (NASA summer faculty fellowship pro-
gram).

80

vice versa for a high shorted failure probability. It was
also noted that the effect of opens in a system optimized
for this type of failure is identical to the effect of shorts in
a system optimized for shorted failures, if the number of
diodes in parallel equals the number in series.

Of the two methods presented for calculating reliabili-
ties, the Monte Carlo method offers the greater generality
and flexibility. This method was successfully applied in
optimizing the design of a 150-W thermionic generator
system. For generators requiring a large number of con-
verters, however, the computation time quickly increases,
requiring the development of new computational schemes.

All the calculation schemes presented here are based
upon a linearized model for thermionic converters which,
in reality, are not linear devices. Modification of the exist-
ing method to include nonlinear systems is being con-
sidered. Also, experimental work on a nonlinear system
will be performed to estimate the accuracy of the reli-
ability calculations for a linear system.

References

1. Shimada, K., deWinter, F., Optimization of Thermionic Genera-
tor Systems of High Reliability, presented at the Fifth Space
Congress, Cocoa Beach, Florida, Mar, 11-14, 1968,

2. Holland, J. N., Bosseau, D. L., Thermionic Converter Network
Religbility, General Atomic (John Jay Hopkins Laboratory)
Report 6A-6102. Bureau of Ships, Department of the Navy,
San Diego, Calif., Mar. 19, 1965,

trol; specifically, the vehicle should be able to detect
obstacles and avoid them by making small deviations from
an otherwise pre-planned trajectory. It is the purpose of
this article to analyze the requirements for an obstacle
detection system and propose a specific configuration for
such a sensor,

The surface of Mars has not yet been observed with
anywhere near the resolution necessary to distinguish
objects on the scale of meters; thus, possible distributions
of obstacles are speculative. The highest resolution pic-
tures of the Martian surface presently available (Refs. 1, 2,
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and 3) are those taken by Mariners VI and VII, and show
features down to about 300 m in extent. The Martian ter-
rain can be classified conveniently into four general types:
heavily cratered terrain, featureless terrain, chaotic ter-
rain, and polar ice caps. The heavily cratered terrain
covers the largest portion of the Martian surface, and is,
in many respects, similar to but somewhat smoother than
the surface of the moon. The featureless terrain, of which
the largest known example is the “desert” Hellas, consists
of regions which appear absolutely smooth in photographs
capable of resolving detail down to about 300 m. The
chaotic terrain consists of jumbled short ridges and valleys,
and is nearly devoid of craters. This type of surface was
first discovered in the Mariner VI and VII photographs;
its extent, causes, etc., are not yet known. The polar ice
caps appear to be heavily cratered terrain with added
drifts of “snow,” probably frozen carbon dioxide. An
extensive amount of work has been done with regard to
probable obstacle distributions (Refs. 1 and 4), but this
data is undergoing continuous revision as the Mariner VI
and VII photographs are analyzed, and will undoubtedly
be considerably revised when the much more complete
and higher resolution data from Mariner Mars 1971 be-
comes available. By the time an exploratory vehicle is
landed on Mars, the surface will be continuously mapped
to a resolution of a few kilometers, and selected small
areas will be photographed with a resolution of perhaps
50 m. At present, it appears that, with the possible excep-
tion of the chaotic terrain, the Martian surface will be
sufficiently smooth that a roving vehicle will only occa-
sionally encounter an obstacle.

The Martian atmosphere is some two orders of magni-
tude less dense than that of earth, with a mean surface
pressure of about 7 mbar, and is considered to consist of
about 80% CO, (by mass) with the remainder being largely
inert gas, most likely nitrogen (Ref. 5). The Martian atmo-
sphere is probably too tenuous to be a factor in the
obstacle sensor design.

Moore (Ref. 6) has performed a preliminary analysis of
requirements for a Martian surface navigation capability.
He envisions a vehicle equipped with both a short-range
obstacle detector, to serve a purely protective function,
and a relatively long-range obstacle detector which would
permit the vehicle to sense obstacles such as boulders,
small craters, and steep slopes in time to change its head-
ing and so avoid them. We consider only the second
function.

Present plans are that the exploratory vehicle will be of
six-wheeled articulated construction and will traverse the
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Martian surface at a typical rate of % km/h, with a maxi-
mum speed of perhaps 1% km/h. The obstacle detection
sensor should mount directly on the vehicle and be capa-
ble of detecting obstacles with dimensions as small as
0.5 m. Design contraints include that the sensor should
be capable of operating in bright sunlight and, if possible,
the sensor should weigh no more than 10 Ib, contain no
moving parts, and consume at most 10 W of power.

Since the identification of obstacles is greatly facilitated
if range information is known, the only form of obstacle
detector considered is a rangefinder, specifically one using
electromagnetic radiation in the infrared-optical region
to meet the resolution requirements and to best utilize the
transmission medium and available technology. Optical
rangefinders may be active or passive, that is, they may
direct a beam of energy to the target or use a natural
source such as sunlight, and they may utilize a number of
different principles, which include time-delay measure-
ments, triangulation, interferometry, and optical effects
such as focussing and parallax in various guises. Several
of these approaches are discussed in a report by Biernson,
Euling, and Jarnagin (Ref. 7). The weight, power, and
sunlight constraints imposed strongly favor an active
rangefinder utilizing a laser, with a semiconductor injec-
tion laser being a particularly attractive choice because of
its small size and weight and its compatibility with mini-
aturized electronics. The strictures on moving parts,
coupled with the necessity to scan a significant area,
militate against the use of triangulation or focussing
techniques; thus, the sensor configuration which appears
to be best adapted to the requirements of the Mars rover
application is one utilizing an injection laser in the pulse
time-delay measurement or radar mode. With the choice
of rangefinder type made, the obstacle detector design
divides into three major components: choice of scan con-
figuration and design of the scan mechanism, the range-
finder design, and the devising of methods for interpreting
the information obtained by the rangefinder.

2. Scan Reguirements and Mechanisms

An upper bound to the range at which the rangefinder
should operate is determined by the geometry of the situa-
tion. If we assume the sensor is located at a height of 2 m
above the surface of the terrain, then, at ranges much
greater than about 20 m, even gentle surface undulations
would serve to mask pits and depressions entirely and
would make it difficult to unambiguously discern the
presence of a positive obstacle such as a boulder. Let us
assume that it is desirable to scan an area extending from
a few meters distant out to 20 or 30 m. This requires only
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a small scan angle if the vehicle attitude and terrain sur-
face are level, as is shown graphically in Fig. 1, but a con-
siderable increase in scan angle is necessary to compensate
for more realistic angles between vehicle attitude and the
mean surface in front of the vehicle.

ELEVATION, m

RANGE, m

Fig. 1. Effect of angle between sensor and surface on
range for fixed intervals of vertical scan (sensor height
assumed to be 2 m)

A reasonable azimuthal scan requirement is that the
observed area be at least as wide as the swath of the
roving vehicle at useful elevation scan positions. A wider
azimuthal scan would be desirable if large numbers of
obstacles were expected, but since this is not the case,
alternate vehicle headings can be explored simply by
steering the vehicle.

Achieving the desired scan without the luxury of moving
parts poses a difficult problem indeed. A large variety of
electro-acoustic, electro-optic, and piezoelectric beam de-
flection techniques exist (Refs. 8 and 9), but none are
capable of achieving large scan angles without consider-
able complexity and perhaps are not at all capable of this
with the multimode output characteristic of an injection
laser. Additionally, these techniques are best adapted to
beams of very small diameter, while both transmitted and
received beam diameters must be on the order of tens of
millimeters in this application. If the expression no “mov-
ing” parts is interpreted to mean no wearing parts, a
suitable elevation scan can be achieved by use of a reso-
nant vibrating mirror of the fork or taut band type devel-
oped by the American Time Products Division of the
Bulova Watch Company, and the much less stringent
azimuth requirement can be met by use of a transmitting
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array. The specific scheme proposed employs an array of
five laser diodes (operated one at a time) properly posi-
tioned along the focal plane of a convergent lens to give
the azimuth pattern shown in Fig. 2, while the receiver
beam is shaped into a fan pattern by use of a cylindrical
lens and is not scanned in azimuth. Only one of the lasers
in the array is operated during each elevation scan, so
five elevation scans are required to completely scan the
pattern. As Fig. 2 shows, the use of only five laser diodes
at the particular spacing chosen is marginal in that the
azimuthal beamwidth does equal the vehicle width
(assumed to be 2 m) at ranges greater than 7 m, but the
azimuthal resolution is better than 0.5 m only for ranges
less than about 7 m. This situation is considerably alle-
viated by the fact that a particular portion of a scene will
be scanned many times from slightly different aspects as
the vehicle progresses.
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Fig. 2. Azimuthal beam paths for array of 5 laser diodes
(diodes assumed spaced at 6-mm intervals in focal plane
of lens with 80-mm focal length)

A specification for a vibrating mirror which should be
within or at the state of the art includes a 25-Hz vibration
frequency, +12.5-deg peak mirror excursion (50-deg total
beam deflection), and a 30- X 60-mm mirror size, with
the long axis parallel to the axis of rotation. This size mir-
ror permits the transmitter and receiver beams to be side
by side; it might also be possible to use two separate
vibrating mirrors if they can be synchronized sufficiently
closely. The elevation scan is sinusoidal, but can be par-
tially linearized by utilizing only a portion of the mirror
excursion. If the mirror attitude is set so that its equilib-
rium position is looking down from the horizontal by
0.15 rad (8.6 deg) and its usable scan angle is +=0.25 rad
(%14 deg), then it will scan a range from 5 m out to in-
finity when the vehicle attitude and surface are level,
from 3 m out to about 13 m when the vehicle-mean surface
angle is —0.25 rad, and from 13 m out to infinity when
the vehicle-mean surface angle is +0.25 rad. Since the
vehicle-mean surface angle should be this large for only
brief periods, this range of scan angle appears to be
adequate.
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The beam swept out by the vertical scan moves at an
angular rate of 68.5 rad/s in the vicinity of the mirror
equilibrium point, so a transmitter pulse repetition rate
of 10 kHz means that the terrain is sampled at 0.61-m
intervals at the midrange distance of 13.3 m for the level
vehicle attitude-level terrain case. The geometry of the
situation automatically results in finer resolution being
attained at closer ranges—the samples are spaced at ap-
proximately 6 cm at a range of 4 m—and less fine resolu-
tion at greater ranges, an eminently sensible arrangement.
Since only one laser diode is operated on each vertical
scan, the entire field is scanned once each 0.2 s, a time
which is sufficiently short that vehicle pitching and roll-
ing should only occasionally interfere with a scan. At
the nominal condition of level vehicle attitude and level
terrain, a vehicle traveling at a velocity of 0.139 m/s
(0.5 km/h) will detect a given obstacle 900 times in the
5- to 30-m search range. This redundancy will be some-
what reduced by vehicle pitching, but is still of such a
magnitude as to suggest spending some of it in combatting
false alarms, that is, requiring that an obstacle be sensed
several times in succession before the sensor signals the
presence of an obstacle.

3. Rangefinder Design

The next topic considered is the design of the range-
finder used in the sensor. Major components of the sensor
are shown in block diagram form in Fig, 3. The trans-
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Fig. 3. QObstacle-detecting sensor
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mitter portion of the rangefinder consists of an array of
five RCA TA7610 gallium-arsenide laser diodes, each
equipped with its own driving circuitry. This laser diode
has a typical output of 13 W, and the emitting area is on
the order of 3 X 225 um. The diffraction-limited beam-
spread for the smaller laser dimension is on the order of
0.3 rad, and since the target area should be illuminated
with a beam of the smallest possible diameter to mini-
mize target-induced pulse spreading and split returns, a
collimating lens is necessary. It is difficult to predict pre-
cisely the effect of a spherical lens on the laser beam since
it is multimode and not circularly symmetric, but a 25-mm
f/3.2 simple lens should collect at least 80% of the radia-
tion emitted by any one of the five diodes and should
project it onto a spot never larger than 0.1 m in diameter
for ranges up to 30 m. The diodes must be spaced at 6-mm
intervals along the lens focal plane to achieve the scan
coverage of Fig. 2, and individual adjustments of diode
orientation will probably be necessary to achieve the
desired results. The function of the pulser/timer is to
sequentially operate one laser of the array on each eleva-
tion sweep and to fire the laser diodes at a 10-kHz rate
and with a pulse duration of about 4 ns.

The receiver portion of the rangefinder consists of col-
lecting optics, a photodetector, an amplifier, and a thresh-
old detector. The r- ceiver optics consists of a cylindrical
lens followed by a 25-mm-diameter simple lens to pro-
duce a receiver beamwidth of 3 mrad in elevation and
0.4 rad in azimuth. This particular beamshape includes in
its field of view all the azimuthal area which can be illu-
minated by the transmitter, but is otherwise as small as
possible to reduce the amount of background solar radia-
tion intercepted. The receiver optical system also contains
a 50-A optical filter to further discriminate against back-
ground radiation. The optical bandwidth is made as nar-
row as laser characteristics permit. Room temperature
gallium-arsenide injection lasers emit at a nominal wave-
length of 9020 A, with an output wavelength-spread on
the order of angstroms caused by multimoding and by
heating within the duration of a pulse. There are differ-
ences between diodes on the order of tens of angstroms
because of material and processing variations, and the
output wavelength shifts with diode temperature at a rate
of approximately 1.75 A/°C; thus, a 50-A optical band-
width is a compromise between obtaining good back-
ground rejection and requiring tight wavelength control,

Sensor performance is calculated for three different
types of detectors—silicon PIN photodiode, avalanche
photodiode, and photomultiplier tube—for the case that
detection is based on a threshold criterion. Parameter
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Table 1. Parameter symbols and values used in the calculation of
Mars roving vehicle rangefinder performance

Symbol Parameter Value
A, Receiver antenna area 0.49 X 10-*m?
A, Voltage gain of postdetection amplifier —
B Optical bandwidth 50A
c Velocity of light 3 X 10°m/s
e Electronic charge 1602 X 10 C
Af Postdetection bandwidth 250 MHz
F Noise factor of postdetection amplifier 2
G Internal gain of photodetector 1 for PIN diode; 5 X 10¢ for photo-

multiplier; 20, 100, or 200 for
avalanche photodiode
h Planck’s constant 6.625 X 10-% J-s
I, Mean value of photocathode current -
I; Photodetector dark current (at photocathode) 0.15 nA for PIN diode; 3.25 X 10-¢ A
for photomultiplier;
10-8/G + 0.5 X 10-2 A for avalanche
photodiode
k Boltzmann’s constant 1.38 X 102 J /°K
L Ground range -
Exponent of internal gain for noise power 2 for photomultiplier; 2.3 for
avalanche photodiode
M Solar spectral irradiance at 0.9 pm 0.04 W/m?*-A
) Background power incident on detector photocathode -
P, Signal power incident on detector —
P, Laser power output (peak) 13W
Q,0s 0, Quantum efficiency, photoelectrons/photon 0.5 for PIN diode; 3 X 102 for
photomultiplier; @, = 0.3, Q, = 0.9
for avalanche photodiode

R Range —
R, Photodetector load resistance 500
T Absolute temperature 290°K
T, Martian atmospheric transmission at 0.9 um 1
Viie Signal voltage at output of postdetection amplifier -
Va Noise voltage at output of postdetection amplifier —
ar Receiver antenna azimuthal beamwidth 0.4 rad
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Table 1 (contd)

Symbol Parameter Value
ay Receiver antenna vertical beamwidth 3mrad
T, Efficiency of receiver optics 0.5
Ty Efficiency of transmitter optics 0.8
¢ Martian surface reflectivity at 0.9 ym 0.3
o Angle between direction of sun and surface normal —

Operating wavelength 0.902 ym

symbols and values used in the calculations are given in
Table 1. The choice of postdetection bandwidth is dic-
tated by the requirement of maintaining a sufficiently fast
risetime to preserve the pulse leading edge, and the
bandwidth requirement in turn places an upper bound
on the allowable load resistance. The value of solar spec-
tral irradiance is determined from quantities given in
Allen (Ref. 10), while the value for Martian surface
reflectivity is from Meisenholder (Ref. 11). The receiver
antenna area is selected to be small but comparable to
the area required for the transmitter optics, and all other
parameter values are dictated by characteristics of avail-
able components. The detector specifications are based
on a Hewlett-Packard HP 4207 PIN photodiode, a Texas
Instruments TIXL55 avalanche photodiode, and an RCA
C70102B photomultiplier tube.

Using the symbols and values given in Table 1, the sig-
nal power delivered to the detector’s photocathode is

_ POTAT.A, 01219 X 10+
B=""mr = = @)

which is 0.135 W at a range of 30 m and 4.87 yW at a
range of 5 m,

The solar background power at the detector photo-
cathode is given by

MavarTaBél"rA, cos @
Pb = 271' (2)

and taking the worst-case situation of the sun directly
overhead, so & =0, P is found to be 0.028 W and is inde-
pendent of range.

If the photodetector is characterized by a quantum

efficiency Q—we must use “fast” and “slow” values Q, and
Q. for the case of an avalanche photodiode—and a dark
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current I;, the mean value of current leaving the photo-
cathode is

e (QsPr + QuPy)
ho (3)

Iav = Id+

and the standard deviation is given by (2eAfl,,)*%. The
distribution of photoelectrons is Poisson, but since there
are many electrons per independent observation interval,
the process is adequately modeled by gaussian statistics.
In the latter form, the shot noise due to incident signal
and background radiation and internal effects may be
conveniently combined with the thermal noise of the de-
tector load resistance and the noise contributed by a post-
detection amplifier. If the photodetector has internal gain
G and is loaded by a preamplifier with input impedance
R;, noise factor F, and voltage gain A,, and if the pre-
amplifier passband is set to pass the high frequencies
associated with a fast pulse risetime but not the low fre-
quency fluctuations induced by scanning terrain of vary-
ing albedo, etc., the rms noise voltage output of the pre-
amplifier is

Vo = A, (G"R32eAfL,, + FAKTAfR, )% (4)

The mean value of preamplifier output voltage during a
signal pulse is given by

AR,GQs;e )P,
Vsig = _%”’_ (5)

and the voltage signal-to-noise ratio is obtained by com-
bining the various equations:

(23
Vsig 3 ('ﬁ;) RLGQsPr
Vo ex %
2eAfGRE | Lo+ 3~ (QuP: + QuPy) | 4kTAfRF

(6)
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Table 2. Yoliage signal-fo-noise ratios ot the postdetection amplifier output for various types of detectors

Detech Vsig (20-m range) Vsig (20-m range) Vsig (30-m range) Vsig (30-m range)
ector V., (signal off) V. {signal on) V., (signal off} V.. (signal on)

PIN photodiode 0.276 0.276 0.123 0.123
Photomultiplier 9.41 275 4,18 1.88
Avalanche photodiode

G =20 3.29 3.24 1.46 145

G = 100 13.25 9.76 5.89 5.02

G = 200 17.05 10.34 7.58 571

Numerical values are summarized in Table 2 for ranges
of 20 and 30 m for the worst-case situation of the sun
directly overhead.

The dominant source of noise in the case of the PIN
photodiode detector is thermal noise in the load resist-
ance, and the V,i./V, results (Table 2) indicate that an
increase of transmitted power or receive antenna area of
2 orders of magnitude would be necessary in order to use
this particular device (a signal-to-noise ratio of 10 is the
approximate requirement). The photomultiplier’s high
internal gain makes load thermal noise negligible, but its
low quantum efficiency and the relatively large value of
background illumination limit its performance. The ava-
lanche photodiode is a semiconductor with properties
that fall inbetween a silicon photodiode and a photo-
multiplier, but it has two peculiarities which degrade its
signal-to-noise performance somewhat. One is that all
incident photons are not immediately absorbed, and as a
result the device has a substantially lower value of ac
quantum efficiency than de quantum efficiency. The other
undesirable characteristic is that the avalanche internal
gain mechanism is not noiseless; this is accounted for in
the device model by the exponent of the gain being differ-
ent for noise power than for signal power. This latter
characteristic causes an optimum value of gain which
maximizes the signal-to-noise ratio for any particular set
of circumstances; the optimum value of gain for the par-
ticular set of parameter values used in the calculations
is beyond the “typical” attainable value of 200 but does
not result in performance significantly better than that
achieved with a gain of 200. The results given in Table 2
indicate that an avalanche photodiode operated at a gain
on the order of 100 or 200 yields an adequate signal-to-
noise ratio at a range of 20 m and a marginal one at 30 m;
thus, this is the device that would be incorporated into
the sensor.

For the case that signal detection is based on a thresh-
old criterion, the signal-to-noise ratio necessary in a par-
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ticular application is determined by the need to set a
threshold voltage level which is sufficiently high that
it is only rarely exceeded by noise peaks in the absence
of a pulse but not so high that it fails to detect signal
pulses. To calculate the threshold level necessary to en-
sure that false alarms occur no more than, say, once a
month, we observe that there are on the order of 60 signal
pulses/line scan, 300 pulses/field, 1,500 pulses/s, and
2 X 10? pulses/mo (assuming 12 h of operation per day).
From sampling theory, independent voltage samples
occur every 2 ns for a 250-MHz bandwidth, and if range
gating is employed (this would occur automatically if the
ramp scheme to analog-process the range data is used)
only to consider times for a pulse to return from up to a
30-m range (200 ns), there are 100 independent observa-
tion intervals/pulse, and on the average half of these
would occur before receipt of a signal pulse. Thus, a false
alarm rate of 1 pulse/mo requires that the probability of
the signal-absent noise exceeding the threshold be about
10-*%, but this number is not particularly critical because
of the rapid exponential decline of the wings of gaussian
functions. If we define a missed pulse as one which is not
detected in one observation interval of 2 ns, then the
probability of a missed pulse is equal to the probability
that the signal-present noise exceeds the difference be-
tween the mean signal level and the threshold voltage.
Since the sensor might detect a given obstacle as many as
900 times as the vehicle progresses, and since this calcula-
tion will result in a threshold which will be increasingly
exceeded by the signal level as the range to the obstacle
is reduced, a reasonable requirement is that a missed
pulse should occur no oftener than once a minute, which
in turn requires that the probability of the signal-present
noise exceeding the mean signal-threshold differences be
about 10-°. From tables of gaussian probabilities, we can
write

V=671V, (signal off)

(7)
Vg — V=426V, (signal on)
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where V; signifies the threshold voltage. Combining these
equations yields an equation that constrains possible
values of signal-to-noise ratios.

6.71 426 _
=1 8
Vs ig Vs ig ( )
Va(signaloff)  V,(signal on)

A similar analysis shows that the signal-to-noise re-
quirements can be relaxed if it is required to sense the
presence of an obstacle a number of times before trigger-
ing an output. If it is required to detect an obstacle on
four successive frames, the equation that constrains pos-
sible values of signal-to-noise ratios becomes

2.91 4.55 =1 (©)
Vs ig Vs ig
V., (signal off)  V,(signalon)

Equations (8) and (9) are plotted in Fig. 4. Note that the
requirement of a multiple indication of an obstacle not
only eases the performance requirements but also greatly
reduces the probability of false alarms caused by anoma-
lies not counsidered in this analysis. '

The ranging accuracy of the proposed rangefinder is
difficult to calculate, but can be estimated from experi-
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Fig. 4. Curves relating minimum required signal-te-noise
ratios for proper sensor operation
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mental results on other systems. A laser profilometer
reported by Hopson (Ref. 12) uses the same type of thresh-
old detection system considered here with about the same
overall pulse risetime, and experimental results for that
system indicate a range accuracy of =10 cm.

4. Inferpretation of Rangefinder Returns

The interpretation of returned signals to determine
whether or not an obstacle is present can be accomplished
in a variety of ways. One possible method is to use a fast
timer to measure the elapsed time between the emission
of a pulse and the detection of the return. This informa-
tion is then fed to the vehicle computer along with vehicle
attitude information. The angular coordinates of each
pulse are known from timing considerations, so the com-
puter can be programmed to distinguish obstacles to
any desired degree consistent with the sensor resolution.
Another possible method, which might not require the
use of the vehicle computer at all, is to convert each eleva-
tion scan into an analog waveform containing the desired
information. If a fast ramp is initiated when a pulse is
transmitted and terminated upon receipt of a return sig-
nal or the passage of 200 ns (the time for a signal to travel
30 m and return), whichever comes first, the range infor-
mation will be preserved as a sequence of equally spaced
pulses whose amplitudes are preportional to range. In the
case of level terrai.i, the pulse train for each individual
sweep would increase approximately quadratically in
amplitude with time on a scale determined by the angle
between vehicle and terrain. The presence of a positive
obstacle, such as a boulder, would be manifested by a
smaller than normal or even negative increase in ampli-
tude between successive pulses, while a larger than ex-
pected increase would signal the presence of a negative
obstacle, such as a fresh crater. The technique of compar-
ing each pulse’s amplitude with that of its immediate
predecessor ignores nearly all the information in the
return but looks specifically for the most characteristic
indication of an obstacle—the presence of a discontinuity
in range as a line-of-sight is swept. Unfortunately, it does
not appear feasible to detect obstacles on the basis of
pulse-to-pulse differences only. As shown in Fig. 5, the
angle between vehicle and mean terrain is a significant
factor. The apparent asymmetry between the three curves
of Fig. 5 is caused by the nonlinearity of the sinusoidal
scan compensating the geometric range nonlinearity in
one case and complementing it in the other. Range differ-
ences between successive pulses vary considerably, as
summarized in Table 3.

An adequate test can be mechanized using the range
at each point within an elevation sweep. Dividing the
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Table 3. Range differences between successive puises at
several ranges and vehicle—-mean terrain angles for the
proposed sensor operating on flat terrain

. AR,'m
gro.und range, | Vehicl an Vehicl an Vehicl
m terrain terrain terrain
angle — —10 deg | angle — 0 deg | angle = + 10 deg
5 0.090 0.077 0.035
10 0.327 0.359 0.289
20 1.178 1.394 1.300
30 2.558 3.192 2.964
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Fig. 5. Envelopes of range vs time for 3 different vehicle~
mean ferrain angles (range is distance from 2-m high
sensor to flat surface; time is measured from instant that
5-m ground range (5.385-m slant range) is achieved)

range difference between successive pulses by the range
squared (AR/R?) results in a number which is approxi-
mately constant for flat terrain, and can thus form the
basis for generating a detection criterion. For proper
interpretation of the rangefinder returns, it is necessary
that the angle between the vehicle and mean terrain be
within =10 deg for each sweep. It is assumed that a
0.5-m step is an obstacle, while a 0.2-m step is not.
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Because of the geometry, positive (step up) and nega-
tive (step down) obstacles may best be discerned by dif-
ferent criteria. A distinctive feature of a positive obstacle
is that the range increase is small or zero for several suc-
cessive pulses, as the scan travels from the bottom of the
obstacle to the top. Thus, one method for determining the
presence of a positive obstacle is to count the number of
pulses for which AR/R? falls below a fixed threshold. The
return of greater than some predetermined number of
successive pulses (e.g., 3 or 4) for which AR/R? was below
threshold would signal an obstacle. As an indication of
the sensitivity of this criterion, the number of successive
pulses necessary for the sensor to “see” the top of positive
0.2- and 0.5-m step obstacles is given in Table 4. The fig-
ures indicate that this particular criterion fails at the 5-m
range, because it cannot distinguish a 0.2-m step from a
0.5-m step over the complete range of vehicle-mean ter-
rain angles, but can be used at greater ranges. The data
of Table 4 show that it would be desirable to make the
number of pulses required to signal an obstacle dependent
on the range.

Table 4. Pulses required for sensor to scan from bottom
to top of 0.2- and 0.5-m positive step obstacles at vari-
ous ranges and vehicle—-mean terrain angles

Number of pulses
Nominal ground| Vehicl an

range Lm terrain angle, deg Positive 0.2-m Positive 0.5-m
step at range L step at range L

+10 15 37

5 0 7 17

-10 -] 14

+10 4 9

10 0 3 8

—10 4 8

+10 2 4

20 0 2 4

—10 2 5

+10 1 3

30 [} 1 3

—10 2 4

On the other hand, we suggest that the criterion for
detection of a negative obstacle be the occurrence of a
value of AR/R larger than a predetermined threshold.
Table 5 gives values of the range difference between suc-
sessive pulses divided by the range, AR/R, and indicates
“hat this criterion is adequate to detect negative obstacles
if the threshold is set at approximately 0.180. The use of
the quantity AR/R rather than AR/R? yields a criterion
that is more independent of range and terrain angle.
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Table 5. Range differences beiween successive pulses
divided by range for 0.2- and 0.5-m negative step
obstacles for variows ranges and vehicle—-mean terrain
angles

AR/R
i‘l 2 (] v hiesl "
ground range | terrain angle, No Negative Negative

L,m deg obsfacle 0.2-m step | 0.5-m step
at range L | at range L

+10 0.006 0.097 0.205

5 (¢} 0.014 0.104 0.211

—10 0.017 0.106 0.213

+10 0.028 0117 0.223

10 0 0.034 0.122 0.227

—10 0.032 0.120 0.226

+10 0.063 0.148 0.250

20 0 0.066 0.151 0.253

—1i0 0.057 0.143 0.246

+ 10 0.095 0.177 0.276

30 0 0.098 0.180 0.279

—10 0.080 0.164 0.264

Thus, it appears entirely feasible to discern the pres-
ence of obstacles by relatively simple processing, but
additional effort would be required to thoroughly evalu-
ate this aspect of the problem.

5. Conclusions

The proposed sensor contains relatively small, light,
and few optical components and the electronic compo-
nents are all of the miniature solid-state type; thus, the
weight of the overall sensor is primarily that of the me-
chanical packaging. It appears entirely feasible to hold
the overall weight to 10 Ib or less. If we assume a power
efficiency of 0.1% for the laser diodes, a pulse duration
of 4 ns, and a pulse repetition rate of 10 kHz half of
the time (no transmission during vibrating-mirror scan
retrace), the power required by the laser diodes is about
0.26 W. The vibrating-mirror drive power is on the order
of 10 mW; thus, the power requirements are primarily
those of the auxiliary electronics, and an overall power
requirement of a few watts should be attainable. It
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appears feasible to discern whether or not the rangefinder
returns indicate the presence of an obstacle by use of
relatively simple signal-processing techniques, thus allow-
ing the sensor to be a self-contained unit.
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€. Avtomated Test Techniques for Guidance
and Conirol Subsystems, R. E. Williamson

1. Infroduction

The long-range objective of this effort is the develop-
ment of guidance and control (G&C) support equipment
technology to meet the requirements of future planetary
missions. The specific near-term goals, which are directed
toward the support of the thermoelectric outer planet
spacecraft (TOPS) project, include the following: (1) de-
velopment of test requirements for the TOPS G&C sub-
systems, (2) development of automated test techniques to
implement the TOPS requirements, and (3) demonstration
of the test techniques with a generalized support equip-
ment approach centered around a small general-purpose
computer.

2. Test Reguirements for TOPS G&C Subsystems

One of the major tasks for this fiscal year is the develop-
ment of a baseline test requirements document for the
TOPS G&C subsystems (electrical power, attitude control,
scan, and approach guidance). The objectives of this effort
are twofold: (1) to assure that a testing capability is imple-
mented in the subsystem designs, and (2) to identify the
types of test functions which must be implemented in
future support equipment designs,

The outer planet missions require advanced design
approaches for the G&C subsystems which result in new
elements to be tested and new complexities in testing re-
quirements. Following are examples of some of the new
designs planned for the G&C subsystems.

Approach guidance. This is a new subsystem required
for navigation to the outer planets. Although the test tech-
nology will be similar to that required for the spacecraft
science vidicon and imaging systems, there will be unique
test requirements for the approach guidance subsystem.

Attitude control and scan. The attitude control sub-
system is completely different from those previously
employed due to increased accuracy and reliability re-
quirements. Some of the new elements include: digital
inertial and celestial sensors, digital attitude control elec-
tronics, hydrazine thrusters for coarse attitude propulsion,
reaction wheels or pulsed plasma jets for fine attitude cor-
rections, and multi-redundant circuits and components.

Electrical power. The radioisotope thermoelectric gen-
erators (RTGs) planned as the power source for the outer
planets missions represent new elements in checkout.
Associated with the RTGs is a new design for the power
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conditioning equipment. As with other spacecraft subsys-
tems, considerable redundancy is required to achieve the
long-life requirements.

Spacecraft computer interfaces. The G&C subsystems
designs include a strong dependency upon the spacecraft
computer. In addition to the normal functions of subsys-
tem mode control, the computer is used to detect failures
in the subsystems, confirm them, and take corrective
action to reestablish a desired functional state whenever
possible. Simulation of the computer is required when
testing the subsystems at the subassembly and subsys-
tem level.

3. Automated Test Techniques

A second major task for this fiscal year is the develop-
ment of test techniques to implement the baseline test
requirements. Automated techniques, using a computer-
oriented test system approach, are being planned for most
tests. Development of the techniques will include prepa-
ration of functional specifications for: (1) the software
routines and algorithms required to perform the test func-
tions, (2) the hardware required to interface the space-
craft subsystem and the computerized test set, and (3) any
special-purpose hardware required with the test set, such
as signal sources.

The reasons for the emphasis upon an automated test
system are as follows:

Spacecraft complexity. A comparison of the complexity
of the TOPS spacecraft with the Mariner Mars 1971 space-
craft shows a small increase in the number of actual parts.
However, due to the use of large-scale integration on
TOPS, the equivalent number of parts is greatly increased
(estimated equivalent parts on TOPS = 900k, Mariner
Mars 1971 = 100k). Associated with the parts increase are
expansions of the spacecraft functions with the conse-
quent escalation in testing requirements. One significant
area of increased complexity is in the expansion of space-
craft modes associated with the implementation of multi-
redundancy -throughout the subsystems. The amount of
data to be handled is such that automation is required to
assure thorough system validation.

Technical requirements. Simulation of the spacecraft
computer during subassembly and subsystem testing will
require an automated test set which can operate synchro-
nously with the spacecraft subsystem. Execution of test
sequences which have time limitations also will call for
automated testing. The increased use of digital compo-
nents on the TOPS spacecraft provides an advantage for
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the automated approach in that the digital circuits readily
adapt to the interfaces of a computerized test system.

Test reliability. Reliability considerations for the long
duration outer-planet missions will have a significant influ-
ence upon testing operations. Control of the test environ-
ment and of all pre-launch spacecraft operations will
become more important than has been necessary for pres-
ent spacecraft. With automated testing, the capability
exists to provide greater control of testing and to make
tests less subject to human errors. Test repeatability is an
example where improved test control is possible with
automated techniques. One of the weakest characteristics
of manual testing, yet one of the strongest points of auto-
mated testing, is the ability to repetitively perform tests
in precisely the same way. Identification of potential fail-
ures through trend analysis requires test repeatability.

4, Computer-Oriented Test System

A computer-oriented test system (CTS) will be used to
develop and demonstrate the automated test techniques
required to support the TOPS G&C subsystems. During
this fiscal year, a functional specification will be prepared
for the system design—including software and hardware—
of the overall automated test set, Software development
will be started using a leased computer, a Honeywell
DDP-124, which is shared with the Astrionics Division.

Following is a discussion of past CTS technology devel-
opment and future plans.

Past CTS technology development. The initial emphasis
in developing a CTS technology was directed towards test-
ing spacecraft computer subsystems. To demonstrate the
basic capabilities of an automated test system, a proto-
type CTS was assembled and interfaced with a Mariner
Mars 1969 central computer and sequencer (CC&S). The
prototype system was used to develop and demonstrate
the following:

(1) Capability for automatic control and verification of
the performance of the test hardware in a real-time
environment. The test system receives, time tags,
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decodes, and processes all test data and prints all
changes and errors. Test command sequences are
output at pre-determined times. In the automatic
mode, the test data is compared with reference data
generated by a software simulator which runs con-
currently with the CC&S.

(2) Capability for operational flexibility and operator
interaction. The necessary controls, displays, and
software are provided such that the operator can
apply stimuli and verify the hardware performance
in a manual mode. New tests can be set up from
operator instructions for entry into the test library.

In December 1969, CTS development for flight computer
subsystems, including responsibility for the prototype
CTS, was transferred to the Astrionics Division. The
Guidance and Control Division retained responsibility for
development of the CTS technology required to support
G&C spacecraft subsystems. The technology base devel-
oped with the prototype CTS is being utilized in applying
the automated testing approach to the more complex
TOPS G&C subsystems.

Future CTS technology development plans. It is cur-
rently planned to assemble a CTS in fiscal year 1972 to
demonstrate the automated test techniques required for
the TOPS G&C subsystems with breadboards or simula-
tions of the TOPS subsystems. In addition to developing
the test techniques, consideration will be given to expand-
ing the current CTS technology in the following areas:

(1) Operational flexibility. The same basic test sys-
tem design is to be adaptable to testing all G&C
subsystems, and adaptable to changes in the flight
hardware and test procedures. The test system de-
veloped for the outer planet missions is to have the
capability for reuse on follow-on missions.

(2) Man—machine interaction. Proper data presentation
is required to permit human review and judgment.
Operator control of the test sequences will be nec-
essary with safeguards to prevent damage to the
spacecraft. Hardcopy documentation of all test
anomalies and all operator actions must be included.
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X. Spacecraft Control
GUIDANCE AND CONTROL DIVISION

A. The Attitude Control of a Flexible Solar.
Electric Spacecraft, E. L. Marsh

1. Introduction

In keeping with recent advances in solar-electric-
powered spacecraft design, a study of the attitude con-
trol of such a vehicle during its thrust phase was carried
out. The major result of the study was that the influence
of large flexible solar arrays was not detrimental to con-
trolling the attitude. It was also determined that “tail-
wags-dog” effects on attitude control were minor.

The nonlinear equations of motion for a particular ver-
sion of a solar-electric-powered spacecraft were detailed
in SPS 37-63, Vol. 111, pp. 115-122. Figure 1 shows the
model for which the equations are valid. B, is the rigid
spacecraft bus, A is a set of two flexible roll out arrays,
and E is the electric engine cluster. The vehicle is de-
signed so that the cluster can translate parallel to either
b, or b,, and so that the two outer engines B; and B, can
gimbal about the diagonal along which they lie. Equa-
tions of motion for the entire vehicle, the appendage A,
the gimballed engines, the translating masses, and the
motors that produce gimballing or translating appear in
SPS 37-63, Vol. III, pp. 115-122, in Egs. (2), (5), and
(8)—(15). The hybrid coordinates procedure of Likins
(Ref. 1) was utilized to account for the dynamics of the
flexible solar arrays. A solution of the nonlinear equations
of motion is presented in Eq. (16) of SPS 37-63, Vol. I1I,
pp. 115-122.
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2. Linear Equations of Motion

The linear variational equations of motion for the sys-
tem are derived in Ref. 2. For the composite vehicle, the
equations are

. —m 3FA
1101 + Ear&s - 8517‘7‘5 - SWWETFQG - Q’n42 7]4
- . .. am ~m
1,0, — ksras — 8127]1 = 3‘(“——0_/1/1“—‘) TF(x5 (1)
Ifs + (k,r + I3 o5 — (R, — I8) o — Bagipy =
9 ZpT*Fas

The symbols in these equations are defined in
SPS 37-63, Vol. II1, or Ref. 2. For the modal coordinates
7, 1=1, - - - ,6, the following equations are relevant.

‘;7'1 + 251017}1 + 0'?"71 = 81252

';iz -+ 2@20'27.)2 + 0‘3")2 = 823.9.3

7'7.3 + 2§30'3ﬁ3 + Ugﬂa =0 (2)
';54 + 2{4047.74 + 0‘2774 = — Ayplts

';7'5 + 2@505';75 + 0§"75 = 85151

';7-6 + 24‘60‘6"‘76 + 0%776 =0
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Either of the gimballing engine’s equations has the form

1 . "
Ii [&3 + —_2" (61 + 02)] + ds&g - k3 (ag1 - (.!3) = 0

,V’_

While for the translator,
5 2 msr2 mar2\ |, 7 . mm - mry, o .
It + mr +W—-2—6’n— a5+rd1a5+k2a5+Wfae—k2ag:2+ Tm——pur 6,+ 16, =0
I"+17—19'2+mm212—2@i2 & + r?dias + k —I—-@—r”"———l— ﬂ"__l,._,—ﬁ,. At — k
3 e m " Jag 106 10 e as o \on 4204 10071

— (%%’i —~ ,:r) g, + 18, =0

3. Control

Differential equations associated with the control system are
Vi + Vi = Kgifs,  i=1,23

1'027-1 = KMlKVl(VSI - VF’l)
1’&72 = KMZKVZ ("Vsz - VFZ)

d¢ = KysKys (VS3 - VFa)

Yy = S2lnliln [—1 Ksifs + (1 + K — —) Ve — (7'21 4ot )Vm
1

T11T21 T8 78 KF1K1 1KM1 KV1

1
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1
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Fig. 1. Solar-eleciric-powered spacecraft

New symbols introduced here are defined in Ref. 2.
In the parametric stability analysis which follows,
K, i = 1,2,8, was the only parameter varied. Figure 2
is the block diagram representation of Expressions (1)~(7).

The open loop transfer functions for the three axes are

The dashed lines indicate coupling terms. Solid lines are
associated with the uncoupled equations. The mode shapes
corresponding to the modes excited by rotation about
each axis are drawn at the right of the block diagram.
The third and sixth modes are absent. This is predictable
from Expression (2), which indicates that the third and
sixth modes of structural vibration decouple from the
remaining equations and have no effect on the attitude
motion.

4. Stability Analysis

Only the uncoupled equations were considered in the
first part of the stability analysis. This uncoupling trans-
forms the attitude control problem into one that is ame-
nable to root locus analysis. In addition to uncoupling,
the high-frequency translator and gimballing dynamics
were omitted from the initial stability analysis. This sys-
tem where coupling and translator and gimballing dy-
namics are omitted will be referred to as the modified
system,

" 1
G1H1 = — E3K31KM1KV1 (36 + N535 + N4s4 + N3$3 + stz + le + No) (S + "'——) (S + _>/ (Il - 8%1)

T21 T11

1 1
>< Tslsg (34 + Dsss + D282 "|" D]_S + Do) (S + T_m) {32 + . [1'11 + (1 + KllKMlKv1Kp1) 1'21] (8)
21711
v 1 n K1 K1 Ky:1 Ky (1+K )}
T21T11 T21T1a =
. %3 Ks2KyoKyz 5 (Q’Vl - m) ] P 2 1 1 3 o2 21,
G.H, = ———————(12 — %)) [s + 3 O F |(s® + 288101 + o) s + 722) s+ -ng) s (s + T,—e,
Lo} 1 1
X &i048 + Py s+—)4s*+ [re + (A + K51 KoKy :Krs) 722] (9)
12 - 312 Ts2 T22T12
X s+ 1 + K12KM2KV2KF2 (1 +K >}
T22T12 T22T12 =
GH.= — V—gpi*oFKssKusKV3 (82 + 2§ s+ 2) s+ i s+ _1-_ s s+ 213520'2 + 130§
e (13 - 3%3) T3 202 7 Te3 T13 Is - 8.3.3 Is - 3%3
(10)
1 KpsKysKy K
X (S + L) {82 + 1 [1‘13 + (KMaKpgKlaKvg + 1) 1"23] 8 + + Fe My M Ve (1 + Kzs)}
Ts3 T23713 T23T13 T23T13
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Fig. 2. Block diagram for coupled and uncoupled equations, including mode shapes
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where G; is the forward loop transfer function and H;
is the feedback loop transfer function for the axis paral-

lel to b;. Expressions for N;, ¢ =0, - - - , 5, and for D;,
7.=0> v >3:are
N, = 2(540'4 + 550'5)
3(n—-m)F 3FmA?
N, = o + 0% + 48850405 + ( 7 ) — EgQ’}’l;z
6(n —m
N; = 20405 (§40'5.+ Z504) + "(_—"‘nl) (Z40'4 + Csﬂ's)
K3(Wl
_ 6F771A§2C505
#m®
3(m —~m

N, = 630 + ——(m——)- (0'2 + o2 + 454550405)

_ 3FmA2,02

xsOm?

6(n—m)F
N, = ( E3Q’l/l) ki (540'5 + C50'4)
N. = 3(n — ) Foiol /

o &M
(11)
and
I 282,40
D; = 1, '—18‘3’1 |:2(§40'4 + Csﬂ's) - 5;14 4:|
I 82,42
D, = t[l_;sgl (03 + 0% + 48.L50405 — 511104>
(12)

2I
D, = _1_0._4025— (Laos + &s04)

I — 8%

_ 1,050}

D=1 o

Values selected for the parameters in these expressions,
as well as for the parameters in Expressions (1)-(10), are

Ky =100 V-s/ft, =123
Kui=45 =123
Kr; =80 i=123

Kiy = Ky, = 2.2 X 10 ft/pulse
Kys = 10-* rad /pulse

Ky; = 40 pulses/V-s, i=1,23
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8,5 = 94.51 slug-ft?

812 = 94.60 slug-ft?

851 = 7.084 slug-ft?

Ay = 3.077 slug-ft
Zi = 0.005 slugh-ft,

o1 = 0.02129 slug*-ft/s
or = 0.02141 slug's-ft/s
oy = 0.02376 slug-ft/s
a5 = 0.02838 slugh-ft/s

i=12,345

7 = 10%s, i=1,23

721 = 0 X 10%s, i=1,23
79s = 15, i=1,2,3
F=0.021b

I, = 326.4 slug-ft?
I, = 9420.0 slug-ft?
I; = 9148.0 slug-ft

M = 41.09 slug
m = 3.727 slug
m = 3.106 slug

Kz = —9.318 Slug—ft
ks = —7.765 slug-ft

The sensor gains Kg; have not been specified and will
serve as variable parameters upon which the attitude
stability depends.

A root locus diagram for the b, axis appears in Fig. 3.
Values for the open loop poles and zeros are given. Poles
and zeros having non-zero imaginary parts are associated
with the fourth and fifth modes. A real zero at 0.084324 is
due to the so-called “tail wags dog” effect, or the term
st in the first of Expression (1). This is an inertia torque
exerted on the vehicle when the engine cluster unit trans-
lates parallel to the b, vector. Such motion excites fourth-
mode oscillations. Figure 4 is an enlarged version of the
b, axis root locus and shows detail near the origin. For
very small gain, i.e., very small Ky, the locus emanating
from the multiple pole at zero initially passes into the
right half plane. Thus, instability is implied. As Ky, is
increased, the locus crosses back into the left half plane
and finally returns to the right half plane for sufficiently
large K. The range of Ky, for which all parts of the locus
lie in the left half plane, i.e., for which stability is guar-
anteed for the b, axis, is 0.5 < K, < 23.
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Similar analyses were conducted for the b, and b, axes.
The stable ranges for Ky, and K, are
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15 < Ke < 201
11 € Kgs < 221

The effect of the flexible solar arrays was assessed by per-
forming root locus analyses for the rigid spacecraft models.
The resulting stable Kg;, 7 = 1, 2, 3, ranges were

0.52 < Ky, < 23.52
16 < Ky, < 276
11 < Kge < 221

Comparison with the values for the non-rigid case shows
that only the b, axis results are appreciably modified when
flexibility is taken into account.

Time histories of the attitude angles 8,, 0., and ; ap-
pear in Figs. 5 and 6. The continuous system simulation
language (CSSL), developed through support of the Guid-
ance and Control Branch of the Office of Advanced Re-
search and Technology, was used in programming the
linear equations for the Univac 1108 digital computer.
For the axis parallel to b;, the initial attitude angle rate 6;
is 10~* rad/s. This rate is considerably larger than those
expected to be encountered from disturbance torques for
a deep space mission. All other variables, i.e., 8;, Vg, etc,,
have an initial value of zero.

Figure 5 shows the attitude behavior for cases when
K;, i =1,2,3, is in the stable range stated earlier, in par-
ticular, Ks; = 20, Ks, = 100, Kg; == 100. At approximately
100 s, 9, reaches its maximum amplitude of 6.4 X 10-2 rad.
For a time of 2800 s, the amplitude has diminished to
nearly 7 X 10~ rad or one-tenth the maximum amplitude.
For 6, and ¢, the response curves are of a lower frequency
than for 4,.

Values for Kg, Kg., and Ky, in Fig. 6 are 50, 350, and
350, respectively. These fall outside of the stable range.
The 6; responses are then expected to be unstable. This is
seen to be the case. However, the curves are not reliable
as true indicators of the behavior of 4; since the linear
equations are not really valid for large 6;. 9; is indeed un-
stable, but its time history probably departs markedly
from the curves of Fig. 6.

Following the root locus analysis, a stability analysis
for the coupled system of equations (including the trans-
lator and gimballing dynamics) was undertaken. For linear
systems, stability is guaranteed whenever the eigenvalues
are distinct and have negative real parts. For the case at
hand, the system of first- and second-order linear differen-
tial equations was converted to a system of first-order
differential equations of the form

X=AX (13)
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systems (g, = 10)

where X is a 32 X 1 vector and A is a 32 X 32 matrix.
Determination of the eigenvalues for the system is equiva-
lent to determining the eigenvalues for A. Figure 7 shows
the results of the eigenvalue analysis, The value for Ky,
was fixed at 10. Figure 7 presents stability information
for both the modified and the unmodified systems. The
region enclosed by the rectangle, i.e., 15 < K, < 201 and
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11 < Kg; < 221, is, for K, = 10, the stability zone for the
modified system. Any Kj, or Kg; value falling in that zone
is such that stability for the modified system is guaran-
teed. The eigenvalue analysis determined that some minor
alteration of the boundaries is required when coupling
and translator and gimballing dynamics are accounted for.
Each grid intersection point in Fig. 7 was investigated for
stability for the unmodified system. For small values of
Kj,, it was found that configurations which were formerly
stable for the modified system are unstable. Instabilities
in the vicinity of Kg; = 180 also appear. A more detailed
analysis of this region showed that instabilities were not
restricted to Kg, = 180.

5. Concluysions

The work presented here has demonstrated the feasi-
bility of using electric propulsion engines for attitude
control as well as for propulsion during the low-thrust
cruise phase of a deep space mission. In addition, it has
been shown that flexibility associated with large roll-
out solar arrays poses no great threat to the success of
such missions. Furthermore, the detrimental effects from
torques due to “tail-wags-dog” terms can be offset.
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B. Finite Element Modeling for Appendage

Interaction With Spacecraft Conirol, P. W. Likins
and E. L. Marsh

1. Introduction

Useful analyses of the spacecraft attitude control/
structural dynamics interaction problem can be carried
out when accurate models of the attitude control system
and the spacecraft dynamics are available. For the space-
craft dynamics, a hybrid coordinates model, utilizing dis-
crete coordinates for rigid body kinematics and modal
coordinates related to the elastic structure’s deformation
coordinates, has been suggested by Likins.

The basic hybrid coordinates philosophy is adhered to
in this article. However, a detailed description of an
improved model? for the flexible components is discussed.
For the model currently in use at JPL (Ref. 1), flexible
appendages are approximated by an array of rigid finite
bodies connected by massless elastic beams. The improved
model consists of a collection of finite elastic elements
possessing mass and interconnected at points where finite
rigid masses may be located. The points of connection
and the masses at these points are referred to as nodes
and nodal bodies respectively. In the following discussion,
equations of motion for the finite elements, the rigid
bodies, and the composite appendage will be stated. These
must be used in conjunction with the vehicle equations
and the control system equations in order to properly
analyze the spacecraft dynamics and control interaction
problem.

2. Appendage ldealization

Figure 1 shows the two basic types of units considered
in the analysis. Body b is a rigid body and a is a flexible
appendage. For a real vehicle, these may represent the
spacecraft bus and a solar panel, respectively. The tetra-
hedral object having dotted lines for boundaries and with
parallelepipeds at its vertices represents the typical finite
element s and nodal bodies as described above. Shapes
other than tetrahedrons and parallelepipeds may be
assumed for the finite elements and nodal bodies. The
deformed tetrahedron having dashed line boundaries indi-
cates the steady-state deformation which may be imposed
by a constant rotation of a in inertial space. Finally, the
deformed version of the finite element having solid line

1UCLA, Los Angeles, California.

2Likins, P. W., Finite Element Appendage Equations for Hybrid
Coordinate Dynamic Analysis (JPL Technical Report to be pub-
lished ).
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boundaries represents the configuration for an excited
state where both steady-state and oscillatory deformations
oceur.

Unit vectors fixed in b are b;, i = 1,2, 3. Unit vectors
fixed in the undeformed appendage are a;. Q is a point on
the a-b interface. O and O’ locate the vehicle mass center
in the steady state and undeformed state, respectively.
The mass center for a general oscillatory state is CM. The
meanings of other symbols in Fig. 1 are either self evident
or are described in Section D, Ref. 1, or will be described
in the sequel.

3. Finite Element Equation of Motion

This equation is established by equating the work W*
done by external forces in the course of a virtual displace-
ment of the nodes to the strain energy U* stored in the
deforming element. The nodal displacement vector # for
the element in consideration is defined by
- T
B
,ai
Bi

. D

<
I

u’?

lé:i

where #* and B are the 3 X 1 translational and rotational
deformation vectors, respectively, for the kth node of
element s and expressed in terms of local coordinates
£, n, { parallel to e,, e,, e;, which are unit vectors fixed
in the steady-state configuration for the element. When-
ever a vector is expressed in terms of local coordinates, it
is so denoted by an overbar. When expressed in terms
of a;, the bar is absent. The sequence k, i, - - -, j is used
to indicate that the nodes are numbered neither consecu-
tively nor sequentially. The symbol y* will be used to
denote an arbitrary virtual displacement of the nodes.

Determination of U* and W* requires a knowledge of
the oscillatory deformation field for the element. A stan-
dard procedure is to select a deformation function
w of & u, and & The elements of the 3 X 1 vector 0 are
the deformations parallel to axes ¢, 5, and ¢ and usually
are chosen as polynomials in ¢ », and ¢. Coefficients T;
for these polynomials are 6N in number where N is the
number of nodes for the element. It is seen then that the
number of coefficients matches the number of translational
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and rotational displacements of the nodes. The deformation vector has the form

where

(=R =
S O =
S O oy

r=[mnT, - Ten]”

The partitioned sub-matrices of P are of size 3 X 2N.
Before proceeding to the calculation of W* and U*, T must
be determined. Equation (2) must apply to the nodes as
well as to points within the element. Thus, for node 4,

w =0 (&,75,L5) = P (¢1,11,85) (5)
and

ﬁf:lﬁt—u[g.,n.,g.=~1—§Plg-,n~,c- (6)

2 P2 v
where
0 —0/0¢ 0/0n
T=| o 0 —a )
—9/0y 0/0¢ 0

Expressions of the type detailed in Egs. (5) and (6) can
be combined as follows:

'ak- i Plk
8" 1/2V P|;
@ Pl

i 12V P|;

ol P|;
gl |12¥e,

where |; implies evaluation at &;, 5, {;, etc. If the matrix
containing P|; and V P|; terms is denoted F, then®

j = FT S r=F% 9)

3Numbers beneath equal signs indicate the equations referenced in
writing the equation to which the equal sign corresponds.
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PT )

0 0 0 O 0O 0 0 O0-
¢ 9 ¢ & 0 0 0 0 (3)
4)
and
w =, PF'y (10)
Define W as the matrix PF-1. Then
B=Wjy (11)

The deformation function is then a function of £, », ¢ and
the nodal displacement vector.

A final step preparatory to the evaluation of the strain
energy U* is the determination of expressions for the
variational stress and strain fields for the element. Vari-
ational stress and strain mean the increments in stress and
strain beyond the steady-state value. It can be shown that
the incremental strain in the element beyond any steady-
state strain can be related to the deformation function by

§=Dw (12)
where
En " 0,/0¢ 0 0 ]
E22 0 9/07 0
. a3 , D— 0 0 0/0¢ 13)
Fi 3/dy  0/0¢f 0
E2s 0 /0 3/dq
| &1s | _a/ag 0 8/8{3_

The variational thermal strain zr is
gz7=&T[l 1 1 0 0 0] (14)

where T is the deviation in temperature from the steady
state at a given point and & is the coeflicient of thermal
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expansion. An expression for the variational stress is

=S~ oy (15)
and

!-1__]} v 14

v 1—'1/ v
E v v 1—1/

§=o

1+2)0—-22)] o 0 0

0 0 0

| o0 0 0

57 = S&r (18)

E is the modulus of elasticity and v is Poisson’s ratio.

The expression for U* is then

U = / #adp = §*7 f WTDTSDWdoi — § / WTDGydo
(19)

where dv is the differential element of volume of the
finite element.

Work in deforming the element is done by inertial
forces, body forces, forces exerted by nodal bodies, and
surface forces. Distributing the surface forces to the nodes,
as is ordinarily done, has the effect of eliminating them
from the element equation. Denote the inertial force
exerted on a differential element of the finite element by
—Apdv where A is the acceleration of the mass center
of the differential element, and  is the mass density. Let
G (&7, £) denote the body force for a generic point of the

|50

TOn, Wiy + 2 mm’]
i=1
On

Ls — msy Q/n WsTCsT

+ (ks + k2 + & + &%) §* — M, WCoT (50 + 597)

+mwer(C:CleX + (5 +
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where the stress vector & is

T = [611 022 Ty 012 723 527 (16)
0 0 0 ]
0 0 0
0 0 0
(17
(1—2v)/2 0 0
0 (1— 2v)/2 0
0 0 (1—2v)/2

+g y — 2Q/n WsT~a

B

element. Finally, let L¢ be the nodal body force vector for
elements where

L = [st’l_"ks RN FjsTjs]T (20)
and F* and T% are 3 X 1 matrices in the local vector
basis representing, respectively, the force and torque ap-
plied by the kth nodal body to the sth element. An expres-
sion for the work done is then

W= gL+ [@7Gdo — [ %" Apdo (21)
where integration is carried out over the volume of the
finite element and reference to element s is omitted.
Equating W* to U* and use of the expression in Eq. (11)
implies

L= / WrD*SDWdvj + / W7 [Au — G — D%s;] do
(22)

_ After the evaluation of an expression for the acceleration
A, as in Ref. 1, the finite element equation takes the form

|29 ]

O Wiyt + Emu’]

Om TWC’g:/T + 3 mu
i=1
M

33) R] + C* (3 + 5%%) R} — /WT (G — D7) dv

WI' ma "‘E"‘ﬂ-
- / C Go + 5%%) T pudv

(23)
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New symbols introduced above have the following defi-
nitions:

C a 3 X 3 matrix relating e; to a; ie., {e} = C{a}

g* the element gyroscopic coupling matrix, i.e.
2 fWC o*CTW pdv

ks  stiffness matrix for an unloaded element

ic—z preload stiffness matrix

01 total vehicle mass
M1, mass of the sth element

m; mass of the ith nodal body
m* [ WTWpdv, the consistent mass matrix
n  number of nodal bodies

the value of W¢ when evaluated at the mass center
& e, Lo of element s

¢ the number of finite elements

fi — S C7Fis = m/ {C@i +C[E+ 26+ (o +ad)e] + (6 + 3% r +uil —

Seeg;

® a 3 X 3 matrix which transforms inertial coordi-
nates to a; coordinates

k¢ centrifugal stiffness matrix for finite element

g position vector of a differential element of volume
of the finite element with respect to the element’s
mass center

o® the angular velocity of a relative to b

4. Nodal Body Equations of Motion

For nodal body j having mass m;, inertial acceleration
AJ, inertia dyadic ¥/, and inertial angular velocity ®/, the
translational and rotational equations are

Fi = m;A) (24)

By using procedures outlined in Section IIIB of Ref. 1, it
can be shown that Eqs. (24) and (25) have the more de-
tailed forms

(2 mi + Crr (mrwé—/}>
=1 r=1

m

(ﬁ migt + 3 CT Wy
+ 2(7)0' Wi i=1 r=1

On

J— s GrT = g

Seg;

Reference 1 or a report to be published (Footnote 2)
should be consulted for the definition of any new symbols.
Substitution of the expressions in Eqgs. (20) and (23) for
Fis and T’¢ into Egs. (26) and (27) produces a complete
set of dynamical equations for the appendage.

Combining of Egs. (20), (23), (26), and (27) produces
an equation of the form

MG+Dqg+Gq+Kg+Ag=L (28)
where
q = [ujujuiBiBiB; - - - Bil” (29)
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) (é miut + é crr wa;gr)
+ (@3¢ + 5959 | w — 2= =L ,

77
i=1L - ,n (26)

§lu® + DRI + [0 — (Do + Iiz] B2 + [at — (U6°f + 521750 — & (Iw®)™ ] B (27)

is the matrix of nodal deformation coordinates. M’, D’,
and K’ are symmetric while G’ and A’ are skew sym-
metric and L’ is a 6n X 1 matrix.

In more detail,
M =M+ M — M* (30)

where M is null except for the 3 X 3 matrices m!, I',
m?, - - - I" associated with the nodal bodies along its
principal diagonal, M¢ is the consistent mass matrix asso-
ciated with the finite elements, and —M?* accommodates
the reduction of the effective inertia matrix due to mass
center shifts within the vehicle induced by deformation.
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Actually, the term D’q does not result through com-
bining Egs. (20), (23), (26), and (27) but is an artifice
introduced to account for structural damping. This pro-
cedure is common practice in structural dynamics anal-
yses and its validity will not be discussed here. G’ is a
function of o* and is referred to as the gyroscopic cou-
pling term. Three types of terms contribute to K’. They
are k&, ka, and i°. All remaining terms in ¢ comprise A’.
L’ is the matrix of externally applied forces and torques.

5. Summary

A brief synopsis of the dynamics analysis for an im-
proved model of a spacecraft flexible appendage has been
presented. The appendage matrix equation of motion,
Eq. (28), is similar in form to Eq. (84) of Ref. 1. However,
new interpretations must be given to each term. Equa-
tion (28) must be augmented by the vehicle equations of

C. Digital Gyro System (Phase 1), P. J. Hand

A digital gyro system has been developed, built, and
tested by the Inertial Sensors Group for the thermo-
electric outer planet spacecraft (TOPS) single-axis simu-
lator. The serial digital position information from this sys-
tem will be used to stabilize the digital attitude-control
system and will provide accurate commanded turn capa-
bility for the single-axis simulator.

The breadboard electrical design described in SPS 37-59,
Vol. 111, pp. 130-132, has been modified and packaged
into a single unit containing the gyro, the electronic re-
balance loop, and the dc-to-dc power converters. The sys-
tem is self-contained and requires only 30-V, 0.7-A dc
power. The output interface is a two-wire (positive Af and
negative Af) line to the attitude-control electronics pack-
age. The output circuits utilize low-power transistor—
transistor logic integrated circuits with a pulse scale factor
of 0.001 deg/pulse. Gyro capture capability is maintained
up to 1.2 deg/s of input rate.
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motion as described in Section IIIC of Ref. 1 and by the
control system equations described in Section V of Ref. 1.

Equation (28) is rather unwieldy as it stands. Simplifi-
cations must be made in order for the appendage equa-
tions to have real utility. Such simplifications are discussed
in the latter part of a report to be published (Footnote 1).
In particular, coordinate transformations are suggested
which will permit the replacement of the homogeneous
form of Eq. (28) with a set of completely uncoupled dif-
ferential equations. Reducing the number of these equa-
tions by truncation, when justified, permits further
simplification of the appendage equations:

Reference

1. Likins, P. W., Dynamics and Control of Flexible Space Vehicles,
Technical Report 32-1329. Jet Propulsion Laboratory, Pasadena,
Calif., Jan. 15, 1970.

The gyro, described in SPS 37-59, Vol. I11, is a Honey-
well Inc., type GG334S, and was recently rebuilt by
Honeywell for use with this digital system. The complete
digital gyro system for installation on the single-axis sim-
ulator is shown in Fig. 1. The top and side covers were
removed (Fig. 1b) to show the location of the internal
parts. The gyro is in the rectangular box on the left, the
plug-in electronics cards are in the center, and the two
dc-to-dc converters are on the right, outside the main
chassis. The dc-to-de converters were designed and sup-
plied by the Power Subsystems Group.

This complete gyro system has been extensively tested
since August 1970. During the testing, the gyro was
oriented as it will be in the simulator, as an azimuth gyro,
i.e., with the gyro input axis vertical. As of October 13,
1970, 930 h of operating time had been accrued. Daily
runs have been made to determine the drift character-
istics of the gyro and the pulse scale factor of the gyro
system. A plot of these data is shown in Fig, 2. The points

105



Fig. 1. Digital gyro system: {a) front view, (b) internal
view, top and side covers removed

represent the average for one day’s run, which may con-
tain from 2 to 30 readings of the gyro’s output with ver-
tical earth’s rate input. The curve plotted as composite
drift rate error is the difference between the measured
gyro output and the actual value of 8.45497 deg/h (JPL
vertical earth rate component). This drift is actually due
to the composite effects of gyro spin axis mass unbalance,
fixed torques, and pulse scale factor variations. It is in-
dicative of the stability of this gyro system on a day-to-
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day basis. The data has a range of 0.60 deg/h, which is
representative of the performance of the GG334S model
gyros. An increasing trend is also present in the drift data,
which was also noted in previous testing of other gyros of
this model.

Observation of Fig. 2 indicates that the pulse scale
factor is slowly decreasing with increasing operating time;
however, this trend appears to be stabilizing. The pulse
scale factor stability is affected by both the gyro com-
mand rate scale factor stability and the digital loop
electronics stability. The digital loop parameters were
monitored carefully during this test period and did not
change, so it is probable that the pulse scale factor trend
is due to changes in the gyro command rate scale factor.

When used on the single-axis simulator, the gyro sys-
tem will be trimmed to null-out both the effect of vertical
earth’s rate and the composite drift rate term. This will
be accomplished by injecting a small analog current into
the gyro torquer. The gyro will then only be sensing
motions of the simulator. However, this nulling of the
major drift input cannot take care of the short-term ran-
dom drift effect of the gyro. Figure 3 is a plot of one
typical day of drift, showing the random drift effect. The
data were obtained by totalizing Af pulses for 1000-s
periods during a normal working day. Random drift is a
non-systematic time varying component of drift rate mea-
sured under controlled operating conditions. It is normally
expressed as the standard deviation of the gyro output
over a specified period of time. The standard deviation
of the one-day run shown in Fig. 3 is 0.021 deg/h. The
data range is 0.069 deg/h and the average value is +1.260
deg/h.

It is planned that the gyro system will run continuously,
even when the simulator is not operating, to eliminate the
long warm-up time characteristics associated with this
model gyro. The composite drift will then be adjusted
to as near zero as is practical, just before a simulator run
is started. In this manner, only the gyro short-term ran-
dom drift will affect the simulator system. A random drift
of 0.021 deg/h is acceptable for the simulator system
application.

The Phase I system was developed to demonstrate this
simplified digital torquing technique on the single-axis
simulator. Continued development of this concept is
planned, using newer, high reliability, low-power micro-
circuitry. Simpler circuit designs will be investigated and
the final circuit will be tailored to function with a smaller,
lower-powered, and more accurate gyro than the GG334S
used in the Phase I system.
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D. Stepper Motor Drive Electronics for the Solar
Electric Thrust Vector Control Subsystem,
W. E. Crawford

1. Infroduction

One of the tasks required to complete the solar electric
thrust vector control electronics has been the design of a
stepper motor drive system. The location of the composite
ion engine thrust vector is controlled by translator and
gimbal actuators that use a stepper motor as the driving
element. The stepper motors chosen for the actuators are
90 deg/step permanent magnet motors that feature a mag-
netic detent at each step. This detent allows the stepper
motor to be operated in a pulse fashion rather than hav-
ing the stepper motor windings continuously powered.
This feature results in a significant power saving since
the stepper motor duty cycle is low in the solar electric
thrust vector control subsystem.

Commercially available stepper motor driver electronics
have three characteristics that make them unacceptable
for the thrust vector control. These are:

(1) The windings are continuously powered, therefore,
wasteful of power.

(2) The electronics has a latch-up mode that is correct-
able only by removing the power supply voltage.

(3) The reliability of the electronic components is un-
known.

The design detailed in this article corrects all of the un-
desirable features.

2. Circvit Description

Figure 1 shows a schematic of the stepper motor driver
electronics. The diagram contains the following circuits:

(1) Power driver switches to the motor windings.
(2) Clock pulse generator.
(3) Four-bit ring counter.

(4) Logic for the ring counter.

The power drivers are a Darlington pair comprised of
2N2222 and SDT 5003 transistors. The Darlington circuit
is driven by a series 54L. nand gate. The circuits shown
on this schematic use series 54L transistor-transistor logic
microcircuits exclusively because of the low power re-
quirements.
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The function of the clock circuit is to delay the clock
pulse to the ring counter for a few microseconds, long
enough for the ring counter logic to set.

The four-bit ring counter, along with the ring counter
logic, transfers a logical “1” either clockwise or counter-
clockwise each time a clockwise or counterclockwise pulse
appears at the input. The outputs of the ring counter are
fed into the motor winding driver circuits in order to
drive the stepper motor in either direction.

The ring counter and ring counter logic are complex
in order to overcome the “latch-up” feature of commercial
stepper motor drivers. This circuit has an error correcting
logic in case an unacceptable state appears in the ring
counter. Unacceptable states can appear in the ring
counter as a result of turn-on transients and power sup-
ply transients. Table 1 shows the logical behavior of the
ring counter for both acceptable and unacceptable states.
The ring counter is comprised of series 34173 dual J-K
flip flops. The formulas for the J-K inputs are shown
below:

J» = BDE + DE, Ky=1
Js = AD + AE + ADE, Ki=A+D
Jc = BDE + ADE, Ko = Je
Jo = ABE + AE, Kp=1

Table 1. Ring counter logic

N Clockwise Counterclockwise
N+1 N+
ABCD ABCD ABCD
o 1000 0001 0100
3 3) o100 1000 0010
g% 0010 0100 0001
< 0001 0010 - 1000
0000 0100 0010
n g 0100 ;g 0100
) 1110 @ | 0001 E 0010
£} non g 0100 3 0100
@ Jion g 0100 g 0100
3 /0m g joow0 & 1000
‘g 0011 0010 1000
g {1001 0100 0100
S 1100 0001 0010
0110 1000 0010
1010 0001 0100
0101 0010 1000
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Fig. 1. Stepper motor driver electronics
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3. Conclusion

The circuits described in this article have been bread-
boarded and tested and are now incorporated in the solar
electric closed-loop thrust vector control system. This sys-
tem uses six stepper motor driver electronics, two for
translator actuators and four for the gimbal actuators.

Figure 2 shows two stepper motor driver electronics pack-
aged on a printed circuit board. As can be seen from
Fig. 2, each driver requires nine flat-packs, eight tran-
sistors, and a few additional discrete parts. The circuit
design, as shown in Fig. 1, uses very little power, is free
from “latch-up” states, and uses high reliability com-
ponents.

Fig. 2. Printed circuit board of two stepper motor driver electronics
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Xl

Materials

ENGINEERING MECHANICS DIVISION

A. Spacecraft Adhesives for Long Life and
Extreme Environment, W. D. Roper

1. Introduction

The present state-of-the-art of high performance adhe-
sives is being reviewed to establish those new adhesive
materials which show promise as spacecraft adhesives for
use in future planetary missions. In these future missions
it is anticipated that structural adhesives will be required
to function for extensive periods in environmental ex-
tremes ranging from above 500°F to —375°F. The
performance requirements on adhesive materials will,
therefore, be quite high and will go beyond what has
thus far been required of spacecraft adhesives.

The studies performed have been divided into two
phases. The first phase consisted of a state-of-the-art lit-
erature review in order to determine all the promising
new materials which could be considered for future space-
craft use. This review was completed and reported previ-
ously (SPS 37-63, Vol. IT], pp. 128-133). The second phase
of the work unit consisted of a limited laboratory evalua-
tion of the candidate adhesives which were selected from
the Phase 1 review. The results of some of this laboratory
evaluation are now being reported.

The polymeric materials that were selected for labora-
tory evaluation as adhesives were the polyimide (PI),
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polybenzimidazole (PBI), and the polyquinoxaline (PQ)
polymers. As adhesives these materials were evaluated for
thermal shock resistance and for long-term aging at both
elevated and cryogenic temperatures. The thermal shock
testing was recently completed and the long-term aging
tests are currently in process.

2. Adhesive Thermal Shock Evaluation

a. Test specimen preparation. The two commercially
available adhesives selected were the polyimide adhesive,
FM-34 (American Cyanamid Co., Bloomingdale Dept.)
and the polybenzimidazole, Imidite 850 (Whittaker Corp.,
Narmco Materials Division). Both of these adhesives were
supplied as films supported by fiberglass carriers. The
polyguinoxaline material was purchased as a resin solu-
tion (Whittaker Corp., Research and Development Divi-
sion). This material required further processing in the
laboratory in order to prepare it as a fiberglass-supported
adhesive film. For comparison purposes, a typical epoxy
paste-type adhesive, Epon 913 (Shell Chemical Co.), was
also selected for testing along with the newer materials.
This particular epoxy adhesive was selected because it
had been used frequently in the past in spacecraft fabri-
cation.

The selected adhesives were prepared into standard
lap shear specimens and were tested according to the
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ASTM DI1002 (American Society for Testing and Mate-
rials) test procedure. The testing was performed to eval-
uate the metal-to-metal bond strength of each and the
effect of high thermal shock on this bond strength. Since
the cure temperatures and the anticipated service tem-
peratures of the adhesives were well above 500°F, high
temperature adherends were necessary. Consequently the
adhesives were evaluated for the metal-to-metal bonding
of titanium. The lap shear specimens were prepared using
titanium (6Al-4V) adherends. In the case of the epoxy
adhesive, which was used only for comparison purposes,
a typical spacecraft aluminum alloy (6061-T6) was used.

b. Thermal shock cycling. The thermal shock testing
performed in these studies was designed to simulate a
condition typical of what might be expected in a near-sun
type of mission (Mercury or Venus flyby). In this case,
rapid structural temperature changes between 400°F and
—100°F may be typical during a midcourse maneuver
(Ref. 1). The thermal cycling used in these studies was
therefore as shown in Fig. 1. In this exposure, specimens
of each adhesive were given two thermal cycles between
the 400°F and —100°F temperature extremes. Some in
siti adhesion testing of the materials was also performed
at the —100°F extreme as well as before and after the
cycling. As seen from Fig. 1, the thermal shock rates
experienced by the adhesives ranged between 25 to
55°F /min. A thermal shock of this order could be con-
sidered typical of a Venus-type mission (Ref. 1).

The procedure used in the cycling was as follows:

(1) Lap shear test specimens of each adhesive were
tested at room temperature in order to establish the
room temperature strength of each of the adhe-

sives. The specimens were tested according to the
ASTM D1002 test method.

(2) Approximately nine specimens of each adhesive
were then placed in a preheated 400 =10°F oven.

800 T T T T
O IN SITU SPECIMEN TENSILE-
SHEAR TESTING

600 THERMAL SHOCK RATES: .
WARM-UP: 25-50°F/min

400 \

200

COOL-DOWN: 42-55°F/min

TEST SPECIMEN TEMPERATURE, °F

-200
0o 1 2 3 4 5 6 7 8 9 10
TIME, h
Fig. 1. Adhesive thermal shock testing
312

The warm-up of the specimens was monitored by a
temperature recorder using thermocouples mounted
on the specimens.

(3) When the specimens reached 400 =+10°F, they
were allowed to soak at that temperature for 10-15
min. They were then removed and quickly placed
inside a prechilled —100 =+10°F chamber. The
specimen cool-down was again continuously re-
corded during the cooling process.

(4) After the specimens reached —100 =10°F, speci-
mens of each material were pulled in situ on a
tensile testing machine according to the ASTM
D1002 test method.

(5) Following the —100°F testing, the remaining speci-
mens were again rapidly heated to 400 #10°F in
the preheated oven. The temperature of the speci-
mens was again continuously recorded.

(6) After soaking at 400 ==10°F for 10-15 min, the
specimens were then removed from the oven and
again rapidly chilled in the —100 ==10°F chamber.
Specimens of each material were then tested in situ
at the —100°F temperature.

(7) Following the second chilling and in situ testing,
the last remaining specimens were then warmed to
room temperature and tested at this temperature,

In addition to the preceding specimen testing, an attempt
was also made to evaluate the creep resistance of the
FM-34 and the PQ adhesives. To accomplish this, one
creep test specimen of each adhesive was prepared ac-
cording to the ASTM D2294 test procedure. The speci-
mens were mounted in creep test fixtures and were each
placed under a 750-psi tensile load. The specimens were
then subjected to the same thermal shock as given to the
lap shear specimens. The creep test specimens were ob-
served for evidence of creep or bond failure during the
exposure to the thermal shock.

3. Results and Discussion

The lap shear adhesion data obtained on each adhesive
during the thermal shock testing are shown in Table 1.
The data include lap shear strength of the adhesives at
room temperature prior to cycling, at —100°F during cy-
cling, and again at room temperature at the end of the
two thermal cycles. These data permit some evaluation of
the overall effect of the cycling as well as some evaluation
of the adhesives at the lower temperature extreme. Re-
sources precluded testing at the 400°F temperature ex-
treme. Table 1 also shows the results obtained with the
creep test specimens which were subjected to the same
thermal cycling as the lap shear specimens.
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Table 1. Thermal shock test data

Tensile-shear strength, psi
Adhe- Adher- Creep,
sive end Cycle 1 Cycle 2 mils
75°F | —100°F | —100°F | 75°F
Imidite | Tita- 1630 1160 1040 1100 | Not
850 nivm 1350 1130 1250 1100 tested
(PBI) 6AL4Y | 4o 1380 1360
1540 R S —
Av 1490 1160 1150 1190
FM-34 | Tita- 2560 2720 2150 1850 0
(P1) nium 1620 2450 2640 16102
6Al-4Y | 2780 2780 3160 14208
Av 2320 2650 2650
Poly- Tita- 1690 1880 1220 1790 0
quirll; gf:lmw 2110 1430 1520 2310
oxaline -
Q) 1260
Av 1690 1660 1370 2050
Epon Alumi- 3090 1720 1540 3920 | Not
913 num 4170 2060 1930 3860 tested
(epoxy) $26" 4360 | 1830 3790
lAv 3870 1870 1740 3860
2Defective specimen.

Of the newer adhesives tested, the polyimide, FM-34,
gave the highest bond strength at room temperature. The
polyquinoxaline was only slightly higher in strength than
the polybenzimidazole, Imidite 850, The epoxy adhesive,
Epon 913, had the greatest strength of all. However, it
should be noted that the epoxy bonding was on alumi-
num, whereas the new high temperature adhesives were
on titanijum. Bond strengths are generally significantly
lower on titanium substrates as compared to aluminum
or steel alloys.

The data obtained on the polybenzimidazole adhesive
(Imidite 850) were particularly interesting. The two ther-
mal cycles resulted in an overall bond strength loss of
approximately 20%. The data taken during the cycling at
—100°F indicates that this loss occurred during the first
cycle. After the first cycle the bond strength remained
essentially constant at the 20% lower level. Statistical
treatment of the data indicated that this strength loss was
real to a better than 95% confidence level. The strength
loss after the first cycle was apparently nonrecoverable
when rewarmed to room temperature. No difference in
the mode of specimen failure could be observed during
the pulling of the specimens. The specimen failure was
in all instances 90% or more cohesive (failure within the
adhesive).

The cause of the strength loss can only be speculated.
It is suspected that bond damage occurred during the
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chilling phase of the first cycle due to thermal contrac-
tion effects. As noted earlier, in the adhesives review, some
polybenzimidazoles may exhibit more than one glass tran-
sition temperature (T,). One PBI polymer has been found
to have three, one of which is in the region of —94°F
(Ref. 2). The PBI adhesive evaluated in these studies may
also exhibit some low T, value. If this is the case, this
may account for the apparent loss in bond strength which
occurred on chilling the adhesive to —100°F, If the mate-
rial had passed through a low temperature T, then some
bond damage may have occurred due to resultant physi-
cal property changes of the adhesive. Another cause may
have simply been that the PBI structure was too rigid to
adequately respond to the rapid thermal shock imposed.
A complete investigation of the cause of the PBI sirength
loss during thermal cycling was beyond the scope of these
studies.

The data obtained on the polyimide adhesive, FM-34,
showed that the adhesive tensile-shear strength at room
temperature and —100°F were essentially the same. No
significant embrittlement of the adhesive, therefore, oc-
curred at the low temperature. The mode of specimen
failure with all the specimens was 90% or more cohesive.
No creep was exhibited by the creep test specimens which
were also thermal cycled with a 750-psi tensile load. In-
vestigation of the two low tensile-shear values (1610 and
1420 psi) in the final room temperature tests revealed that
these specimens were defective due to panel misalign-
ment during bonding. These values were not, therefore,
averaged as they were not representative of good speci-
mens. Since all the other specimens tested throughout the
cycling showed essentially the same strength, it was ap-
parent that the thermal cycling had not affected the adhe-
sive. This observation was also in line with the fact that
all reported T, values for polyimides are in excess of
500°F. Therefore, it did not seem likely that the chilling
of the polyimide adhesive to —100°F should affect the
adhesive performance due to passage through a T, region.

The polyquinoxaline adhesive also did not seem af-
fected by the thermal shock cycling. Its low temperature
strength was essentially the same as that at room tem-
perature. No creep was obtained with the creep test speci-
mens which were thermal cycled with a 750-psi tensile
load. The specimen failures during testing were approxi-
mately 40% cohesive. This indicated that the bond strength
obtained was not maximized. Inexperience in the process-
ing and formulation of the resin into an adhesive material
was very likely a cause. No attempt was made to optimize
the processing of this material into high strength bonds.
It was conceivable that higher bond strengths can be
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achieved with further development of this material as
an adhesive.

The epoxy adhesive, Epon 913, was given the thermal
shock cycling to compare its performance with that of the
newer adhesive materials. As can be seen from the test
data, the adhesive has high room temperature strength
but it experiences considerable embrittlement at the lower
(—100°F) temperature. This is not too surprising as epoxy
adhesives are generally reported to have brittle points in
the region of —70°F. The mode of failure for the speci-
mens pulled at room temperature was almost 100% co-
hesive. The mode was significantly different with the
—100°F specimens. At this low temperature, the speci-
mens pulled only 30-40% cohesively. Embrittlement of the
adhesive at the low temperature was, therefore, very evi-
dent. However, this embrittlement was reversible as the
adhesive regained its room temperature strength after the
cycling. The specimens pulled at room temperature after
the two thermal cycles also pulled about 100% cohesively.
The thermal cycling, therefore, did not apparently dam-
age the adhesive,

4, Conclusions

The thermal shock testing of the adhesives provided
an effective screening for the determination of suitable
spacecraft adhesives. On the basis of the shock testing,
the order of decreasing preference of the adhesives for
future spacecraft application was: polyimide, polyquinox-
aline, and polybenzimidazole. The shock testing showed
that the polyimide was by far the better adhesive. Its
tensile-shear strength remained relatively unchanged
within the range of 75 to —100°F. It was also unaffected
by the high rates of thermal shock to which it was sub-
jected. The polyimide was also the most attractive on
the basis of handling ease and required only moderately
high cure temperatures and pressures. The polyimide
could, therefore, be considered in structural bonding ap-
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plications in future spacecraft where high thermal shock
will be encountered.

The polyquinoxaline withstood the high thermal shock
exposure. However, its bond strength on titanium was not
particularly impressive. The PQ requires development
into a fully compounded adhesive. Optimization of its
formulation may then result in improved bond strengths.
At present, it is the most difficult to process into adhesive
bonds as it requires carrier prepregging and lengthy high
temperature cures. Part of this handling could be reduced
if the material ultimately achieves commercial availability
as a fiberglass-supported film. The polybenzimidazole was
not particularly attractive as a potential spacecraft adhe-
sive. Its bond strength on titanium was found to be quite
low and would not be sufficient for structural bonding.
At the same time the material appeared to be affected by
the thermal shock used in these studies. On the basis of
the testing, the PBI showed no particular advantage over
either the polyimide or polyquinoxaline adhesives.

As stated earlier, these same adhesives will be evalu-
ated for their long-term aging at elevated and at cryogenic
temperatures. Consequently, they are currently being ex-
posed to 500°F at 10-¢ torr. It is planned that this expo-
sure will be continued for a period of 5000 h. This testing
will provide further characterization of these materials.
Long-term aging tests at cryogenic (—375°F) tempera-
ture levels are planned for the future.
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B. Cracking of Filter Layers in « High Performance
Solor Cell Filter, W. Jaworski

i. Introduction

For spacecraft flights in the vicinity of Mercury or even
closer to the sun, high performance filter covers are re-
quired to protect solar cells from exceeding the allowable
temperature. Temperatures substantially higher than
140°C cause a steep degradation of solar cell power con-
version; they also may induce some disintegration of cell
interconnecting structure. The purpose of the filter is,
therefore, to reduce as much as possible the solar energy
outside of the visible (power convertible) wavelengths
region (mostly infrared), and, in this way, keep the cell
temperature within desired limits.

A filter of the described characteristic is generally an
interference-type filter, normally of a complex design. It
contains several stacks of filter layers, grouped to reflect
certain predetermined bandwidths of solar irradiation.
These layers are vacuum-deposited on a fused silica glass
to form a filter cover. Each stack may consist of a con-
siderable number of such layers that are composed of
lifferent materials. Thus, the compatibility of multilayer
interference filters with the space environment (particu-
larly thermal) becomes one of the major considerations.

In the Advanced Research and Development program
related to solar arrays suitable for swingby Venus-
Mercury missions, a number of solar cell-filter combi-
nations have been experimentally investigated. Among
them, a modified 4026 filter cover! mounted on a 2-Q-cm
solar cell was found to be the most promising. This filter
has three multilayer stacks superimposed on one another,
each containing a number of different layer materials.

During the exploratory 500-h test for ultraviolet and
particle irradiation effects, several modified 4026 filter
covers and solar cell-filter combinations were subjected
to vacuum-temperature exposure. First, vacuum of ap-
proximately 53X 10-7 torr was applied to the samples;
then the temperature of the samples was raised from room
temperature (approximately 15 to 20°C) to about 140°C.
As a result, mosaic-pattern cracks appeared. These cracks
were more severe in the cell-filter assemblies than in the
filter covers alone.

The purpose of this article is to discuss a probable cause
of the damage and possible environmental incompatibility
of the modified 4026 interference filter.

10ptical Coating Laboratory, Inc., designation.
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2. Description end Examination of the Damage

The irradiation test setup in the test chamber consisted
of eighteen samples; three samples were modified 4026
filter covers, three modified 4026 filter covers on 2-Q-cm
cells, and the remainder was an assortment of other filter
covers and solar cell-filter combinations. As stated above,
all of these samples were subjected to a vacuum and ele-
vated temperature to establish the test conditions for
starting the 500-h irradiation exposure.

Shortly before exposure to the irradiation fluxes, it was
observed that the solar cell assemblies with modified 4026
filter exhibited local cracks (seen through the chamber
window) which, by appearance, remained unaltered until
the end of 500 h of testing. The actual in-depth location
of the cracks within the cell-filter assembly could not be
determined by visual inspection after the test, and further
investigation was necessary to identify the surface of the
cracks and their penetration. Figures la and b show the
cell-filter assembly before and after the cracks appeared.

To determine the position of the crack surface in the
solar cell-filter assembly (see Fig. 2), a Brinkmann vernier
microscope was used. By precision focusing the following
distances were measured:

350 pm
589 pm

Glass top to apparent crack surface

Glass top to cell surface

Assuming an average index of refraction for the fused
silica glass (wavelength between 0.4 and 0.7 um) to be
1.46 (see Ref. 1), the real distance of crack surface from
the top of the glass becomes y = 350 X 1.46 = 511 um
(~0.0201 in.). This is exactly the thickness of the 20-mil
glass used (considering tolerance). Thus, it was estab-
lished that the surface of the crack was adjacent to the
glass—filter interface. The difference of 589 — 511 =78
pm was the thickness of filter layer stacks and the adhe-
sive (normally about 20 to 30 pm).?

To establish crack penetration, an attempt was made
to separate the filter cover from the cell by using an adhe-
sive softener. This turned out to be a successful operation,
and the separation was accomplished without disturbing
the filter layers. Figure lc shows the underside of the
filter cover after separation. It is clearly seen that the
crack pattern is identical with that shown in Fig. 1b.

2Djistance from the glass top to the cell surface was measured di-
rectly, since the cell’s edge projected outside the glass (see Fig. 2).
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(o) CELL~FILTER BEFORE EXPOSURE {20x)

(b) CELL~FILTER AFTER EXPOSURE (20x)

Z waa .

(¢} UNDERSIDE OF FILTER COVER AFTER SEPARATION (20x)

Fig. 1. Cracking of filter layers in a celi-~filter assembly
during vacuum—iemperaiure exposure

By visual inspection of the underside of the filter cover,
it was ascertained that all of the filter stacks cracked
through along the pattern lines. However, it was still of
some interest to know whether the surface of the glass
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GLASS COVER

A e a4 /—CELL
S

FILTER LAYERS

Fig. 2. Section through sclar cell-filter assembly

(a) FILTER LAYERS PARTIALLY REMOVED (20x%)

Fig. 3. Partial removal of filter layers to
expose the bare glass

in contact with the filter was in any way affected. To
determine this, the filter layers were partially removed
from the glass by scraping. Figure 3a shows a portion
of the underside of the filter cover (shown in Fig. 1c) over
which filter layers were partially scraped (very dark part).
In this scraped dark area there are several spots in which
the filter layers were completely removed from the glass,
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some of them extending across the crack pattern lines
seen in the unscraped part (light portion of the picture).

Figure 3b shows a magnified view of the boxed area
indicated on Fig. 3a which shows one of the bare glass
spots (uniform dark grey pear-shaped area on the right
side of the picture). It is seen that where this spot extends
across the filter crack line, the line does not extend
through the bare glass, signifying no cracking in the glass.

Similar filter cracking was also discovered in the sam-
ples representing modified 4026 filter cover alone. The
crack lines, however, were less pronounced and probably
caused by lower stresses than those present in a cell-
filter assembly. Figure 4 shows these cracks in a filter
cover sample.

3. Evaluation and Discussion

The presented cracking phenomena of modified 4026
filter layers under vacuum-temperature exposure reveal
an undesirable design characteristic. Although the cracks
did not grow as exposure continued, there is no guarantee
that when thermal shocks, such as those occurring during
planet occultation or spacecraft maneuvers, are applied,
extensive damage to a solar array would not occur. The
cracking was probably a result of initial stresses set in
during manufacture of this very complex filter, aggra-
vated by an exposure to substantial temperature change.

On the plus side of this evaluation is some evidence
that the cracking of filter layers does not always take
place. Two subsequent simulation tests, made in different
facilities, have not produced any cracking in modified
4026 cell-filter assemblies. This would imply that initial
manufacturing stresses or some imperfections in vacuum
deposition of filter layers could be primarily responsible
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Fig. 4. Cracking of filter layers in a filter cover during
vacvum—temperature exposure (20X}

for the cracking. However, filter layers, cover glass, and
solar cell are all made of different materials or groups
of materials; thus the compatibility problem appears to
be rather complex.

This filter has very desirable optical characteristics
which do not change significantly when cracking, such
as described here, does take place. Therefore, the stability
of the extent of cracking would probably be of more
interest to solar array designers than a complete preven-
tion of cracking. In any event, more research is needed
to clearly pinpoint the cause of cracking, and to find a
solution to this problem.
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€. Development of o Conical-Gregorian
High-Gain Anfenng, J. G. Fisher

1. iniroduction

In SPS 37-63, Vol. I11, pp. 124-128, initial effors in the
construction of a furlable conical-Gregorian high-gain
antenna are described. The first furlable model used 0.005-
in.-thick hard-rolled stainless steel as the reflective mem-
brane, which must bend to a conical surface in the furled
state (see Fig. 7 on p. 127 of SPS 37-63, Vol. III). As was
noted in the referenced SPS, the 0.005-in.-thick reflective
membrane would not retain the required conical surface
when the antenna was rotated to an axis-horizontal posi-
tion for RF testing in a one-g field. Several schemes for
supporting the membrane were considered. In general,
these employed circumferential stiffening members which
would deploy to lie perpendicular to the reflective surface
when the antenna was opened. Practical fabrication dif-
ficulties left each of these schemes open to question. It
was decided to try using a thicker, and thus stiffer, mate-
rial for the membrane itself, and thus avoid the use of
extra members. The problems associated with the design,
construction, and testing of an antenna built in this way
are discussed.

2. Design Considerations

Tomake the reflective surface essentially self-supporting,
it appeared advisable to use as thick a material as would
accept the bending required for furling without exceed-
ing the elastic limit of the alloy chosen. A low modulus
of elasticity/yield strength ratio would thus be desirable,
with low density a secondary characteristic. A sample
of 0.020-in.-thick 2024-T3 aluminum alloy was bent to the
radius observed in the 0.005-in. stainless steel model, and
it returned to flat on release. It was decided to use this
material for the test.

3. Construction Detuails

The required eight panels were cut using the same
template used for the stainless steel model. However, at
the request of the Telecommunications Division, extra
material was left at the inner edges to pick up RF spill-
over which had been observed during testing of the earlier
configuration. As in the later-model stainless membrane
antenna, the hinge pins were located in the plane of the
reflective surface, to avoid opening at the ribs. Also, in an
effort to avoid bending loads across the hinge-ribs, and
thus retain a more precise surface, the panels were pre-
curved to the deployed conical shape. Final assembly
was made on the previously used plaster mandrel using
epoxy adhesive (Scotchweld 2216).
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4. Furling Test Resulis

The first furling test was made manually, since a mecha-
nism was not available. The antenna, with its subdish
and supports in position, was oriented face up, and the
ribs raised simultaneously. About half-way to the furled
position, the epoxy adhesive bond between the membrane
panels and the hinge-rib flanges began to break loose,
especially at the inside ends of the panels. The test was
stopped, and the antenna redeployed. Examination of the
structure showed no plastic deformation, and it was con-
cluded that the thicker aluminum membrane was merely
introducing more stress into the bond joints than the
adhesive could hold. The panels were therefore removed
from the hub and rivets used to join the membranes to
the hinge flanges. During the initial furling, it had been
noticed that the ribs tended to flex in the direction of
furling, as though being overpowered by the aluminum
membrane. It was decided to use the same rivets to fasten
angles to the hinge flanges and thus stiffen them against
this bending. Because the hinges had to close in the furled
position, only small angles, about a quarter inch high,
could be used, but by offsetting them slightly, they could
be made to nest in the furled position.

With these modifications, the furling test was resumed.
This time it was found that considerable force was re-
quired to close the antenna, especially as the hinge-ribs
were pushed between the subdish supports. The alumi-
num panels did not curve in the same way as the stainless
steel ones. The latter had bent easily to a horseshoe shape,
and had slid without difficulty between the subdish sup-
ports. The thicker aluminum curved in a more circular
bend, and could be pushed between the legs only with
considerable force. Also, in the stainless steel model, the
sharpest curve had been at the outer periphery of the
panels. The aluminum panels, having been extended to-
ward the center of the antenna, were forced into a tighter
bend at the inner edges. Once forced into furled position,
the antenna would not deploy itself, even in the one-g
field. The panels were tightly held by the subdish sup-
ports. Pulled past this binding point, considerable strain
energy was released and, without holding the ribs as they
opened, the assembly almost certainly would have been
damaged.

After redeployment it was found that the inner portions
of the panels had plastically deformed, and upward
bumps were seen at the inner edges of each panel. An
effort to relieve these by slitting along each hinge flange
was unsuccessful. It was also found that, despite the small
angles which had been incorporated into the hinges, the
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aluminum panels were overpowering the ribs, producing
a generally upward bend. Some thought was given to per-
forating the panels to weaken them and, at the same
time, reduce weight. It was decided that too many other
problems existed, and that a new design approach would
be needed.

5. New Design

Experience with the thick, self-supporting membrane
concept had not been promising. While early work with
the 0.005-in.-thick stainless steel membrane had indicated
it might work in zero g, testing in earth environment is
highly desirable. Several concepts, including membranes
intermediate in thickness to those already tried, and
incorporating various stiffening members, were consid-
ered and rejected as too complex. However, the chances
of success appeared good if a furlable outer ring could
be provided, supported from the center hub by a mini-
mum of radial ribs. Now, a compliant membrane made
of strips to eliminate circumferential loads could be used
as the reflector surface. The strips would be stretched
between the center hub and the outer support ring. Ex-
verimentation with small models showed such a design
concept is feasible. In this new design, the outer ring has
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a channel cross section, and is supported from the center
hub by three radial ribs located 120 deg apart. In furling,
the ribs raise to a vertical position, and the portions of
the channel between the ribs loop downward. The chan-
nel legs are “hinged” at each corner of the channel sec-
tion, to permit this deformation without plastic yielding,.
For the membrane reflector surface, aluminized Kapton
was considered. It has better resistance to ultraviolet
radiation than Mylar, but for the first experiment Mylar
was chosen since it was readily available. A preliminary
test series on %-, %-, and 1-mil Mylar films showed that
5-gram/cm loading was adequate to stretch the mate-
rial. It was decided that the %-mil material showed most
promise for the first antenna construction. Tensile tests
of 2.5-cm-wide samples showed no tendency to develop
wrinkles when stressed an order of magnitude over the
5-gram/cm loading. A sample was loaded unidirection-
ally to 15 grams/cm, and clamped in an aluminum frame
38 X 7.6 cm with the stress in the long direction. The
assembly was immersed in liquid nitrogen to see if the
material would stretch or rupture. It did not, and there
was no change in apparent condition upon return to room
temperature. Design of the new antenna has been com-
pleted and construction of a prototype is expected to
begin shortly.
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XIl. Applied Mechanics

ENGINEERING MECHANICS DIVISION

A. Creep Failure of Randomly Excited Structures,
J.-N. Yang

1. Introduction

Many structures are intended to sustain, in addition to
static loadings, dynamic excitations of random nature dur-
ing their service life. In addition to the interior pressure,
spacecraft pressure vessels are subjected to steady-state
random disturbances as well as a number of severe and
highly transient random excitations resulting from each
flight event, such as booster engine ignition, booster en-
gine cut-off, etc., during the mission. The investigation
of creep failure under random excitations is, therefore, of
practical importance as well as theoretical interest. Un-
fortunately, little has been done in this area, because of
the lack of a unified theory to characterize the compli-
cated phenomenon of creep rupture. Thus, in practice,
in designing a spacecraft pressure vessel using the frac-
ture mechanics approach, one takes into account the static
pressure loading only, and allows for the dynamic random
loadings by introducing a safety factor.

It is the purpose of this article to develop a method by
which one can predict quantitatively the reliability of
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pressure vessels under both static loadings and random
dynamic disturbances. This article establishes the rela-
tionship between the safety factor and the structural relia-
bility, which is essential in a rational design of pressure
vessels. Thus, by specifying the required level of relia-
bility, one can determine, through this relationship, an
appropriate safety factor for the design.

From the fracture mechanics viewpoint, the process of
creep rupture is the slow growth of flaws in a structure,
called subcritical flaw growth, until the critical fracture
stress associated with the largest flaw is exceeded by the
applied stress and then catastrophic failure occurs. In-
deed, fracture mechanics is probably the most appropriate
criterion for designing a pressure vessel (e.g., Refs. 1
and 2) and it is employed in this study. Under static sus-
tained pressures, the characteristics of subcritical flaw
growth associated with a particular material and a par-
ticular environmental condition can be obtained from the
experimental results (Refs. 1 and 2). Cumulative flaw
growth (or damage) hypothesis, which is analogous to
the Palmgren~Miner rule, is employed to generalize the
sustained flaw growth characteristics under dynamic ran-
dom excitation.
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The mean value and the variance of the relative flaw
growth under both stationary and nonstationary random
excitations are obtained where creep failure is assumed
to take place when the relative flaw growth reaches unity.
The probability of creep failure is then evaluated using
the Janeys” principle of maximum entropy (Ref. 3).

Two numerical examples, one for stationary random
excitations and another for nonstationary random excita-
tions, are worked out to illustrate the general results. It is
shown that the probability of creep failure decreases
rapidly as the safety factor increases.

2. Sustained Flaw Growth Characteristics

Let A be the flaw size at some critical points of the
structure. According to the well-known Griffith-Irwin
equation,

A= Q(Kw/R)? (1)
A= Q(K,/S)y 2

where K¢ is the critical stress intensity factor, R is the
critical fracture stress or the resisting stress associated
with the flaw size A, K; is the stress intensity factor asso-
ciated with the flaw size A and the applied stress S, and
Q is an appropriate state parameter (Refs. 1, 2).

Equations (1) and (2) are the basic equations relating
the flaw size A to the applied stress S or the critical frac-
ture stress R. Many structures, such as pressure vessels,
fracture not only when a certain critical stress is reached
but also at a relatively low stress after being subjected
to a certain time of sustained loading. Such cases involve
subcritical flaw growth, i.e., the slow growth of the flaw
until it reaches its critical value, and then catastrophic
failure occurs. The subcritical flaw growth under sus-
tained loading can be conveniently described by curves
of K;/K,; versus time to failure ¢;. These curves are deter-
mined from tests on preflawed specimens by varying both
the initial flaw size and the applied stress (Refs. 1, 2).
Figure 1 gives typical experimental results and curves,
which are available for many materials under different
environmental conditions.

These experimental curves have characteristic trends
indicating that, for a given material and environmental
condition, practically no law growth occurs until a thresh-
old value of K;/K;; is reached. In Fig. 1, this threshold
value is about 0.755 for the aluminum in 2 nitrogen en-
vironment. It is further observed that these curves have
a characteristic shape which can be approximated by
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Fig. 1. Sustained louad flaw growth curves for 2219-T87
aluminum and 5Al-2-, Sn (ELI) titanium at —320°F and
—423°F (Ref. 1)

an exponential decay to the threshold value (log scale
in time). Thus

K,/Kio = b+ ¥ €xp ’: -—% Iogtf] =ph 4 'thl/a (3)

in which b is the threshold values, g is the characteristic
time in logarithmic scale, « = 8/0.43429, y = K;/K;c — b
for ¢; = 1, and #; indicates the time to fracture (failure).
Note that b, y, and & depend not only on the material
properties but also on the environmental conditions, such
as temperature and surrounding medium, etc.

Substitution of Eqgs. (1) and (2) into Eq. (3) yields

S/R=Db + yi;\/ 4)

which is the relationship among the applied stress S, the
resisting stress of materials R (critical fracture stress), and
the time to failure .

3. Cumulative Flaw Growth Hypothesis

Both Eq. (4) and Fig. 1 are obtained from the experi-
mental results under static sustained loadings. To gener-
alize the flaw growth characteristics under dynamic or
random loadings, similar assumptions as the well-known
Palmgren—Miner rule are made in the following:

(1) The relative flaw growth 8; due to a sustained
stress S; for a period of time At; is given by,

81', = Ati/tf (S,),
= O’

S;/R>b

otherwise (5)

in which ¢, (S;) is the time to failure under the constant
sustained stress S; (Eq. 4) and no subcritical flaw growth
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is expected when K;/K;¢ or S;/R is below the threshold
value b.

(2) The relative law growth § due to sustained stresses

S4,8s, -+ -, S, for periods of time A#y, At,, -+« , Aly, re-
spectively, is
8= 8 = 2 Ati/t;(S:) (6)
=1 =1

(3) Fracture occurs when the relative flaw growth 8
reaches unity.

Let S(t) be a random stress response process with a
constant mean value S and standard deviation ¢ (£),

S =8@+S M

where S (t) is the fluctuating part of S (¢) with mean zero
and standard deviation o (£). The mean value S represents
the stress response of pressure vessels due to static pres-
sure loadings, while S(¢) represents the random stress
fluctuation resulting from random disturbances, such as
transient excitations due to booster engine cut-off. It is fur-
ther assumed that the maximum standard deviation ¢* (f)
of S (¢) is small compared to the mean stress response S, so
that the fatigue failure mode is negligible and the nega-
tive stress application of S (£) can be disregarded. This
assumption appears to be quite reasonable for pressure
vessels.

Now define the relative flaw growth d§ due to S (£) in
the time interval [¢,¢ + dt] as

a8 = dift; (S()),  S(/R>D
=0, otherwise (8)

in which no subcritical flaw growth is expected when
K;/Kic or S (t)/R is below the threshold level b.

Then, the relative flaw growth 8 (T) due to S () within
the time interval [0, T] follows from Eq. (8) as

a(T):fds =/0TZ(t)dt ©)

where

Z0)=1/4(SW),  S(/R=b
=0, otherwise (10)

and fracture occurs when 8 (T) reaches unity.
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With the aid of Eqgs. (4) and (7), Eq. (10) can be writ-
ten as

Z()=C[S(@®) — S S@#)=S,
= (), otherwise (11)
where
C = (1/yR)*
S.=S(v—1) (12)
v = bR/S

In Eq. (12), v is the ratio of the structural resisting stress
R, multiplied by the threshold level b, to the mean applied
stress S. In the pressure vessel design, it is called a safety
factor, since for v==1, the mean applied stress S, or the
static pressure loading, does not produce the subcritical
flaw growth and hence the creep rupture. In designing
a pressure vessel, the safety factor v is usually made
greater than one, and hence S,=0 to ensure that no
creep failure results from the static pressure loading.
Therefore, the case in which S.=0 is of practical impor-
tance, and it will be assumed in the following study.

The resisting stress R, of the structure will be consid-
ered as a deterministic constant in this study. This is an
approximation when the statistical dispersion of the mate-
rial strength is very small. If, however, the statistical dis-
persion of the material strength cannot be neglected, one
usually has to perform the proof load test to eliminate
weak strength vessels. As a result, the proof stress is
regarded as R in practice. This approximation is con-
servative (Refs. 4-6 and Footnote 1).

4. Mean Value and Variance of the Relative Fiaw Growth

Consider the fluctuating part of the stress response S ()
a gaussian process with the probability density function
f(x) and the joint density function f(x,y; p),

f(x) = exp (—5*/20%)/V 2 o (13)
_ 1 x* — 2pxy + y*
Flx,y;0) = P—— Pz)l’é €xXp {_ 2002 (1 — p?) }
(14)

1Heer, E., and Yang, J.-N., “Structural Optimization Based on
Fracture Mechanics and Reliability Criteria,” to appear in AIAA
Journal.
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where

of = of (t) = E[S*(t,)]
o3 = o3 (t:) = E[S2(t,)]
poL0z = p (tl, t2) g1 (tl) O2 (tZ) =E [S (tl) S (tg)]

If S(t) is stationary, o, = ¢, = o, = constant and
plts,t:) = p(t — ) = p (7).

Following Cramer (Ref. 7), f(x,y; p) can be expanded
into a series,

LNV (2 g (L
Faun) =y Lraws(E)eem(L) a5

in which & (x) is the standardized gaussian distribution
function and & (x) is the nth derivative of & (x) with
respect {o x.

a. Stationary random excitation. When S (¢) is station-
ary with standard deviation o,, the mean value, & (T), of
the relative flaw growth, 8 (T), within the time interval
[0, T'], follows from Egs. (9), (11), and (13) as

5(T) = E[5(T)] =/TE[Z(t)]dt

0

With the aid of Eq. (12), one obtains

§(T) =T (Co?) exp (—A2/4) T (& + 1) D_(aras) (A)

Y 2
(17)

in which T (*) and D (*) are, respectively, the gamma
function and the parabolic cylinder function, and

A=S8,/os = §(v —1)/os = (v — 1)/V
Co§ = (os/yR)* = (Vb /yv)* (18)

8

where

V=08 (19)
is the coefficient of variation of S ().

For the special case in which v = 1.0 and hence 5. = 0,
one can show that

§(T) = T (Co®) (2)2T 5 \1/

T (Co%) (2)*/2+T (i;i + —é—)

(20)

™

Therefore, the average time to fracture (creep failure)
T* follows from Eq. (17) as

™= VE/(CU';) exp (—A*/4) T (« + 1) D-asr) (A)

=1C | (x—S)ef(x)d 16
[ sy as 16) -
The variance, o3 (1), of 8 (T) can be obtained from Egs. (9), (11), (14) and (17) as
T T =] -] —
i =C [ [ [* [ e St~ SF (s s ) dedy dt e~ 5(1) (22)
o ) Se Se

Substituting Egs. (15) and (17) into Eq. (22) and inverting the order of integration and summation, one can show that
the first term associated with n = 0 is cancelled by the term 82 (T). For « = integer, using the stationary condition and
repeating the integration by parts with respect to each term of the series, one can show that

i=1

ofry = 2T (Cot)? (al)? {Z_"—_“C;!(?(? 2 7)(17]")
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j=1

NG+ o T) Hi (1) ¢ ()
> @t )l } #)
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in which

F(ja) = \/,lz_wexp (‘f ) (e~ i+ 1) Dotajon (A)
(24)
cin= [ (1-F)r 0 (25)

where H and ¢ are, respectively, the Hermit polynomial
and the standardized gaussian density function. The
relationship

9 (x) = (—1)' H; (x) ¢ (x) (26)
has been employed in deriving Eq. (23).

In statistical terminology, the random variable of the
relative flaw growth 8§ (T)/C is called “exceedance mea-
sure” (Ref. 7). It can be observed from Egs. (9) and (11)
that, for « = 0, 8 (T")/C is the proportion of time in [0, T]
that the fluctuating process S (¢) spends above the level S..
For e« =1, 8§ (T)/C is just the area cut off by the process
S (t) above the level S, in [0, T] as shown in Fig. 2.

The correlation coefficient p(7) usually dies down to
zero as T becomes large, so that p(z) =0 for »=1¢* say,
e.g., t* = 10min. In practice, one is usually interested in
the creep failure for T > > %, say, e.g., T > 1h. Hence,
G (j; T) in Eq. (25) can be approximated by

Gmnzcm=fﬂﬂﬁm=/ﬂuﬁm

1] 0
(@)
which is not a function of 7.
450 S(T/CER a = 1
S M V2.
A / A
1 7\ ‘.

Fig. 2. Measure of relative flaw growth
8(TV/Cfora=1
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Therefore, for large T, the standard deviation, osr),
increases in proportion to the square root of T. It follows
from Egs. (17), (23) and (27) that the coefficient of vari-
ation (dispersion), Vs, of the relative flaw growth 8§ (T)
can be expressed as

VG(T) ~ V_T

as T —> large (28)

2V = (o)
exp (~ %—)I‘ (@ + 1) D-eeny (N)

G () F* (i, )
X{E:ﬂm—nm

j=1

@ %
G+ o) Hi_, (\) 6% ()
+§: (a +7)! } (29)

j=1

Equation (28) states that the dispersion of 8 (T) decreases
in inversed proportion te the square root of T.

b. Nonstationary random excitations. When S (f) is
a nonstationary gaussian process, the standard deviation
o (t), is a function of time and the correlation coefficient
p(t1,t.) depends on ¢, and %,. In a similar fashion as for

the stationary process, one can show that the mean value
of 8(T) is

5(T) = c/;T E(x — S)*f (x) dx
- s N5 () e - (%) }

% Doy (U—S@> dt (30)

in which
(CSo)*=1[b(v— 1)/yv]* (31)

The variance o3(;y can be obtained from Eq. (22) as
follows: after substituting Egs. (15) and (30) into Eq. (22)
and inverting the order of integration and summation,

JPL SPACE PROGRAMS SUMMARY 37-66, VOL. il



one repeats the integration by parts for each term of the
series to yield, for o« = integer,

an=esrer [ () (2)

F (s ) F (js 1) |
X {Z i 7

ji=1

- P (b1, 1) )
+Z @+l 2
j=1

where
— SC 2 )
Feie)=ew {~ (52) brle =i+ D Dtwsn

x (S—) [V (33)

5. Probability of Failure

With the mean value & (T) and the variance ¢} (r, com-
puted in the previous section, the probability of creep
failure can be estimated using the Janeys® principle of
maximum entropy (Ref. 3). Since creep failure occurs
when 8§ (T) reaches unity, the probability of creep failure
P;(T) within the time interval [0,T] can be shown
(Ref. 3) as

P/ (T) = exp (— 1/3(T)) (34)

when only the information of § (T) is available. If both
8 (T) and o3 (r) are given, P; (T) can be shown as

P;(T) = %/wem(—ao — ayx ~— a;x?) dx

1 az — 1
= Ve exp {*ao + E} erfc (\/ a; + 2\7_0_)
(35)
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with
a, = (Z — 2X2)/§ (T)
a, = a3/4X? (36)

a, = (a2/4a;) — -él-ln a, +1n [erfc (2\717>]

where X and Z appearing in above equations can be
obtained graphically from the following equations

Z = 2X exp (—x?)/\ = erfe (X)

o3 /82 (T) = (2X2 + 2X?Z — 77)/(4X* — 4X?Z + Z?)
(87)

In Eqgs. (35) and (37), erfc (+) represents the complimen-
tary error function.

6. Numerical Examples

Consider the displacement response Y (£), of a structure
which is related to the excitation g (t), as follows:

Y (€) + 2woY (&) + oY (£) = g (¢) (38)

where ¢ and o, are, respectively, the damping coefficient
and the natural frequency of the structure. The stress
response process S (t) is linearly related to the displace-
ment respounse Y (£) as

S(t) = KY (8) (39)

where K is a suitable constant. In addition to the excita-
tion g (t), the structure is also subjected to a deterministic

static loading which produces a static stress S in the
structure.

The subcritical flaw growth characteristics of Fig. 1
for 2219-T87 aluminum is employed in this example. This
curve can be fitted accurately by the following set of pa-
rameter values appearing in Eq. (3); b = 0.755, y = 0.038,
a=25.

Example 1: Let g(t) be a stationary white noise n (¢)
with a mean square spectral density S,. Then the stan-
dard deviation, o5, of the stress response S (£) is

Os = K(ﬂso/2Cmg)% (40)
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and the correlation coefficient p (r) is ;
/
— — Lwor) 4 I S :l (41) -1.0 \ /
p(r) = exp( Lwor [COS oT V I-¢ sin or N // 1,5
v =0.05 /
\ ;
where 2.0 £
o = V—I——?wo / -0
3.0 //

It is assumed that o, = 2rad/s, { = 0.02 and the co- / =
efficient of variation V = ¢,/S = 0.05. It can be observed / ~o.5 —
that p(r) becomes negligible for + > 10 min and hence < 40 / >~
G (j) appearing in Eq. (27) can be used in approximation E Y, >%
for T>1h. =, / )

8 0 A 0.0

It is now possible to find the mean value § (T) (Eq. 17) // =
and the standard deviation o5 r, (Eq. 23) of the relative / 2
flaw growth as functions of safety factor v and time T. -6.0 //

The average flaw growth per hour, §(T)/T, and the / --08
measure of the coefficient of variation, W = Vs VT //

(Eq. 28), with G (j) given in Eq. (27), are plotted against 70—~

v in Fig. 3 as the solid and dashed curves, respectively. L

From Fig. 3, § (T) and § (T) =30sr) can be plotted against e
time T for different values of v and is shown in Fig, 4, in 8.0 \
which T* represents the average time to failure. It can be log (8 ()/T] VERSUS »

observed that T* increases rapidly with respect to the T T loo WVERSUS v

increase of the safety factor. The criterion for failure is. @ .0 -1.5

1.0 1.05 1.1 1.15 1.2 1.25
SAFETY FACTOR »

8(T) = 1. Fig. 4 indicates that, given a specific time
instant T, there is a distribution of § (T) across the en- _
semble of sample histories. The probability of failure can,  Fig. 3. Expected relative flaw growth per hour, 3 (1)/T
therefore, be computed using the principle of maximum and measure of dispersion Vs,V T as function of safety
entropy (Eq. 35) and is plotted in Fig. 4 (dotted curves). factor v

T* T

T T T
§u=1.2o u=1.25i
—1.0
— — P,(T) VERSUS T l
8(1) = 375 VERSUS T | —o.5
| —— §(T) VERSUS T I
| l -
I l =
| ! —o.1
I |
| | —~0.05
‘ |
| T = TIME TO |
[ / FRACTURE |
| & 1 | 0.01
10° 10 108 10°

TIME T, h

Fig. 4. Expected relative flaw growth 3 (M), 5N =305 (m, and probability of failure P, (T) as function of fime T

126 JPL SPACE PROGRAMS SUMMARY 37-66, VOL. i



Example 2: Nonstationary Random Excitation

Consider the same structure (Eq. 38) where, however,
wo = 3l.4rad/sec £ = 0.05, and the excitation g(t) is a
nonstationary random process obtained as an output of a
filter due to a nonstationary shot noise ¢ () n (£) with y ()
being a deterministic function of time,

g(t) = / " ho (6 — 7) ¢ () m (s) dr (42)
VO =HE® b —et]  (B>p>0)  (43)
h, (t) =H (t) [e#? sin wpt] fop (44)

in which h,(t) is the impulse response function of the
filter, H () is a unit step function, and n (¢) is a white
noise with a mean square spectral density S,. The signifi-
cance and the application of the input g(f) given in
Eq. (42) was discussed in detail in Ref. 8. It is pointed
out here that by a proper choice of parameter values in-

0.14 0
0.12 4
~
~
~
N
N
0. -
i) < 6
N
N
\\ log Py VERSUS »

0.08 AN N -8
\\ -
(-9
e  VERSUS v N 3

AN
0.06 . -10
AN
\
0.04 \ \ 12
\
\

ANS Y

0,02 < -

0 -16

1.0 1.05 1.1 1.15 1.2 1.25

SAFETY FACTOR v

Fig. 5. Expecied relative flaw growth § and probability
of failure P; us function of safety factor v (nonstationary
random excifation)
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volved, g () can represent a strong earthquake accelera-
tion or a severe transient gust loading.

Using Eqgs. (38) and (42) to (44), the variance ¢* (t) and
the correlation coefficient p (£, ,), of the stress response
process S (i) can be obtained (Ref. 9). In the present
example, a choice of parameter values, which has been
employed to investigate the first-excursion probability
(Ref. 8) and the cumulative fatigue damage (Ref. 10), is
used as follows: B; =0.25/sec, B, = 0.5/sec, wy = 12.3
rad/sec, up = 3.86/sec, and S, = 7.19 X 10¢ in./sec. It is
further assumed that K/R = 3.0 per inch. With this set of
parameter values, g () represents a transient excitation
which dies down to zero after ¢ == 15 sec (Refs. 8, 9, Foot-
note 2). The mean value of the relative flaw growth
(Eq. 30), denoted by § for T=15sec, is computed for
different value of safety factor v and plotted in Fig. 5 as
the solid curve. The probability of creep failure is then
computed using Eq. (34) and plotted in Fig. 5 as the
dashed curve. The results of Fig. 5 indicate that the
probability of creep failure decreases rapidly as the safety
factor increases. It is worthwhile to note that, in practice,
a safety factor v = 1.25 is used in designing spacecraft
pressure vessels indicating a high level of reliability.
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B. Reliability of Randomly Excited Structures,
J.-N. Yang and E. Heer

1. Iniroduction

Structural reliability under random excitations is a well-
recognized problem in aerospace engineering. In-flight
measurements taken during the launch and exit phase of
recent space flights (Ref. 1) show that spacecraft excita-
tions and responses contain to a large degree steady-state
random components in addition to certain deterministic
phenomena. Aircraft structural loads and excitations as a
result of engine noise and boundary layer turbulence are
usually also classified as stationary random. The require-
ment of studying structural reliability and failure under
stationary random excitations is therefore apparent.

Because of mathematical expediency, three essential
modes of structural failure are usually investigated sepa-
rately: catastrophic, fatigue, and creep.

a. Catastrophic failure. This type occurs instantaneously
due to some response measures, such as displacements or
stresses, that exceed their limiting values. This type of fail-
ure is also referred to as the first passage failure, and the
associated probability of catastrophic failure is called the
first passage or the first excursion probability. Although,
the exact solution for a simple structural system excited by
white noise has not been obtained (Ref. 2) many approxi-
mate solutions have been proposed (Refs. 3—4, Footnote 1).

b. Fatigue failure. This type occurs due to the suc-
cessive incremental reduction of the limiting response
measures as a result of flaw extension with each load
repetition. Fatigue failure estimations are usually made

1Yang, J.-N., and Shinozuka, M., “On the First Excursion Proba-
bility in Stationary Narrow-Band Random Vibration,” to appear in
the Journal of Applied Mechanics.
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8. Shinozuka, M., and Yang, J.-N., “On the Bound of First-
Excursion Probability,” J. EMD, Proc. ASCE, Vol. 95, pp. 363~
377, 1969.

9. Shinozuka, M., and Yang, J.-N., “Random Vibration of Linear
Structures,” Int. J. Solids and Structures, Vol. 5, pp. 1005-1036,
Oct. 1969,

using the well-known Palmgren-Miner rule, e.g., Refs. 5, 6,
or using the fracture mechanics approach, e.g., Ref. 7.

c. Creep failure. This type occurs due to the continuous
time-dependent reduction of the limiting response mea-
sures as a result of viscous flow phenomena in each sus-
tained loading time interval. Very little information is
available for the estimation of creep failures under ran-
dom excitation.

Thus far, in random vibration, the material proper-
ties of structures have not been considered as random
variables, and the relevancy of structural reliability to
optimum structural design has not been investigated
thoroughly. On the other hand, structural reliability under
static or quasistatic random loadings, taking into account
statistical variations of material properties, has been in-
vestigated quite extensively. The relevancy of structural
reliability, coupled with proof testing and structural
strength deterioration (fatigue and creep), to optimum
structural design has been investigated, e.g., in Refs. 8-10
and Footnote 2.

In this article, the concepts of fracture mechanics and
the point processes associated with stationary narrow-
band random processes (Footnote 1) are employed to
estimate the reliability of structures under stationary ran-
dom excitations. Two failure modes are allowed for, i.e.,
catastrophic and fatigue failures, and the statistical varia-
tions of the material properties are taken into account.
A quantitative investigation is conducted to determine
the interaction of the failure modes and the relevancy
to structural reliability estimates. The premises of this
study are as follows: (1) catastrophic failure occurs as
soon as the stress response process exceeds the critical

2Heer, E., and Yang, J.-N., “Structural Optimization Based on
Fracture Mechanics and Reliability Criteria,” to appear in the
AIAA Journal.
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fracture stress (threshold level) of the structure, and
(2) successive incremental reduction of the critical frac-
ture stress (threshold level), as a result of stress repeti-
tion, increases the catastrophic failure rate in time. There-
fore, the problem treated here is a first passage problem
with a monotonically decreasing probabilistic barrier level
that depends not only on the dispersion of the material
properties but also on the history of the random response
process.

2. Sirength Deferioration of Structures

One way of explaining structural failure mechanisms
and processes, such as fatigue failures is by the use of
the concepts of fracture mechanics. The mechanisms of
fatigue failure can then be summarized as follows: (1) flaw
initiation, (2) flaw propagation, and (3) catastrophic fail-
ure. The last two mechanisms of the fatigue process are
of primary concern in structural analysis and design. The
flaw initiation stage is the one about which little is known
at present. It can usually be assumed, however, that the
material already has flaws that propagate under repeti-
tive stress applications with sufficiently high amplitude.
The fatigue failure process is thus described by the
growth of flaws in a structure until the applied stress at
any flawed point exceeds the critical fracture stress associ-
ated with the flaw at that critical point, and catastrophic
failure occurs.

Let A represent the flaw size at the critical point of
the structure. According to the well-known Griffith-Irwin

equation
a=o(FY &

a=0(%) @

where K¢ is the critical stress intensity factor, R is the
critical fracture stress or the resisting stress associated
with the flaw size A, K| is the stress intensity factor associ-
ated with the flaw size A and the applied stress S, and Q
is an appropriate state parameter.

The flaw propagation law takes the form (Refs. 7,
11-12)

dA
o =cK ®)

stating that the rate of flaw extension with respect to the
number of stress cycles n is proportional to the bth power
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of the stress intensity factor K;, where C is a suitable con-
stant. By theoretical analyses as well as direct measure-
ments of flaw propagations (Refs. 7, 11, 12) it has been
shown that b ranges from 2 to 4, depending on the mate-
rial used and environmental conditions such as tempera-
ture, corrosion, etc.

Substituting Eq. (2) into Eq. (3), one obtains

%%:KWN” (4)

where K = C/Q%? is a constant.

In the following approach, it is assumed, for conve-
nience and without essential loss of generality, that b = 2;
it will be shown later that this applies also to the cases
b = 3 or 4. Note that b is held arbitrary for S, which is a
parameter in Eq. (4).

Integrating Eq. (4) successively with respect to each
cycle and summing, one obtains

mM—mm=K§ S 5
j=1

where S; is the jth peak of the stress response S (£). The
initial flaw size, A,, and the flaw size after n stress cycles,
A,, are respectively related to the initial resisting stress,
R,, and the resisting stress after n stress cycles, R, through
Eq. (1). Hence, substituting Eq. (1) into Eq. (5) yields

R, =Ryexp(—7Z) (6)

Z=%KE s? )
j=1

It is clear from Egs. (6) and (7) that the structural resisting
stress after n stress cycles, R,, decreases monotonically
with respect to the number of stress cycles n.

3. Extreme Point Processes

Consider S (#) a stationary narrow-band gaussian stress
response process with mean zero and a mean square spec-
tral density ¢ (o). If S, denotes the mth local maximum
(peak) of S (¢), then the local maxima form a stationary
point process called the maximum point process, {S,}
(Footnote 1).
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The distribution function Fg,_ (x) of the maximum point
process {S,} is the Rayleigh distribution

— x2
an(x)—l——exp{zgg} (8)
in which oy is the standard deviation of S (¢).

Because of the narrow-band characteristics of S (f), the
joint density function

ijSj+m (x7 y)

of S; and S;,,, spaced at a distance of m cycles can be
approximated by the joint density function fs(x,y; 7) of
the envelope function of S (¢) spaced at a distance + = mT,,
where T, is the central period of S (¢).

ijS]-+m (x: y) = fS (x, y;m TO) (9)
It has been shown in Ref. 13 that

— xy
fS(x’y”)—M

xy ko () ] { —(* + ¢ }
<o [_ N—KO P23 — k()]
(10)
in which I, [*] is the zero-order modified Bessel function

of the first kind, and k, (+) is a function of ¢ () and its
central frequency v, (Footnote 1).

4. Failure Rate and Reliability

The probability that a structure, having survived n
stress cycles, will fail in the (n + 1)th stress cycle is de-
noted by & (n) and is called failure rate, risk function, or
hazard function, i.e.,

hw = P[RS | AR >8) i n=12- -
i (11)
h(0) =P [R,=S5,]
where R, is given by Eq. (6).
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The probability that the structure will survive N stress
cycles, denoted by L (N), is called reliability. Successive
application of Eq. (11) yields

L) = TL[1—h(n)] (12)

and for h{(n) << 1, a conservative good approximation
can be obtained as

L(N) ~ exp E—Z h (n)§ (13)

a. Poisson approximation: If the point process {S,} is
assumed to be of Poisson type (Footnote 1), i.e., Sy is in-
dependent of S;;§=1,2, - - - ,n and the event {R,==S,.,}
is independent of the past event

j=1

{AE.>s)
7
then the Poisson failure rate h, (n) follows from Eq. (11) as

hy(n) = P [Ry = S,

= / "= Fs @, @de  (14)

in which fg, (x) and Fy,, (%) are, respectively, the proba-
bility density function of R, and the distribution function
of S,., given in Eq. (8).

Eq. (6) can be written as follows:
InR.,=InR,—Z (15)

The statistical distribution of the initial resisting stress
R, is determined by material specimen tests, the form of
which is a material characteristics and reflects environ-
mental conditions. Experience shows that the normal, log
normal, gamma or Weibull distribution can be applied
in most cases. Using the log-normal distribution for R,
because of simplicity and because it is quite reasonable
for many engineering materials, the term In R, in Eq. (15)
is normally distributed.

It is observed from Eq. (7) that Z is the sum of depen-
dent random variables S%j = 1,2, - - -, n. As will be
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shown later, the distribution of Z is asymptotically nor-
mal. Therefore, for large n, the distribution of Z can rea-
sonably be approximated by the normal distribution.
Furthermore, we shall restrict ourselves to the case of
high-cycle fatigue where the average number of cycles to
failure is large. Hence, the effect of Z (fatigue failure
mode) on the failure rate h, (n), see Egs. (14), (6), and (7),
is negligible for small values of n. Therefore, the distribu-
tion of Z for small n is irrelevant to the reliability esti-
mate. As a result, the distribution of Z is approximated by
the normal distribution. It therefore follows from Eq. (15)

- b
W:%K(\/ 2as)br(1 + E)

of = —Z K2 (V2 og)?? [I"(l +b) —T* (1 + —2—>] + i K2 (V2 0g)?

b
T <l+§>

m=

EI8}S}0] = (V21 (145

where T' [ +] and ,F, (°) are, respectively, the gamma func-
tion and the hypergeometric function, and E [°] denotes
the expectation. Further evaluation of ¢% requires a spe-
cific choice for the mean square spectral density of the
response process S (£) in order to specify the parameter
k% (mT,) and hence the hypergeometric function.

For a single-degree-of-freedom oscillator under white
noise excitation, Crandall et al,, (Ref. 5) obtained the
following simplified expressions for ¢Z when the damping
coefficient ¢ is small and when b is odd:

o2 = 4—'2 KAV 205 T® <1 + }23) £ (b) (20)
V. = [%@flr (21)

where V, is the coefficient of variation of Z, and f, (b) is
a function of b [Ref. 5]. Equation (21) indicates that the
statistical dispersion of Z diminishes as n increases, and
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that In R,, is also normally distributed with the mean value
un and the variance of given by:

(16)

where p, and o} are the mean value and the variance,
respectively, of the normal random variable In R,. The
mean value u, and the variance o2 of Z can be computed
using Egs. (7), (8) and (10). The results are as follows:

(17)

b (18)
“b-gamon) 1]

). (g~ g1k @

hence the dispersion of R,, Eq. (6), depends with increas-
ing n mainly on the dispersion of the initial resisting stress
R,. This indicates the importance of taking into account
the statistical variation of the material strength.

Thus the Poisson failure rate ki, (n) follows from Egs. (8),
(14), and (16) as

h,(n) = ﬁ " (toa VER)*exp {— [—é%:l

(22)

Once h, (n) is computed, the reliability L (N) can be ob-
tained from either Eq. (12) or (13) by replacing % (n) by
hy (n).

It should be noted that the particular choice of log-
normality for R, is not essential here. Any other distribu-
tion can be used if there is reason to believe that it repre-
sents the material better.
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From physical reasoning, it is appropriate to assume
that the correlation coefficient p (mT,) of the responses
S (¢) and S (¢ + mT,) decreases monotonically to zero with
increasing m, i.e.,

p (m, To) > p(m.To)

for m, > m,, and p (mT,) — 0 as m—> oo. This assumption
is obviously satisfied, for example, by the response process
of a single-degree-of-freedom oscillator excited by white
noise. Therefore, the following important properties of
the stationary point process {S?}. can be obtained from
Egs. (10), (18), and (19).

o2 ~ no ; <l o
E[I$¥*¥] <o ; 8§>0

(23)
E [S?S?Mn] - E[S?] E [S?WL]“) 0 asm— oo

E[S!S2, 1> E[$2S%,]  forl>m

7 7+m

Since Eq. (23) satisfies conditions for a stationary point
process {S?} to have asymptotic normality (Refs. 14
and 15), i.e., the sum of S§%j=1,2, - - - ,n, tends to be
asymptotically normal for increasing n. Z is therefore
asymptotically normal.

b. Clump size approximation. A useful concept was
suggested by Lyon (Ref. 16) that the level crossings by
S(t) are not independent but tend to occur in clumps
of dependent crossings. For the narrow-band random
process, since each positive upward level crossing by S (%)
results in a peak, the events that the peaks, S;;{=1,2, -,
exceeding a threshold level are not independent but tend
to occur in clumps. The Poisson assumption implies that
one clump of peaks being above the threshold level con-
stitutes only one peak (Footnote 1). Hence, if clumps are
assumed to occur independently, the average failure rate
denoted by h (n) follows from Eq. (22) as

Ri(n) = / (2o VI E [M|2]} exp {— [Qxa_s:l

- [———(h‘ xz;l’*”)z ]} dx (24)

in which E [M |x] is the average clump size given that the
barrier level is equal to x. The structural reliability based
on clump size approximation can then be obtained from

Eq. (12) by replacing h (n) by & (n).

132

The approximate estimation of E [M |x] has been given
in Footnote 1 as follows:

E[Mlx]~1+Zm

Qm+1) (25)

in which

_xz
go =P[S;=x] =exp(2o§) (26)

gn=P[S;=x8;n=x] Z/w,/wfs(y,z;mTo)dydz
27)

with {5 (y, z; mT,) given by Eq. (10).

5. Effect of Loading History and Other Flaw
Propagation Law

It can be observed from Egs. (6), (7), and (11) that the
effect of loading history (or sequence) on the structural
reliability is accounted for which, however, cannot be
accomplished using the cumulative damage hypothesis
and the Palmgren-Miner rule. This is one of the advan-
tages of the flaw pronagation approach.

For another flaw propagation law, e.g., b =3 or 4, a
similar approach (discussed above) can be applied to find
failure rates h, (n) and h (n) and hence the structural reli-
ability L (N).

6. Numerical Example

Making the transformation y = x/a5, the average failure
rate h (n) given in Eq. (24) can be written as

_ 1 e 1
h(n)—\/_ﬁgﬁ youE [M|yos]

. ) m(v\/Vo-l- >+,u.;~
Xepl-F—3 p

On

in which

V, = [exp (e3) — 1]%

is the coefficient of variation of R,, and v, = R,/o5 is the
normalized initial barrier level with R, the mean value of
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R,. v, is related to a central safety factor v, as, v, = Ro/us =
vo ¥V 2/7, where pg is the mean value of S,. Since v, is
based on the central measures of location of R, and S, it is
called central safety factor, which plays a major role in the
reliability-based optimum structural design (Refs. 8-10,
Footnote 2). In deriving Eq. (28), the relationship

_E.O___
Bo =In <v—v“'¢—1)

associated with the log-normal distribution of R, has been
employed.

With the aid of Eqs. (16), (17), and (20), o, and p,
appearing in Eq. (28) can be written as follows:

pe=5C (V 2) (1 + %) (29)
= (Vi+ 1)+ —gcz(" 2)” . (1 + —g>f1(b)
(30)

where C, = KR?, is a flaw propagation factor depending
on the particular material and environmental conditions.

It follows from Egs. (28), (29), and (30) that the aver-
age failure rate, and hence the structural reliability, are
characterized by C,, V, and v,, where C, and V, are mate-
rial properties associated with flaw propagation and initial
strength dispersion (or initial flaw size dispersion), and v,
is the normalized initial barrier level (or a measure of the
central safety factor) relating the applied load character-
istics to the structural design.

Consider a simple structure, that can be idealized as a
single-degree-of-freedom system, excited by white noise,
n (t), where the displacement Y (f) is related to n(#) as
follows:

Y () + 220, () + w2Y () = n (£) (31)

The stress response process S (t) is related to Y (¢) by
S () = DY (t), with D being a suitable constant.

To show the relationship of v,, or of the central safety
factor, v, = vo Y 2/m, to the structural design and to the
applied load characteristics, the simple structure consist-
ing of a mass M supported by a beam with area A;, length
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L and Young’s modulus of elasticity E is considered. It
can easily be shown that o, appearing in Eq. (31) is o =
AE/ML and

5 ¢‘()7I'E2
T 9zaiLe

where ¢, is the mean square spectral density of white
noise n (£). Hence,

CRENEIE

In the present example, it is assumed that failure is due
to tension only. The damping coefficient is assumed 0.02.

Failure rates h,(n) associated with different values of
C,, V, and v, are plotted in Fig. 1. In Fig. 1(a), C; =0,
representing the case where the fatigue failure mode
is neglected, and hence failure rates are constant. In
Figs. 1(b) and 1{c) failure rates are plotted versus the
number of stress cycles n. It is clearly shown in Fig. 1 that
for this example: (1) because of the interaction of the
fatigue failure mode, the failure rate increases mono-
tonically with respect to n and C,; (2) the failure rate
increases as the statistical dispersion, V,, of the initial
material strength, R,, increases; and (3) the effect of the
fatigue failure mode is negligible for small n justifying
the assumption of normality for the random variable Z,
Eqgs. (7) and (16).

In Fig. 2, the structural reliability L (N), based on
clump size approximation, is plotted as a function of
stress cycles N. It is observed from Fig. 2 that neglecting
the effect of the fatigue failure mode, ie., C, = 0, results
in an unconservative reliability prediction. This situation
becomes much more critical as the flaw propagation fac-
tor C, increases. It is further observed that the structural
reliability decreases as the statistical dispersion V, of the
material strength R, increases. This reflects an important
fact that overlooking the statistical variation of material
strength results in an unsafe design.

Although a particular flaw propagation law, b = 2, and
a particular distribution function (log normal) for the
initial material strength R,, are used in the numerical
example, above trends of observations are believed to
hold for other flaw propagation laws such as b =3 or
b =4, as well as other statistical distribution functions
for R,.
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Fig. 1. Failure rates h, (n) and h (n): (a) Constant failure rates h,(n) and h (n) for €, = 0.0, (b) Poisson failure rate
hy (n) versus number of siress cycles n, (c) Average failure rate h (n) based on the clump size approximation versus
number of siress cycles n
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earlier by the author® can be vastly simplified when
applied to specific cases. It is the purpose of this article
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is expressly taken such that the order of magnitude of the
resulting transverse deflection is comparable with the
thickness of the shell. This range is well above that appro-
priate for small deflection theory, and should establish a
range of temperatures within which these simpler theories
are applicable. The boundary layer equations are devel-
oped first for a general asymmetric displacement field
and then applied to the case of a uniformly heated shal-
low spherical shell.

2. Analysis of Edge Region

At this stage, it will be assumed that the shell (Fig. 1)
is spherical with radii of curvature R and heated uni-
formly through the thickness to a temperature whose
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distribution is T (¢, 8). The order of magnitude of the
temperature is measured by the parameter T* where

— T, s 31?2 aT"
Ty =T*T, To,a o 28

=0(l)

The thermal strain parameter « T* is measured relative
to h/R through the parameter H such that

Further, it will be assumed that
h/R<<1

a
E<l

Rh
"&2—<<1

It should be noted that a uniform temperature corres-
nonding to H =0(1) in a shell for which Rh << a? is
much larger than that

(DtTm-it ~ hz/az)

sufficient to cause buckling of a flat, circular plate of the
same thickness h and span a. For this reason, it is expected
that a boundary layer will develop with a width com-
parable to that predicted by linear theory. This suggests
using a boundary layer coordinate ¢ such that

—2:1+e$=x
. Bh/a®
V3(l—a?)

and

0() Rcos¢p ()
o6 e  0of

Thus, in terms of the following dimensionless dis-
placements,

(wy, Uy, U,) = aRT*-[w(g, 9), gg_ T, (& 6), %" T, (&, e)]
€n = aT*° €, (£, 0)
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rotations,

RT* _ RT*
1=a ‘P = * 3

€a a

and, stress resultants
Ny = EhaT** €N,
N, = EhaT** N,
N> = EhaT*+ €N,

(M, M) = V—;‘:f‘_l—;—_)m i)
= =
g = Eh;xT* .5

the equation of Footnote 2 reduce to the following dis-
placement-stress resultant equations

~—

= ow
,31+¥°COS¢0=0

U,

I3

H
'cos¢»o+17>+—2—-cosz¢o'(

ﬁ—)—ﬁngo(a,G)

oU, | aU, o ol =
COS ¢y o + 50 + H ¢ cos ¢, ‘55—'“6—5‘——-(1 (].-l-v)’N,g
1—v2 238 _ .

4v -%%‘*cos(;So—(M,——ng):O
MB_VMTZO
H - — _

€m+E'B§+VN9:T0(a,6)

08, 0B J—
COS ¢ o + Y R - M,
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and equations of equilibrium

oN, =

in the limit € — 0, £ is fixed. Note that

- N9 = O
H lim Ty (1, 8) = Ty (a, 0) as lim r=a
€0 €0
— — Efixed Efixed
oN,, 0N,
COSPo° % + EVR 0
The solution of this set of equations depends on the
20, — form of T,(a, 6) and on the particular boundary condi-
COS o ° 2 N, =0 tions at £ = 0. Note that all variables may be expressed in
terms of 5, T, where i (£, 6) is governed by
oM, =
COS ¢ * % Q0.=0
4 4.7 _
_ _ COS4¢° .aaif +LTJ=T0((1,0)
M O 5 o :
COS o & T o8 Q. =
Thus, with
V3T =v%+S+ H-cos o
~ 0D 0 (- 0l _ Fo ¢
9ov_ o . , = i=
X [Q, 2~ COSbe 5z (M ag)] + M, +M o5 0
it follows that
No=w — T,(a,9)
N, 2 3
€OS ¢ % v [T, (a,8) — ©]
N,  _ =
aé —w — T0<a,0)
___Cos’dy 0D = _ 1—v o'W
P=T e Moo= T gpgtcosda
=~ _ _Cost¢, OW = _ _cos’¢, O°W
T 4 Cog Q= 4 " o0ee
0 1 N.1= _E‘. 24 . ow\*
55,,[Ul-cos(;so+(1—I—v) N,] = o " Cos* o (a‘E)
U, oT, ow .. oW
cos? ¢ P =(1+v) ” aeo<1+v+H cos? ¢ 6§2>

where

D = T, (a,0) + e+ [Cy(0)°cos & + C,(8) *sin £]
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Note that it is only the in-plane displacements (U, U,)
that are nonlinearly dependent on the temperature dis-
tribution. It should be noted further that these equations

JPL SPACE PROGRAMS SUMMARY 37-66, VOL. il



are similar to those proposed by Wittrick (Ref. 1) as
applicable for small deflections.

3. Uniformly Heated Shell

The solution presented above is valid in the region near
the edge. Before it can be completely defined, the be-
havior of the solution in the interior region must be
established. The final form of the solution is determined
from the requirement that the solution match in an inter-
mediate region.

As an example of the use of the solution for the edge
region—the inner solution—let us consider the particular
case of a uniform temperature distribution in a shallow
spherical shell, i.e.

To=1 €oS ¢po =~ 1

As the problem becomes axisymmetric, the functions of
integration [¢, (8), ¢; ()] become constants and we obtain

=1+ ef+(c,sin & — cos £)

for the inner transverse deflection satisfying the condition
that @ (0) = 0. The corresponding in-plane deflection
becomes

51= _(1+v)‘1vr"I;‘625°[2°(C§+1)

+ (1 — 2¢, — c8)°cos 2¢
+ (¢ — 2, —1)°sin2£] + ¢
Also

et

N, = —E.[(l —¢,) *siné + (1 + ¢,) * cos £]

A constant of integration is not required for the radial
stress resultant N, as it can be shown that

@,*cos% =N,

for a finite segment of the shell to be in vertical equilib-
rium in the absence of distributed surface pressure, and

=~ 1 ?w

Qr——ze-ag‘

JPL SPACE PROGRAMS SUMMARY 37-66, VOL. Il

The constant ¢, is determined by the choice of edge
fixity, i.e., either

%‘gﬂ =0 =1 (lamped)
M,(0)=0 c.=0 (simply supported)

With the constant c. fixed, ¢; is determined by the
requirement U; (0) = 0, that is

1+ H
o3 = — =5+ (L+c) + 5 (ci — 22 + 3)

In summary, we obtain the following behavior as
£—> —o0:
N,-0

w1 51903#0

Noting that U, does not vanish away from the edge,
the solution in the interior of the shell-the outer solution
—will be assumed to be that corresponding to a uniform,
stress-free dilation plus a vertical rigid body translation
of magnitude 8, i.e.,

U, = —8-sin¢ U,=0 €n = T,

= —8ax/R
N¢,N9;M¢,M9,Q,=0
w = aRT, + 8°cosp =~ aRT, + 8

Note that 8 = 8 (€) at this stage.
Matching of the two solutions is accomplished by re-
quiring

€0 eaT*R

Etixed

lim [ e+ S8 | =0

that is
8 = —‘E°C3°C\‘.'RT*
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Thus, the first order composite solution for the displace-
ments can be written

=1+ et (c,siné — cos §)
_ _ H
U, = '—(l+v)'NT—§'625'[2°(C§+1)

+ (1 — 2¢; — ¢3) * cos 2¢ + (c§ — 2¢, — 1) sin 2£]

1+ H
+xl:— 5 v°(l+02)+—8—°(c§—202+3):|

where

c,=1

(clamped)
or

¢:=0 (simply supported)

4. Discussion

It should be noted that the equations derived above
are essentially linear. The in-plane deflections (U, U.)
are exceptions, but have no effect on the stress distribu-
tion. Thus, the behavior of the stresses and transverse
deflection is similar to that predicted by linear theory,
even when the transverse deflection is much greater than
that considered appropriate for linear theory.

That the transverse deflection is linear in the tempera-
ture should not be surprising as it has been predicted by
Reissner (Ref. 2) that one should not expect nonlinearity
to be important until the transverse deflection is of the
order of the boundary layer thickness (Y Rh). The mag-
nitude studied here was of the order of the shell thickness
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as aRT* = h-0(1). Note that Reissner’s analysis assumed
a set of equations shown earlier to be generally applicable,
whereas the principal object of this note was to simplify
equations considered unnecessarily general for the type
of problem studied above.

The boundary layer equations presented above have
been derived for spherical shells. In the general form,
no restriction was made on the range of the opening
angle (¢,), i.e., the shell was not required to be shallow.
Obviously, these results are not applicable for deep shells
for which cos ¢, is small. [This range of shells has been
studied by Wittrick (Ref. 3) for a non-shallow shell of
arbitrary shape.]

For shallow spherical shells (cos ¢, = 1), the results pre-
sented above may be considered to apply to more general
shells of revolution, as ellipsoidal shells of revolution are
spherical within an error comparable to that incurred in
writing cos ¢ =~ 1. Thus, the boundary layer equations
presented above apply equally well to a wider class of
shells of revolution provided the shell is shallow, or to
arbitrarily deep spherical shells provided that cos ¢, is
not small.
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D. Derivation of the Equations Governing Heated
Shallow Shells of Revolution, H. E. Williams!

1. introduction

The general equations governing the nonlinear, thermo-
elastic behavior of thin shells of revolution have been
derived by the author? using Reissner’s Variational The-
orem. When applied to specific cases, such as middle
surface heating (no temperature gradient through the
thickness of the shell) of shallow shells, it is possible to
vastly simplify the general equations and obtain the equa-
tion generally regarded as Marguerre’s equations. It is
the purpose of this note to present an order of magnitude
analysis of the equations derived in Footnote 2 in order
to establish the range of validity of the simpler equations.

2. Analysis

At this stage, it will be assumed that the shell (Sec-
tion C, Fig. 1) is spherical with radii of curvature R and
heated uniformly through the thickness to a temperature
whose distribution is given by T, (¢,6). The order of
magnitude of the temperature is measured by the param-
eter T* such that
9T, 9T,

= *.— — —
To=T"T, or ’ o6

To,a =0(1)

The thermal strain parameter («T%) is measured relative
to (h/a) through the parameter « such that

_ e _
K — wT* _0(1)

1Consultant, Harvey Mudd College, Claremont, Calif.
2Williams, H. E., “On the Thermoelastic Equations of Thin Shells
of Revolution,” submitted to the Journal of Solids and Structures.

° i

Fig. 1. Coordinate system for a spherical shell
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It should be noted that a uniform temperature correspond-
ing to « = 0(1) is sufficient to cause buckling of a flat,
circular plate of the same thickness (h) and span (e).

In terms of the variables x, ¢ where x = r/a,

0 ,,_Rcos¢ 2()
aqs()“ a  ox

and the following dimensionless displacements

w = h (x, 6) (Uy, U,) = aaT*+(U,, Uy)
strain
(657, €%, €n) = T™* (&, €o, €n)
rotations
(Bs, B2) = ’Z' (81, B2)
curvatures

h
(K'P’ K9) = 'a_z (E‘P? E“’)

and stress resultants

(N, No, Ngo) = EhaT*+(N,, No, N,o)
(M¢: Mo, M¢o) = Eh4 ® (M,, Ma, Mra)/(12dz>
(Q1, Q:) = Eh#+(Q,, Q0)/(12a%)

the equations presented in Footnote 2 can be vastly sim-
plified. It will be assumed further that

2<1

h et
a<< R

Within these limitations, the equations of (1) reduce
to the following strain-displacement equations

A iwh

€= ox cos ¢ + o«RT*

_ a0, cos ¢ h

“=% "V TR
curvature-displacement equations

0B 8. - cos¢

K¢=ax"COS¢ Ke=;é;+131'—_‘_
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displacement-stress resultant equations

K 0 2 wa\ ® _ — _
€¢+§ol:<at:'cos¢> +<-%‘—l> ]_(NT—VNo):TO

x00 ox

a_1 a_2 2
%+(%—~’i> cosp =2(1+v) M,

aUl a(—jz [72 K @ a‘LT) . —
+< —-7> cos¢+x~<ax P cos¢>>-—2(1+v) N,e

&t 5 (BB v (N, +N)=T

- oW

1+§ cos¢p =0
=~ 0w
,82’*";@-—0

~S28 .2 (i) — ai\ga +M- “cos g+ Q, =0
—°°;¢-%(xﬁ,)—‘ag;’ + N, 22y
cos¢°a§'9+i§£+2 N, ccos¢p =0
C—%séi-a—ax [x (ng + N, Ccos ¢ °—— + Nyoo-o %%):l + %(ng + N_,e‘-ag ‘cos¢ + N, ag;)
@ - —
—ﬁ'*(NT—i-Ne):O
.The transverse normal stress resultant S becomes
—lg—z;-s_%ﬂ(ﬂr—}-ﬂe)+%°{6,°§§°cos¢+(}a°%

cos¢ 0 — w oW
x  0x [x (M' o reos + My xaf)):l

3 (= W — oD
“az(M‘f’wM—az)}
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The shallow shell equations may be obtained from those _ 0w | 0w %0

given above by writing cos ¢ = 1 and neglecting (a/R)* 206°  xox ox?
in comparison with unity. If we define
— 0% ow
P B W) M= oms % 20
=T xdx 0 x%062
B 3 (at) _ 3(aw)
the governing equations for a heated, shallow shell become (L= Q=5 (L =% Qs x00
= 9w - 2w N, N, |1 = =
fi=% T o g Ty NN =0
6171 ka* _  k [oW\? — =\ _ A aN_,e N, 2 _
oz T Bh w+§<ax (N =vNe) = To ox | xo0 t3 Ne=0
U, U, kK (BN 5 =y x/12 a a2
x%+x+Rh +2(¥a‘é> (N0 —vN,) = Ty S a 8% — gt (N, + N + N,
o0, , 00, T, « 0@ B _ (oD 0T A
2+(1+v) Ny = o0 T T2y W + N, <xzaez xox 2N x0x00  x%00 =0
. _0*®D *w | o Often it is convenient to express this system of equations
—(1—%)M, ) v (xzagz xox in displacement variables only. Thus, with

s aUl aﬁz ﬁl Ka2 — _K~ @ 2
(=)Mo= =1 +v)To+ Z* +v<xaa+—x—>+(1+v) = w+2'[<ax> +

(2D
" \x00
aUz Ul aU1 Kaz

— K ow \? ow\?
(l—vz)'Nvo———(l'i-v) T0+-'—"+’—+v o +(1+v)’Rh' —é‘*'[(@‘) +v'(“é~x->:l

the in-plane equations of equilibrium become

]. -V (ang aUg _(]_») aZUz l + v azUl + 3 R 3U1

2 or? or 1200* % ° 0100 % | of

w (l+y Pw  1—v 3w
or "\ or “oros ' 27 " 09

owfl—v ®w  l4+v , w) 14+v adl,
1'80( s " TR T 1‘2602> T o0 W
®U, U, Uy 1—v U,  1+v &U, 3-—v 3U.
o ror 1 2% " 96? or ore0 2 o
w [1+v 2w 1—v fow  w
+"é7‘[T T T (Tﬂ@‘)]
l+v ow 0 [ow T,
BTN °'a7(rao) (L+v)rar 50 =0 @)
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The out-of-plane equation may also be written

w1 2w  ow 1
—DV"w*Nf“(arz _E>+N"°<W+Ta?_’ﬁ>

0 [ow
+2N,3-5(;5-é-> =0 3)

Equations (1), (2), and (3) have been written in dimen-
sional form for purposes of comparison. In particular, they
are identical to those given by Famili and Archer (Ref. 1)
as the circular polar form of the equations derived from
Marguerre (Ref. 2).

3. Discussion

Although the above equations were expressly derived
for a spherical shell, it should be pointed out that they
are more generally applicable, as an ellipsoidal shell of
revolution is spherical within an error comparable to that
involved in writing cos ¢ = 1. Thus, if (Ri, R,) are the
principal radii of curvature of an ellipsoid with semi-axes
(a, b), it may be shown that

R, _ a’— b’ 2~
E—l—l— b sinp =1
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for a shallow shell for which

az_bz
o)

As a final remark, it should be noted that the assump-
tion a?/Rh = 0 (1) effectively precludes the formation of
a boundary layer near the edge r = a. This follows from
the observation that the thickness of the boundary layer
is of order Y Rh. The assumption is also consistent with
the use of (x) as a variable.
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X1l. Electronic Parts Engineering
ENGINEERING MECHANICS DIVISION

A, Radiation Effects on Electvonic Parts: Literature
Search and Data Evaluation, K. E. Martin

1. Introduction

In support of the Thermoelectric Outer-Planet Space-
craft (TOPS) Program, a literature search and data
analysis program was contracted with The Boeing Com-
pany, Seattle, Washington. The program started in July
1969 and was completed in May 1970. The objective of
the program was to establish the basis for the TOPS
electronic parts radiation effects support program.

Under the program, the contractor was required to
search existing industry and government radiation effects
literature and select and analyze pertinent data relating
to the TOPS radiation criteria. Based on these findings,
JPL will apply the information to anticipated TOPS
electronic parts usage and recommend a program for
radiation testing support to complement the testing al-
ready completed by other agencies. Radiation hardening
and screening procedures will also be evaluated and
recommended.

2. Discussion

The radiation environments considered were (1) that
produced by radioisotope thermoelectric generators
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(RTGs), i.e., low-level steady-state fission neutron and
gamma spectra, and (2) high energy protons, both those
generated during solar events and those trapped in
planetary belts. Although it was beyond the scope of
this program to consider electron effects, where data was
readily available, such effects were included. During the
course of the program, facilities such as the following
were utilized:

(1) Radiation Effects Information Center, Battelle Me-
morial Institute.

(2) NASA (computerized search performed by the
Boeing Aerospace Technical Library).

(8) Defense Documentation Center.
(4) Defense Atomic Support Agency.
(5) Boeing Aerospace Library.

These searches resulted in hundreds of references of
which about 260 were retained after reviewing for perti-
nent radiation environments and part types. Analysis of
the literature revealed that, in general, for most part
types there are at least some neutron and gamma ray
data but that for many types no proton data exists. Pri-
marily, the analysis was directed toward the determina-
tion of permanent degradation of parameters, temporary
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drifts of parameters, parameter degradation factors, and
radiation hardening and screening procedures. The rela-
tive sensitivities of components as determined from the
analysis are summarized in Figs. 1, 2, and 8. This infor-
mation is a composite average of test data for many
devices within the generic types, and it must be empha-
sized that specific devices within a given generic type
may be far more radiation resistant than indicated in the
figures. In many cases, the damage levels were different
for the same part types tested at the same radiation
levels by different agencies. This in part could be due to
such factors as variance between manufacturer’s lots,
application of different power levels during radiation
exposure, and variation in measurement methods and
equipment. The vertical dashed lines represent the pres-
ently estimated total dose or fluence levels to be experi-
enced by the electronic parts for the TOPS missions. A
part type with the bar bisecting or a portion of the bar
to the left of this dashed line is considered a problem
area and will warrant special consideration. These degra-
dation levels are generally pessimistic as they do not
consider radiation screening, radiation hardening, spe-
cially selected devices, annealing effects, or circuit com-
promises, although it does indicate that serious problems
exist.
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Fig. 2. Survey of component proton degradation
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Fig. 3. Survey of component neuviron degradation
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In general, silicon-controlled rectifiers (SCRs) and uni-
junction devices appear to be very vulnerable and SCR
response is especially unpredictable. For this reason it
is recommended that their usage be avoided where pos-
sible. Power and low frequency transistors appear to be
the next most vulnerable group. Since their behavior is
better understood, these devices can be used if sufficient
gain margin is allowed or other concern is taken. It
should be noted that in some cases shielding may be
necessary.

Linear integrated circuits, reference diodes, and metal
oxide semiconductor (MOS) devices also present a prob-
lem but, if properly characterized, should be usable. In
all three cases, in order to assure reliable performance,
testing of statistical samples is recommended. Resistors,
magnetics, capacitors, and relays, in comparison to the
active semiconductor components, do not present a serious
degradation problem, although the effect of low-level
radiation expesures on long-term reliability has not been
fully evaluated.

3. Conclusions

From the review of the preliminary report, it can be
concluded that:

(1) With the present estimated TOPS radiation levels,
capacitors, relays and switches, resistors, and mag-
netic devices should not be a problem with the
possible exception of the unknown effect of com-
bined neutron, electron, gamma ray, and proton
environments.

(2) The available information indicates that many

active components will be seriously degraded by
radiation during interplanetary missions.
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(8) In many cases, data is inadequate to do more than
make gross estimates of degradation of part type
performance.

(4) Data evaluating proton damage is not available for
many part types.

(5) For most part types, hardening and screening pro-
cedures are not known or are in a developmental
stage.

(6) Although part degradation can be estimated for
each environmental component, there is no data
indicating how to assess the total degradation due
to combined radiation environments.

(7) Using currently available data, system reliability in
a radiation environment will be difficult to assess,
particularly for part types for which the radiation
levels are near the threshold of damage. Even
methods of assessing such damage needs to be
more fully explored.

It is recommended that:

(1) Evaluation testing be performed to obtain data on
part types where no data exists or where lack of
data is significant.

(2) Testing with combined radiation environments be
performed to obtain insight into how to assess the
total threat to parts in interplanetary missions.

(8) Methods of assessing reliability screening and hard-

ening of irradiated components be more fully
explored.
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XIV. Advanced Projects Development
ENGINEERING MECHANICS DIVISION

A. TOPS Mechanical Devices, E. E. Sabelman
1. RTG and Science Boom Actuator-Damper

a. Introduction. A torsion rod actuator and concentric
rotating tube viscous damper have been proposed for
deployment of the thermoelectric outer planet spacecraft
(TOPS) radioisotope thermoelectric generator (RTG) and
science booms (SPS 37-60, Vol. III, pp. 177-179). This
combination is advantageous because the damper tubes
replace a compression member between the hinges of the
rigid boom to minimize the weight penalty (Fig. 1).

In the present TOPS configuration, 12L, the RTG assem-
bly weighs 114 kg and its center of mass is 2.46 m from the
boom hinge axis. The RTG boom must deploy through an
angle of 70 deg, with minimum perturbation of spacecraft
attitude and minimum residual velocity at latching,

A test model has been constructed to verify the deploy-

ment characteristics predicted by the analog computer
program (SPS 37-60, Vol. III) by full-scale simulation
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of the mass and moment arm of the RTG boom. The
test setup has also been used to develop methods of
low-friction deployment testing suitable for a flight-type
spacecraft,

b. Actuator—damper test model. For fabrication reasons,
the test model damper (Fig. 2) was shortened to 23 cm,
half of the full-scale length. To preserve the same total
shear area and thus the damping coefficient, a third tube
was added, doubling the number of shear surfaces. The
outer tube has a 2%-in. OD, a 0.035-in. wall, with a
0.012-in. nominal fluid film thickness. Using a one million
centistoke silicone fluid, the net damping coefficient is 10°

dyne-cm/(rad/s) [850 in.-lb/(xrad/s)].

The torsion rod in the test model is full length, and is
adjustable in preload by means of an indexing hub and
pin on the rotating end. Rods %s in. in diameter of 2024
aluminum and of 4340 heat-treated steel have been tested
to date. The bearings on which the boom rotates are dry
lubricated Acme threads cut into the aluminum hinge
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(o) CROSS SECTION
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e

VERSION 12 L
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Fig. 1. Cross section and end proj

halves; this provides a labyrinth seal for the damping
fluid, although O-ring seals would be used on a flight-type
device.

¢. RTG simulator and low-friction support. The RTG
mass is modeled by an appropriate number of lead bricks
(Fig. 3). Minimal friction has been achieved by sup-
porting the pallet of bricks on a 10-in.-diameter “Airfloat”
air bearing. The bearing travels through an angle up to
100 deg on a circular track of %-in. plywood, covered
with polyethylene sheeting, and supported by 42 level-
ing screws.

d. Test procedures. Most of the test runs were made to
the TOPS version 12] requirements (RTG mass 100kg
at 1.95m and 78-deg deployment angle). Because the
moment of the simulated RTG is very large compared
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O~-RING SEALS
TORSION ROD COLLET

BEARING SHAFT
BEARINGS

INLESS STEEL

ANTENNA HUB
SUPPORT MEMBER

ection of TOPS RTG actuator-damper

with the actuator torque, it is quite important that the
air-bearing support track is accurately leveled. The pro-
cedure for doing this is to first use a spirit level, then
decouple the air-bearing pallet from the actuator-damper
and use this as 2 much more sensitive indicator. (A thicker
honeycomb sandwich construction would overcome diffi-
culties in flexibility and unevenness of joints encountered
with the plywood track.)

Testing is then initiated, with zero preload on the tor-
sion rod and a reduced RTG mass. The mass is increased
until critical damping is reached and the preload is in-
creased if required to reach the zero angle (lock-open)
point.

e. Test resulis. Performance of the damper has been as
expected, but the available torque output and zero point
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Fig. 2. Actuator~damper test model
(half-length damper)

repeatability of the %s-in. torsion rods have not been as
great as predicted. Causes for this include: (1) residual
friction in hinge bearings and air bearing (coefficient on
the order of 3 X 10-4), (2) preloading of the torsion rod to
within 20 deg of its yield point angle, and (3) distortions
resulting from heat treating of the steel rod. The latter
effects produce a torque-angle relation that appears to be
a function of the square of the angle, rather than linear.
Figure 4 shows typical angle versus time plots for the steel
torsion rod; the peak torque coefficient of 85 in.-Ib/rad
corresponds to a linear coefficient of roughly 60 in.-1b/rad.
The dimensionless relation

T
Cde émax

(where T, is the mean torsion rogl coefficient, C;R; is the
damping torque coefficient, and 6,,,, is the peak velocity
in radians/second) gives an indication of the correspon-
dence between theoretical and experimental systems; for
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Fig. 4. RTG deployment simulator performance

the system performance in Fig. 4, this quantity is 0.69,
compared to 0.66 for the theoretical system described in
SPS 37-60, Vol. II1.

This result is sufficient to conclude that the concen-
tric tube damper—torsion rod actuator is a valid approach
to deployment of the high moment of inertia booms on
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the TOPS spacecraft. Estimated weight for a flight-type
actuator-damper is within the 2.5-Ib limit: the entire
assembly, including hinge fixtures, compression member,
needle bearings, and boom member attachments, is 4.9 1b,
while the weight penalty for inclusion of the actuator-
damper is only 1.3 Ib.

2. Magnetometer Boom Study

a. Introduction. A brief survey of commercially manu-
factured extensible booms has been conducted to deter-
mine if an advance in the state-of-the-art is necessary to
meet the requirements for the vector helium magnetom-
eter and plasma wave detector booms on TOPS. Design
criteria at present are: 30-ft length; approximately 2-lb
end mass; maximum weight of boom element plus deploy-
ment mechanism, 13 Ib; pointing angle accuracy -3 deg;
residual magnetization less than 0.1 gammas.

b. Depth of study. The available types of long extensible
booms were examined for their capability of meeting the
above criteria within the following constraints:

(1) Maximum bending strength—the boom must with-
stand flight accelerations of 0.1 g maximum, but
additionally should be capable of ground extension
with minimum external support.

(2) Torsional pointing accuracy—deflections resulting
from deployment, thermal effects, and unsymmet-
rical acceleration loads should be within the +3-deg
limit.

(3) Thermal distortion—bending due to temperature
gradients around the boom circumference should be
minimum. Such gradients result from solar heating
and the proximity of the RTGs. As part of the study,
a computer program has been devised to predict
both these effects to a first-order approximation.

(4) Maximum fundamental cantilever vibration fre-
quency.

(5) Minimum micrometeoroid damage or degradation.

6) Compatibility of materials with the minimum mag-

p g

netic interference, low temperature, and zero out-
gassing requirements.

¢. Characteristics of tubular boom types. Most of the
common types of extensible booms are of preformed
tubular metal foil, which is flattened, stored on spools,
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and deployed either electrically or by stored strain
energy. Variations include one, two, or three foil ele-
ments, overlapping or interlocked elements, and welded
flange types. In general, all suffer from torsional weak-
ness, high thermal distortion due to large cross section
and poor circumferential heat transfer, and some minor
buckling on repeated cycling.

Achieving the torsional pointing accuracy requires a
heavier tubular foil boom: a typical example is the Spar
Aerospace Products Bi-Stem (Fig. 5), which would be
2 in. in diameter, 0.010-in. wall, of austenitic stainless
steel, with an element weight of 0.4 Ib/ft, and total weight
of about 21 Ib.

d. Triangular truss boom. The torsional and thermal
deficiencies of the tubular boom are overcome by the
Astromast, a product of Astro-Research Corporation
(Fig. 6). A 6-in. boom with 0.15-in.-diameter silverplated
epoxy-glass longerons would weigh 0.2 1b/ft, be torsion-
ally rigid when fully deployed, have negligible thermal
distortion since no longerons are shadowed, and have a
total weight of 15 Ib, including a 7-Ib deployment
mechanism/housing. Its major disadvantage is that ca-
bling is exposed to the space environment, rather than
being protected within the tubular boom element.

3. Regenerative Pump for TOPS Fluid Loop

a. Introduction. Active temperature control of science
instruments by means of a fluid loop transferring waste
heat from the RTG is being contemplated. Present re-
quirements are for a volume flow of 1.2 ml/s (8.7 1b/h)
of silicate ester fluid, with a line pressure drop of about
1 psi. Redundant pumps will be carried on the spacecraft,
but each should individually be capable of uninterrupted
operation during the 100,000+ hour mission with mini-
mum electric power consumption.

Candidate designs for the fluid loop pump fall into
three categories: positive displacement, static, and rotary
valveless. In general, positive displacement types have
contacting moving parts which limit lifetime. The thermo-
mechanical reciprocating pump conceived for the TOPS
fluid loop (SPS 37-64, Vol. 111, pp. 113-118) shares this
fault, but its zero electric power consumption was con-
sidered attractive before the flow power requirements
were reduced to the present level. Static pumps based on
magnetohydrodynamic and ferrofluidic principles have
been briefly investigated, but require excessive magnetic
field strengths. Of the rotary pumps, centrifugal types
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have diminishing efficiencies at these flow power levels
and require high-speed impellers (10,000 rpm up) (Ref. 1).

b. Regenerative pump. The regenerative pump (also
known as “peripheral” or drag pump) operates by a com-
bination of centrifugal and viscous effects to produce the
required flow and head at very low speeds (300 rpm)
with moderate efficiency (up to 10% at 0.1-W flow power).
It consists of a vaned rotor and an annular cavity (Fig. 7)
with the annulus constricted to minimum clearance be-
tween the outlet and inlet ports. Pressure in the outer
annulus is built up by synchronized passage of the helical
fluid flow through successive rotor vanes. Viscous drag on
the fluid causes this induced vortex to follow the rotor
until it reaches the outlet cut-off (Ref. 2).

Other advantages of the regenerative pump stem from
its simplicity: the impeller can be incorporated into the
rotor of a multi-pole hysteresis synchronous motor, thus
requiring no penetrations of the fluid loop by shafts or
electrical connections (Fig. 8). Only two bearings are
required, which operate in the lubricating fluid. There
¢ re no axial bearing loads, and radial loads can be mini-
mized by symmetrical placement of two inlet-outlet
cut-offs.

¢. Test model, procedure, and results. Commercial pe-
ripheral pumps with similar flow and head characteristics
operate with higher rotor speeds (e.g., 3600 rpm); a test
model with a 3-in.-diameter 76-vane rotor was therefore
constructed to determine the feasibility of a 300-rpm
regenerative pump (Fig, 9). Part of the stator/housing is
made of Lucite plastic, to enable observation of the vanes

DIVERTED
ANNULAR
FLOW

\ STREAMLINE RELATIVE
TO ROTOR

STREAMLINE RELATIVE '
TO STATOR

ROTOR
ANNULUS

STATOR

Fig. 7. Theoretical flow puiterns of regenerative pump
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3-in.~diam ROTOR

ANNULUS

CONICAL
JEWEL BEARINGS

SYNCHRONOUS
MOTOR COIL

POLE PIECE

Fig. 8. Integrated pump motor

and annulus through a microscope and prism. The helical
streamline pattern is marked either by bubbles entrained
in the fluid or by injecting a stream of dye into the
annular cavity.

Test runs were made from 180 to 1800 rpm at flow rates
of 0.5 and 1.2 ml/s, driving the pump by a variable speed
universal motor through a pulley. Other experimental
apparatus (Fig. 10) included ammeter and voltmeter for
measuring motor input power, oscilloscope and counter
for rpm measurements, magnetic sensor for triggering the
oscilloscope, counter and a Strobotac used for observing
individual vanes, a mercury manometer, a ball-type flow-
meter, and a torquemeter mounted on the drive pulley.

Efficiency (flow power/shaft power) and flow power
are given in Fig. 11 for Coolanol 45 fluid and rotor speeds
of 270 to 1350 rpm. Note that even this preliminary design
is capable of producing the desired flow power (0.01 W)
with 1.4% efficiency. The increasing efficiency with de-
creasing speed is not predicted by theory; efforts are now
underway to extend the low range of the counter trigger
and torquemeter to eliminate the possibility that this
results from instrument inaccuracies. The flow power and
developed pressure (Fig. 12) are nearly linear from 300
to 1500 rpm, permitting life testing of this type of pump
to be accelerated as much as 5 times with easy extra-
polation back to the normal operating regime.
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Fig. 9. 3-in.~-diam rotor regenerative pump
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= PLIMP AND - MOTOR

Fig. 10. 3-in.-diam pump in test assembly

JBL SPACE PROGRAMS SUMMARY 37-66, VOL. I} 185



2.4 T T T T T T 1.2 12 T T T T T

v
2.0~ dio 10— |
-

1.6/~ —0.08 8| —
R z
o — & i
& 12t ~o0.06 B @ 61 -
o . <
g
o & OPERATING POINT

0.8l o —o.04 4 (OCT 21, 1970) 7]
OPERATING POINT
(OCT 21, 1970)

0.41- ] 0.02 2= ]
0 | | | | I 0 ] ] | | | |
0 700 400 400 800 1000 1200 1400 0 200 400 600 800 1000 1200 1400
SPEED, rpm SPEED, rpm
Fig. 11. Efficiency and flow power vs speed Fig. 12. Pressure AP vs speed at constant flow rate
{volume flow rate = 1.2 ml/s) (volume flow rate == 1.2 mi/s)
d. Future work. If the efficiency increase is real, it can References
be expect.ed to peak at 5—10%; a second l’nOd-el of the 1. MacGregor, C. A., “Rotating and Positive Displacement Pumps
regenerative pump can be designed to move this peak to for Low Thrust Rocket Engines,” Interim Report TAMM 9115-
the desired flow power and rpm. Alternatives to the 71TU. Rocketdyne Division, North American Rockwell Corpora-
regenerative pump are still being investigated; if this tion, Canoga Park, Calif., July 1969.

type of pump is selected, such an optimized model will be

constructed and integrated into a drive motor. Possible

types of jbearmgs, and methods of c.leterml.mng bear%ng 2. Wilson, W. A., Santalo, M. A., Oelrich, J. A., “A Theory of the
wear during accelerated and normal life testing, are being Fluid-Dynamic Mechanism of Regenerative Pumps,” Trans.
studied in anticipation of initiating such tests. ASME, Vol. 76, p. 1303, Nov. 1955.
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B. TOPS High-Gain Antenna,’ D. J. Starkey
i. introduciion

The TOPS high-gain antenna employs a 4.25-m-
diameter deployable main reflector. X-band efficiency
requirements imply a necessary surface accuracy of ap-
proximately 1 mm rms. This antenna is being developed
in-house. Although past articles (SPS 37-65, Vol. III,
pp. 47-52, 122-125) have discussed several aspects of this
development, this is the first comprehensive article.

2. History

When the TOPS requirement became known, in 1968,
JPL conducted a survey of deployable high-gain antennas.
Two of these, the Lockheed flexible radial rib and the
Convair expandable truss, appeared most promising. Fur-
ther study, however, indicated that each had certain
shortcomings with respect to TOPS.

In June 1969, JPL initiated further study of a concept
that had earlier been proposed for Mariner B. This is a
rigid radial rib/soft mesh design, in which the ribs are
hinged to fold up around the cassegrainian subreflector
for stowage. Although this design lacks the packaging
efficiency of other concepts, it appeared more straight-
forward and thus more likely to meet the surface accuracy
requirement.

Ideally, the rib and mesh antenna would approximate
the desired paraboloid by forming parabolic cylinder
elements. In fact, the radial mesh tension that is necessary
to prevent circumferential wrinkling of the mesh causes
it to bow inward, increasing this inherent geometric error.
At the time of this design study, JPL was already working
with computer programs for determining geometric errors
and for assessing the effects of surface errors on antenna
gain.

Recognizing that the hub had to be fairly large to
accommodate the hinge points around its periphery and
to provide access for the feed horn, and in the belief that

iIn the course of this work, Radiation, Inc., disclosed to JPL that
they have developed a very similar deployable rib/mesh antenna.
It was designed for use with a focal point feed and incorporates a
central deployment mechanism that is incompatible with the JPL
cassegrainian feed. However, their experimental results served to
greatly increase JPL’s confidene in the correctness of the approach
and the attainability of the TOPS objectives. Also, Lockheed and
Convair designs have evolved; both companies have delivered
antennas to NASA, so some of JPL’s earlier concerns may no longer

be valid.
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doing this would tend to minimize the total rms surface
error, the hub diameter was made the maximum that
could be accommodated on TOPS, 1.4 m. This provides
for a relatively large fixed center section and short ribs.
Geometric error analysis then gave a minimum required
rib number of 42; a 48-rib design was chosen somewhat
arbitrarily. Preliminary layouts of the antenna were com-
pleted in September 1969.

The project status was reviewed in January 1970. This
included assessment of the impact of further deployable
antenna developments by industry. The conclusion was
that the TOPS project objectives could best be met by
continuing the in-house development of the radial rib
antenna.

3. Design and Fabrication

The major design parameters for the TOPS high-gain
antenna reflector are as follows:

Type: radial rib/mesh deployable

Deployed diameter: 4.25 m

Focal length/diameter: 0.415

Surface accuracy: 0.8 mm rms

Stowed envelope: cylindrical, 1.4-m diameter X 2.0m
Weight (fight design goal): 15 kg

Figure 1 shows the mockup that was constructed as a part
of the TOPS full-scale spacecraft model.

Fig. 1. TOPS high-gain antenna mockup
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The hub (Fig. 2) is a torus, of triangular cross section.
It consists of “pork chop” stiffeners (Fig. 3), each having
an integral rib hinge half, interconnected by sheet metal
plates. To avoid increased fabrication costs, the develop-
ment model hub was made overweight with respect to the
flight design. However, this was done consistently, such
that structural test results will give an accurate indication
of the capabilities of the latter. The material is 6061-T6
aluminum alloy.

The rib material is 6061-T6 aluminum alloy tubing. The
rib diameter tapers uniformly from 2.8 cm at the root to
0.9 cm at the tip, while the wall thickness varies from 0.5
to 0.4 mm over the same interval. The rib assembly con-
sists of the following items, all adhesively bonded to-
gether: rib, T-section trim strip, rib extension, and elbow
fitting (containing the other hinge half). The planned

Fig. 2. TOPS high-gain antenna hub

Fig. 3. TOPS high-gain antenna stiffeners
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strategy is to bend the ribs to an approximately correct
contour and then meet the close tolerance requirement by
final machining of the trim strip. The rib will be accurately
positioned with respect to the hub by line drilling of the
hinge pin hole, using appropriate tooling. A stop on the
rib extension, which bears against the “pork chop” stiff-
ener, provides for adjustment of the deployed rib position.
In contrast with the hub, the ribs are of substantially flight
design, since there is much to be learned about their
fabrication and properties.

The optimum deployed rib shape is calculated with a
program which first computes the shape assumed by a
mesh surface attached to parabolic ribs and then optimizes
the rib shape so as to minimize the rms surface error with
respect to the desired paraboloid. The as-manufactured
(relaxed) rib shape is then obtained by introducing the
elastic properties of the rib. A thermal offset could also be
included, if it were desired to design for minimum surface
error at other than the manufacturing temperature, but
this was not done for the development model. The
rationale is that most of the testing will be done at room
temperature and that this would introduce needless
complexity.

The deployment mechanism is one area wherein it is
felt that the present design is less than completely satis-
factory. The requirement for penetrating the center of the
dish with the feed horn and its waveguide connection
effectively precludes use of central deployment mecha-
nisms which would otherwise be attractive. The present
design accomplishes deployment by means of redundant
Negator springs attached to the rib extensions and operat-
ing from drums contained within the hub. Pending the
development of compact, reliable rib deployment rate
control devices, the springs must be carefully sized with
respect to the deployment environment, such that the ribs
do not impact the stops with sufficient angular velocity
to cause damage.

The mesh that will be used on the TOPS antenna
is a rather standard one for deployables; a tricot knit,
Chromel-R material having approximately 5 strands per
lineal cm. It is electroless gold-plated for improved RF
reflectance. While there is some concern regarding the
brittleness and relatively poor adhesion of the plating
relative to a long-duration outer planet mission, and efforts
are being made to develop a better material, it is adequate
for the development model antenna.

The strategy that is presently contemplated for fabrica-
tion and installation of the mesh surface is to stretch the
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material under the proper tensions, outline the gores with
glass tape (which ensures subsequent stability of the edge
dimensions), and cut them out. The gores would then be
machine-sewn to form the complete “skirt” and this would
be attached to the ribs by sewing through holes in the
T-section. This technique (except for differences in rib
attachment) was used in the construction of the model
previously mentioned, and worked well.

Temperature control considerations were included in
the design of the hub and the rib. The present plan is to
insulate the hub so as to minimize gradients therein and
to provide the ribs with a grey-body finish to ensure pre-
dictability and long-term stability of properties. Prelimi-
nary rib temperatures and gradients for several points
along the TOPS trajectory have been calculated, but,
because of resource limitations, their total effects on sur-
face distortion and focal point location have not yet been
determined.

4, Development Status

The hub is completed; other parts (except the central
dish) are either on-hand or on order. Ways of reducing the
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estimated cost of the central dish are being investigated
prior to ordering this item. Rib assembly and final ma-
chining is expected to be a pacing item. Completion is
scheduled for June 1971.

Current tasks include: experiments in fabrication and
assembly techniques, determination of mesh properties,
thermal distortion analysis, development of a rib deploy-
ment rate control device, and the development of a super-
structure capable of carrying the launch loads imposed by
the subdish and other spacecraft equipment mounted to
it, and which does not cause excessive RF blockage losses.

5. Planned Tests

Mechanical tests will include static surface accuracy,
deployment repeatability, and simulated 0-g measure-
ments. Although it would be desirable to perform thermal-
vacuum tests, presently envisioned TOPS resources do not
permit this, and alternate methods of confirming thermal
distortion analyses are being sought.

The Telecommunications Division has developed the
TOPS antenna feed and will perform RF testing.
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XV. Spacecraft Data Systems

ASTRIONICS DIVISION

A. Evaluation of Recording Tape and Heads for
Spacecraft Magnetic Tape Recorder
Applications, J. K. Hoffman, S. H. Kalfayan,* and
R. H. Silver*

Phase III of a study of the characteristics of magnetic
recording tapes and the tape-to-head interface in the
spacecraft environment was completed. The work was
performed under direction of the Spacecraft Data Sys-
tems Section with facility and personnel support from
the Propulsion Division. The results of the work are
reported in detail in SPS 37-65, Vol. 111, pp. 168-171.
Phases I and II were reported in SPS 37-63, Vol. III,
p. 160, and SPS 37-64, Vol. II1, p. 119, respectively.

Consistent with the objective to optimize the head-to-
tape interface, recent work has concentrated on investi-

gation of the effects of varying materials of head

1Polymer Research Section, Propulsion Division.
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fabrication. In this latest work, some previous experi-
ments were repeated employing magnetic heads with
Monel metal brackets instead of the brass bracket heads
previously used.

These experiments also included examination of the
behavior of a surface-treated (Vacoated) sample of a
previously tested tape type (3M 20250) to evaluate the
effect of the process on the stick-slip and tape-to-head
adhesion phenomenon.

The knowledge obtained from this program has been
instrumental in understanding and solving the tape-to-
head interface problems encountered in development of
the Mariner Mars 1971 data storage subsystem. It is of
significant value relative to the design of data storage
subsystems for future missions.

The investigations are continuing and further tests
involving additional parameters are planned.
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B. The Implementation of m-ary Linear Feedback
Shift Registers With Binary Devices, M. Perlman

1. initroduction

The binary shift register with linear logic (i.e., sum
modulo 2 or complement sum modulo 2) feedback has
been a subject of serious investigation since 1952. Gilbert,
Golomb, Huffman, Zierler, and Peterson (Refs. 1-5) are
among the notable contributors. The amenability of the
linear (binary) feedback shift register (LFSR) to mathe-
matical description, analysis, and synthesis played a sig-
nificant role in its development. Mathematical theory for
characterizing the LFSR actually preceded the physical
existence of the LFSR (Ref. 6). However, diverse appli-
cations, coupled with advancing technology, provided
underlying motivation in the study of LFSRs [as well as
nonlinear FSRs (Ref. 7), which are much less tractable
mathematically].

Applications include scaling, counting, prescribed se-
quence generation, ranging, error-correcting encoders
and decoders, secure communication coding, arithmetic
operations over a finite field, and load-sharing matrix
switching. As noted in Ref. 7, the FSR can be used as a
mathematical model for the following:

(1) Random number generators.

(2) Autonomous finite-state machines for research in
recursive logic and automata theory.

(8) Markov processes.

Much of the research was confined to the binary FSR
because of the availability of reliable two-state devices.
Linear p-ary (where p is prime) FSRs have also been
treated (Ref. 5). Their behavior is related to the divisi-
bility properties of polynomials over GF(p) {p =2 is a
special case). In SPS 87-64, Vol. 111, pp. 120-124, and
Ref. 8, the m-ary LFSR is shown to be decomposable
into parallel p-ary LFSRs.

The m-ary LFSR may be characterized by the linear
recurrence relation

ay =y + Y ¢iay;modm 1

i=1

The state of the ith stage at clock pulse interval (CPI) k
is denoted by a;-;. Each of the r-stages can assume one
of m distinct states 0, 1, ---, m —1. The digit fed back
at CPI k is a;, the output of a modulo m summer
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whose inputs are y and c;a;; over all i, where r and
¢; € {0,1,---,m — 1}. The state of the ith stage at CPI
becomes the state of the (i + 1)th state at CPI k + 1. The
sequence {a;} = {ao, 1,05, -++} for a given initial state
@, 4, - a, is comprised of the coefficients of ascending
powers of x of Gy(x), the generating function. Expressed
in closed form (Refs. 7 and 8),

Grla) = L TE o )

where

7
glx) = cixt(axt +ain e + 0 + oo x)

i=1

and
fx) =1— icixi
=1

2. Implementation of m-ary LFSRs with Binary Devices

An m-ary LFSR is first decomposed into p-ary parallel
LFSRs where each p is a distinct prime factor of the
integer m. The states of a p-ary (p > 2) LFSR are coded
in binary. The implementation of a p-ary LFSR is com-
prised of n parallel binary shift registers where
271 < p < 2* with interdependent binary feedback func-
tions which are in general nonlinear.

Example 1. Given a; = 5a3-, + ax-» mod 6,

(5 (/77981 + ak.z) + ax. x
GO = —TTz752

mod 6

The recurrence relation and its associated generating
function describe the behavior of the LFSR shown in
Fig. 1.

+mod 6

= 1%}

Fig. 1. LFSR characterized by o5 = oy, + 505, mod &
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By decomposition (Ref. 9, Theorem 5),

b,+b,) +b..x
Gg(x):( 1T mod 2

. (2 d-l + d._z) + d_lx
- 1+x+2a?

G (x) mod 3

where

b, =a,mod2
d.,=a,mod3

b, =a mod?2,
d., =a,mod3,

characterize a binary and a ternary LSFR operating in
parallel.

G2(x) and Gi(x) are associated with the simultaneous
recurrence relations

bk = bk—l + bk._2 m0d2
and
dk =2 dk—l + dk_z mod3

respectively.

The implementation of the binary LFSR is completely
described by the generating function G2(x) and its asso-
ciated recurrence relation. It appears in Fig. 2. The
states in the state table of the ternary LFSR can be
represented in binary as follows:

kW di | dies || di || s Y| X2 | Ys2 || Xz Y
0 0 1 1 0 0 0 1 0 1
1 1 0 2 0 1 0 0 1 0
2 2 1 2 1 0 0 1 1 0
3 2 2 0 1 0 1 0 0 0
4 0 2 2 0 0 1 0 1 0
5 2 0 1 1 0 0 0 0 1
6 1 0 1 0 1 1 0 ¢ 1
7 1 1 0 0 1 0 1 0 0
0 0 0 0 0 0 0 0 0 0

"The binary representations of dj, and dy. are stored
X1 Y-z and Xy Yr-p, respectively. The most significant
binary digits reside in the x register. Thus, the ternary
LSFR is implemented as two binary registers with inter-
dependent Boolean feedback functions which are non-
linear. The feedback functions (i.e., x; and yi) appear in
Fig. 3 in minimum disjunctive form resulting from using
unspecified binary states as “don’t cares.”
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+mod 2

& {by }

Fig. 2. LFSR characterized by by = by; + by mod 2

X = Xe-1 o k=2

Yk-1 & Ve

%= et Tt ez Vet ez Tiewz V Xet Vi
Yk ™ ket B2 T2 ¥ Rt Trmt iz Vet X2
Fig. 3. Implemeniation LFSR characterized by d; = 2d;,

+ dy_, mod 3 where dy; «— x3; Y3 fori = 0, 1, 2

A one-to-one correspondence exists between the states
x1 2 and by_y by, X3 Yi1 Xz Yr—o. Let

a.a,=02
then

b.b,=00

d..l d_z =~ 0 2
and

X lYa X2y, =0010

The cycle (of states) containing these initial states are

k |G- |G || ax By | Brs | 2y Y1 | X—2 | Y2 || X | Yx
0012 2110110 (0|0 |1 0 110
1120 1(4f0j0}1]|]0]|0]0 0|1
21412 400101 |10 0|1
3414 (010;0 (01011 10]0
457014 04350 (0 0701011 01}1
5140 (2@0]l0]|O0l1T {00110
624 (2001 {0101 110
71212 0§40(0O0 1 0 1 0 00

The period 8 associated with @, (for a_; a., = 0 2) can be
determined from the least common multiple (LCM) of
the periods of G2(x) and Gi(x), namely L.CM (1,8) or 8.
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Whenever m is a product of distinct primes, as in
Example 1, a one-to-one correspondence exists between
the cycles of m-ary states and the cartesian product of
the parallel p-ary states.

Example 2. Given a; =1 -+ a;., + 3a;., mod 8, the
longest cycle contains a_, a_, = 01 as an initial state and
results in a

1

S Ry ey ey ey ey

mod 8

The period of the longest cycle divides the period asso-
ciated with

1
(I—2x)(1+=x+a?)

Gi(x) = - mod 2

The period of the m-ary cycle (m = 8) is 6 whereas the
period associated with G2 (x) is 12 (Ref. 9). Decrementing
the power of the exponent in the denominator of G2 (x)
results in the generating function

1

i(x) = (I —x) (1 + x + x2)2 mod 2

A
G

with a period of 6 equal to the m-ary cycle. Associated
with Gi(x) is

bk =1+ bk_z + bk_4 mod 2
There are 10 cycles of length 6, one of length 3, and one

of length 1 associated with a;, whereas there are two
cycles of length 6, one of length 3, and one of length 1
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associated with bx. A homomorphic mapping of cycles of
states associated with a; onto those associated with by
exists. Thus, a binary LFSR characterized by b, will
contain at least one cycle of each length appearing in
the m-ary LFSR.
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€. Exiraction of Complefe Subgroaphs:
Command Prefix Code for TOPS, N. Deo

1. Iniroduction

A method of establishing command word synchro-
nization for the Viking 1975 mission was previously sug-
gested by McEliece (SPS 87-61, Vol. IIl, pp. 48-50). The
synchronization is accomplished by transmitting, to the
spacecraft command decoder, a binary word (called pre-
fix) sandwiched between the “idle sequence.” ---00000-- -,
and the actual command word. The prefix acts as the
word-start signal and synchronizes the command decoder.
As pointed out by McEliece, the criterion for selecting
a prefix is that it should be a shortest possible sequence
capable of being recognized by the command decoder
even if the prefix (as well as the preceding idle sequence)
has been corrupted (up to a certain pre-specified extent)
by the noisy channel.

2. Command Decoding in the TOPS

A similar approach is proposed for the thermoelectric
outer planet spacecraft (TOPS), with one important dif-
ference. Because of extremely long mission life, unknown
and hostile environments, and long transmission dis-
tances, the spacecraft is expected to have several redun-
dant command decoders. The central computer subsystem
will also serve as a command decoder (Ref. 1). It is,
therefore, proposed that the prefix, in addition to being
an error-correcting synchronizer, also identify the spe-
cific command decoder for which the command word
following the prefix is intended. In other words, the pre-
fixes will act as combinations to unlock specified
information-processing channels on the spacecraft. This
requires a set of different prefixes, each corresponding to
a unique command decoder. Depending on which of the
command decoders the ground wishes to use, the cor-
responding prefix would be transmitted. The prefixes
must, of course, be at more than a certain specified
Hamming distance from each other because of the noisy
channel, etc. A pair of prefixes that satisfies this distance
requirement may be called mutually compatible. It can
be shown that mutual compatibility is a symmetric, non-
reflexive, non-transitive, binary relation. It can, there-
fore, be represented by a simple (i.e., free of self-loops
and parallel edges) undirected graph.

Thus, the problem of finding a dictionary with the
largest possible number of mutually compatible prefixes
of a given length and with specified properties with
respect to the idle sequence can be reduced to a graph-
theoretic problem.
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3. Graph-Theoretic Definitions

Since the basic graph-theoretic concepts are funda-
mental to this problem, the following definitions are
presented for those unfamiliar with graph theory. (The
reader is directed to Refs. 2 and 3 for a more thorough
presentation.)

A graph consists of a finite set of points (called
vertices) and a finite set of line-segments (called edges)
joining pairs of these points. A graph is said to be simple
if no edge joins a vertex to itself (i.e., no self-loop al-
lowed) and no two edges join the same pair of vertices
(i.e., no parallel edges allowed). A simple graph is said
to be complete if there is exactly one edge between
every pair of vertices. A simple graph of n vertices has
n{n — 1)/2 edges. A walk is an alternating sequence of
vertices and edges beginning and ending with vertices
in which an edge joins the vertices preceding and fol-
lowing the edge. A path is a walk in which no vertex
appears twice. A graph is said to be connected if there
is some path between every pair of vertices. A largest
connected subgraph in an unconnected graph is called a
component. A vertex v in a connected graph G is called
articulation vertex or cut-vertex if removing v (together
with all edges incident on v) leaves the remaining sub-
graph unconnected. An adjacency matrix A of graph G
with n vertices is an n by n (0,1) matrix, whose i,jth
(=},ith) entry is 1 if there is an edge joining vertices
i and f; otherwise the ijth entry is 0. The number of
edges incident at a vertex is called the degree of a ver-
tex. A vertex of degree one is called a pendant vertex.

4. An Example

The problem can be best explained with an example.
Assume, for this example, that the length of each prefix
is seven bits and that a prefix is required to be at least
single-error correcting. Therefore, the Hamming dis-
tance between a prefix and all of its shifts (with zeroes
filled in at the left) should be at least three. For in-
stance, a 7-bit word b, b, b, b, bs be b, and its shifted
version by two 0 0 b, b, b, b, b; must be different in at
least three positions. Since the idle sequence consists of
all zeroes, a prefix must not start with zero, i.e., b, = 1.

It is not difficult to write a program for generating all
7-bit words, satisfying the constraints just pointed out.
Such a program turned out a list of 33 words, each 7 bits
long (out of a possible 27 = 128 words).

To obtain a largest set of mutually compatible words,
we generate a graph G in which a vertex represents a
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prefix word, and if two prefixes are compatible, an edge
is drawn between the corresponding pair of vertices.
Clearly, a pendant vertex (or a vertex of degree 1) in G
represents a prefix which is compatible with only one
other prefix. Since we are searching for codes with more
than two prefixes, we can immediately delete all pendant
vertices. This results in a graph G, of 21 vertices, as
shown in Fig. 1. The following are 21 prefixes, cor-
responding to the 21 vertices in G:

| e B I e e e e i e T e
O O O i b et b it e et bl ek e et ped e el e e ped e
=== O OO OO COOO OO M = = b
Ot O OO O i b o e il = O O O O O = =
—_OQOORMHEHMEFOOOQOMMIMOOOMREQO M
Fd O et OOt O O bd ok O e O = O O
CCOCOCOOHMFEFOMROMOOM FH QO O kM-

The vertices in Fig. 1 are labeled with the octal equiva-
lent of the corresponding 7-bit words.

A largest complete subgraph (usually there is more
than one largest complete subgraph in a graph) in G, is
the largest possible dictionary of mutually compatible
prefixes we have been looking for. It turns out that in
this graph there are no complete subgraphs of more
than three vertices. Moreover, the graph contains eight
different complete subgraphs of three vertices (called
K;). One such dictionary, for example, consists of the
following three words: {(1110111), (1100100), (1011010)}.
Thus, with 7-bit, single-error-correcting prefixes, we can
have up to three different command decoders.

Similarly, searching for a code of 8-bit prefixes with
single-error-correcting capability, one finds that (out of
a possible 28 words), graph G consists of 87 vertices and
G, of 85. The largest complete subgraphs in G, consist

JPL SPACE PROGRAMS SUMMARY 37-66, YOL. il

154

Fig. 1. Graph G, of 7-bit, 1-bit error-correcting prefixes

of five vertices (K;); this allows a maximum of five com-
mand decoders.

5. Graph-Theoretic Algorithms

Developing an efficient algorithm for identifying (and
thus extracting) all largest complete subgraphs in a given
graph is of central importance here. (The futility of com-
binational brute force in trying to find all compatible
words among 85 words taking three at a time, four at a
time, and so forth, is obvious.) Algorithms available for
computerized graph-theoretic operations are presently
few and far between (Refs. 4 and 5).

There are several ways of representing graphs for
computer storage and manipulation (Ref. 4); in this case,
the adjacency matrix was used.

If a graph is unconnected, it is inefficient to manipu-
late the entire subgraph in looking for largest subgraphs,
because no complete graph can have vertices in two
different components of an unconnected graph. There-
fore, G, must be first checked for connectedness. Each
component should be identified and looked at separately,
if G, is unconnected.

Similarly, since an articulation vertex (or cut vertex)
cannot belong entirely to any one complete subgraph
(except for the trivial cases of K, and K;), a connected
component of G; should be checked for separability. If
separable, the graph should be broken into its different

165



blocks and then each block should be searched for the
largest complete subgraph.

Thus, the connectedness and separability algorithms
are essential subalgorithms for extraction of complete
subgraphs. The details of different algorithms and pro-
grams for identification of all largest complete subgraphs
in a connected, nonseparable graph are being prepared.

The programs were written in APL/360 and run on a
time-shared terminal connected to an IBM 360/50.

1The author gratefully acknowledges the contribution of Harold
Baugh, the cognizant engineer for the TOPS command decoder
subsystem, who originally suggested this problem and helped in
writing the programs.

D. Jupiter’s Electron Dose Calculations on Metal

Oxide Semiconductor Structures,
S. P. Li and J. B. Barengoltz

1. Introduction

Experimental data of radiation doses on metal oxide
semiconductor field-effect transistors (MOSFETS) in the
literature are usually reported in terms of rad (Si). For
electron irradiation, laboratory energies of several keV,
1 MeV, and 3 MeV are common and, in some cases, up
to 20 MeV (Ref. 1). The relative radiation damage may
be studied experimentally by using equal electron flu-
ences of different energies, but the experiments become
more difficult as the energy is increased. As an additional
complication to adequate testing, a MOSFET device in-
side a spacecraft is not directly irradiated by electrons
as in the laboratory, but by the electrons which penetrate
a certain thickness of the spacecraft wall with reduced
energy plus the ensuing gamma rays. Since the radiation
damage on MOSFETs is dominantly due to ionization
(with the creation of new surface states causing a flat-
band shift being secondary [Ref. 2]), 2 measure of the
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energy deposited in the insulator layer of a MOSFET
is a direct measure of its ionization damage. In this
paper, approximate calculations are performed and re-
ported on the relative weights of damages produced by
electrons of different energies with particular reference
to the Jupiter radiation belt. Once this is accomplished,
a model electron environment, in the form of a fluence-
energy distribution, is integrated to yield the overall
dose. Considerations discussed in this paper provide a
means to obtain direct damage assessments from lab-
oratory measurements corresponding to one particular
energy.

A similar situation is found in assessing the total dose
that might be received by an astronaut. The difference
is that here we are concerned with the insulator material
instead of human tissue. With respect to the Jupiter
mission, we have chosen to deal with electrons because
the total integrated fluxes of neutrons and the gamma
rays from inside the spacecraft (due to the radioisotope
thermoelectric generators) are of secondary importance
(Ref. 3 and footnote 1). The proton damage is more
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easily assessed (but is not necessarily smaller) and is
deferred because there are presently great uncertainties
of its prediction around Jupiter.

2. Method of Calculation

Calculations are made on the following assumptions:

(1) A uniform monoenergetic electron stream of “large”
extent and kinetic energy E, is incident normally
on the spacecraft magnesium wall of thickness ¢,
from which electrons of mean kinetic energy E
and photons of certain energy distribution emerge
in the same direction and hit normally a composite
Al-Si plate of thickness x, in Al and %, in silicon.
In the treatment of a beam of infinite extent, the
neglect of angular scattering underestimates
the effect of shielding. Therefore, this assumption
will lead to a conservative estimate of the dose.

(2) Silicon is used to simulate the silicon dioxide (SiO,)
layer of the MOSFET. Since their densities are
almost equal (2.33 and 2.27, respectively) and SiO,
is predominately silicon, SiO, is assumed to have
the same electron stopping powers and photon
cross-sections as silicon, for which data are readily
available,

On the basis of the above, calculations of the dose per
unit incident electron fluence can be broken down in
the following sequence of steps, with some appropriate
assumptions added:

a. Step 1. Consider one electron of a uniform beam of
kinetic energy E, passing a magnesium plate of thick-
ness t. The mean energy Ej of the emerging electron is
found by an interpolation procedure from range-energy
data for Al (Ref. 4) and is taken as that of an emerging
mono-energetic beam. Range straggling is taken into
account by assigning a probability of transmission for
the incident electron of energy E, through the magnesium.
Thus, an incident electron fluence of energy E, is as-
sumed to degrade to a fluence with energy E/ and a
smaller value, decreased by the transmission factor.
Values of this factor, as given by Perkins (Ref. 5), are
unity for all except very small values of E,.

b. Step 2. After the effect on the electrons due to the
aluminum metallization layer is neglected compared to
the magnesium layer, the dose absorbed by the silicon
due to the transmitted electrons is calculated. This cal-
culation is standard; the collision stopping power for Al

1Private communication between N. Divine and J. Barengoltz.
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(Ref. 4) was employed. The absorption of energy in the
silicon due to bremsstrahlung occurring in the silicon is
neglected.

c. Step 3. Next, differential cross-sections are calcu-
lated for bremsstrahlung, which occurs as the result of
the electrons losing energy by radiation in penetrating
the magnesium wall. The formulas used are labelled
38BN and 3BS(e) (originally due to Schiff in Ref. 6) in the
review paper of Koch and Motz (Ref. 7), for initial elec-
tron energies of 1 MeV and higher than 1 MeV, respec-
tively. The significant assumptions involved are the Born
approximation, which is valid for

27

1378 «1
and the approximation in electron angle integration (not
accurate for ¢, < Z*/111E,). Due to the relatively low
value of Z (12) and the relativistic electron energies we
are dealing with, the above assumptions are justified. In
addition, photon-electron showers in the magnesium
layer have been neglected because its thickness is much
smaller than one radiation length (> 10 cm for Mg)
(Ref. 8).

The quantity of interest at this stage of the calculation
is the number of photons N(k)dk in the energy interval k
and k + dk, given by

d
N(k)dk = Yz% nt dk (1)

where

do

—5~ = bremsstrahlung cross-section, differential with
dk . !
respect to photon energy k, in units of square

centimeters per atom per incident electron per
MeV

n = number of atoms/cm?® of material

t = thickness of material, cm

Since do/dk is a function of the electron energy, the
cross-section will, therefore, depend on the depth in
the magnesium wall, at which the bremsstrahlung is pro-
duced. Since the electron enters with kinetic energy E,

and leaves with a mean energy E’, an approximate do/dk
can be evaluated corresponding to electron kinetic energy

E, + E,
2
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which is applied only for that part of the magnesium in
which the electron kinetic energy has not degraded be-
low 0.1 MeV. This adjustment will be unnecessary for
E, > 30 MeV since E’ =~ E,, while for E, < 30 MeV, it
provides a correction.

One remark about the attenuation of the photons in
the magnesium material is in order. The energy absorp-
tion coefficients u (Ref. 9) are high only for low energy
photons. For photon energies k > 0.1 MeV and assuming
even a thickness of 500 mils (magnesium) the transmis-
sion factor e is never smaller than 0.99. For k < 0.03
MeV, however, « increases rapidly and total attenuation
is approached (e.g., for k = 0.01 MeV, ¢ ~ ¢*°). There-
fore, the lower end of the photon spectrum can be
neglected in evaluating the effect of the photons on the
silicon dioxide layer although the energy absorption
coefficients are high for low photon energies. This point
is in fact utilized by the establishment of a lower limit
on the numerical integration over k.

d. Step 4. The bremsstrahlung dose on the silicon
layer can be calculated after the photon distribution
N(k) is obtained in Step 3. Since photons are absorbed
in both the Al and Si layers, it is obvious that the energy
absorbed in the Si layer due to N photons of energy k
MeV is given by

Epem (k) = k N(k) exp (— par 2:)(1 — exp [ — psi %2]).

%kN(k) <1 — eXp[_MSi xz]) (2)

The factor exp (—pu4; %;) is taken as unity because x,
is sufficiently small (approximately 6000 A) to make this
a good approximation for all but the very low energy
photons, which have already been neglected in Step 8.

The approximate form of Eq. (2) is multiplied by a
suitable factor to convert to dose and the integration
over k is carried out by the trapezoidal approximation.

e. Step 5. As a result of Steps 2 and 4, the total dose
absorbed by the silicon due to an incident unit electron
fluence of energy E, on the magnesium can be obtained
by an addition of the direct electron and the brems-
strahlung contributions. In this paper, these contributions
are not combined, so that their relative effects can be
discussed. At this point, instead, an electron model for
Jupiter’s trapped radiation belts is introduced. The design
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levels for electron fluence due to Jupiter are based on
the spectrum?

.‘%l% =15 X 10° E e5/2°1_glectrons/cm?-s-MeV

(3)

A proper treatment of this isotropic flux in terms of the
parallel beam assumption would result in a reduction by
possibly as much as a factor of 2x. The neglect of this
factor adds another measure of conservatism to the est-
mate. The total dose received by a MOS device in the
design level electron environment can now be calculated.

f. Numerical results. The results of calculations are
presented for magnesium thicknesses of ¢ = 50, 100, 200,
and 500 mils, an aluminum thickness x, = 6000 A, and
silicon thickness 2, = 2000 A. Initial electron energies of
1, 8, 10, 30, and 100 MeV are used.

g. Electron collision dose. Table 1 summarizes the
values of initial electron energy E,, the reduced energy

2Divine, T. N., The Planet Jupiter (1970), NASA Space Vehicle
Design Criteria (Environment) Monograph (to be published).

Table 1. Values of E,, E{ (1, T), and E..1;

E,, MeV E’ @, T), MeV E,op 0 MeV X 1075
1 0.531 (t = 50 mils, T = 0.65) 4.94
0 {t = 100 mils, T = 0) 0
0 (t = 200 mils, T = 0) 0
0 (t = 500 mils, T = 0) 0
3 2.41 {t = 50 mils, T = 1) 7.18
2.04 {t = 100 mils, T = 0.96) 6.84
1.12 {f = 200 mils, T = 0.57) 4.03
0 (t = 500 mils, T = 0} 0
10 9.40 {t = 50 mils, T = 1) 7.88
8.82 (t = 100 mils, T = 1) 7.82
7.68 (t = 200 mils, T = 1) 7.77
4.45 (t = 500 mils, T = 1) 7.48
30 29.14 {t = 50 mils, T = 1) 8.43
28.28 {t = 100 mils, T = 1) 8.41
23.18 {t = 200 mils, T = 1) 8.33
22.05 (t = 500 mils, T = 1) 8.31
100 98.22 (t = 50 mils, T = 1) 8.93
96.44 (t = 100 mils, T = 1) 8.92
94.66 (t = 200 mils, T = 1) 8.91
83.56 {t = 500 mils, T = 1) 8.87
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E{ of the electrons after passing through a magnesium
layer of thickness ¢, the corresponding transmission factor
T, and E.. ., the energy per electron deposited in the
silicon (2000 A) by its collisions.

The energy deposited in a slab of silicon, as given in
Table 1, is presented graphically in Fig. 1 as a function
of magnesium thickness ¢ and incident electron energy
E,. Also note that the intercepts on the vertical axis in
Fig. 1 suggest that for zero shielding, electron-induced
ionization is fairly unchanged over a wide incident
energy range. This conclusion is borne out by experi-
mental data on several ionization sensitive MOSFETS,
where the induced degradation for a given fluence of
electrons was insensitive to their energies in the range 4
to 20 MeV (Ref. 1).

The results of the direct dose calculation are presented
in Fig. 2 where, for simplicity, only two curves are drawn
corresponding to ¢ = 50 mils (A) and ¢ = 500 mils (B).
The curves represent a folding of the electron spectrum
of Eq. (8) and the dose-thickness dependence of Fig. 1,
for a given thickness. Integration of these curves yields
a dose of 1.8 X 10¢ rad for curve A and 1.7 X 10* rad
for curve B.

h. Bremssirahlung dose. Table 2 summarizes the values
of initial electron energy E, the thickness ¢ of the
magnesium layer, and the resultant dose per unit incident
electron fluence. For a given E,, entries for ¢ are pre-
sented only where the dose is non-negligible.

9 1

E0 = 100 MeV

30
A

10 I

—
AN RS

1075 MeV

coll’

/

0 100 200 300 400 500 600

t, mils

Fig. 1. Energy deposited by electrons in $i after
penetrating Mg thickness ¢
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Table 2. Values of initial electron energy, thickness
of layer, and dose

E, MeV f, mils Dose, rad/unit fluence

1 50 1.2 X 10011

3 50 1.3 X 1011
100 2.6 X 1011

200 7.4 X to-12

10 50 2.7 X 10711
100 5.4 X 1011

200 7.3 X 10711

500 1.6 X 10-10

30 50 6.9 X 1011
100 1.4 X 1010

200 2.4 X 1010

500 6.0 X 10710

100 50 2.5 X 1010
100 5.0 X 10-10

200 9.7 X 1010

500 2.4 X 1079

The results of Table 2 show that the bremsstrahlung
dose increases with increasing electron kinetic energy
E,. They also show that the dose increases linearly with
the thickness ¢ of the magnesium shield, as expected

400

TN

>
[
: \\
3
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o N
&
0]
[a]
— A {t =50 mils) \
100 i
i— B (t = 500 mils)

0 20 40 60 80 100 120

ELECTRON ENERGY EO’ MeV

Fig. 2. Differential dose for direct eleciron collisions,
using the specirum of Eq. (3): curve A is for o 50-mil
Mg shield; curve B is for o 500-mil Mg shield
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from Eq. (1), until the shield becomes thick enough to
significantly attenuate the photons created within it.

As shown in Fig. 3, the differential bremsstrahlung
dose has a rather complex form, which is a consequence
of folding the electron spectrum (Eq. 3) and the dose-
thickness dependence presented in Table 2. For clarity,
only the ¢ = 50 mils (A) and ¢ = 500 mils (B) curves are
included. Integration of these curves yields 50 rad and
500 rad, respectively.

3. Ceonclusions

For currently envisioned outer planet missions, Jupiter’s
electron-induced ionization dose in MOS structures be-

1

10 T

, N
)4 )

/S

L—B (t = 500 mils)

| — A (=50 mils)

/ i

N
/

DOSE, rad/MeV

'\

N L
N
|

0 20 40 60 80 100 120
Eo, MeV

Fig. 3. Differential bremssirahlung dose, using the

specirum of Eq. (3): curve A is for a 50-mil Mg shield;

curve B is for o 500-mil Mg shield
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hind a magnesium wall at least 50 mils thick does not
exceed 2 X 10* rad. This dose is near the threshold for
degradation of the most ionization-sensitive MOS devices.

The bremsstrahlung dose is a small part of the total
for magnesium walls from 50 to 500 mils thick. Even with
a proper treatment of the bremsstrahlung produced in
the aluminum layer of a MOS device, estimates show that
it is less than 3% of the total dose.

In laboratory testing of MOS devices, where the space-
craft wall shield is absent, 3-MeV electrons are sufficient
to simulate the effect of higher energy electrons. In such
tests, the weak energy dependence of electron-induced
ionization for energies in the range of 3 to 100 MeV
may be accurately estimated.
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XVI. Space Simulation

ENVIRONMENTAL SCIENCES DIVISION

A. Holographic Study of Operating Compact-
Arc Lamp, C. G. Miller and C. L. Youngberg

1. Introduction

Solar heatloads on spacecraft are simulated by using
the radiation from xenon compact-arc lamps and causing
the radiation to impinge in a nearly parallel beam on the
structure under study. In order to get enough intensity
in a nearly parallel beam whose divergence approaches
that of sunlight at earth’s orbit (32 sec of arc), the xenon
compact-arc lamp must be operated at the material and
structural physical limits for highest luminous output
and brightness. In order to design to the material limits,
we are interested in efficient heat transfer by fluids. The
fluids involved are the pressurized xenon gas which
transfers heat convectively, and the water flow which
cools the interior of the cathode and anode of the lamp.
Heat fluxes at the anode of an operating lamp are about
2 X 107 Btu hr*F-ft-? and to design for such high rates,
we need to know the mode of action of gaseous con-
vective cooling, and of liquid heat transfer inside the
water-cooled elements of the lamp.

Double exposure holographic techniques are used to
determine the conditions in the gas stream between the
cathode and the anode of an operating lamp.

2. Arc Characleristics of Concern

The molecular density in the arc discharge column is
the quantity of great importance in the understanding
and utilization of compact-arc lamps. While the gas pres-
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sure in the lamp is 12 atm when the arc is burning, hav-
ing started from 4 atm cold, the arc core itself is at a
temperature of 6000°K, and thus the particle density is
only 1.7 X 10*® molecules ecm= at 12 atm, virtually the
same as for a gas at 1 atm and room temperature.

The appearance of an operating arc (Fig. 1) shows the
well-developed center core of highest radiance, and
the surrounding arc sheath, which is also luminous,
and whose outer edges are sharply defined in the pres-
sure regime above atmospheric.

It is reasonable to consider the luminous core as the
locus of high temperature, and thus low density partly
ionized gas. Because of the great mobility of electrons
compared to that of positive ions, ion pairs formed in
the center core should lose their electrons faster than
their positive ions, and thus the core has a net positive
makeup, while the swrrounding arc sheath should have
a net negative charge.

A separate experiment, done for another purpose and
previously reported (SPS 37-63, Vol. III, pp. 161-166),
used a lamp with magnets external to the body as shown
in Fig. 2. The magnets were powered by ac and caused
the arc flame to move back and forth in the j X B
direction,

High-speed motion pictures of the back-and-forth mo-
tion of the arc brush and core caused by the arc currents
interacting with the time-varying magnetic field of the
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Fig. 1. Representative operating arc

magnets (shown in Fig. 2) showed that the brush and
core were deflected in opposite directions upon applica-
tion of varying magnetic fields, the core responding as
though there were a resistive viscous force. This is con-
sonant with the view that the cathode core is a predom-
inantly positive ion stream, traveling from cathode to
anode against the electric field by momentum transfer
from the electron stream, and that the brush is predom-
inantly negatively charged. An interferometric method
to determine density profiles across the discharge gap
would be valuable to support the physical picture de-
veloped here.

Another important aspect of the arc discharge concerns
the hot gas flow about the anode. For highest heat trans-
fer rates, it is desirable to develop turbulent flow and an
interferometric method of examination should also be
useful here.

3. Holegraphic interferometry to Measure
Aerodynamic Quaniities

A means to examine the problem mentioned in the
preceding subsection is at hand in the method of flash
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Fig. 2. Arrangement of magnets to deflect arc

holographic interferometry. In this method (Ref. 1), the
interferometer uses a common optical path in which
beam separation is achieved by two exposures separated
in time. This method allows a great relaxation in the
usual interferometry requirements for accurate align-
ments and precision optical elements, and gives a com-
plete three-dimensional record of the interference
phenomenon, permitting post-exposure focusing and ex-
amination from various directions.

Such a system was used to examine an operating arc
in this laboratory. The experimental details have been
described elsewhere (Ref. 2). We will not repeat the
experimental details here but will discuss the limitations
on the use of information derived from flash holograms
and the results of the experiments done in regard to the
physical picture developed in Subsection 2.

Reference 3 discusses some sensitivity factors in plasma
diagnostics, which are summarized below.

(1) Optical quality of the lamp and windows may be
low and still result in interferograms. Thus, actual
lamp bodies may be employed.

(2) Relative motion of parts of the objects of interest
can completely obscure the results. Thus, the small
relative motion caused by turbulence of the cool-
ing water inside the cathode and anode of the
lamp completely obscure the interferogram. It was
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necessary to use a special lamp termed Variarc in
which the electrodes are mounted very securely
to minimize this difficulty.

(8) The holographic method is insensitive to intrinsic
plasma radiation. Since the plasma radiation is
incoherent, it does not contribute to the formation
of the hologram, but only leads to some illumina-
tion of the hologram, and degradation of contrast.
In our case, the use of narrow band interference
filters centered on the laser wavelength retained
the contrast by suppressing most of the plasma
illumination from the photographic film.

(4) The holographic interferometry method has the
same sensitivity as normal interference measure-
ments. It is difficult to detect path differences
smaller than A/10 or greater than, say, 100 .

(5) In the general case, far from absorption lines, the
refraction of the plasma is given by

B e’ 1
n—l——<A+—F>Na"‘<m-;’§__m2)Ne

where N, denotes the density of atoms, N, denotes
the density of electrons, and n is the index of
refraction.

Using Cauchy’s formula values of A and B for
noble gases, we find that the gas refraction is com-
parable in magnitude to the refraction of an elec-
tron gas at a particle density

Ng/N,~ 10

Now changes in the optical path length of the
order of A/10 (in a layer thickness of 1 cm and
with A = 0.5 ) correspond to electron densities of
5 X 10'¢ cm™3, and atom densities of 5 X 107 cm=3.

We should thus be able to distinguish density varia-
tions of 3% (from the 1.7 X 10" atoms cm= found in
Subsection 2) at the A/10 criterion, or density variations
of 30% at a 1 criterion.
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To show that this should not be obscured by a de-
crease in refraction due to electrons, we note that from
Saha’s equation:

px* : —ev,

which gives the degree of ionization x prevailing in a
gas in thermal equilibrium at T°K, and where p is the
pressure in atmospheres, and V; is the ionization poten-
tial of the gas. The electron density is (x) (1.7 X 10*%) or
1.7 X 10°¢ electrons cm™®, or only one third the number
needed for the A/10 criterion.

4. Interpretations of Holograms

A double flash hologram made of an operating Variarc
(Fig. 8) shows no evidence of gas density variation in
the vicinity of the center core, and no evidence of a
highly localized region of very low density gas. Further-
more, an examination of the anode area appears to
show no turbulence developed at the arc stream-anode
interface. Such turbulence would be desirable to in-
crease heat transfer rates.

Figure 4 shows a double exposure of an operating arc
with an interval of about 2 min between exposures. The

Fig. 3. Hologram of operating arc
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purpose was to investigate the random variations in
density within a continually operating lamp. The fringe
pattern is nondescript, implying no long-term stability
in the gas flow pattern.

Fig. 4. Double flash hologram with long interval
between exposures

Fig. 5. Asymmeilric paitern of arc with imposed
magnetic field
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Figure 5 is a hologram reconstruction of an interfero-
gram in which a magnetic field was introduced to deflect
the arc. The interference fringes show a nonsymmetrical
pattern in agreement with the visual observation that
the magnetic field did deflect the arc.

Finally, Fig. 6 shows a hologram reconstruction of an
interferogram of an operating lamp with a transparent
grid placed on the holocamera diffuser, considerably
behind the plane of the arc discharge. In the photograph,
the camera is focused on this grid, and is looking through
the arc. The electrodes are out of focus. The intent of
this hologram was to determine if there was significant
refraction by the arc. The lack of distortion of the grid
lines indicate that there was not.

Fig. 6. Helogram focused on grid puitern behind lamp
showing no significant refraction by arc sireom
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XVIl. Solid Propellant Engineering

PROPULSION DIVISION

A. Nondestructive Testing of 1-W, 1-A
Eleciro-Explosive Devices, V. J. Menichelli

1. Introduction

A program is underway to study the response of
various electro-explosive devices to the “transient pulse”
and “thermal follow display” nondestructive tests. A
description of the circuitry and the theory associated
with these tests were reported in SPS 37-62, Vol. III,
pp. 228-233. This article describes the isolation and dis-
section of a squib which displayed an abnormal response
to the two nondestructive tests.

2. Test Resulis

During the tests, the dual bridgewire squib identified
as #42901 displayed highly irregular and unstable heat-
ing curves for both bridgewire circuits. Due to the insta-
bility of response at the time of testing, no statistical
data were taken. Figure 1 shows heating curves obtained
by the transient pulse test. Included is a heating curve
obtained on a squib from the same lot (#42906) which
gave what is considered a normal response. Figure 2
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shows heating curves obtained by the thermal follow
display test and also a typically normal response expected
from a healthy squib.

Examination of the transient pulse heating curves
shows some sharp rapid changes early in the heating
and later some slower more gradual changes. The same
conditions are reflected in the thermal follow display
curves. The early distortions in the heating curves are
believed due to ohmic heating resulting from poor welds
or bridgewire defects. The later more gradual changes
in the heating curve are attributed to poor contact be-
tween the bridgewire and explosive material. A poor
bridgewire weld results in high contact resistance, which
is an important factor in generating the heating curve.
A lack of intimate contact between the bridgewire and
explosive material can cause non-uniform heat transfer
resulting from wire expansion as the temperature rises.

3. Investigation

The squib was dissected to attempt to correlate the
abnormal response which occurred during testing with
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some internal defect. Dissection began by carefully ma-
chining away the end seal from the squib and removing
the base charge. Special care was taken not to disturb
the matchhead material loaded on the bridgewire. It
was observed that the density of the matchhead material
was lower than good ordnance practice would dictate.
The squib was then subjected to the transient pulse test,
with the exception that the driving voltage was increased
so as to heat the wire above the normal operating test
temperature but not high enough to cause initiation.
The pulsing at this level would stress the bridgewire
beyond what it sees in a normal test. Also, the pulsing
would continue for a much longer period of time. The
purpose was to accelerate any defects to the point of
failure. One would not normally use the transient pulse
test in this manner when making a nondestructive mea-
surement. However, for this application the equipment
became an appropriate tool to study suspected faults.
After approximately 15 min of pulsing, bridgewire AB
opened withcut causing ignition of the matchhead. The
same procedure was used on bridgewire CD, and after
about 10 mijn, it also opened without causing the charge
to initiate.

The next step in the investigation was the removal of
the matchhead material from the bridgewire. This was
carefully done by soaking out the material with acetone
and cleaning with a camel hair brush. The material
washed out quite easily, indicative of the low compaction
density. The bridgewires and posts were examined micro-
scopically. Examination of the AB bridgewire circuit
showed that one end of the wire had been barely at-
tached to the post (Fig. 3a). The weld was obviously
very poor and the pulsing action of the transient pulse
test caused it to fail. The other end of the circuit
(Fig. 8b) showed the wire still welded to the post, but
the weld is considered substandard. Bridgewire circuit
CD showed a different failure mode. The bridgewire
appeared to be welded securely at both ends (Figs. 4a
and 4b). However, there appeared to be a necking down
of the bridgewire at the inside weld which can be
attributable to a wire defect or possibly corrosion.
Figure 4c appears to show the open circuit resulting
from a mechanical break. The break took place at the
point where maximum stress was taking place due to
the pulsing action.

4, Conclusions

The results of this investigation, although not con-
clusive, certainly demonstrate that the observed abnor-
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Fig. 3. Photo micrographs of AB bridgewire
and posts for squib #42901

mal heating curve effect can be related to a cause. The
transient pulse and thermal follow display tests did in-
deed cull out an undesirable squib. It can be argued
that this squib failed because of the unusual conditions
under which it was tested. However, this and similar
methods are valid in determining shelf life or rugged-
ness of a specific design. It is probable that the same
or similar conditions could be encountered by tempera-
ture cycling from environments on earth or in space.
Visual inspection of the welds showed that they were
far from being adequate and could have failed from
other causes such as vibration and shock. One would
not want to use such a squib in a high reliability
application.
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B. Low-Pressure L¥-Combustion Limifs, L. D. Strand

1. Introduction

As part of a development effort on long-burning, high-
performance motors (SPS 37-63, Vol. III, pp. 188-196),
several propellant variables have been investigated in an
attempt to develop propellants with lower burning rates,
These variables have included propellant binder, ox-
idizer coarseness, and the addition of a coolant additive.
Since the motors being considered have rather severe
conditions at propellant ignition with regard to pro-
pellant combustion stability, ie., low L* (motor free
volume to nozzle throat area ratio) and chamber pres-
sure, tests were performed to determine how these pro-
pellant variables affected the low-pressure/L* extinction
limit. The tests were performed in the 7.62 X 102 m
(8 in.) ID test motor in the same manner as described
in SPS 87-41, Vol. IV, pp. 85-91, and in Ref. 1.

2. Tesi Resulis

Three propellants were examined, each one containing
16% Al and ammonium perchlorate as the oxidizer:
(1) Saturethane, with a saturated polybutadiene binder
and the standard bi-modal oxidizer distribution (70%
coarse—170-ym mass median diam, 30% fine—17-um
mass median diam); (2) JPL 540], with the standard
JPL 540 polyether-polyurethane binder, but a tri-modal
oxidizer distribution (50%-—400 um, 34%—200 um,
16%—50 pm), and (3) EB-81, similar to JPL 540], but
containing 2% % of a burning rate suppressant, oxamide
(one-half substituted for binder, one-half for oxidizer).

0.4
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EB-81 = mmmmm——-
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.
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CHAMBER PRESSURE, psia

Fig. 1. Sirand bomb buming rate vs pressure data
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Strand bomb burning rate versus pressure data for the
three propellant formulations are compared with the con-
trol JPL 540 propellant data (Fig. 1). In the pressure
region of 6.9 X 10°-10.3 X 10° N/m? (100-150 psia), the
propellants, in order of descending burning rates, are
JPL 540, JPL 540], EB-81, and Saturethane. The curves
for the latter two propellants cross over at approximately
10.3 X 10° N/m? (150 psia).

Figures 2-4 show the measured L* versus mean cham-
ber pressure at combustion extinction data for Sature-
thane, JPL 540], and EB-81, respectively. The Sature-
thane data fell about the curve for JPL 540 (Fig. 2).
Figure 3 shows that the tri-modal oxidizer in the JPL
5407 propellant lowered the extinction pressure boundary
approximately 4.1 X 10* N/m? (6 psi) below that of JPL
540. The addition of the oxamide to the tri-modal oxidizer
propellant had a rather strong effect, raising the extinc-
tion pressure boundary approximately 6.9 X 10* N/m?
(10 psi) so that it exceeded that of JPL 540 as well
(Fig. 4). As can be seen from Fig. 4, the slopes of
the curves for the different propellants are almost iden-
tical. This is in agreement with the conclusion of Ref. 1
that the slope of the L*-P. relationship is affected
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Fig. 2. L* vs mean chamber pressure af combustion
extinction P, (soturethane propellant)
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principally by the presence of aluminum, the concentra-
tion of aluminum, and the particle size of the aluminum
in the propellant.

3. Discussion

In Ref. 1, a theoretical analysis, based on a highly
simplified combustion model, was presented which pre-
dicted a relationship between the ease of extinguishment
and propellant burning rate, namely, that the greater
the low-pressure burning rate of a propellant, the lower
were the motor L*s and pressures required before com-
bustion instability and extinction would occur. Listing
the propellants tested in the order of ascending
L*-extinction pressure limit yields the following: JPL
5407, JPL 540 and Saturethane about equal, and EB-81.
Referring to Fig. 1, it is obvious that the simple burning
rate/stability relationship does not hold rigorously. Other
factors must be considered, such as the nature of the
binder decomposition, transparency of the propellant to
thermal radiation, mechanisms of burning rate catalysts,
and depressants, etc.
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Looking at the propellants individually: Differences
in binder degradation mechanisms result in Saturethane
and JPL 540 propellants having essentially identical
L*-extinction boundaries, even though Saturethane has
a significantly lower burning rate. The greater trans-
parency to thermal radiation of the slower burning,
coarser oxidizer JPL 540] propellant may be the reason
for its greater resistance to extinguishment, as postulated
in Ref. 2. Finally, the addition of coolants, such as oxa-
mide, which supposedly decompose endothermically on
or near the propellant surface, significantly raises the
L*-extinction pressure limit.
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€. Diffraction of @ High-Order Gaussion Beam by
an Aperture, A. C. R. Livanos®

1. Introduction

In a number of important laser applications, e.g., laser
explosive initiation (Refs. 1 and 2), holography, etc., it is
desirable to obtain uniform laser intensity distributions.
Because of the inhomogeneities of the laser rod, imper-
fections of alignment, and multiple reflections in the
optical delivery system, the output beam usually contains
higher spacial frequencies. By positioning an aperture
of the proper diameter, one gets rid of the intensity
wings. However, by using this technique, interference
rings appear in the intensity distribution.

In this article, the diffraction of a laser beam of the
most general gaussian mode by an aperture is described.
The beam considered is the TEM,,;, mode® of a laser,
which, after leaving the optical resonator, is focused by
a lens and then diffracted by an aperture located at the
focal point.

Huygen’s principle is used to calculate the near- and
car-field radiation patterns. The assumptions used to

Upz(r: 0: z) -

simplify the diffraction integral permit a calculation for
field distributions over the entire space to the right of
the aperture, in contrast with the Fresnel and/or the
Fraunhofer approximations.

In the work reported here, the ultimate intensity of
the beam was determined as a function of the aperture
size and the oscillating mode index. The results show
that for all practical purposes the use of the lowest
possible mode is desirable. In this case, the output looks
like a simple gaussian when the aperture is large and
like the Airy pattern when the aperture is small. For
intermediate sizes of aperture, the intensity distribution
is a mixture of the two limits.

2. Derivation of intensity Distribution at Aperture

The resonator-lens~aperture configuration considered
is sketched in Fig. 1. Given a resonator with mirrors of
curvature R;, R, and length L, one can find the unique
gaussian which will just fit between these mirrors, assum-
ing that the mirror aperture is larger than the spot sizes.
The distribution at an arbitrary point P(r, 6, z) inside the
resonator is of the form

2 pl % 1
(1 + 8o1)* [r(l + p)!] w(z)

o] Blwm (e it 7]

X exp (—jx) exp [j(2p + £ + 1)¥(2)] (1)

where
j=(—1)=
x = wave vector
A = wavelength
p, I = integer indices

L} = associated Laguerre polynomial

5. — 1for2 =0
%720 for £540

1The author would like to thank Dr. N. George of Caltech for his
guidance and help throughout the project, and Dr. F. E. C. Culick,
also of Caltech, for his assistance in expressing the manuscript in its
final form.

2TEM =transfer electromagnetic mode.
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w(z) = spot size at arbitrary plane z;
AZ 2 e
w(z) = w, [:1 + <7r'w§> :|

w, = spot size of gaussian wave at plane z = 0;
also referred to as waist

q(z) = complex radius of curvature of gaussian wave
at arbitrary plane z

¥(z) = tan™ (ng >

1 _ 1
7z R «wz)

o=+ () ()
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These symbols are the same as the ones used by Siegman
(Ref. 8). ‘

Now, if one of the mirrors is partially transparent, one
can assume that the transmitted beam just before the
lens will be of the same form as Eq. (1) but with reduced
amplitude, and z replaced by z,.

Immediately after the lens, the intensity distribution
U, is
i

Upy (11, 01, 21) = (1, 61) Upe (14, 61, 24) (2)

where for an ideal lens, having focal length f, the trans-
mittance function is

#(r,, 6,) = B exp (—i —"%—) 3

The finite dimensions of the lens may be accounted for
if one assumes the lens to have a gaussian transmittance
function of the form

where

1 i_{_ 4
p— f irD?

and where D is the lens diameter.

In the calculations that follow, the first assumption
will be used. However, the results obtained by using the
second kind of transmittance function are equivalent,
since a gaussian when Fourier-transformed will again
yield a gaussian. Thus, Up,(r4, z,) is the same as Up,(ry, 21)
but with §{z,) being replaced by §'(z) where

1
+ 7 (5)

At point z, = 2z, + f, it can be shown, for example, by
use of the Collins chart, that the wave will be a plane
wave with waist w, (w; = spot size of plane z = z;)
given by

ET

w, = :
2 [1 + (wg 71_2 ;I_ Azzf)2]1/
A} S,

where

Thus, the spot size at the focal point can be expressed
in terms of z,, fi, wo, which are all known parameters.
The distribution at the aperture will then be of the form

Bew (—j5) @
Untes8) =T ]
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2)* ] 2r2 . —r2
o ] s Lt <w22 ) exp (i46,) exp ( w§2> (8)
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Plane

Computation of the intensity at the screen is based on
direct application of Huygen’s principle and inclusion
of a pupil function for the aperture.

3. Derivation of Intensity Distribution at Observation \ P(r,8,2)
-

U(P) = % /s U(Pz,)9—"»1';(1%——7’“'{2 cos (RR)dS  (9)

Assuming that

CYLINDRICAL COORDINATES

Fig. 2. Geometry of relationship between aperture
12+ 22«12 (Fig. 2) and observation plane

and expanding R, one obtains

iz . U(pP ) 2 17, cos (§ — 6,
0(P) = Lexp [—jstr + 291 [ [F expd —ie| i — o2 |y ndra, (10

where z, has been set equal to zero. In the exponent, only the second term of the binomial expansion was kept. The
next order term is much less than 1 rad, for all cases in which 72 is much less than 72 or z* or their sum. Substituting
Eq. (8) into Eq. (10), and by approximating R? by (r? + z*), permitted under the above assumptions, one obtains

U = jzexp [ —j(r? + z%)*] A p! (2=
P Mr® + 22) T+ 800)" | #(2 + p)! w,

am o %2 —12 , _ 72 jxrrs cos( — 6.)
) 2 2 . 2
X /; /; r Ly (————wg ) exp ( "o )exp (i16,) exp { fx ~———-——————2(r2 L } exp {——————-—(Tz = } 15 dr, dO,

(11)

Performing the integration over 6,, and including the pupil function which will just change the limits of integration
over 7,5, one obtains

_ jzexp [—jx(r® + 22)*] A p! @)% 7}
Unlr?) =) T+ 80" =L+ p)IT™ [ w} ]

¢ KTT, 2r3 1 jx :
e L R e e ]

where 9, is the Bessel function of integer order of the first kind.

Let

. ¢ 140 KI'Ty ? 21'3 2 1 —7'(_..._. }
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and

Ty KfC . c* jmc? . 2¢*
o Tr WEEs % [To"ﬁm]—a» wi P (14)
then
1
G = ¢ f LY (Bx*) Ju(ax) exp (—ox?) x' xdx (15)
[
but
E=p
p+ 2\ 2
@ =Y,
k=0
where k is an integer index.
Hence,
S + 0\ g+ [
G = ¢ z (—1)* p —_— x#H 4, (ax) exp (—ax?) dx (16)
< p—k/ k! J,
=0

The integral may be carried out if the Bessel function is written as a power series in ax. One finds eventually that

k=p m:

_d I 3 gyl +m Akt 1)
G=35¢ (7"”)!2(z+k)!(p—k)v D Ry y

17)

where m is an integer index, y(n, z) is the incomplete gamma funciion of order n and argument z,

a —B - —a?

d:2_a’ &= o ’ g= 4o

Substitution of Eq. (17) into Eq. (12) will yield the distribution function U,,. However, since the intensity I,,, de-

fined as | Uy, |* is of interest to us by being directly measurable, the latter will be presented.
oyl ez platpt, |1 "E‘” ¢ ”Sj"gmy(HerkH,a) ? 8
=M e s e LT TR i m T D)1 (18)
= m=0
where
c’a® -
h=—a—, M = normalization constant
2w

2
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A number of important cases can be derived diréctly
from Eq. (18):

(1) When p = 0, then Eq. (18) reduces to

1 22 B
Ir 2 + 292 1T(L F 801)

T =M a L

m=1

(2) When p = £ = 0, then Eq. (19) reduces to

e T Gnl) |
o dan
m=1

1 c*z?
Lo =M Sm+ar (20)

4, Conclusions

From Eq. (18), it can be seen that the intensity is a
function of the 2(£ + 2) power of the radius of the aper-
ture. Thus, for practical applications, where the efficiency
cf the system is important, £ must be small. When p
increases, then the number of rings or lobes increases as
it is expected, except for the case of a very small aper-
ture. But this is also undesirable, since even for £ =0

4.0

the intensity is again a function of the fourth power
of the radius of the aperture. The conclusion is, there-
fore, that the TEM,, mode is the most desirable with
which to work. The intensity distribution in this case,
given by Eq. (20), which for a small aperture looks like
the Airy pattern and for a large one looks like a simple
gaussian, is the same result as the one obtained by
Kauffman (Ref. 4) and Buck (Ref. 5) with a direct nu-
merical calculation of the diffraction integral.

A computer program in Fortran IV has been prepared
to calculate the intensity distribution according to the
formulation presented here. Optional output in the form
of graphic display is also available.

A number of characteristic plots illustrating the above-
mentioned conclusions are included (Figs. 3-5).
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XVIll. Polymer Research

PROPULSION DIVISION

A. Viscoelastic Behavior of Elastomers

Undergoing Crosslinking Reactions,
J. Moacanin and J. J. Aklonis®

Previously (SPS 37-54, -57, -58, -59, -61, and -63, Vol. III)
a framework was developed for the prediction of the
physical behavior of polymers which are reacting while
being subjected to stress relaxation, creep, or dynamic
relaxation experiments. These predictions, however, were
made for systems where scission was the only chemical
reaction taking place. Here we extend the previous re-
sults to the prediction for systems where creep or stress
relaxation experiments are conducted while crosslinking
reactions are occurring. Since this situation is consider-
ably more complicated than is the case of the scission
reaction, we will deal only with a single instantaneous
change in crosslink density v, — v, where v, > v,. Calcu-
lations will be made to allow prediction of behavior for
this single transition system; equations for cases where the

iDepartment of Chemistry, University of Southern California, Los
Angeles, California.
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crosslinking reaction is continuous will be derived but
will not be solved.

Consider a creep experiment on a sample with cross-
link density v, subjected to a stress o. At any time, the
length of this sample may be given as

L(#) = [1 + €(t)] Lo = [1 + Dy (£)o1L, (1)

At ¢*, the change v, to v, is effected at virtually constant
length and the behavior of the system at £ > ¢* will de-
pend on D»,(t) and no longer on Dy (t). The plausibility
of this basic assumption has been argued previously
(SPS 37-59, Vol. III).

Therefore, at times greater than ¢* all of the relaxation
mechanisms are governed by the character of a », net-
work. But the chains are of two types. The fraction
vi/v, of all the chains is supporting stress at t*, whereas
the fraction (v, — v,)/v, is not. The latter fraction repre-
sents the new chains which are always relaxed when
formed (Ref. 1). Proceeding to introduce m by equating
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sample length before and after the crosslink density
change at t*, we get

uﬁp41+D4ﬁpnm=D+(%y%ﬁ*+mh]u
@)

Here the factor v./v, accounts for the fact that only a
fraction of the chains of character », are supporting
stress at t*. Rearrangement of Eq. (2) yiclds

D (t¥) = — D, (¢* + ) (8)

Vi

which defines the time shift m in terms of »,, v, and the
corresponding compliance functions.

As the sample creep continues at ¢ > t*, the stress o
gradually shifts from the original v./v, fraction of chains
to the newly added chains. Therefore the distribution of
the total stress o between the two fractions of the net-
work must be described. ‘

According to the Boltzmann Superposition Principle
(Ref. 1), the time-dependent strain €(t), which results
from any time-dependent stress o(t) applied to a system
whose compliance D(t) is known, may be calculated
according to the equation

E(t) = »/(j&('r)D(i - ‘r) d’r (4)

For times greater than ¢*, the strain €,(f) on the vi/v,
chains now at crosslink density v, may be given as

11

e(t) = a— Dy (t + ) + /

1%

oa(7) :— Dy, (t — 7) dr

(5)

The first term on the right-hand side describes the re-
sponse of the v;/v, chains subjected to the total stress o,
and the second term accounts for the stress transfer
between the two networks.

Similarly for the (v, — v,)/v, newly formed chains, the
strain €(t) for times greater than t* would be given as

&(t) = /; : &of7) . & - Dy (t — 7} dr (6)
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For a creep experiment, however, the total stress is con-
stant; hence,

o= 0oy + (1)
or (7

and Eq. (6) becomes

V2

sz (t - 'r) dr (8)

Ve ™71

at)= =[5

Additional constraints are imposed by the fact that
both networks are part of the same macroscopic system;
accordingly, for times greater than #*, the definitions
depicted in Fig. 1 show that

AL* + AL(t)

Di(t) = ——F ©

For the (v; — v1)/v. new chains which are relaxed at ¢*,
however, the unstretched length which should appear
in the denominator is L, + AL*. Accordingly, we define

___ALQ)
Do(t) = AL+ (10)
Elimination of AL(t) from Egs. (9) and (10) yields the
relationship

Le:(t) — AL* = ,(£)(L, + AL¥*) (11)
/T_AT“)—
ALY

LENGTH ——

l

b ™ ]

|
|
|
|
|
i
|
|
|
!
f*

TIME —#

Fig. 1. Creep of an elastomer with a single
crosslinking step at #*
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Substitutions of Eqgs. (5) and (8) into Eq. (11) yield

V2

¢ AL* — LoG’TT D,, (t + m)
/ &(T)sz(t ~r)dr = :
%

V2 Vo

+ AL

Lo + L,
Vi

Ve T Vi Ve T V1

(12)

In principle Eq. (12) may be solved for &(t > t*); this
function may then be used for ¢4(7) in Eq. (5) to calcu-

B. Energy Transfer in Bipyridilium (Paraquat)
Salts, A. Rembaum, V. Hadek, and S. P. S. Yen

The high electron affinity of 4,4-bipyridilium (para-
quat) salts, well-known herbicides (Ref. 1), has been
demonstrated in 1933 by Michaelis and Hill (Ref. 2) who
have shown that bipyridilium bases can be reduced to
form colored species. The colorless bivalent cation ac-
cepts an electron to form II, a violet univalent cation,
and this process may be represented by the following
equilibrium:

N+ N+

I 1

where R is generally an aryl or alkyl group or a hydrogen
atom,

II has several resonating structures and this fact is
responsible for the absorption maximum in the long
wavelength range of the spectrum (between 5700 to
6000 A, depending on the structure of R).

The ease of reduction of paraquat is attributed to its
high electron affinity which is also responsible for the

JPL SPACE PROGRAMS SUMMARY 37-66, VOL. ill

late €(t), which can then be related to the length of the
total sample as a function of time. To make the algebra
tractable for computer calculations, we have generated
from Eq. (12) recursion relationships in terms of finite
differences. Parametric calculations are in progress.

Reference

1. Tobolsky, A. V., “Properties and Structure of Polymers,” Chap. 8.
John Wiley & Sons, Inc., New York, 1960.

formation of a variety of charge transfer complexes be-
tween paraquats and phenols, quinones, hydroquinones,
etc. (Refs. 3-5), the latter acting as electron donors and
the paraquats as electron acceptors.

We report a charge transfer interaction between para-
quat and 8,8,8’8"-tetracyanoquinodimethane radical
anion (TCNQ"). The purpose of our investigation was to
determine whether an electron transfer occurs from
TCNQ* to structure I and to compare the electron trans-
port properties of aliphatic with aromatic tetracyano-
quinodimethane salts. We have found that:

(1) The paraquat salt I in which R = H when reacted
with 2 molecules of LiTCNQ* exhibits a surpris-
ingly low electrical resistivity (about 1 to 10 Q-cm)
and that on addition of neutral TCNQ the elec-
trical resistivity remains unaltered. Furthermore,
the same salt with R = CH, formed under identical
conditions is characterized by a resistivity of the
order of 10° Q-cm. However, the addition of neu-
tral TCNQ to the latter reduces the electrical
resistivity by about five orders of magnitude.

(2) The visible spectra of the aliphatic diammonium
and bipyridilium TCNQ salts exhibited the char-
acteristic features previcusly reported for a number
of other TCNQ compounds (Refs. 6 and 7).

(3) The electronic transport properties of aliphatic

diammonium TCNQ salts do not differ signifi-
cantly from the corresponding bipyridilium salts,
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Table 1. Aliphatic diammonium TCNQ salts

Ratio used in synthesis
1 mole diammonium sali:2 moles Li*TCNQ™ 1 mole diam salt:2 moles Li*TCNQ*:
2 moles TCNQOC
Diammonivm sali
. L Seebeck o Lo Seebeck
Resistivity p, Activation coefficient a, Resistivity p, Activation coefficient a,

Q-cm energy ¢, eV av/ec Q-cm energy ¢, eV av/oc
(CH4},N(CH,) .N{CH,}),, 2HBr 4.0 X 108 0.29 +410 1.2 X 102 0.22 —150
(CH ) ,N(CH,)N(CH,),, 2HI 5.0 X 1070 0.73 _— 1.0 X 102 0.21 —143
(CH,),N(CH,)N(CH,),,, 2HBr 3.7 X 107 0.41 +720 7.0 0.090 —10

Table 2. Bipyridilium TCNQ salis

Ratio used in synthesis
s 1 mole BP salt:2 moles LitTCNQ™ 1 mole BP salt:2 moles Li*TCNQ*:2 moles TCNQ®¢
Bipyridilium salt
reference No. Seebeck i Seebeck
Resistivity p, Activation coefficient a, Resistivity p, Activation coefficient a,
Q-cm energy ¢, eV av/oc Q-cm energy ¢, eV av/ec
4,4'-BP,2HCI 1.5 0.090 —66 1.2 0.098 —65
2,2'-BP,2HCI 1.4 0.060 —56 1.0 0.058 —52
4,4'-BP,2HI 12.0 0.110 —65 9.0 0.103 —66
4,4'-BP,2CH,! 1.1 X 108 0.65 +150 22.0 0.130 —37

with the exception of the case where electron
transfer occurs (when R = H).

The electronic transport properties of aliphatic diam-
monium compounds and bipyridilium TCNQ salts are
shown in Tables 1 and 2, respectively. The investigated
samples were prepared by reacting one mole of the di-
ammonjum salt in the form of dichloride or diiodide
with two moles of LiITCNQ". Another series of samples
was prepared by reacting the above diammonium salts
with two moles of LiTCNQ" and two moles of neutral
TCNQ (referred to as TCNQ?).

Table 1 confirms the previous results (Ref. 7), namely,
the electrical resistivity of diammonium TCNQ salts in
which both positive nitrogens are associated with a
TCNQ" is five to six orders of magnitude higher than
the resistivity of the same compounds containing, in
addition to the radical ion (TCNQ), a neutral TCNQ
molecule.

Table 2 illustrates the same facts for N,N’ dimethyl-
4,4’-bipyridilium TCNQ compound (4,4’-BP,2CHI). How-
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ever, the N,N’-dihydro-4,4’ and 2,2-bipyridiliom TCNQ
salts (4,4’-BP,2HCI, and 2,2-BP,2HCI) constitute excep-
tions of what appeared to be a general rule. This anom-
alous behavior was elucidated by examination of the
absorption spectra in the visible range in conjunction
with the electrical properties.

A calibration curve (Fig. 1) was determined using
synthetic mixtures of LITCNQ* and TCNQ®°. The plot of
the intensity ratio of Ap.. at 3950 A to 8420 A versus the
ratio of TCNQ*:TCNQ?® served to estimate the compo-
sition of TCNQ salts and compare the latter with the
electrical resistivity (Table 3).

On the basis of the above results it is possible to con-
clude that electron transfer occurs from TCNQ" in struc-
ture III to yield structure IV, while in the case where a
CH; group is bonded to the positive nitrogen no electron
transfer is observed.

The electron transfer results in the oxidation of TCNQ"
to TCNQ° and is therefore responsible for the low

JPL SPACE PROGRAMS SUMMARY 37-66, YOL. 1l



Table 3. Correlation of resistivity with the
ratio TCNQ :TCNQ®

Number of
Bipyridilium Intensity ratio moles in Resistivi
salt refer- Mnax 3950 A BP salt esn;;mfy b
—_—e— -cm
ence No, Amax 8420 A -
TCNGQ= TCNQO
4,4'-BP,2HCI 2.25 1 1 1.5
2,2'-BP,2HCI 2.25 1 1 1.4
4,4'-BP,2HI 2.25 1 1 1.2 X 10
4,4'-BP,2CH,| 2 0 1.1 X 108
4,4'-BP,2CH,I 1.2 2 1 2.2 X 10
5
o 4 \' C= 70—5 mole/diter
318 SOLVENT = ACETONITRILE
&[S
3 &
£
~< |
7 3
Q
b~
<
s 3
£ 2 ™
w“)
z \
w
z
< %\J
¥ K
g ~——
1:4 1:3 1:2 1:1 2:1 3:1 4:1 5:1 6:1
RATIO OF NEGATIVE-TO-NEUTRAL TCNQ
Fig. 1. Calibration curve to determine negative-to-

neutral TCNQ ratio according to peak-height ratio of
spectral bands 3950 A and 8420 A

resistivity of salts in which the positive nitrogen is bonded
to a hydrogen. Thus, the reaction of structure I with
LiTCNQ leads to a salt containing both the radical anion
as well as a neutral TCNQ molecule; therefore its high
electronic conductivity is not surprising. The formation
of structure II in the electron transfer process does not
appear likely on the basis of the observed absorption

JPL SPACE PROGRAMS SUMMARY 37-66, VOL. Ili

spectra (Ref. 2). The following mechanism is therefore
proposed:

§N+H'

Teng®

TCNGQ -

11 v

It is assumed that the hydrogen atom reacts with the
solvent or dimerizes and the absence of an oxidation-
reduction reaction in methyl-substituted species may be
due to the inductive effect of the methyl group. Alter-
natively the N-——CH, bond being stronger than the N—H
bond, the splitting of the hydrogen atom in structure III
could be explained on the basis of bond strength. This
assumption appears more plausible since the oxidation
reduction potentials of 4,4-BP,CH,I and 4,4’-BP,HCl
determined polarographically were found to be practi-
cally identical, indicating the same electron affinity.

The increase in conductivity of salts containing TCNQ®°
is consistent with the theoretical derivations of LeBlanc
(Ref. 8) who accounted for the high conductivity of the
complex salts by hole-electron pairs in the Heitler London
ground state configuration without placing two electrons
on the same TCNQ site and therefore avoiding forma-
tion of a dianion. In this interpretation the presence of
a neutral TCNQ molecule is necessary for efficient elec-
tron transport.
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C. Electrical Properties of TCNQ Salts of lonene

Pelymers and Their Model Compoundls,
V. Hadek, H. Noguchi, and A. Rembaum?

1. Iniroduction

The discovery of highly conductive 7,7/,8,8-tetracyano-
quinodimethane (TCNQ) paramagnetic salts constitutes
an jmportant advance in the study of electronic con-
ductivity of purely organic materials. This high conduc-
tivity is exhibited by monosalts or polysalts, provided
the TCNQ radical anion (TCNQ?) is associated with a
neutral TCNQ molecule (TCNQ®°) (Refs. 1-3). Although
the electronic conductivity of this type of material has

already been well established (Ref. 4), no data are avail-
able as yet on the eleetrical properties of TCNQ polymers
as a function of polymer structure.

The present investigation was undertaken in order to
gain insight into the mechanism of electronic conduc-
tivity of polymeric TCNQ salts, formed from polyelec-
trolytes, the structure of which could be systematically
altered. Ionene polymers (Ref. 5) of well-defined struc-
ture seemed to be ideally suited for this purpose. The
latter was therefore synthesized by means of the follow-
ing reaction:

CH, CH,
CH,_ _CH, I
N(CH)LNZ_ + Br(CH.),Br — | —N'—(CH.)—N'—(CH.),— )
CH, CH, | |
CH, B cm,Br »

where x and y are integers, and n is the number of unit
segments, The kinetics of formation and some solution
properties of these polymers were recently described
(Ref. 6).

Electrically conducting polysalts were prepared by the
reaction of x-y ionene bromides with LiTCNQ in pres-
ence or in absence of TCNQC. It was found that the
specific resistivity and the activation energy for conduc-
tion of a 6-6 (x = 6 and y = 6) ionene polysalt was con-
siderably higher than a number of similar polysalts with
different x and y values. In order to elucidate this anom-
aly, a homologous series of model TCNQ compounds
representing unit segments of the polymers was synthe-
sized from polymethylene bis-(trimethylammonium
halides) and their electrical properties were compared
with those of TCNQ polysalts. The large variations in
electrical properties were found to depend mainly on
the geometrical configuration and crystal packing and

1Acknowledgement made to the National Academy of Sciences, Na-

tional Research Council, Washington, D. C., for the Postdoctoral
Resident Associateships supporting this research, and to Dr. R.
Bau, University of Southern California, for assistance in the x-ray
investigations.
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x — y ionene bromide

not on the distances between positively charged nitrogen
atoms in the polyelectrolytes.

2. Resulis

a. Ionene polymers. The first series of polymeric
TCNQ salts was prepared by reacting ionene bromides
(intrinsic viscosity [4] = 0.154 to 0.791 dl/g measured
in 0.4 mole KBr aq. solution) with LiTCNQ, using a
molar ratio of unit segment to LiTCN9Q of 1.2. The in-
trinsic viscosity of the polymers, the yields, and chemical
analyses are recorded in Table 1.

The second series of polysalts was prepared by react-
ing ionene bromides with a mixture of LiTCNQ and
TCNQ? using a molar ratio of 1:2:2.

The electrical properties of the polysalts, i.e., resistivity
(p), activation energy (e€), and Seebeck coeficient (o) in
absence and in presence of TCNQ?®, are recorded
in Table 2. The dramatic changes in resistivity of salts in
whichx =4 or6and y =3, 5, 6, 8, 10, and 16 are shown
in Fig. 1.

JPL SPACE PROGRAMS SUMMARY 37-66, VOL. Il



b. Model compounds (DITCNQ salts). The model compounds, namely, polymethylene bis-(trimethylammonium

halides), were prepared by means of reaction (2) or (3):

CH, CH,
CH3 ~ /CH3
/N(CHQ)n N\ + 2CH,I - CH,—N+—(CH,),—N*—CHj, (2)
CH3 CHS I_ I I‘
CH; CH,
CH, CH;,
Br(CH,),Br + 2N(CH,); - CH;—N*—(CH,),~N*—CH, (3)
Br ¢, CH, B
The details of synthesis and chemical analysis are shown in Table 3.
Table 1. Synthesis of TCNQ polysalts (in absence of TCNQO)
Elemental composition
xey 91, Tempera- Yield, Calculated, %
dl/g ture, °C %
c H N C H N Br
3.4 0.154 60-65 85.1 70.69 576 23.55 67.01 6.36 19.95 213
6-3 0.246 22-30 81.9
6-3 0.246 60-65 84.7
6-5 0.482 22-30 82.2
6-5 0.482 60-65 91.9
6-6 0.299 22-30 —
6-6 0.299 60-65 96.1
6-8 0.577 22-30 91.0
6-8 0.577 6065 97.5
6-8 0.577 6065 85.9 72.80 6.98 20.21 68.62 7.68 15.73 3.71
6-10 0.791 22-30 94.4
6-10 0.791 6065 90.3 73.30 7.27 19.43 70.23 7.90 15.70 3.23
6-16 0.157 22-30 51.6
6-16 0.157 60-65 63.0 74.59 8.01 17.40 73.17 8.32 14.71 0.13
2Calculated for the idealized structure:
CH, CH,
—N*+—(CH,} ,—N*—(CH,},—
cH, TCNQ* cH, TCNQ*® .
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Table 2, Electrical properties of the TCNQ polysalts

. . One-unit segment fo 2TCNQ™ 2TCNQ0
Numbers of CH One-unit segment to 2TCNQ with negative and neutral TCNQ
2
group (x-y) Resistivity p, Activation Seebeck coeffi- Resistivity p, Activation Seebeck coeffi~
2-cm energy ¢, eV cient a, mV/°C Q-cm energy ¢, eV cient a, mV/°C
3-4 2.8 X 10¢ 0.22 +0.12 1.5 X 108 0.20 +0.09
6-3 9.5 X 105 0.30 +0.31 3.4 X 108 0.24 -+0.06
6-5 1.5 X 108 0.56 Posifive? 7.7 X 10t 0.140 —0.027
6-6 3.2 X 108 0.58 Positive® 5.2 X 107 0.46 +0.93
6-8 7.2 X 107 0.52 +0.72 1.4 X 107 0.45 +0.66
6-10 3.0 X 108 0.39 +0.39 7.3 X 10¢ 0.29 +0.27
6-16 9.6 X 108 0.48 +0.04 4.7 X 102 0.23 —0.008
aThe Seebeck coefficient was positive but its exact value could not be determined because of polarization effects.
]09 T T 1T 71T T 1T T T T ]0“Ill[llllllllll||]l[lll
8L WITHOUT NEUTRAL TCNQ B 10 _
10 r
7
e O . 107 —
cl:‘, . CH3 CH3 WITHOUT NEUTRAL TCNO
o 107 = 81 -
> + + 10
z — N— (CH,) — N'—(CH) —
> x 2y
10 - 7 CHg CHy
5 . _
& cH, CH, n 10 [, I,
& < H.C—N —(CH) —N —CH
@ g0t N 3 P s
9 WITH NEUTRAL TCNQ CH3
& 36

10 I O N L0 1)
4-3 63 65 66 6-8 6-10 6-16 [x-y|

NUMBER OF CH2 GROUPS IN POLYMER

Fig. 1. Specific resistivities of TCNQ salts derived from
the model compounds as o function of the number of
CH, groups

The model compounds were subsequently reacted with
LiTCNQ and the obtained disalts had the composition
M>(TCNQ"),, where M?* represents the polymethylene
bis-(trimethylammonium) dication, which is generally in
excellent agreement with the chemical analysis (Table 4).
Similarly, when the model compounds were reacted with
LiTCNQ and TCNQ?® using the three reagents in a molar
ratio of 1:2:2, another series of disalts was obtained. The
€lectrical properties of both types of model salts are
recorded in Table 5 and the resistivity versus number of
CH, groups is shown in Fig. 2. The resistivity values of
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SPECIFIC RESISTIVITY p, 2-cm
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NUMBER OF CH2 GROUPS

Fig. 2. Specific resistivities of TCNQ salts derived from
ionene polymers as a function of the numbers of CH,
groups

the same batch of materials could be reproduced with
an accuracy of +10%.

The broken line (Fig. 2) represents the resistivity of
salts prepared at 65°C and allowed to crystallize for
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Table 4. Synthesis of the complexes with TCNQ anions from polymethylene bis-lirimethylummonium halidesl®

Methonium Elemental composiiion
Compound, | LITCNQ, CH,OH,b | Tempera- | Yield, Calcvlated, % Found, %
n Halo- mmol mmol ml ture, °C %
gen Cc H N c H N Halogen
2 I 1.00 2.00 50 RT 97.4
1.50 3.00 50 5560 93.3
1.50 3.00 50 60-65 90.6 69.29 5.45 25.25 67.16 5.48 24.94
3 ! 1.50 3.00 50 40-50 76.2 69.70 5.67 24.63 69.32 5.71 24.89
1.50 3.00 50 40-50 84.3
1.50 3.00 100 60-65 79.9
4 | 0.75 1.50 50 6065 80.5
1.50 3.00 50 40-50 77.2 70.08 5.88 24.04 70.31 5.83 24.08
5 Br 0.75 1.50 50 60-65 71.9
1.50 3.00 - 50 40-50 74.0 70.45 6.08 23.47 70.36 6.04 23.68
6 ! 0.75 1.50 50 60-65 78.2 70.60 6.38 22.70 | Trace (i}
1.50 3.00 50 40-50 83.3 70.80 6.27 22,93 70.94 6.20 22.88
8 Br 0.75 1.50 50 60-65 84.7
1.50 3.00 50 40-50 91.5 71.45 6.63 21.93 71.64 6.55 21.92
10 Br 0.75 1.50 50 60-65 82,7 72.02 7.10 20.68 | Trace (Br)
1.50 3.00 50 40-50 93.4 72.04 5.95 21.00 72.04 6.95 21.03
16 Br 0.50 1.00 25 RT 91.3
0.50 1.00 25 40-50 88.0 73.57 7.78 18.65 73.43 7.80 18.58
0.75 1.50 50 60-65 79.3
2The reactions were carried out at room ftemperature (RT: ~22°C) for 1.5 h. The reactions at elevated temperatures were carried out for 20 min
and left at room temperature for 20 h before filtration,
bAmount of methanol used to dissolve each reactant.

Table 5. Elecirical properties of the TCNQ complexes derived from
polymethylene bis-(irimethylammonium halides)

Nomber of CH, With negative TCNQ With negative and neutral TCNQ
Group (n) £, Q~cm ¢ eV a, mV/°C p, Q-cm ¢, eV a, mV/°C
2 1.9 X 103 0.12 +0.12 9.0 X 10 0.10 +0.043
3 1.3 X 108 0.24 +0.59 4.2 X 102 0.16 —0.060
4 3.1 X 107 0.41 +0.52 6.5 X 102 0.26 +0.132
5 4.0 X 108 0.29 +0.41 1.2 X 102 0.22 -—0.150
é 5.0 X 1010 0.73 Positive? 1.0 X 102 0.21 —0.143
8 3.7 X 107 0.41 +0.72 7.0 X 100 0.090 —0.010
10 3.6 X 107 0.44 +0.69 4.1 X 105 0.28 +0.64
16 1.4 X 10° 0.46 +0.75 1.5 X 10 0.16 0
aThe Seebeck coefficient was positive but its exact value could not be determined because of high impedance.
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15 hours while the parallel solid line represents the
resistivity of salts prepared at room temperature and
allowed to crystallize for 3 days. In both cases the same
relation between resistivity and the number of CH,
groups was found.

The model compounds exhibited large variation in
electrical properties. For the first series with TCNQ
anions, only the specific resistivity varied in a broad
range, reaching the maximum of 5 X 10* Q-cm for the
salt with 6 methylene groups. The positive Seebeck co-
efficient exhibited by the polymeric salts indicates hole-
type conductivity probably due to the electrically active
lattice defects.

For the second series of complexes with neutral TCNQ,
the magnitude of resistivity substantially decreased, espe-
cially where negative Seebeck coefficient was observed,
indicating appearance of electron conductivity. The same
relation between the negative Seebeck coefficient, elec-
tron conductivity, low resistivity, and low activation
energy of conductivity was observed for polymeric com-
plexes (Table 2 and Fig. 1).

¢. Spectral properties. The spectra of all salts con-
taining TCNQ" only exhibited two typical major bands
at 4200 and 8420 A. The intensity ratio of the two bands
(~0.57) was independent of the number of CH, groups.
The salts containing TCNQ?® exhibited a Amgy at 3950 A
due to the neutral TCNQ molecule. The intensity ratio
of the peak values at g, 3950 A to that at A, 8420 A
varied from 0.9 to 1.6, the highest value representing
the most conducting salt (with 8 CH, groups).

d. X-ray analysis. The materials investigated by single-
crystal x-ray diffraction methods were TCNQ salts of
model compounds of the following composition:

[(CH,);N*(CH,);N*(CH,)s]  2(TCNQ*)(TCNQ) I
[(CH.,):N*(CH.),N*(CH,);] 2(TCNQ") II
[(CHL)sN*(CH,)iN*(CH,),] 2(TCNQ*)(TCNQ®) III
[(CH,);N*(CH.)N*(CH,);] 2(TCNQ®) IV

Other crystals, listed in Table 5, were twinned and
were too small to yield satisfactory diffraction patterns.
I and IV yielded the most distinct and intense patterns.
These two salts were found to have triclinic unit cells
(Table 6). The dimensions of the unit cell of IV were
substantially smaller than those of I, evidently due to
the effect of two extra TCNQ molecules in the unit cell.
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Table 6. Crystal structure

l. Model compound with 6 CH, groups and negative TCNQ.

Unit cell: Triclinic

a= 11.500 A a = 93°33'
b=11.690A g = 125°17
c= 7.675A = 95°40
v = 829.53 A3
1l. Model compound with 5 CH, groups and negative and neutral
TCNQ.
Unit cell: Triclinic
a=14.151 A o = 98°29
b= 78294 8 = 108°07’
c=13.8134A v = 72°28

V = 1384.39 A3

Two other salts, I and ITI, gave less satisfactory diffrac-
tion patterns, which indicated nevertheless one-
dimensional structures.

The unit cell parameters of I are recorded in Table 6.
The (h o 1) precession photograph showed a strong series
of spots in the (1 0 4) direction (i.e., spots 1 0 4, 208,
8 0 12 were very intense). This could be interpreted as
stacking of electron density regions roughly perpendicu-
lar to the axis and separated by a repeat distance of
3.21 A.

Salt I also showed evidence of 3.21 A stacking as in
salt I, but unfortunately crystal disorder effects pre-
vented determination of unit cell dimensions.

As in the previous case, salt III showed a one-
dimensional stacking effect (this time with a repeat dis-
tance of 3.11 A), but further analysis was hampered by
crystal twinning,

Salt IV gave very good diffraction patterns, but no
evidence of any stacking phenomena was observed (i.e.,
no intense series of spots could be found in the diffrac-
tion pattern). The unit cell parameters are shown in
Table 6.

3. Discussion

The values of p, €, and a have been found to be repro-
ducible within 30%. Further confidence in the accuracy
of the results was gained by the use of disalts or polysalts
synthesized under different experimental conditions, i.e.,
varying the temperature or solvent system. Essentially
the same results were obtained indicating that the trends
depicted in Figs. 1 and 2 are correct. The high values of
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specific resistivities of 6-6 ionene polymers were inde-
pendent of molecular weight (samples of approximate
weight average molecular weight of 10,000, 25,000, and
80,000 were tested). In addition, the properties of x-y
ionenes were identical to those of y-x ionenes.

In general, the examination of Figs. 1 and 2 and Tables
1, 2, 3, and 4 lead to the following conclusions:

(1) The highest specific resistivity and activation energy
were observed for salts derived from model com-
pounds or polymers containing 6 CH, groups.

(2) The salts with both negative and neutral TCNQ
derived from the model compounds with 16 CH,
groups and 6-16 ionene bromide exhibited very
low specific resistivities, in spite of the fact that
they contain the longest methylene chain between
positive nitrogen atoms.

(8) The salts from the model compounds and the
polymers with high specific resistivities invariably
exhibited hole-type conductivity or positive Seebeck
coeflicients, while those with low specific resistivi-
ties were characterized by electron-type conduc-
tivity or negative Seebeck coeflicients.

(4) The salts with 16 CH, groups exhibited low Seebeck
coeflicients. The lowest concentrations of the charge
in these salts gave rise to a mixed-type conductivity
with the same concentration of holes and electrons.

(5) The characteristic variations of specific resistivity
as a function of the number of CH, groups can be
attributed to the conformations of polymethylene
chains in the solid state, the high conductivity
being due to electron delocalization in one-
dimensional TCNQ columns.

D. Evaluation of Magnetic Recording Tapes:
A Method for the Quantitative Determination
of Stick—Slip, R. H. Silver, S. H. Kalfayan, and
1. K. Hoffman*

1. Introduciion

The behavior known as “stick-slip,” encountered with
magnetic recording tapes, was discussed previously (SPS
37-63, -64, and -65, Vol. III). The quantitative deter-

1Spacecraft Data Systems Section, Astrionics Division.
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The resistivity value of the polysalt containing 6 CH,
groups between positive nitrogens and only TCNQ- is
also highest in the analogous model salts (Fig. 2). The
fact that TCNQ salt of the model compound (salt IV,
see Subsection d) exhibits a resistivity value of the order
of 10° Q-cm seems to be out of line. It can be understood
on the basis of the x-ray investigations. The geometry
of the salts formed is the dominant factor in the elec-
trical values of the materials under investigation and it
is only when one-dimensional column stacking of the
TCNQ moiety occurs that a very high electronic con-
ductivity is observed. It is therefore not surprising to
note that a decrease of concentration of positive charges
in the polymeric chain or in the model compounds does
not necessarily increase the values of p or € (Figs. 1 and 2).

The preliminary x-ray data support the anomalously
high resistivity of salt IV as compared with salt II. Salts I
and IT have even lower resistivities and lower activation
energy of conductivity. This is consistent with the x-ray
results, for salt IV is the only one of the four compounds
studied which shows no evidence of one-dimensional
stacking,

References
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2. Rembaum, A., et al., J. Phys. Chem., Vol. 73, p. 513, 1969.
8. Rembaum, A., J. Polym. Sci., Part C, No. 29, p. 157, 1970.
4

. Kepler, R. G., Phonons and Phonons Interactions, p. 579. Edited
by T. A. Bak. W. A. Benjamin, Inc., New York, 1964.

5. Rembaum, A., Baumgartner, W., and Eisenberg, A., J. Polym.
Sci., Part B, No. 6, p. 169, 1968.

6. Rembaum, A., Rile, H., and Somoano, R., J. Poly Sci., Part B,
p. 457, 1970.

mination of this phenomenon, that is, the measuring of
the degree or extent of stick-slip, under different con-
ditions would be most desirable. This article discusses a
method developed to achieve this end without using
a tape transport.

2. Discussion

Stick-slip will cause a variation in the tape-to-head
speed. Sticking will decrease and slipping will increase
the speed of the tape passing over the magnetic heads.
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If the instantaneous speed of the tape could be deter-
mined, then this would serve as a measure of the degree
of stick and slip.

Instead of attempting the very difficult direct measure-
ment of the instantaneous speed of the tape, we have
measured a factor which is a manifestation of the change
in speed. This factor is the apparent period of a cycle in
the signal recorded on the tape. The explanation is as
follows.

A sinusoidal electrical signal is recorded? on a portion
of magnetic tape to be evaluated. The tape is then
mounted, along with the heads in the Instron test ap-
paratus, in the same manner as described previously
(SPS 37-63, Vol. 111, pp. 209-214), and as shown in
Fig. 1. Electrical connections are then made to the pickup
coil of the magnetic head, which is connected to an
amplifier.’ The signal therefrom is fed into a digital
period counter and a paper tape printout.* The cycle
period, in seconds, of the recorded signal can be mea-
sured accurately by oscilloscopic examination of the tape
during initial recording.

If the speed of the tape passing over the heads remains
constant, then the period of the recorded electrical signal
will also be constant. If, however, the speed of the tape
should vary because of sticking and slipping, the ap-
parent period of the recorded signal will also vary. The
extent of the variation of the period from its original
value (the standard deviation o) will be a measure of the
degree of stick-slip.

3. Experimental Procedures and Resulis

A length of new CEC-W4 magnetic recording tape
was prerecorded with a 9000 =30-Hz signal at 15-in./s
speed, and at saturation voltage. The tape was then placed
in the Instron test apparatus at ambient temperature and
humidity, and passed over 2 brass heads for a total of
40 passes at a crosshead speed of 0.166 in./s. During
each pass both the force experienced by the load cell
and the period of every tenth cycle of the electrical sig-
nal were recorded. There were approximately 75 cycle
periods recorded for each pass, a pass being the down-
ward journey of the 110-g weight pulling the tape over
the magnetic heads.

2Medel 651B test oscillator (Hewlett-Packard )/Ampex Model FR-
100 magnetic tape test recorder.

3Astrodata Model 120 nanovolt amplifier.

tModel 5532A electronic counter ( Hewlett-Packard)/Model
H435627 digital recorder (Hewlett-Packard).
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Fig. 1. Test apparatus

Frequency f is inversely proportional to period =:

f=— (1)

The following relationships are assumed to hold true
and should yield the standard deviation for speed:
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_ SCHXT

o7

Os

where

o7 = standard deviation of frequency values
Scu = crosshead speed
or = standard deviation of period values

o, = standard deviation of speed values

The crosshead speed Scy was held constant at 0.166
in./s and the average period was found to be 0.0100
seconds, which agreed well with the calculated value of
0.01002 seconds, obtained from the known frequency
and speed:

__ Recorded frequency (Hz) X Crosshead speed (in./s)

f= Speed of tape at recording (in./s)
. .
_ 9 X 10® Hz ‘X 0.166 in./s — 99.6 Hz
15in./s
Since
1
= =
f
- - 0.01002 d
T = m = U, seconds

The or was computed from the test data, and, there-
fore, o, could be calculated from Eq. (2).

The plot of log o versus the number of passes (Fig. 2)
indicates how severely the standard deviation changes;
therefore the stick—slip increases by the repeated passage
of this tape over the magnetic heads. It must be kept in
mind, however, that the worst conditions were selected

200

for this experiment, in order to point out the measur-
ability of stick-slip from apparent changes in the cycle
period. The conditions used were different from those
customarily associated with spacecraft tape recorder
applications. Experiments are in progress to determine
o, for tapes under normal use conditions.
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Fig. 2. Speed deviation vs number of passes
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XIX. Research and Advanced Concepts

PROPULSION DIVISION

A. lon Thruster Electron Baffle Sizing, E. V. Pawlik
1. Introduction

A 20-cm-diameter electron-bombardment ion thruster
of the type described in a JPL Technical Memorandum?
is currently in use in the solar-electric propulsion system
studies under way at JPL (Ref. 1). This thruster employs
a two-grid ion accelerating geometry because of the proven
reliability of this grid type and consequently does not
readily obtain the low level of arc chamber losses that
have been obtained by other researchers using a coated
single grid (Refs. 2 and 3). In a continuing product im-
provement effort some optimization of the present design
was attempted in order to reduce arc chamber losses. The
effect of one component, the electron baffle, was studied
and modifications in its geometry were found to present
some performance gains.

2. Apparatus

A sketch of the ion thruster used in the program is
shown in Fig. 1. The nominal operating range for this
thruster is 1000 to 2000 W (0.5 to 1.0-A ion beam current
at a net accelerating voltage of 2000 V) of throttleable
output beam power at a constant specific impulse near

1Pawlik, E. V., Performance of a 20-cm-Diameter Electron-
Bombardment Hollow-Cathode Ion Thruster, Technical Memoran-
dum 33-468. Jet Propulsion Laboratory, Pasadena, Calif. (to be
published).
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4000 s. Details of thruster geometry and performance can
be found in Footnote 1. The thruster is operated in a
3 X 7-ft vacuum tank while maintaining pressures on the
order of 2 X 10-¢ to 8 X 10 torr.

The hollow cathode and the mounting arrangement
within the pole piece are shown in Fig. 2. The hollow
cathode is essentially a plasma device which is supplied
gaseous mercury propellant from a vaporizer, It consists
of a hollow tube with a 0.100-cm-diameter orifice at the
end. The discharge is initiated and maintained by a keeper
electrode.

An electron baffle is placed between the cathode and
anode to provide a distributed source of electrons to the
arc chamber. This electron baffle approach is the same as
was first used in Ref. 4 and is necessary in order to mini-
mize arc chamber power losses. The baffle also serves to
distribute the mercury propellant flow from the cathode
into the arc chamber, directing it radially outward from
the cathode pole piece region. This radial flow direction
increases the residence time of the mercury atoms within
the arc chamber, consequently increasing their probability
of ionization.

Four electron baffle sizes were investigated. As the dif-
ferent diameters were tested, the distance between the
pole piece and the baffle was varied so as to maintain a
constant open area of 7.2 cm?.
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Fig. 1. Skeich of 20-cm-diameter eleciron-bombardment
ion thruster

The cathode mounting was designed to minimize heat
conduction to the thruster. This was accomplished by
using a cone of thin stainless steel to support the boron
nitride in which the cathode was held.

3. Resvits and Discussion

Arc chamber losses were measured as the thruster was
operated at both the high and low levels of the nominal
output power range. These losses, for a propellant utiliza-
tion near 90% and an arc voltage of 35 V, are plotted in
Fig. 3a. For the largest bafle tested the arc was prone to
extinguishing at low output power levels. Increasing the
current drawn to the keeper electrode from the nominal
0.5 to 1.0 A reduced this tendency somewhat. As the baffle
diameter was reduced, the arc chamber losses were re-
duced, minimizing near a diameter of 4.5 cm for low-
power output operation. At high thruster output power,
operation with smaller baffles produced lowest arc cham-
ber losses as the diameter was reduced but this was
accompanied by extremely noisy arc chamber operation
for the two smallest baffle sizes. The cause of this noise is
not understood at present. The cathode flow necessary to
maintain the arc chamber conditions is shown in Fig. 3b
and was found to decrease with bafle diameter. It is
believed that the arc voltage could be maintained with
less flow as the baffle was reduced because the open area
was removed further from the magnetic field at the end
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Fig. 2. Cothode pole piece details

of the pole piece, which served as a magnetic restriction to
the electron flow in a manner similar to that reported in
Ref. 5. The lower cathode flow results in increased main
vaporizer flow, creating a more favorable flow distribution
and reduced arc chamber losses.

A baffle near 47 cm in diameter appears to be an
optimum size inasmuch as arc chamber noise problems are
avoided. The arc chamber losses are nearly constant with
output power for this baflle size and therefore the penal-
ties in throttling thruster output power over the 2:1 range
of interest are minimized. Arc chamber losses for this
geometry are essentially the same as reported for the
thrusters using the single-coated grid.

The keeper voltage as a function of arc current is plotted
in Fig. 4 for each of the four baffle sizes investigated. The
voltage decreased with increasing current as would be
expected for increasing plasma density. The voltage level
was lower than that observed for similar hollow-cathode
thrusters (Ref. 6). Because of this lower keeper voltage, it
is expected that the plasma potential and subsequent
cathode orifice wear should be considerably reduced at
these levels. Future studies will include measurements of
the rate of cathode erosion.
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B. An lon Thruster Utilizing a Combination
Keeper Electrode and Electron Baffle,
E. V. Pawlik

1. Introduction

Intense interest has recently been focused on using
solar-electric-powered spacecraft for deep space missions.
Experimental systems work is therefore being conducted
(Ref. 1)* at JPL using an ion thruster with a hollow-
cathode electron source and employing mercury as the
propellant. Some thruster improvements, such as a reduc-
tion of both cathode operating temperature and arc cham-
ber losses, have been described in SPS 37-64, Vol. III,
pp. 146-149, and in the preceding article, Section A. A
portion of the present systems work has been directed
toward experimentally examining the effects on thruster

1Also Pawlik, E. V., Performance of a 20-cm-Diameter Electron-

Bombardment Hollow-Cathode Ion Thruster, Technical Memoran-
dum 33-468. Jet Propulsion Laboratory, Pasadena, Calif. (to be
published).
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operation of eliminating the chamber in which the cathode
is customarily mounted (Refs. 2 and 3). This is of interest
since the ions generated within this region are trapped
within it and contribute mainly to thruster losses (Ref. 4).

2. Test Setup

A sketch of the 20-cm-diameter ion thruster used in the
program is shown in Fig. 1. The nominal operating level
for this thruster is 1000 to 2000 W (0.5 to 1.0-A ion beam
current at 2000 V) of throttleable output beam power at a
constant specific impulse near 4000 s. Details of thruster
performance can be found in Footnote 1. The thruster is
operated in a 3 X 7-ft vacuum tank while maintaining
pressures on the order of 2 X 10-¢ to 8 X 10-¢ torr.

Two ways of mounting the hollow cathode within the
thruster are shown in Fig. 2. Case I contains the conven-
tional cathode ion chamber and Case II employs a com-
bination keeper electrode and electron baflle. The keeper
is necessary to initiate and maintain the cathode discharge.
The electron baffle serves to distribute electrons into the
arc chamber plasma in a manner so as to minimize arc
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Fig. 1. 20-cm diameter eleciron-bombardment ion thruster
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Fig. 2. Cathode mounting details: (a) Case |, cathode mounted within pole piece; (b) Case I, cathode
mounted at end of pole piece and using & combination keeper electrode and electron baffle

chamber losses. These two itemns have been combined into
a single unit. The cathode orifice (1.0-mm diam) and elec-
tron baffle (4.7-cm diam) used were the optimum sizes as
determined in SPS 37-64, Vol. III, ard the preceding
article, Section A.

3. Test Resulis

The thruster was operated at both the high and low
regions of the normal operating range. The discharge
chamber loss (the most significant thruster loss) is shown
plotted against propellant utilization in Fig. 3. Two values
of current to the keeper electrode were examined. Thruster
operation was well behaved and insensitive to keeper cur-
rent levels over the majority of the thruster operating
range that was investigated. Some high amplitude oscilla-
tions of the arc current were found at low propellant
utilizations when operating at low beam power. This
instability is well outside of the nominal 90% propellant
utilization operating region. The arc chamber losses were
essentially the same as those obtained for this configura-
tion shown as Case I in Fig. 2 (reference preceding article,
Section A). This suggests that significant losses still exist
within the cathode-to-keeper region or that there are addi-
tional arc chamber losses by electrons being attracted to
the ion chamber side of the baffle. The fact that these
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Fig. 3. Thruster arc chamber performance
losses do not change with keeper current levels indicates
that electrons withdrawn from the arc chamber are not,

however, a major loss mechanism.

An advantage that was found in using the combined
keeper-baffle geometry was the elimination of arc current
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oscillations that have been observed at low values of the
thruster magnetic field. Typical thruster operation for
variations in the currént for the electromagnets is shown
in Fig. 4 for both cases. The absence of the oscillations for
the combination keeper-baffle geometry (Case II) should
result in more stable thruster operation under conditions
where a reduction in magnetic field is desirable, such as
during automatic operation with a power conditioning unit
(Ref. 1). This unit provides the controls and proper volt-
ages to a thruster operating from a solar array. Reduction
of the magnetic field provides a convenient way to restore
thruster operation after a momentary shutdown to protect
the power conditioner from arcing between the grids of
the ion-accelerating geometry.

Operation with the combination baffle appeared to be

more insensitive to the level of current drawn to the
keeper. No regions of thruster operation were observed
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where it was necessary to draw high levels of keeper cur-
rent in order to maintain the arc chamber discharge.
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€. Thrust Subsystem Design for Mudlear
Electric Spoacecraft, T. D. Masek

1. introduction

Nuclear-powered, electrically propelled, unmanned
spacecraft are of interest for the 1980s (Ref. 1). The pur-
pose of this study is to provide a method for estimating
the mass and dimensions of the thrust subsystem for such
a nuclear electric vehicle. A Jupiter orbiter was chosen as
a reference mission. A 13,600-kg spacecraft, launched to
a 700-nmi orbit by a Titan booster, spirals to escape
velocity. A similar spiral maneuver is performed to obtain
the Jupiter orbit. Mission duration is approximately 2 yr
with 12,000 h of full-power operation at 240 kW into the
thruster array. The general guidelines used in determining
thrust subsystem size are as follows:

Total conditioned 240 kW
power to thrusters
True specific impulse | 5000 s

Thruster redundancy | 20%
Attitude control Electric propulsion system

Maximum envelope 3.05 m

diameter
Thrust duration 12,000 h
Technology Estimated for 1980

A design based on these parameters is shown in Fig,. 1.
The major features are illustrated in the drawing. The
principle source of design information was Ref. 2.

2. Thruster

A typical thruster is shown schematically in the system
drawing. This is a mercury bombardment-type thruster
and is similar to that described in Refs. 3 and 4. Mercury
was chosen over other propellants because of the present
relatively well-developed technology of mercury systems.

Calculations, based on the present SE-20C thruster de-

sign (SPS 37-51, Vol. I11, pp. 124-128), result in the follow-
ing equation for thruster mass:

m; = 1.85 + 57D (1)

where

m; = individual thruster mass, kg

Dy = ion beam diameter, m
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If the maximum current density of the SE-20C is assumed
(32 A/m?), the beam diameter in meters is given by

6.30 X 102
Dy = T (m e 1) (2)

where
p, = individual thruster input power, kW
I, = true specific impulse, s
nm = propellant utilization efficiency
7t = nm 7p = total thruster efliciency

7, = power efficiency

Combining Egs. (1) and (2), we find

m; = 1.85 + 2.96 ¥ 1071’—’1{12m 3)

sp

The choice of the number of thrusters for a constant
power system is mainly a trade-off of reliability (spares)
against complexity (switching), and logic and total thruster
mass. A convenient number of thrusters for this power
level is 37. This provides reasonable packaging and six
spares. Considering Ref. 5, this number of spares seems
appropriate although reiiability calculations were not
made here. Considering switching and power conditioning
requirements (and the associated complexity), this number
of spares would provide a spare thruster for groups of
four or five operating thrusters, Switching, logic, and spare
power conditioning (PC) units could also be grouped in
this way to reduce the extremely large number of possible
thruster—PC combinations. Such a grouping scheme would
make each group about the size and complexity of the JPL
SEPST® III system (Ref. 6).

With 31 equal size operating thrusters, the input power
per thruster is 7.75 kW. Using typical values of efliciency
of 5, =090 and 5, =092 (3, =0.83 projected from
Ref. 3 at a specific impulse of 5000 s), the thruster beam
diameter is about 0.31 m and the mass per thruster is ap-
proximately 7.1 kg. These values were used in the present
design.

The total thruster mass and the dependence of mass on
the number of thrusters (for a given power) is of interest.
In general, several thruster sizes could be used in a system.
In such a case, the total thruster mass is

Mtzzmt,int,i (4)

K3

1SEPST = Solar Electric Propulsion System Technology.
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where m;,; is the mass of the ith thruster and n,,; is the
number of ith thrusters. The total number of thrusters is
given by

Nt = N; -+ Ns
where

n; = number of initially operating thrusters

n, = number of initial spare thrusters

Similarly, the total thruster power is
Ptzzpt,int,i (5)

where p,; is the power level of the ith thruster. Using
Egs. (3) and (5), the total mass is given by

Mt = 1.85 (nt + ns)

I,

+2.26 X 107 2L (Pt + 2 pein, ) (6)
If all thrusters are the same size, Eq. (6) becomes

M, = L85 (n, +n,) +2.26 X 107 221 E <1 + Z_>
sp t

or

M, = <1.85nt + 2.26 X 10 M) (1 + —"—s>

I%p ng
(7)

For a fixed percentage redundancy, ie., a constant value
of 1+ (ny/n,;), the trade-off of system weight versus
thruster number is 1.85 kg per operating thruster. In the
present case (with », = 0.9 and 5, = 0.83), the total mass
is about 266 kg. A change in n; of % (An; = 10) results in
a change in M, of about 8%. Thus, the total thruster mass
is not too sensitive to the choice of n..

As a first choice, equal size thrusters were chosen. This
simplifies thruster and PC development. However, if the
system detail design showed advantages in packaging or
reliability with multiple sizes, the mass trade-off is small.
In addition, the grouping scheme mentioned previously
would minimize the effect of the reduced interchange-
ability with multiple sizes.
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The beam voltage is determined by specific impulse and
propellant utilization and is given approximately by

Iz,

Nm

Vb = 10~¢ (8)

For I, = 5000 s and 4,, = 0.9, V; = 3090 V, and 5, = 0.92.
Hence, for the 7.75-kW thruster, the beam current is about
2.3 A. This corresponds to a propellant flowrate of about
533 X 10*g/s.

3. Power Conditioning

Typical PC units are shown in Fig. 1. These were sized
assuming 90% thruster power efficiency and that the units
shown provide only the Iow power supplies and thruster
controls. The beam power is assumed to be provided by a
PC unit near the reactor. The area of the PC units shown
assumes a panel temperature of 25°C and a conversion
efficiency of about 90% (Ref. 5).

As an estimate of the PC mass, the specific mass is
taken as 3.0kg/kW of input (0.775 kW at 250 Vde) power
(Ref. 5). Thus, the mass per PC unit is about 2.3 kg.

4. Thrust Vector Conirol

A typical thrust vector control (TVC) design is illus-
trated in Fig. 1. This design provides three-axis attitude
control (two-axis translation, one-axis gimbal). Calcula-
tions were not made to determine the needed translation
distances or gimballing angles. Such calculations depend
upon the spacecraft design. Thus, the weight and size of
the mechanical portion of the TVC depend on the com-
plete design.

As a first approximation, the TVC systern shown in the
system drawing was chosen. This design was based mainly
on the 3.05-m envelope constraint. Assuming a translator
actuator size, the translation distance is fixed. In this case,
the translation distance along the translation axis is about
0.76 m.

An alternate approach to- attitude control may be
through the use of differential thruster throttling com-
bined with gimballing. The large number of operating
thrusters could possibly provide adequate control. How-
ever, multiple-axis coupling might require a substantial
amount of logic for choosing the correct thrusters for
throttling. Study would be needed to assess feasibility.
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5. Swiiching Mairix

Switches are estimated to weigh about 2.7kg per PC
unit assuming six to eight-position switches are used. Such
switches are consistent with the grouping scheme dis-
cussed previously. Thus, with 37 PC units, the switch
weight would be about 220 Ib. The switching logic is esti-
mated to be about 13.6kg. Each switch can be expected
to be 3 or 4 in. in diameter and about 6 in. long.

6. Propellant Storage and Distribution

An estimate for the size of this element can be obtained
by assuming the mass to be a fraction of the propellant
mass. The total propellant flowrate during operation, de-
fined in unconventional but more useful dimensions of
kg/h, is
M. — 0.75 X 102 I

14

Nm
075X 10, P,

NMm Vb

or
. 75X10%9.P
M, = _——Iz—n—'t )
sp

where

I, = total beam current, A
Vs = net beam voltage, kV

The total propellant used is

t
M,,=7.5><104/ L (10)

2
ti I3,

where t; and i; are propulsion start and finish times, re-
spectively. If we now relate M, to the propellant storage
and distribution (PSD) mass M,, by

M,,=vM,
we find
iy
M,, =75 X 10ty / 1’7’ P.dt (11)
ti sp

The factor y (approximately 0.03) includes tankage, valves,
feed lines, and miscellaneous fittings. Assuming that »;, P,
and I, do not vary with time,

M, =75 % 100 2E2 o (12)

I
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For a 12,000-h mission, M, = 7200 kg. With a 10% contin-
gency for operation off the desired utilization efficiency,
the total propellant mass would be approximately 7920 kg.
Using this, the PSD mass is about 240kg.

The element masses are summarized in Table 1. Within
the accuracy of the present estimates, a specific mass of
4 kg/kW appears to be reasonable.

Table 1. Element mass summary

Element Unit mass, kg Total, kg

Thruster {37) {including neutralizer) 71 263
Power conditioning (31) 2.3 71
Thrust vector control:

Gimbals (16) 1.4 22

Translator 23.0 23

Structure 180.0 180

Electronics 23.0 23
Switching:

Switches (31) 27 84

Electronics 13.6 13.6
Propellant storage and distribution 240.0 240
Miscellaneous (wiring, launch caging,

adapters, etc.) 50.0 50

969.6
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B. lon Thruster Connectors, E. T. Hopper
1. Intreduction

Solar electric propulsion system tests are now being
conducted (Refs. 1 and 2) that involve integration of a
power conditioner with an ion thruster. A small but
important component in the system that has been of
concern in flight tests (Ref. 8) is the single cable con-
nector used to transfer power to the thruster. In the use
of commercially available connectors, it was found that
arcing occurred between disconnect pins and leads due
to proximity of high-potential and low-potential lines.
This resulted in the breakdown of components and of
the systems life tests.

Arcing also occurred when high-pressure areas
developed in the connector due to poor pump-out condi-
tions or out-gassing of components under normal opera-
tional testing.

Failures experienced while using a conventional dis-
connect prompted development of a design using an
approach similar to that used in Ref. 4. Successful opera-
tion has been accomplished with no breakdowns over
more than 200 h of operation.

2. Apparatus

The connector was used during the normal integration
tests of a 20-cm thruster (Fig. 1) with a power conditioner
system. Table 1 shows the voltages wnd grouping in-

Fig. 1. 20-¢m-diam ion thrusier and cable connector
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volved. The connector selected (MS 3102A-28-21P) was
a standard production type, modified as follows:

(1) All aluminum parts were chemically stripped of
zinc chromate, cadmium, and copper.

(2) The plastic insulator parts were removed and re-
placed with boron nitride (Fig. 2).

Tabie 1. Voliage and groups

Voltage Group
High voltage Magnet
-+
(--2000 V) Anode

Cathode vaporizer
Cathode vaporizer thermocouple
Cathode keeper

Cathode heater

Common

Low voltage Main vaporizer

{ground potential Main vaporizer thermocouple

voltage)
Neutralizer vaporizer
Neutralizer cathode
Neutralizer keeper

Neutralizer common

Neutralizer vaporizer thermocouple

Accelerator Accelerator grid
high voltage

(—1000 V)

Fig. 2. Internal view of connector, showing
various voltage groups
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(8) Connector pins (Fig. 2) were removed in a pattern
so as to leave the remaining pins in three separated
groups, each group having a different potential.
The removal of pins allowed a free pump-out path
in all areas of the connector to avoid local high
pressures. The removal pattern also allowed much
longer creepage paths between different potential
groups.

In addition, special precautions were instituted to
minimize interwire breakdowns in the cable. Power and
thermocouple leads both have Kapton Conformal-
wrapped insulation. All leads were also sheathed with
Teflon sleeving at the thruster feedthrough clamp, while,
at the connector, the conventional plastic insulator sleeve
was used as a shadow shield against back sputtered
vacuum tank material and left unclamped to facilitate
faster pump-out.

Connector pins were silver-soldered into the pins and
all flux removed. All sharp edges and points were then
smoothed to large radii.

3. Test Results

The connector was bench checked to an applied volt-
age of 5 kV between voltage groups at ambient tempera-
ture and atmospheric pressure. Less than 0.1 A leakage
was noted in this test. The connector was then installed
in the thruster system with the connector body elec-
trically grounded. The portion of the thruster system
located within the vacuum tank (i.e., feedthroughs,
thruster connector, thruster, insulators, wiring) was high-
voltage checked at atmospheric conditions prior to instal-
lation within the vacuum chamber. At 3.5 kV, less than
0.5 pA leakage existed within this system.

The thruster was operated in 10- to 20-h intervals as
part of a test program involving internal thruster geom-

etry changes. At the end of each test interval the con-
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nector was examined and the system was retested as
part of the normal thruster checkout procedure. No
appreciable deposits of metal were noted at the rear of
the connector when the protective shadow shield was
removed. Thruster checkout including cable and con-
nector was performed after each test operation of the
thruster system and the cable and connectors were
examined for breakdowns. No damage to the insulation
was observed. The creepage paths between voltage
groups were free from contamination and arc trails.
High-voltage checking of the system showed no deviation
from the original test setup.

4, Conclusions

The connector tests indicate its applicability for use
in a systems life test of 1000 to 10,000 h.

The same configuration could possibly be considered
for flight applications if Al,O; were used in place of
boron nitride as the insulator material and stainless steel
in place of the aluminum shell. Such a part is com-
mercially available.
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XX. Liquid Propulsion

PROPULSION DIVISION

A. High-Thrust Throitleable Monopropellant
Hydrazine Reactors, 7. W. Price

1. introduction

Studies of rendezvous and landing missions have shown
advantages for throttleable monopropellant hydrazine
rocket engines to provide the terminal velocity correction.
These thrusters would be used in much the same manner
as the bipropellant vernier engines on JPL’s Surveyor
spacecraft. A requirement for a rocket with maximum
thrust of 500 to 1000 Ibf appears in several conceptual
missions for unmanned spacecraft, the most immediate
of which is the Viking Mars lander.

There are three primary factors which led to the
choice of hydrazine, and all are related to the extra-
terrestrial life experiments planned for the landing
missions. These are: (1) the stagnation temperature of
the hydrazine decomposition products is much lower
than that from a bipropellant engine (2000°F compared
to 5000°F for the N,H,~N,O, system) and this reduces
the likelihood of destroying soil organisms in the vicinity
of the landing site, (2) heat sterilization of the complete
propulsion system, including the fuel, before launch is
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feasible (SPS 37-47, Vol. III, pp. 153-162), and (3) the
exhaust gases contain only small amounts of the two
species?, carbon and water, of most interest to the life
scientists. The inherent, superior reliability of mono-
propellant propulsion systems, as compared to bipropel-
lants, further enhances their desirability in spite of the
lower specific impulse of the monopropellant.

Among the problem areas associated with large mono-
propellant reactors of this type, some would be expected,
at least a priori, to be similar to those experienced with
the Mariner-size engines. Chief among these would be
catalyst retention, structural support of the catalyst and
adequate distribution of the fuel over the catalyst bed.
Lander mission requirements, such as sterilization and
dynamic throttling, may pose additional problems.
Although none of these problems appears insurmount-
able, only a limited amount of experience with either
high thrust or throttled hydrazine reactors has been
accumulated to date.

1Both are present as impurities (the carbon as aniline) and could be
almost completely removed, if necessary.,
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Therefore, an applied research program to investigate
the broad technology area of high-thrust throttleable
monopropellant hydrazine engines is in progress. This
program was divided into two major parts, both under
JPL technical direction: a contracted effort with TRW
Systems Group and an in-house effort at JPL. The con-
tracted program has been completed. The results are
the subject of a formal report (Ref. 1) prepared by TRW
and will not be discussed here. The initial phase of the
in-house program, two series of subscale tests, has been
completed and is the subject of this article. For these
tests, surplus Mariner Mars 1969 reactors, which provide
50 1bf of thrust in vacuum, were used. The subscale tests
were directed at a fuller understanding of the effects
of dynamic throttling and sterilization. Each series is
discussed separately.

2. Dynamic Throtiling Tesis

a. Objectives. The primary objectives of this group
of tests were to assess the problems involved in con-
trolling a subscale throttle valve/reaction chamber by
means of a signal pre-recorded on magnetic tape (in
preparation for test with larger chambers) and to deter-
mine if there were any fundamental problems involved
in dynamically throttling a hydrazine decomposition
chamber. In addition, the subscale hardware used was
of interest in itself for potential use on one version of a
contemplated Jupiter orbiter spacecraft. Therefore,
secondary objectives were the evaluation of the dynamic
characteristics of the specific throttie valve/reactor com-
bination and of the performance of the catalytic reactor
at various throttle levels.

b. Apparatus and procedures. For the tests to be
described, thrust chambers from the Mariner Mars 1969
program were mated with a throttle valve from the
Surveyor program (Ref. 2). Surplus components were
used throughout because of cost and availability con-
siderations. The basic Mariner Mars 1969 engine configu-
ration is shown in Fig. 1. An engine/valve combination,
as set up for testing, is shown in Fig. 2.

Two comments are pertinent to the setup of Fig. 2.
First, the hardware was originally assembled and sup-
plied to the Langley Research Center for a series of soil
contamination tests. The piping appears somewhat
cramped because it was arranged so that the engine/
valve assembly could be test-fired at JPL, packaged, and
shipped with a minimum of disassembly. Second, the
Surveyor propulsion system utilized both a fuel and an
oxidizer; consequently, the throttle valve consists of two
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Fig. 1. Mariner Mars 1969 engine, internal configuration

variable area fluid systems, with both the fuel and
oxidizer pintles being positioned by a single actuator.
Neither of the two valve circuits by itself can accommo-
date the design flowrate (0.22 lbm/s) of the monopropel-
lant reactor without an excessive pressure drop, but both
sides in parallel are adequate. Therefore, the single
hydrazine supply line is divided just upstream of the
Surveyor valve (Fig. 2), hydrazine is routed to both
parts of the valve, and the two lines are rejoined down-
stream of the valve. In addition, a normally open
solenoid valve was placed in one of the two parallel
lines so that flow through one side of the throttle valve
could be remotely closed off. Thus, the range of flow
rates possible with a single supply tank pressure was
increased.

Two different reactors, of basically the same design,
were used. For tests 4-62 and 23-26 engine SN C-101
was used. Engine SN B was employed for all other tests
in this series. The significant dimensions and catalyst
bed configuration were the same for both engines and
are as shown in Fig. 1. The major difference between
the two is that the injector of SN C-101 bolts to the
chamber instead of being welded.

During the initial tests (numbers 4-6) the throttle
valve position was controlled manually by means of a

2All tests are numbered sequentially regardless of the hardware

being used. Thus, the first tests of these series do not begin with 1,
and test numbers for the same hardware do not necessarily follow
sequentially.
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Fig. 2. Surveyor throttle valve for Mariner Mars 1969 engine ready for test
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Fig. 3. Square wave duty cycle for throttle valve tests

potentiometer. For the remaining tests (numbers 23-26
and 66-68) throttle valve control was from magnetic
tape. The two duty cycles used for remote control of
the throttle valve are shown in Figs. 3 and 4. The signals
are expressed as the ratio of valve input voltage to the
value of input voltage corresponding to the maximum
travel in either direction about the null point. The throttle
valve itself is designed so that at zero input voltage (i.e.,
the null point) the pintles are approximately halfway
between the travel limits. Square and sinusoidal (two
amplitudes and five frequencies about four different mean
levels) signals were employed even though the idealized
duty cycles of Figs. 3 and 4 would most likely not be
employed during a mission. Rather, the response to such
signals defines the system dynamic characteristics and
provides data directly applicable to the design of the
necessary control circuitry.

In addition to throttle valve position, the hydrazine
supply tank pressure is another variable by which the
absolute engine output level can be varied. The tank
pressure was chosen so that with the valve in the null
position the reactor pressure would be slightly under
the nominal Mariner Mars 1969 operating pressure of
200 psia. Since one-half the valve stroke is above the
null point, the fuel flow rate could be increased above
that corresponding to the null position, and the engines
operated at pressures above, as well as below, the design
value. The Mariner Mars 1969 thrust chamber can be
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Fig. 4. Sinusoidal duty cycle

operated at 1.5 times the design pressures, so that such
throttling was still well within the engine’s capabilities.

c. Results and Discussion. The primary objectives of
this test series were attained. Dynamic control of a
throttle valve from a pre-recorded signal was demon-
strated, and no problems in the rapid throttling of a
hydrazine decomposition chamber were encountered.
The response of the engine and valve to the step and
sinusoidal signals was measured, but since the valve
has no positive position indicator, the characteristics of
the chamber cannot be separated from those of the
valve, and the data are applicable only to the specific
valve/chamber combination tested.

The planned test sequence for the square-wave input
of Fig. 3 was to repeat this duty cycle three times
without an engine shutdown between repetitions. This
was chosen as grossly representative of the duty cycle
for the contemplated Jupiter orbiter spacecraft. Because
of a minor facility problem a shutdown was required
just before completion of the first cycle. (Thus, test 66
was slightly shorter than either tests 67 or 68.) After
correction of the problem, tests 67 and 68 were completed
as originally planned.

The results of the step input tests (66, 67, and 68) are

presented in Figs. 5 through 8. Figures 5 and 6 are
tracings from an oscillogram and show behavior during
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a typical “up-step” and “down-step,” respectively. Also
defined on Figs. 5 and 6 are the total chamber pressure
change resulting from the step input, and the time
required to reach 90% of this value. These two variables
are correlated for all three tests in Figs. 7 and 8.

Figures 7 and 8 are plots of the engine/valve response
time versus the pressure change. As used here the re-
sponse time is defined as the time increment from a
change in the valve command signal until the chamber
pressure reaches 90% of the final steady-state value
(Figs. 5 and 6). The pressure change is simply the dif-
ference between the initial and final steady-state reactor
chamber pressures. The straight lines of Figs. 7 and 8
were fit to the data by a least-squares method. No at-
tempt was made to fit a curve to the data from the
down-throttle step of Test 67 (Fig. 8), because of its
erratic nature. The response times are nearly independent
of the size of the pressure steps within each test, but
there was a substantial increase in the level of response
times between tests 66 and 67. Neither the cause of this
change nor the source of the erratic data from the down
throttle steps of test 67 have yet been determined.

By way of comparison, the response requirement for
the contracted effort with TRW was 75 ms. This require-
ment is moderately diflicult, but within the current
state-of-the-art, and is representative of the Viking re-
quirement. The Mariner engine/Surveyor valve easily
met the 75 ms during test 66, marginally during test 67,
and not at all during test 68. Such shifts in response
would be unacceptable in a flight application. Because
of the lack of a positive valve position indication these
response changes cannot be ascribed with certainty to
either the chamber or valve. The same effect will be
searched for during the full-scale testing to be con-
ducted, and, if observed, the source should be determined
since the larger throttle valves are equipped with
positive position transducers.

Typical engine/valve response to the sinusoidal input
(Fig. 4) are shown in Fig. 9 as standard Bode plots.
Figure 9a illustrates the response to an input signal
amplitude of +10%, while Fig. 9b shows the response
for £25%. Because of the quantity of data gathered
not all was reduced and plotted. The phase lag of Fig. 9
is defined as the time between identical positions (e.g.,
maximum points) on the recorded throttle valve com-
mand signal and the reactor chamber pressure oscillo-
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gram traces and is expressed in degrees. The amplitude
ratio is defined as

Pc i
20 log, [—————((P ;)> :' .

in decibels, where (P.;); and v; are point values of re-
actor chamber pressure and throttle valve input voltage,
respectively, and are evaluated at any arbitrary point
during the sinusoidal period. (P.s)s; is the reactor cham-
ber pressure that would result from the application of
v; to the valve under steady-state conditions. The steady-
state relationship between P. and v was determined
from tests 66 to 68, described above.

Note that the data resulting from the =+10% ampli-
tude input signal show a greater phase lag and larger
amplitude ratio than that resulting from the +25%
input signal. This is as one might expect. The larger
amplitude signal requires a greater mechanical move-
ment of the valve in the same time period, and hence
inertia effects are greater. Similarly, greater changes in
the propellant flow rate are required, so that flow inertia
effects are also greater. The valve/chamber/propellant
feed system exhibits less damping when subjected to the
lower amplitude input signal.

Again, for the purposes of comparison, the sinusoidal
response requirement used in the TRW contract was,
that in response to a sinusoidal throttle valve input signal
of 5 Hz and amplitude of +-10%, the thrust should have
a phase lag no greater than 45 deg and the amplitude
ratio should be greater than or equal to 0.7 (footnote 3);
i.e., less negative than —3.1 dB, or even positive. From
Fig. 9 it is clear that the Mariner engine/Surveyor valve
combination could not meet the moderate phase lag
limits, but could satisfy those for the amplitude ratio.
However, included in the specifications for any flight
system would probably be an upper limit on the ampli-
tude ratio. A value of +0.2 dB would be typical. Such
limitation of amplification might also prevent the present
engine from meeting the flight criteria at 5 Hz, as may
be seen from Fig. 9.

3The contract requirement is in terms of a thrust ratio, F;/F.
Since thrust is directly proportional to reactor chamber pressure,
(F;/Fg = P,;/P) the 0.7 figure can be converted to decibels by

the relationship above. The equivalent value is —3.1 dB.
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Included within all the duty cycles, both manually and
remotely controlled, were many periods of relatively
short, but steady-state operation. From this steady-state
operation it is possible to determine the reactor per-
formance at various throttle conditions. This type of data
is needed for control of a landing maneuver. Given the
spacecraft altitude, velocity, and acceleration, a throttle
valve position can then be chosen to yield a thrust that
will, in turn, result in a “soft” landing. The steady-state
reactor performance, as measured by the characteristic
velocity (one of the classical indices of rocket per-
formance), is summarized in Fig. 10. Data from all the
tests in this series are included there.

Also included on Fig. 10 are the performance predic-
tions derived from Refs. 3, 4, and 5. Given the reactor
geometry, fuel flow rate, chamber pressure, and the
catalyst particle size and distribution, these references
predict the composition of the gases leaving the catalyst
bed. For monopropellant hydrazine the theoretical char-
acteristic velocity is a unique function of the gas com-
position. Thus, for a given reactor, ¢* as a function of
mass flow rate can be predicted. Experimental c¢*s are
generally a large fraction of the theoretical values since
catalytic reactors are not nearly as susceptible to mixing
and atomization losses as are bipropellant injectors. How-
ever, while the predictions from Refs. 3, 4, and 5 are in
reasonable agreement among themselves*, none predict
the observed performance degradation at the lower flow
rates evident in Fig. 10.

Since all three referenced correlations are based on
data taken at bed loadings as low as 0.1 (Ibm/(in.2-s) it
is concluded that the present performance degradation,
as well as the erratic nature of the data at such low flow
rates, result from a source other than excessive ammonia
dissociation. Although it is known that propellant atom-
ization is less important for hydrazine catalytic reactors
than for a bipropellant engine, it is hypothesized that
this may be the source. This same problem was not
observed by TRW (Ref. 1) during the very limited
amount of testing they completed with a 600-Ibf-thrust

4Note that Ref. 5, strictly speaking, is not applicable to the Shell
405 catalyst used in these tests. Comparison between the correlation
of Ref. 5 and the present data was attempted, however, because of
the lack of agreement between experiment and the theories of
Refs. 3 and 4 at low flow rates. As expected, Ref. 5 predicts a
higher ¢*, but again the dependence on m is slight and of the same
order of magnitude as in the other two works.
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engine. This phenomenon will be investigated further in
future work.

3. Heat Sterilization Tests

a. Objective. In order to significantly reduce the pos-
sibility of introducing terrestrial organisms to another
planet, all spacecraft which might impact or are in-
tended to soft-land must be sterilized. Heat sterilization
is the method most often used. The vehicle must be
subjected to six 64-h periods at 275°F in a nitrogen
atmosphere. Since a hydrazine decomposition chamber
typically operates at temperatures of about 2000°F, there
is no reason to expect that the sterilization requirements
outlined above should significantly change an engine’s
operating characteristics. A short series of reactor tests
was conducted to verify this.

b. Apparatus and procedures. The following steps
were followed in the sterilization investigation. Two sur-
plus Mariner Mars 1969 flight engines, numbers SN 005
and SN 008, were used for these tests. SN 005 was ster-
ilized, while SN 008 served as a control. Since the en-
gines had slightly different test histories, they were first
repacked with fresh catalyst. The repacking was accom-
plished by machining open the engines at the injector-
chamber weld joint (Fig. 1), filling both the upper and
lower beds with unfired catalyst (the same size and types
were used as shown in Fig. 1), and then rewelding. Each
engine was then test-fired continuously for 45 s at fixed
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thrust before sterilization, so as to obtain baseline per-
formance measurements. The tests were made as identi-
cal as possible by conducting both on the same day,
using hydrazine from the same lot, using the same
instrumentation, etc. Following the baseline tests, all
propellant and instrumentation openings of engine SN 008
were capped, the nozzle exit was covered with tape, and
the engine was stored in its wooden transportation con-
tainer. Engine SN 005 was sterilized in the materials
research process laboratory at JPL. The temperature—
time schedule noted above was followed. After the ster-
ilization, which required 19 days to complete, all openings
of engine SN 005 were closed in the same manner as for
SN 008, and the engine returned to the test cell. The
fixed-thrust performance tests were then repeated, again
under identical conditions.

¢. Results and discussion. Three criteria were used to
judge the effect of heat sterilization on reactor operation.
These were: (1) the characteristic velocity, ¢*, (2) rough-
ness, as measured by the normalized chamber pressure
fluctuations, AP.,/2P.4, and (3) the start transient char-
acteristics, such as ignition delay (the time between the
electrical signal to open the propellant valve and the first
indication of chamber pressure), pressure rise time (the
time between the first indication of chamber pressure and
the attainment of 90% of the final steady-state pres-
sure), and the peak overpressure (the maximum pressure
attained during the start transient). The results of the
four tests are summarized in Table 1.

Only the start transient characteristics exhibited a
noticeable change. The ignition delay and pressure rise
times both increased noticeably. The overpressure in
itself is not considered particularly significant, since it is
a direct result of the increased ignition delay and pres-
sure rise-time. The fuel flow rate is fixed by the pressure
drop across the injector, and since this pressure differ-
ential is large until chamber pressure is built up, the fuel
flow rate is also large during the ignition delay/pressure
rise-time periods. The net result is that the reactor fills
with a gas mixture which is largely vaporized, unreacted
hydrazine. Once ignition is achieved, this hydrazine re-
acts very rapidly, and hence the overpressure. Similar
sterilization tests in which no overpressure was noted
were subsequently conducted at TRW and are reported
in SPS 37-47, Vol. III. However, the test setup used
there included a throttle valve incorporating a cavitating
venturi which prevented the fuel flow rate from going
above the final steady-state value and thus reduced the
quantity of fuel accumulated in the chamber.
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Table 1. Summary of resulis of heat sterilization éxperimenis

. ® AP Ignition Peak Pressure
Tesi No. Engine No. Pe (c.vg), ™ : ! cd delay, pressure, rise time,
psia tbm/s t/s 2Pcd ms psia ms
21 SN 005 206.8 0.234 4360 2.4 98 245 67
22 SN 008 187.6 0.214 4320 2.0 100 206 50
37 SN 008 189.8 0.216 4310 1.9 129 204 60
38 SN 0052 206.9 0.234 4370 2.0 159 454 85
2After sterilization.
The details of the start transient of a catalytic mono-

propellant hydrazine engine are not well understood at
the present; in fact, this process is the subject of a
JPL-managed NASA Advanced Technology Contract
(Ref. 6). Work done under that contract shows that the
catalyst activity may be reduced when it is exposed at
elevated temperatures to an inert gas, such as nitrogen.
However, the activity reduction is reversible and has no
discernible effect on steady-state operation. For a plan-
etary lander application such as Viking, where the engine
control is through an active guidance system, this initial
pressure overshoot should cause no great problem, since
the additional impulse can be compensated for later in
the mission. However, for a passive, preprogrammed
engine firing duration this could be a more significant
problem. Such passive control has been used on all the
JPL. Mariner missions completed to date, and is cur-
rently planned for the Mariner Mars 1973 spacecraft.

Based on present results and those of other workers, it
is reasonable to conclude that heat sterilization has a
significant effect on only subsequent reactor start tran-
sient characteristics.

Definition of terms

A, cross-sectional area of the cylindrical
chamber, in.2

A; area of nozzle throat, in.?
P
¢* characteristic velocity = ——cii—ﬁl-@ , ft/s

g, units conversion factor; numerically equal to

Ibm-ft
32.174 Tofsec®

F thrust, 1bf
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m

-
v , Ibm/in.2-sec

G catalyst bed loading G=

m  propellant mass flow rate, Ibm/sec

P.s reactor chamber pressure measured down-
stream of the catalyst bed (Fig. 1), Ibf/in.2

AP.; average amplitude of fluctuations in chamber
pressure about their mean value, Ibf/in?

v; valve input emf, V

value of v; corresponding to maximum valve
travel, in either direction, about the null posi-
tion, V

(Ui)max
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B. Injector Hydrodynamics Effects on Baffled-
Engine Stability—A Correlation of Required

Baffle Geomelry With injected Mass Flux,
R. M. Clayton

T. Iniroduciion

It is well known that baffies can inhibit the develop-
ment of sustained high-amplitude transverse wave sys-
tems in liquid rocket combustion chambers. Further,
research conducted by JPL and others indicates that for
conventional high-performance combustors, baffles are
found to be most effective when placed in the early
reaction region near the injector. Thus it can be argued
that a primary variable, controlling baffle effectiveness,
is the spatial relationship of the baffle geometry with
the distribution of unreacted propellants. However, there
are virtually no design criteria to reliably prescribe the
necessary baffle/combustion-distribution relationship to
provide a high margin of stability against resonance-
initiating disturbances imposed either artificially or spon-
taneously.

The effective axial length of the early reaction region
presently remains difficult to define for any given com-
bustor because of the complexities of the overall combus-
tion process; but it is clear that liquid phase atomization
and propellant distribution largely determine the even-
tual combustion distribution, and that these properties
are injector performance variables. Moreover, any sub-
stantial response of injector performance to perturbed
combustion chamber conditions can, in general, only
further complicate the dynamic behavior of the overall
combustor. This responsiveness is believed to exist for
most dynamic stability experiments with the conven-
tional flight-type injectors for which other system re-
quirements usually dictate minimized injector pressure
drops. Thus, correlation of stability testing results, in
terms of injector design variables, historically has been
nearly impossible, and trial and error methods for in-
jector “fixes” have prevailed.

In contrast, the JPL resonant combustion research has
emphasized injection schemes producing steady repro-
ducible hydrodynamic properties by virtue of the high
flow-impedance and developed flow characteristics of
long-tube (length =100 D) orifices. Hence, the hydro-
dynamic boundary conditions governing spray formation
have been controlled so that meaningful correlations
should be possible between injector performance vari-
ables as “causes” and observed combustor behavior as
“effects.” Invariably, combustors using these JPL injectors
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have exhibited a low dynamic-stability margin without
baffles (i.e., stable to ordinary low levels of combustion
noise, but unstable to discrete disturbances) producing
a fully developed spinning detonation-like wave de-
scribed in Ref. 1. But just as invariably, they have been
reliably stabilized with baffles without modifications to
the injection schemes. This stabilization procedure is
contrary to nearly all contemporary flight engine devel-
opment histories.

The observations stated above have led to a JPL con-
clusion that the essential qualitative requirement for
maximizing the stability control effectiveness of baffles
is as follows: provide sufficient hydrodynamic control of
the injected flow so that the spatial distribution of mass
and energy sources in the early reaction region is repro-
ducibly compact and steadily maintained, relative to the
baffle geometry, under perturbed combustion conditions.

For the conclusion to be very useful, however, it is
presumed to be necessary to quantize two important
criteria: (1) the critical spatial relationship between
baffle geometry (length and spacing) and a fixed com-
bustion distribution, and (2) the lower limit of control
over the injection hydrodynamics required to maintain
that critical spatial relationship in the presence of high
amplitude combustion disturbances. The latter design
limit information is important for minimizing possible
design complications associated with long orifices while
at the same time providing the lower limit of compromise
to hydrodynamic control. Consequently, an investigation
seeking these criteria was initiated with the intent of
using combustion hardware from previous studies and a
new “variable-control” injector. However, funding lim-
itations have forced a termination of the investigation
(first reported in SPS 37-62, Vol. III, pp. 272-279), and
further work is expected to be delayed for an indefinite
time.

This article presents the results of a final series of
experiments before work was terminated that concern
the first criterion itemized above and compares them
with results from previous experiments. It will be shown
that a correlation between baffle geometry and at least
one injector performance variable is demonstrated and
that this correlation can be stated in terms of rudi-
mentary design criteria. The correlation holds, hence the
design criteria is valid even though the relationship does
not yet include terms that represent the combustion
distribution specifically.
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2. Description of Experiments

The dynamic stability of the baffled long-tube research
injector, RMIR-5, was determined in order to supplement
existing data for two other JPL injectors having similar
stiff hydraulic configurations: injector RC-1 (SPS 37-62,
Vol. III, pp. 272-279); and injector RMIR-7 (Ref. 2).
Other design characteristics common to the respective
combustors are uniform average mass flux distributions
(non-humped distributions), unlike doublet injection ele-
ments, and cylindrical chambers nominally 16 in. (41 cm)
long with an area contraction ratio of 2.0. Nominal values
of design and operational differences for each combustor
are listed in Table 1. Specific injection scheme variables
are listed in Table 2.

Both 8 and 5 blade bafle arrays were used with the
11-in. (28 cm) diam RMIR-5 combustor. Blade lengths
ranging from 1.5 to 7.8 in. (3.81 to 19.81 cm) were in-
vestigated for the three-blade array, and lengths of 2.0,
2.9, and 4.0 in. (5.08, 7.37, and 10.16 cm) were used for

the five-blade array. These configurations are shown in
Fig. 1, where they can be compared with the RC-1 and
RMIR-7 arrays used previously. For all of the experi-
ments, the blades were welded to the injector face and
were hand fitted so that no significant end gap (not more
than several thousands of an inch) existed at the chamber
wall. The somewhat nonradial placement of the blades
was dictated by available space within the orifice ar-
rangements of the respective injectors. The generally
nonsymmetrical circumferential spacing stemmed par-
tially from the same consideration, but also from intuitive
(and unproven) reasoning that gas motion coupling
between baffle cavities would be reduced by the non-
symmetry.

The stability of the RMIR-5 engine was evaluated
using an explosive-bomb technique. The effectiveness of
each length baffle was tested by imposing bomb dis-
charges of various sizes [2, 6.9, 13.5 gr (0.13, 0.45, 0.87
mkg) of PETN in the form of electrically initiated blast-
ing caps] from various chamber locations. In practice, as

Table 1. Combustor operating conditions (nominal values for design conditions)

RMIR-5 RC-1 RMIR-7

Propellants SFNA -+ Corporal fueld N,O, + 50/50 N,O, + N,H,
(UDMH/N,H,)
Overall mixture ratio r 2.80 2.00 1.20
Main mixture ratio r 2.80 2.1 1.20
Boundary mixture ratio ry None 1.27 None
Total propellant flowrate m,, Ibm/s (4.54 X 10! kg/s) 95.8 79.4 83.5
Mass fraction of boundary flow, r;vb/rflt — 0.10 —
Average chamber mass flux F;ch, lbm/s-in.2 (7.04 X 102 kg/s-m?2) 1.01 0.31 0.88
Chamber pressure, psia (6.89 X 103 N/m?2) 300 100 300
Chamber diameter, in. (2.54 c¢m) 11.04 18.04 11.04
Combustion efficiency?, 9% 97 97 96
Combustion roughness, psi rms (6.89 X 103 N/m?) 2.5 <1.0 15.0
Acoustic velocity?, ft/s (3.05 X 10-1 m/s) 3500 3960 4030
Measured frequency of spinning tangential wave (without baffles), Hz 2120 1445 2420
Measured maximum amplitude of sustained spinning wave (without baffles)®, ~2490 ~750 ~1000
psi p/p (6.89 X 103 N/m?2)

2Based on ratio of measured to theoretical equilibrium c*,
PBased on measured c*.
CFrom Kistler measurements near injector ‘‘corner’” of chamber,

dSFNA (stabilized fuming nitric acid) consists of a mixiure of the following
14.01.0% NO,; 250.5% H,0; 0.6 =0.1% HF.

Corporal fuel consists of a mixture of the following compounds with percentage by weight as noted: 46.5 7= 0.2% furfuryl alcohol (C,H;OCH,OH);
7.0£0.2% NyH,; 1.5% max H,0; 0.7 % max impurities; remainder, aniline (C;H,NH,).

compounds with percentage by weight as noted: 81.3-84.5% HNO,;
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Table 2. Injection conditions (nomineal values)

RC-1¢

Condition RMIR-5 ot flow Boundary flow RMIR-7
Number of elements 52 84 24 47
Oxidizer orifice diameter D, in. (2.54 cm) 0.173 0.142 0.073 0.173
Fuel orifice diameter Dy, in. {2.54 cm) 0.0986 0.101 0.073 0.173
Oxidizer injection velocity Yoz ftfs (3.05 X 10-1 m/s) 86.5 58.0 68.0 64.2
Fuel injection velocity V, ft/s (3.05 X 101 m/s) 137.6 86.0 92.0 73.5
Element flow rate (ﬁrel), lbm/s (4.54 X 10-1 kg/s) 1.84 0.85 0.33 1.81
Impingement distance from face, in. (2.54 cm) 0.75 0.625 0.125 0.75 or 0.875
Included impingement angle, deg. {1.75 X 10-2 rad) 44 60 60 45
Normalized peak mass flux sampled for element (G . )oy® (lbm/s-in?}/ 0.232 0.104 Not determined 0.342

(Ibm/s), {{1.55 X 103 kg/s-m2)/(kg/s)]
True angular location of peak mass flux (0)2, deg {1.75 X 10-2 rad) 478 0.0 Not determined 0.0
Mixing factor {n,)2, % 85.0 88.7 80.0 73.7
Mass median drop diameter for fuel (Bf)b, mm 466 392 330 712
aFrom nonreactive flow measurements described in Ref. 4. CMass flux correlations shown in Fig. 6 based on main flow elements,
B po.27 p0.023
bBased on correlations from Ref. 6: D, = 10° (—v(:)—u #) (Kp) (Kg)
where K,, = correction for physical properties
Ky = correction for impingment angle

many as six bombs of a selected size were discharged
sequentially, nominally 100 ms apart, during each engine
firing. Bomb locations, order of firing, and construction
details were essentially the same as for the RC-1 experi-
ments (SPS 37-62, Vol. III) and will not be repeated
here. The RMIR-7 experiments did not use the bombs,
but this combustor (using N,O,~N.H.) characteristically
exhibits extremely noisy combustion and is spontaneously
unstable to these abnormally high combustion distur-
bances when not equipped with baffles (Ref. 2). Thus, it
is assumed that these spontaneous disturbances are
equivalent to artificially imposed disturbances for the
purpose of testing the combustor’s dynamic stability with
various baffle configurations.

Provisions for Photocon or Kistler measurements were
available for all firings. Pertinent location information is
specified where necessary as the results are presented.
The physical and performance details of these measure-
ment systems are described in Ref. 1.

The RMIR-5 injector was operated near its design
mixture ratio of 2.80 (Table 1) for SFNA + Corporal fuel
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for most of the runs (2.69 < r < 2.82); however, inad-
vertent off-mixture ratios as low as 2.39 were observed
for some firings. In view of the lack of sensitivity of
baffle effectiveness to operating mixture ratio exhibited
by RC-1 (SPS 37-62, Vol. III), these off-mixture ratio fir-
ings are not considered to influence the present results.
The RMIR-7 data to be shown were also for near design
conditions.

As with mixture ratio, total flow rate for the RMIR-5
experiments was held nominally constant for most firings
at between 92.0 and 96.7 Ibm/s (41.7 and 43.9 kg/s) pro-
ducing a mean chamber pressure range of 292 to 307 psig
(2.01 to 2.12 MN/m?) at the injector face. Again, several
firings inadvertently extended beyond this nominal range
but are not considered sufficiently off-nominal to modify
the results. Under these near-design flow conditions, c*
performance (corrected for stagnation pressure, but un-
corrected for heat losses) was consistently 97% of theo-
retical equilibrium flow. Steady state combustion noise
was generally less than 3 psi (20.7 kN/m?) RMS with no
tendency for popping. Analogous performance char-
acteristics for the RC-1 and RMIR-7 combustors are
summarized in Table 1 for comparison.
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RMIR-5

RC-1
SOLID LINES = 3 BLADES D, = 18.04in, (45.85 cm)
SOLID AND DASHED LINES =5 BLADES ch

Dch =11.04 in. (28,08 cm)
BLADE THICKNESS = 0,25 in, (0.635 cm)

140 deg (CAVITY 1)
(2.45 rad)

45 deg

65 deg (1.138 rad)
(CAVITY 3)

BLADE THICKNESS = 0.375 in. (0.953 cm)

ft—

<80 deg
(1.399 rad)
32 deg 40 deg
\]20 deg (0.561 rod)—=fe—  (0.701 rod)
75 deg (2.10 rad) &
(1.312 rad) / \b\
/ 181 deg 4
69 de (3.165 eg
// Q .2907 rad) rad) (1.138 rad)

RMIR~7

SOLID LINES = 3 BLADES
SOLID AND DASHED LINES = 4 BLADES
Dch =11.04 in. (28.08 cm)

BLADE THICKNESS = 0.25 in. (0.635 cm)

155 deg (2.715 md)j

(CAVITY 2)

90 deg
(1.573 rad)

\_

(10.16 cm)
4.0 in. diam.

)

75 deg
(1.312 rod)

114 deg
(1,996 rad)

Fig. 1. Baffle array schematics for injectors RMIR-5, RC-1, and RMIR-7

3. Resulis fof RMIR-5 Combustor

The overall results showing the dynamic stability
characteristics of the RMIR-5 engine are summarized
in Table 8. The engine was classified stable if for the
particular baffle configuration all bomb disturbances
damped with no discernible tendency for resonance at a
sustained amplitude. Only the 5-blade array with lengths
>2.9 in. (7.37 cm) were found to provide a high sta-
bility margin. For these stable configurations bomb pulse
amplitudes between 165 and 1240 psi (1.14 and 8.55
MN/m?) above mean chamber pressure, depending upon
bomb and pressure measurement location, were damped
after ~16 ms with a spread of 12 to 22 ms. The higher
pulse amplitudes and longer damping times were asso-
ciated with bombs located within the baflle cavities.
Note that the rather large incremental length variations
for the 5-blade array do not resolve the minimum length
required by less than 0.9 in. (2.3 cm); therefore, the min-
imum length probably falls between 2.0 in. (5.08 cm)
which was unstable and the 2.9 in. (7.37 cm) length
which was stable.

For the 3-blade array, lengths in the range of 2.9 to
3.4 in, (7.37 to 8.64 cm) provided marginal stability in
that the 2-gr (0.13 mkg) bomb damped (average damp-
ing time 12 ms) but the 6.9 and 13.5 gr (045 and 0.87
mkg) bombs did not in all cases. Thus, a lower level of
stability was provided by the most effective 3-blade
configuration compared to the most effective 5-blade
array. Pulse amplitudes ranged 75 to 475, 100 to 720, and
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160 to 610 psi (0.52 to 3.28, 0.69 to 4.96, and 1.10 to
4.21 MN/m?), respectively, for the 2, 6.9, and 13.5-gr
(0.13, 045, and 0.87 mkg) bomb pulses that did damp
for this 0.5 in. (1.27 cm) range of baffle length. Bombs
located within the baffle cavities were generally the
most apt to initiate resonance when stability was mar-
ginal.

Lengths of the 3-blade array shorter than 2.9 in. (7.37
cm) did not provide stability to all 2-gr (0.13 mkg) bombs
[amplitudes 135 to 390 psi (0.93-2.69 MN/m?)]. Lengths
greater than 3.4 in. (8.64 cm) were not all tested with
the smallest bomb, but the results (Table 3) suggest that
the greater lengths produced only marginal stability
because they did not dampen all of the 13.5-gr (0.87 mkg)
bombs [pulse amplitudes ranging from 65 to 735 psi
(0.45 to 5.07 MN/m?)].

The amplitudes quoted above are for pulses that did
damp. Those pulses that did not damp were generally
of substantially greater amplitude. For instance, one
13.5 gr (0.87 mkg) bomb pulse that failed to damp for a
8.4-in. (8.64 cm) baflle length was detected at 1690 psi
(11.65 MN/m?) even though the bomb was located
10.8 in. (27.4 cm) downstream of the injector. All pres-
sures quoted above were measured by three Photocon
transducers located circumferentially at a chamber sta-
tion 4.0 in. (10.2 cm) from the injector face.

The resonance mode observed for the 5-blade array
with the 2.0-in. (5.08 cm) length was a first tangential
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spinning wave with a maximum amplitude of about
400 psi (2.76 MN/m?) peak-to-peak and a frequency of
1785 Hz. This mode is termed a chamber mode herein
because the baflle cavities as well as the chamber volume
downstream of the cavities exhibited the same frequency.
This exhibition of chamber modes rather than distinct
baffle cavity modes was also noted for the RC-1 com-
bustor with its 4-blade baffles (SPS 387-62, Vol. I11I). For
the RMIR-5 8-blade array both chamber and cavity
modes were encountered depending on baffle length.

For bafle lengths <4.5 in. (11.43 cm), chamber modes
were always observed for the unstable firings with the
3-blade array. The observed modes varied from a spin-
ning first tangential motion at a baffle length of 1.5 in.
(8.81 cm), to a standing first transverse for 2.4 in., (6.10
cm), to a standing second transverse for 2.9 in. (7.37 cm),
to a first radial mode for 3.4 in. (8.64 cm), and back to a
second standing transverse motion at 4.0 and 4.5 in.
(10.20 and 11.43 cm) baffle lengths. Frequencies as mea-
sured by Photocons at the 4.0 in. (10.20 cm) station are
summarized in Table 2. The frequency of the first tan-
gential modes (spinning or standing) decreased with
increasing baffle length, whereas no such variation was
noted for the other chamber modes.

For lengths >5.0 in. (12.70 cm) only cavity modes
were present. In this case, cavity 1 (Fig. 1) generally
exhibited a sharp-fronted wave traveling back and forth
in the transverse direction of the cavity with a nearly
constant frequency of from 2255 to 2315 Hz independent
of baffle lengths between 5.0 and 7.8 in. (12.70 and
19.81 cm). Intermittently, cavity 2 would often simul-
taneously exhibit a similar wave motion, but with a con-
sistently lower frequency in the range of 2000 Hz. Under
these conditions cavity 3 appeared very noisy and occa-
sionally exhibited a frequency of ~4740 Hz. Phase mea-
surements between the oscillations in the individual
cavities always indicated that the cavities were un-
coupled gas-dynamically. From similar measurements,
no definite relationship between chamber and cavity
oscillations were apparent. Finally, the chamber oscilla-
tions did not correspond with a natural chamber mode,
even though the cavity frequencies were near the first
tangential chamber frequency. Rather, the downstream
oscillations appeared generally noisy, occasionally ex-
hibiting all the cavity mode frequencies simultaneously;
i.e., a chamber mode did not appear to be coupled to
the cavity modes.

In summary, the effectiveness of baffles for stabilizing
the RMIR-5 combustor can be stated as follows. The
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5-blade array with length >2.9 in. (7.37 cm) provides a
high margin of dynamic stability, prohibiting the devel-
opment and sustenance of either cavity or chamber
modes of resonance. On the other hand, the 3-blade
array provides substantially less stability margin, allow-
ing cavity modes to be sustained when the baflles were
>5 in. (1270 cm) long and failing to prevent sustained
chamber modes when <4.5 in. (11.43 c¢m) long.

4. Comparisons With Previcus Resulis

a. Bomb pulse amplitude and damping time. For the
adequate or nearly adequate baffle configurations, it was
possible to measure damping times' and initial pulse
amplitudes. Both were found to vary (for a fixed baffle
condition) with bomb size and position, and measure-
ment location; however, average values for 3 peripheral
locations were taken to be a measure of the damping
behavior of the engine. Figure 2 shows typical results
for the RMIR-5 and RC-1 engines. (Analogous data for
the RMIR-7 engine is not available.) If it is recalled that
the 3-blade array for RMIR-5 did not provide a high
margin of stability, it can be seen by comparing the
damping times of the 3-blade array with those of the
5-blade and RC-1 arrays that damping time per se does
not provide a positive measure of stability margin when
the injected flow response is minimal. For this situation,
damping time appears to be highly correlated with the
time constant of the chamber-nozzle combination.

b. Resonance frequency and amplitude reduction.
Even though inadequate baffling fails to prohibit the
development of the first transverse chamber mode, the fre-
quency as well as the amplitude of the wave is attenuated
compared to the unbaffled situation.

Frequency reduction. The reduction of frequency of
the first transverse chamber mode when chamber and
baffle cavity oscillations are gas-dynamically coupled is
expected both from analysis and past experimental ob-
servations. However, published theoretical analysis of
the phenomena are limited to two-dimensional geom-
etries without combustion sources or sinks (Ref. 3), while
at the same time published data from engine firings are
fragmentary. Figure 3 shows results for the three JPL

!Damping time is frequently used as a measure of stability margin.

As used here, this term is defined as the total time (to the nearest
millisecond) for the chamber pressure from Photocon measure-
ments at the 4.0 in. (10.20 em) chamber station to return to its
pre-disturbance appearance on a high time-resolution oscillograph
record.
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(a)

b)

(NOTE COMPRESSED ORDINATE)

BOMSB SIZE
ar (6.48%107 kg) INJECTOR
o 2
o 69 RMIR-5, 3-BLADES
A 135
X 135 RMIR-5, 5-BLADES
0 135 RC-1, 4-BLADES

DATA AVERAGED FOR 3
PHOTOCON MEASUREMENTS
AT 4.0in. (10.16 cm) WALL STATION

1 2 3 4
BAFFLE LENGTH, in . (2.54 cm)

Fig. 2. Average damping time and pulse amplitude versus baffle
length for injectors RMIR-5 and RC-1
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Fig. 3. Relative frequency versus baffle length and the parameter
LN/D.; for injectors RMIR-5, RC-1, and RMIR-7
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combustors, where relative frequency f/f, is shown versus
baffle length L (Fig. 3a), and the parameter LN/Dg,
(Fig. 3b), where N is the number of baffle blades and
D, is the chamber diameter. As indicated in Ref. 3, the
relative frequency is not a function of baffle length alone.
These data suggest that f/f, is nearly linearly related to
LN/D.. Chamber length is not a significant variable in
this data since all the engines had chamber lengths from
injector nozzle entrance between 15.86 and 16.43 in.
(40.30 and 41.70 cm). Interestingly, the reduction in fre-
quency does not appear to be influenced by whether
the mode is spinning or standing.

Amplitude reduction. The limited analytical results
from Ref. 3, based on a model of pressure coupling
between the chamber and the bafle cavities indicate
that pressure amplitude in the cavities tends to increase
relative to the amplitude for the chamber space, thus
suggesting a destabilizing effect of baffles. No such effect
has been observed in the present experimental results,
nor is it generally observed by others for liquid rocket
engines. Resonance amplitude variations as a function
of chamber wall axial station for several lengths of baffles
for the RC-1 engine are shown in Fig. 4. These results
typify analogous trends for the RMIR-5 and 7 engines.
The pressures were measured with Kistler transducers
located near the pressure antinode of the first tangential
waves; therefore, they are maximum amplitudes for
each baffle condition. The amplitude distribution for the
unbaffled chamber is also shown. The latter distribution
was obtained for the fully developed spinning detonation-
like wave, characteristic of the unbaffled engines. In
addition to preventing this severely destructive mode
from developing, the baffles clearly reduced the ampli-

800 T T T

RC-1 ENGINE

BAFFLE LENGTH

FOR MARGINAL NOZZLE

—_— I
NE :

< I

z |
I |

2 |

; |

£ |
K- STABILITY ENTRANCE H THROAT

B 400 :

g 400 NO BAFFLE !

E |

> I ;

1

X : BAFFLE LENGTH

o

I O 1.0in. (2.54

w200 | lr: ( em) _|
2 % A 1.65in. (4.19 cm)
& | O 2.15in. (5.46 cm)
= ! ]

< 1 ! }

0 11 1 1 ] i 1
0 4 8 12 16 20 24

WALL STATION, in. (2.54 cm)

Fig. 4. Resonani pressure distribution for various
baffle lengths, RC-1 engine
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tude of the standing mode as their length was increased
toward the 24 in.-length (6.10 cm) required to stabilize
the RC-1 engine. Note that this length corresponds to
the axial station where the slope of the unbaffled pres-
sure distribution curve nears a minimum value.

¢. Correlation of baffle performance results. Initial
comparisons of the results, particularly the apparent
amplitude/critical baffle length relationship noted in
Fig. 4, indicated that variations in energy and mass
source distributions for each combustor must be ac-
counted for if a correlation of stabilizing performance
with baffle geometry and axial combustion distribution
indeed exists. However, prior to using extensive com-
puter calculations, based on assumed initial spray prop-
erties, to evaluate the evaporatively controlled combustion
rates along the length of the combustors, it was decided
to attempt a correlation of the data on the basis of
existing cold flow measurements of the mass distribution
produced by the specific elements used in each injector.
That is, if the axial mass concentration of unreacted
propellants is a first-order variable controlling baffle
stabilizing effectiveness, it is reasoned that at least a
partial measure of such a variable is contained in a com-
parison of local values of injected mass flux with the
average chamber mass flux.

For this purpose, a variable termed &,., was selected
that is defined as the value of the element peak axial
mass flux (Gpay).- on a plane perpendicular to the cham-
ber axis a distance L’ from the impingement point di-
vided by the average chamber mass flux, G.; where L’
is the axial distance of the downstream edge of the
baffle from the impingement point. Thus,

The evaluation of (Gpuey)r is based on cold flow (non-
reactive fluids) measurements of the mass distributions
of the particular elements, for which the experimental
methods are described in Ref. 4. The essential features
of the evaluation are shown in Fig. 5. Pertinent values
of the sampled spray properties are listed in Table 2.

As noted previously, the RMIR-5 experiments showed
a dependence of stabilizing performance on baffle spac-
ing as well as length; therefore, any correlation of baffle
effectiveness with combustion distribution must also
account for this second spatial property of the baffle
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Fig. 5. Spray mass flux relationships

array. Based primarily on heuristic arguments, different
arrangements of baffle cavities can be shown to be more
or less compatible with particular acoustic modes of gas
motion in the unbaffled portion of the chamber. For
example, Ref. 5 states that an odd number of radial
blades is most effective against the tangential modes
and that the order of the mode divided by the number
of blades should not be an integer. However, clear evi-
dence of a relationship of this kind has not been observed
in the present results.

For the RMIR-5 engine with the 3-blade array both
the first and second tangential modes were observed for
particular ranges of baffle length (Table 3). For the RC-1
engine with 4 blades, only the first tangential mode was
observed and the velocity nodes were not aligned with
a blade but, rather, bisected opposing cavities. And for
RMIR-7, the engine was equally well stabilized against
the first tangential with either 3- or 4-blade arrays of
adequate length. Therefore, while some relationship
of baffle cavity dimension to chamber dimension is evi-
dently important to stabilizing effectiveness, it is not
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clear from these data that it is strictly an acoustic mode
relationship. However, for the lack of a more definitive
spatial correlating parameter, one of this nature will be
used.

The apparent interaction of the relative local mass
flux, baffle length, and blade spacing on baffle per-
formance for the three combustors is shown in Fig. 6. A
data point for each combustor/baffle configuration is
plotted as the ratio of average cavity-peripheral-width
i to the first tangential wave length ), versus 1/4,.,.
The width & was taken as the chamber circumference
divided by the number of radial baffles less the blade
thickness, and A, was based on the measured first tan-
gential frequency for each unbaffled engine. The data
are plotted as 1/&,., so that the direction of increasing
L’ is to the right.

Each combustor/baffle configuration was classified as
stable, marginally stable, or unstable according to its
observed response to combustion chamber disturbances,
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Tablie 3. RMIR-5 dynamic stability resulis

Blade array 3 5
Disturbance® 2.0 6.9 13.5 13.5
Blade length?,
in, {2.54 cm)
U
1.5 1T-1982
{Drifting)}
U
2.0 178-1735
U
2.4 17-1812
S v S
2.9 21-3380 »
U U
3.4¢ S 1R-4160 1R-4160
g
v s
4.0 27-3380
U
45 27-3370
U
50 C1-2255
U
C1-2280
. VR N v
5.8 C1-2270 C1-2270
"""" U
C1-2255
U
C1-2260
7.8e || e
U
C1-2315

2Numerals indicate bomb size.

by, unstable; S, stable; mode designations with frequency, 1TS-first
spinning tangential, 1T-first standing tangential, 2T-second stand-
ing tangential, 1R-first radial, C1-transverse mode in cavity 1.
CMore than one classification per baffle length denotes replicate
firings.

whether artificially or spontaneously imposed. A config-
uration was classified as stable if all disturbances damped
with no discernible tendency for resonance at a sustained
amplitude. Marginal stability was assigned to the engine
if any discernible resonance occurred intermittently,
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either during a single run or a succession of runs. This
classification was also assigned to engines that were
sensitive to some disturbances, but insensitive to others.
The unstable classification was assigned if the engine
consistently exhibited continuous resonance from the
time of its initiation, by whatever means, through the re-
mainder of the firing.

As can be seen from Fig. 6, baffle configurations pro-
vided dynamic stability when blade length was sufficient
to reduce F..; to approximately 3; if, simultaneously,
the number of blades was sufficient to keep /), below
approximately 0.57. It is noted that the latter restriction
is based only on the 3-blade RMIR-5 engine which ex-
hibited higher-order chamber and cavity modes with
baflle lengths beyond those required to prevent the first
tangential mode. This may reflect a relatively low com-
bustion rate for the SFNA + Corporal fuel propellants
allowing high concentrations of unreacted propellants
within the cavities. It is further noted that one stable
RMIR-7 configuration (with N,H,) occurred to the left
of the stability limit line which suggests that its combus-
tion rate may be relatively more rapid than implied by
the simple relative mass flux parameter.

Since these results were obtained for relatively large
engines with a fixed contraction ratio, and since the in-
jectors produced a relatively large thrust per element
[135 to 425 Ibf (600 to 1890 N)], it is of interest to com-
pare analogous baflle performance data reported in Ref. 6
for the Rocketdyne Apollo lunar module (LM) ascent
engine. This engine offers a contrast to the JPL research
engines in that chamber diameter [7.79 in. (19.78 cm)],
contraction ratio (2.9), orifice size scale (<20 Ibf (89 N)/
element) and orifice length (<4D) are significantly dif-
ferent. However, the impingement angle and diameter
ratio of the LM unlike doublet core elements are sufhi-
ciently similar to the RC-1 element design to allow an
assumption of the same values for (Guu)sy and the
angle ¢ (see Table 2 and Fig. 5) for the two elements.
With this assumption and m,, for the LM elements.? it
is then possible to compute &, for various baffle lengths.
The results for the LM engine are shown in Fig. 7,
where it can be seen that they are conmsistent with the
limit lines noted for the JPL engines. This agreement is
possibly fortuitous, but on the other hand, it lends cre-
dence to the applicability of the work reported here to
stable-engine design.

2Dimensional and operational data for the LM injector was furnished
by Carl L. Oberg via Rocketdyne letter 70RC10366, dated Septem-
ber 24, 1970.
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5. Conclusions

The baffle length required for dynamic stability is
primarily controlled by the concentration of unreacted
propellants in the early reaction region of the chamber.

Even though combustion rates for specific propellants
and atomization conditions affect this concentration, a
rudimentary design criterion is to lmit the value of 4.,
to 8, while at the same time limiting w/), to less than
about 0.57 by using at least three baffle blades.

In order to assure reproducible stability, sufficient
hydraulic control of the injection scheme must be exer-
cised to maintain the critical spatial relationship between
a fixed baffle geometry and the unreacted propellant
distribution under perturbed chamber conditions. The
lower limit of control sufficiency remains to be determined.
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XXI. Tracking and Orbit Determination
MISSION ANALYSIS DIVISION

A. Speciral Factorization in Discrete Systems,
T. Nishimura

1. Introduction

The spectral factorization is the basic problem arising in
the Wiener-Shannon filtering theory. Usually the charac-
teristic equation is solved and the roots having negative
real parts are picked up in order to formulate a realizable
filter in the continuous system. If the system is discrete,
the characteristic roots lying inside the unit circle around
the origin on the complex plane are selected for this

purpose.

In contrast to these static filters, dynamic filters such as
Kalman filters have been introduced in recent years which
can be extensively applied to estimation problems in real
time,

The sequential (Kalman) filter is asymptotically stable
if the system is uniformly and completely observable and
controllable (the definitions of these terms are contained
in Ref. 1). Particularly when the system is time-invariant,
the error covariance P (f) converges to a constant matrix
which is identical to the one obtained by the spectral fac-
torization of the Wiener-Shannon theory.

According to Potter and Anderson (Refs. 2 and 3), this

spectral factorization problem can be solved for continu-
ous systems by finding the eigenvectors of a matrix which
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is constructed by the coefficient matrices of the Riccati
equation (covariance equation).

In this article, the counterparts of their theorems in dis-
crete systems are derived and the technique is demon-

strated by an example.

2. Mathematical Results

Let the process equation of parameter x (n X 1) and
equation of data y (m X 1) of a discrete system be

x(k+1) = o k) x(k) + G (k) w (k) (L)

y (k) = H (k) x (k) + 0 (k) (@)

where w and v are independent, white noises with zero
mean. Hence the correlation of noise is

Elw(f)w’ (k)] = Q (k) 85 3
Efo(j)v' (k)] = R(k) 5 4)
Elw (v (k)] =0 (5)

where 8;; is the Kronecher delta and E [ ] indicates an
ensemble average.

233



The error covariance P (k) of the optimal estimate x* (k)
is provided by the following Riccati equation (Ref. 1):
P(k+1)= o (k) {P(k)— P(k)H (k)
X [H (k) P (k) H’ (k) + R (k)]
X H (k)P (k)} @’ (k) + G (k) O (k) G’ (k)
(6)

with the initial condition

P(0) = E [x(0)2"(0)] @)

where the prime indicates the transpose.

In this article we are concerned with the solution of
Eq. (6) when the system is time-invariant and the noises
are stationary.

According to Kalman, Eq. (6) converges to a steady-
state solution, provided the system is uniformly and com-
pletely observable and controllable. Assuming that this
observability and controllability condition is satisfied, the
solution of the following equation is sought in this article:

P =& (P — PH’' [HPH' + R]* HP} & + GOG’ (8)

As principal results of this article, three theorems are
derived concerning the solution of Eq. (8). The proof of
theorems may be referred to a JPL internal document.

TuEorEM 1. Let the matrix A (2n X 2n) be described by

&-'H'R'H | -1
— A11 A] 2 (9)
A, Az
Also, let T be a matrix such that T-'AT reduces to a Jordan

canonical form J. When T and | are similarly partitioned
as A, the solution of Eq. (8) is given by

{:q) + GQG'o"*H'RH | GQG’@"I]

P=T,T2 (10)

if T,y is non-singular.

iNishimura, T., Spectral Factorization in Discrete Systems, May 12,
1970 (JPL internal document).
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Tueorem 2. For an eigenvalue \; of A, there exists an
eigenvalue \; = 1/\;. Namely, one-half of eigenvalues of
A lie outside the unit circle on the complex plane while
the other half lie inside the unit circle.

THEOREM 3. Assuming all the eigenvalues of A are dis-
tinct, a real, symmetric, non-negative-definite solution P
of Eq. (8) can be uniquely determined by arranging the

sub-matrix
T
Ty,

such that it consists of eigenvectors of A corresponding to
the eigenvalues which lie outside the unit circle.

3. Example

The solution provided by Theorem 3 is applied to the
tracking problem of a spacecraft moving along a straight
line by means of the ranging system at the ground station.
The probe undergoes a small acceleration which is white
with variable magnitude. The steady-state solution is
sought in order to get the limiting accuracy of such track-
ing system.

The range data are taken every 1000 seconds and the
data noise is taken as 10, 5, and 1 m, which is also assumed
white. Let x, and x, be position and speed, respectively,
of the spacecraft. Then

2 (k+ 1) = x, (k) + 2, (K) (11)
2 (k+1) =2, (k) + w(k) (12)
y (k) = x, (k) + v (k) (13)

Hence the coeflicient matrices are

@_11] 14
o 1 (14)

H=[1,0] (15)

R=o (16)

0 0
Q—[O U?J 17)
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The limiting accuracies of this ranging system are dem-
onstrated in Figs. 1 and 2. Figure 1 shows the uncertainty
of position of the spacecraft versus the magnitude of accel-
eration while Fig, 2 does that of speed for different values
of data noise.

RANGE ESTIMATE, cm

7 2 4 6 0 2 4 & WP 2 4 s10”

PROCESS NOISE o, cm/i2

Fig. 1. Limiting accuracy of range estimate
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Fig. 2. Limiting accuracy of speed estimate
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The range of process noise is such that 10-* ~ 10-° cm/s?
is approximately the magnitude of solar disturbances and
leakage in gas jets and 10-? ~ 10~ the magnitude of thrust
fluctuations of solar electric spacecraft.

The discrete Riccati Eq. (8) for the system described by
Egs. (14-17) reduces to, for py; (variance of estimate of x),

pt, = ob (pu + ob) (P + 2072)° (18)

This is difficult to solve analytically. However, when
pu << o, the solution is derived by

Vs = 2 oA o3 (19)

Therefore the standard deviation of the estimate of posi-
tion is proportional to o!/* of process noise and to o%* of
data noise.

This agrees with the analysis in the continuous case
for the same ranging system (Ref. 4). Since the inclina-
tion of straight lines in Fig. 1is 1/4, it proves that Y p,, is
proportional to the fourth root of standard deviation of
process noise.

Similarly an approximate solution for p,. becomes
P o

Namely, the standard deviation of estimate of speed is
proportional to o%/* of process noise and to ¢¥/* of data
noise.

Again Fig. 2 shows that Y p., is proportional to the
three-fourth power of standard deviation of process noise.
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