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ABSTRACT

The purpose of this study is to investigate the properties of
bulk semiconductor materials for application as millimeter- and
submillimeter-wave detectors using a downconversion process. The hot-
electron effect serves as the process responsible for the detection
mechanism. Power applied at the millimeter-wave frequency causes a
change in the material conductivity, which in turn causes a change in
the microwave power absorption. Millimeter- and submillimeter-wave
detection can be achieved by monitoring the corresponding change in the
microwave power absorption.

In order to determine the characteristics of the downconverter,
a thorough study of the properties of shallow-type impurity semiconductors
in the presence of microwave and dc magnetic fields was carried out as. a
function of temperature (4.2 to 300°K). Measurements using cavity
perturbation techniques were used to determine the properties of the
material and the theoretical and experimental results were compared.
The hot-electron effect was found to be insignificant above liquid .
nitrogen temperature and the scattering mechanisms were dominated by
acoustic and polar modes over the same temperature range.

The results on the material study are utilized to develop the
Physical properties of the detection scheme using an equivalent circuit:
approach. Expressions for the conversion loss, noise equivalent power
and response time are given. The dependence of the downconverter's
performance on the material and circuit parameters is studied and the
optimum values for these parameters are given.

An experimental program was carried out to demonstrate the
feasibility of the detection scheme. A high-purity n-type indium
antimonide sample mounted in a reentrant cavity and cooled to 4.2°K was
successfully operated as a millimeter- and submillimeter-wave detector.

The device was tested between 35 and 150 GHz with no long or short

cutoff wavelength observed. A minimum terminal-to-terminal conversion loss
and NEP of 11.5 dB and 6.8 x 10 '* W per unit bandwidth was measured.

No marked improvement was observed by introducing the magnetic field.

The conversion loss and NEP can be improved by as much as 10 dB through
proper choice of material.

In brief, the scheme offers a fast, highly sensitive and rugged
detector with low conversion loss. It excels over bulk mixers by
eliminating the need for the local oscillator at the millimeter-wave
frequency, and over Putley detectors (dc biased) with regard to the speed
of response and the elimination of flicker noise.
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CHAPTER I. INTRODUCTION

1.1 Uses and Potential Applications for Millimeter and Submillimeter Waves

The usefulness of millimeter and submillimeter waves in the fields
of spectroscopy,l radio astronomy2 and atomic and molecular physics are
well known. Moreover, it has been shown® that the potential for communi-
cation systems in this wavelength range excels in comparison with micro-
wave and optical systems. The applications include high-resolution radar,
navigation aids, sensing devices and space communicatioﬁs. The advantages
of using millimeter waves compared to microwéves include lightweight
miniature components, increased bandwidth and higher resolution, and when
compared to optical waves the millimeter-wave systems experience less
atmospheric and background noise and also have a higher reliability.

The slow progress and lack of thrust in such a vital area of the
spectrum can be attributed to the relative lack of availability of signal
sources and sensitive, fast and reliable detectors.* Recently there has
been substantial progress in the field of signal generation. Klystrons
are available at frequencies up to 170 GHz, while carcinotrons have been
operated CW at frequencies up to 600 GHz, giving 10 mW of power. Harmonic
generators using point contact diodes are used as signal sources above
600 GHz. However, the output power of these harmonic generators is limited
by the high conversion loss involved together with the low burnout signal
level. Current research on available avalanche diodes shows +that these

devices Will be useful as signal sources in the millimeter-wave range.



2.

1.2 Evaluation of Available Detectors

1.2,1 Basis of Comparison of Different Detectors. It is difficult

to develop a systematic scheme for comparing' the performance of millimeter-

‘and submillimeter-wave detectors, although several attempts have been

made in this direction. These include the work by J’ones.,s’6 Putley’ and

8 Jones' treatment is pPhenomenological in nature. Putley surveys

Krumm.
the best available detectors and compares their performance. On the other
hand Krumm pursues the analysis developed by McLean and Putley9 to determine
the theoretical sensitivity limits for various detectors., The difficulty
in setting universal criteria for comparing millimeter- and submillimeter-
wave detectors can be summarized as follows. First, the suitability of
a detector depends on the intended application. For example, a detector
very sultable for radio astronomy might be considered inferior for
communication purposes. Second, the mechanisms and modes of operation
of each group of detectors are basically different. This indicates that
it is morevmeaningful to consider the "usefulness" of a detector. 1In
evaluating such "usefulness,'" the following parameters are considered
valuable:

1. The noise equivalent power (NEP), which is defined as the power
input to the detector which will give rise to a mean-square output equal
to the mean-square value of thL: output noise. When normalized to a 1 Hz
bandwidth it gives a good measure of the detection capability of the

detector, a practice which will be followed throughout.



2. The response time, which measures the capability of the
detector to respond to modulated signals at sufficiently rapid rates.

3. The bandwidth, which is defined as the frequency range over
which the detector's response does not deteriorate appreciably.

4., The dynamic range, which is the ratio of the maximum to the
minimum detectabie signal levels. This character is of importance
whenever the signal level to be detected varies appreciably.

5. The ease of operation, realization and maintenance of the
device.

With the above criteria .of usefulness of millimeter- and
submillimeter-wave detectors in mind a review of the best available ones
is presented next.

1.2.2 Thermal Detectors. In this class of detectors the incident

radiation causes a change in the temperature of the sensitive element
of the detector which in turn will change its electrical properties.
This change can be used to monitor the incident radiation. Bolometers,
thermocouples and the Golay cell are the most prominent examples. The
inherent thermal inertia involved in the detection mechanism causes the
response time to be large. The Golay cell works at room temperature and
can be used for power monitoring purposes when the speed of response is
not important. The best available Golay cell has an NEP of 10 *© W over
1 Hz bandwidth and a time constant around 15 ms.

The performance of superconducting and cooled bolometers surpasses
the Golay cell, however they need cooling to cryogenic temperatures
(1.5 to 2.5°K). Martin and Bloor'® reported a superconducting detector

whose NEP is 3 x 10 12 W over 1 Hz bandwidth and a time constant of



1.25 s at the operating temperature of 3.7°K. Germanium bolometerstl,12
cooled to 2.15°K and 4.2°K have an NEP of 5 x 10 18y per unit bandwidth
with a time constant of 0.3 ms for the first detector.

1.2.3 Point-Contact and Junction Diodes. Point-contact diodes

mounted in waveguide sections have been used as video or superheterodyne
detectors in the frequency range from 30 to 220 GHz.'® The main

advantage of this type of detector is that it does not need cooling.
However above 30 GHz the performance of these detectors starts falling
due to the shunting effect of the junction capacity. To reduce the contact
capacity, extremely fine points are used for the contact. The small-size
contacts impose severe burnout restrictions dictated by the failure of the
Junction to dissipate high-level absorbed power. Straight video detectors
at 140 GHz were reported’® to have an NEP of 1.6 x 10 12 W per unit
bandwidth. However these detectors are expected to have a time constant
around 10 ps. Point-contact superheterodyne receivers surpass the video
detectors in achieving better sensitivity and lower response time. It

has been indicated by Dees? that an'NEP of 1071 W and a response time

as small as 10 ° s could be achieved. The disadvantages of this class

of detectors are the burnout limitations together with the scarcity of
high-level, low-noise, local oscillator sources at these frequencies. It
is also worth noting that the response of these detectors falls off as

the IF increases which imposes further demands on the étability and
tunability of the local oscillator source.

1.2.4 Narrow-Band Quantum Detectors. A narrow-band quantum

detector utilizes the quantum transitions between discrete energy levels

to monitor the incident radiation. The bandwidth of this detector is



limited by the resonence absorption linewidth, and its time constant

is limited by the relaxation rates of the excited states involved. The
main advantages of this kind of detector are the narrow bandwidth and
tuning ability. This makes them good candidates for applications in
spectroscopy and radio astronomy. Narrow-band tunable quantum detectors
have been treated by Krumm and Haddad'® and by Krumm.® An NEP of

0.5 x 107'° W per unit bandwidth with a time constant of 4 ms were
achieved at 4.2°K. However the sensitivity can be traded for a higher
speed of response by working at liquid nitrogen temperature.

1.2.5 Detectors Using Bulk Semiconductor Materials. In 1961

Rol1lin'® indicated the feasibility of detecting millimeter- and
submillimeter-wave radiation by free-carrier absorption in indium
antimonide. Dc biased indium antimonide photoconductive detectors have
been developed and incorporated in millimeter~ and submillimeter-wave
systems by Putley'”»1® Kinch and Rollinl® and Giggey et al.2° These
detectors are referred to as Putley detectors.

Putley detectors can be operated as wideband or narrow-band tunable
ones in the presence of small or high magnetic fields, respectively. The
best known Putley detector'” has an NEP of 5 x 10 *2 W over 1 Hz and
a time constant of 2 x 10 7 s:in the presence of a magnetic field and at
a temperature of 1.5°K. Another detector'” has been operated at 4.2°K
with no magnetic field; its NEP and time constant are 10 ' W over 1 Hz
bandwidth and 10 2 s, respectively. Giggey et al.2° reported an NEP
per unit bandwidth of 10 '® W and & time constant of 0.25 us at liquid

helium temperature.



The feasibility of superheterodyne receivers using mixing in

21 and

bulk indium antimonide was first demonstrated by Arams et al.
recently by Whalen and Westgate,gz' Arams and his co-workers measured
a conversion loss of 22.6 and 25.7 dB at 1.8 and 4.2°K, respectively,
in the frequency range between 30 and 40 GHz. Whalen and Westgate
reported a conversion loss at 69 GHz that varied from 9 to 28 dB as the
operating temperature was changed between 1.5 and 22°K. There is no
information available on the NEP of this class of detectors. The de
bias current required to optimize the detection will contribute to the
low-frequency noise generated within the mixer. However the main
disadvantage of these detectors is that the intermediate frequency is
restricted to about 1 MHz. The limit on thé intermediate frequency is
set by the long energy relaxation time of the carriers. This fact is
an added inconvenience to the presence of a local oscillator at such a

high frequency. It will also hinder the tuning capability of such

detectors.

1.3 Microwave-Biased Bulk Semiconductor Detectors

The previous section indicates that detectors employing bulk
semiconductor material as<their sensitive element are superior concerning
their speed of response and NEP. They are.the most promising in the
fields of communications, spectroscopy and many other applications. In
& Putley detector the incident radiation changes the conductivity of
the dc biased bulk material. This change is monitored through a
sampling resistance and amplified using a low-noise amplifier. Ohmic

contacts are required which add to the complexity of sample manufacture.



The response time is limited by the circuit resistance and distributed
capacitance, which is at least one order of magnitude larger than the
carrier relaxation time and four orders of magnitude larger than the
dielectric relaxatioﬁ time. Moreover the NEP is degraded by the low-
frequency flicker noise due to the dc bias and is essentially limited
by the relatively low-input impedance postamplifier. This indicates
that the dc bias is the main factor toward degrading the performance
of this class of detectors.

Tt has been shown®2"2° that a photoconductor with high-frequency
bias outperforms one with dc bias for all practical signal levels. The
improvement is due to the fact tlat the bias signal changes polarity
many times during a photocarrier lifetime which effectively localizes
the carriers within the material and increases their lifetime. Moreover
the sensitivity, NEP and time constant will not be degraded by the low-
input impedance amplifier since high-resistance samples can be capacitively
coupled to a microwave cavity or a waveguide.

1.3.1 A Summary of the Detection Scheme Investigated Here. The

basic elements of the detection scheme are shown in Fig. 1.1 and consist
of the following:

1. A cavity containing the semiconductor sample, which is placed
in the highest field region to ensure the greatest interaction between
the material and the incident radiation.

2. A local oscillator {at a microwave frequency) which is coupled
to the cavity through a circulator.

5. A low-noise amplifier and conventional detector. The low-
noise amplifier may not be needed if the responsivity of the system

is high enough.
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h, A coupling hole for the high-frequency signal to be detected.

The scheme could work either on a photoconductive basis if the
carriers are bound to the impurity band, or by free-carrier absorption
if the impurity and conduction bands overlap. In both cases the scheme
is similar to a downconverter where the high-frequency signal to be
detected causes a change in the material properties, which can be
monitored at the microwave frequency.

To illustrate the principle of the detection scheme on a
photoconductive basis, assume that the semiconductor material has an
energy-band picture as shown in Fig. 1.2.

If all the electrons are residing in the valence and impurity
bands and the frequency of the local oscillatqr is such that fzo < AE/h
(h is Planck's constant), the material then will behave as a dielectric
and the coupling coefficient of the local oscillator to the cavity can be
adjusted to a desired value of reflected power. However, if the signal
frequency to be detected is such that fs > AE/h then illuminating
the material will change its resistivity and, in turn, the reflection
coefficient between the local oscillator and the cavity; thus changing
the power arriving at the conventional detector. The change in the
reflected power is a measure of the signal power to be detected.

On the other hand if the carriers are not bound to the impurity
band the radiation incident on the semiconductor sample will be absorbed
by the free carriers. As a result the energy of the free carriers will
increase above the value corresponding to the lattice tem;pera.’cure_26 The
increase in the carriers’ energy due to the absorption of the incident

radiation will cause a change in the mobility of the sample and, in tum,
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FIG. 1.2 ENERGY-BAND PICTURE OF A SEMICONDUCTOR MATERIAL FOR USE IN

THE PROPOSED DETECTION SCHEME.
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its conductivity will change with the incident radiation. The signal
to be detected can be monitored, as indicated previously, by monitoring
the reflected microwave power.

This scheme combines all the attractive features of detectors
using bulk semiconductor materials. These include ruggedness, simplicity
and ease of manufacture and no burnout limitations. When compared to
the Putley detector, the scheme makes it possible to use high-purity
samples thus reducing the trapping effects which seriously degrade the
performance of an insulating semiconductor.®” It eliminates the need
for ohmic contacts since the sample can be capacitively coupled to the
cavity. These factors will introduce a higher gain bandwidth, faster
speed of response and lower NEP.

It will be shown that microwave-biased and heterodyne detectors
using bulk semiconductors will have a similar conversion loss. Most
important, the need for a stable local oscillator at the millimeter-wave
frequency can be eliminated. This is a very important feature which
makes microwave-biased semiconductor detectors highly desirable for
applications above 100 GHz where tunable and stable local oscillators
are scarce, and where the performance of most detectors starts to
deteriorate. The only inconvenience in using these detectors is the
operation at cryogenic temperatures, however, this is gquite feasible
with the use of closed refrigeration systems.

1.%.2 Outline of the Present Study. The main purpose of this

study is a thorough evaluation of microwave-biased bulk semiconductor
detectors for the millimeter- and submillimeter-wave region of the
spectrum. Theoretical and experimental investigations were carried out

for this purpose.
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Chapter IT deals with the properties of a shallow donor impurity
semiconductor as a function of temperature in the presence of electric
and magnetic fields. A two-band conduction model is used to determine fhe
material conductivity and dielectric constant in the presence of these
fields. Measurements to compare the theoretical and experimental results
are carried out using cavity perturbation techniques.

In Chapter III a derivation of the equivalent circuit of & semi-
conductor sample placed in & cavity is given. The equations relating the
change in the power absorbed by the cavity and the shift in its resonant
frequency to the conductivity and the dielectric constant of the sample
are derived. This chapter will also include a theoretical analysis of the
coupling problem.

Chapter IV is devoted to a theoretical derivation of the detector
parameters. Expressions for the NEP, conversion loss and an evaluation
of the response time are given. The experimental results on the detection
scheme are presented in Chapter V. These results will be compared with
the theoretical limits and currently available detectors.

Finally, Chapter VI includes a discussion of the basic conclusions

and the suggestions for future work.



CHAPTER IT. THEORY OF CONDUCTION IN INDIUM ANTIMONIDE

2.1 TIntroduction

This chapter is devoted to the study of bulk semiconductor materials
suiltable for millimeter- and submillimeter-wave detection. It was indicated
in Chapter I that detectors using bulk semiconductor materials can be
operated in a photoconductive mode, or by free-carrier absorption. The
mechanism of photoconductive detectors depends on the existence of bound
carriers which can be excited into a conduction state by the incident electro-
magnetic radiation. In the case of a semiconductor, the incident radiation
excites carriers from either the valence or impurity band into the conduction
band. These detectors are characterized by a long wavelength cutoff. For
the photoconductive effect to be observed, the electromagnetic radiation
should provide at least the minimum energy required to free the bound

carriers, i.e.,

hfs 2 AV RN (2.1)
&
where fs = +the frequency of the signal to be detected,
h = Planck's constant and
AE = the energy gap.

At the same time the lattice thermal energy should be smaller than AR:

KT < AE , (2.2)

-13-
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Boltzmann's constant and

where k

T

the lattice temperature in °K.
Equations 2.1 and 2.2 show that in order to detect electromagnetic radiation
of 1 mm wavelength, the energy gap should be less than 1.2 x 10 3 eV and
the semiconductor material should be cooled below 14°K. Such a small
energy gap is impossible to achieve with intrinsic semiconductor materials
since most of them have an energy gap which is two to three orders of
magnitude greater than the required one. Therefore shallow~type impurity
semiconductors are most suitable for this purpose.

On the other hand if a discrete energy-band picture as shown in
Fig. 1.2 does not exist, the detector can operate by free-carrier absorption
if the proper material islchosen. It has been shown by Rollinl® that the
sensitivity of detectors operating on this principle is inversely proportional
to the free—carriersfeffective mass .

Assuming that, for low concentrations, the impurities in type
IIT and V semiconductors are fairly well approximated by a hydrogen-like

*
model, the ionization energy AE and the orbital radius r are given by
: n

e? *
N = —S (2.3a)
n *
2¢_r
and
% €_n®n?
r = E—— (2.3pb)
n hn2eBm” ’
where e = the electronic charge,
€, = the relative dielectric constant of the material,
n = the principal gquantum number and

m = the effective mass of the charge carriers in the material.
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Applying Egs. 2.3 to n-type InSb, which has an effective mass
of 0.01%3% times the free electron mass and an er of 16, it is found that
the ionization energy for impurities is approximately O.7 meV. This
value for the ionization energy, together with the small effective mass,
makes n-type InSb one of the most appropriate media for millimeter- and -

submillimeter-wave detection.

2.2 Two-Band Conduction in Indium Antimonide

Due to the small effective mass and the relatively large dielectric
constant of n-type InSb, the donor electron wave functions overlap even
at liquid helium temperature and reasonably low concentrations. This will
cause the impurity and conduction bands to merge together. This effect has
been demonstrated by many authors.2®73° Following Conwell's analysis,>?
the carrier concentration Nc at which the impurity band merges completely
with the conduction band and that required'for band formation Nb can be
estimated. In this analysis the impurity ions are assumed to be arranged
on a regular uniform lattice and the atomic polyhedra surrounding each

impurity ion are approximated by sph@res of radius Ty such that,
L g 1
— = o— 2-ll'
3 nr N J ( )

where NI = the net impurity concentration. The concentration at which

the impurity and conduction bands merge togeﬁher should occur approximately
at r, = ri, and that required for band formation should be about

*
r, = Srj, where r is the first Bohr radius of the impurity atom. Applying

these conditions yields:
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> 3
N B —2 (2.5)
c un(r:)s
and
< 3
N = ee—— ® (2”6)
b hn(5rj)3

Using an effective mass of 0.0133 m_ in Egs. 2.5 and 2.6, the impurity and
conduction bands merge together at a concentration of approximately
0.92 x 10*° cm™® and a concentration of at most O.74 x 10'® cm ©® is required
for the familiar band picture to prevail. It is also worth noting that if
the randomness of the impurity centers is taken intb account the cited
number would be lower. Between these two values of concentrations the two-
band conduction model, first introduced by Hung,32 is most suited for study-
ing the properties of these materials. In this model different values for
the mobility and effective mass are éséigned to the carriers in each band.,
Although the purest available InSb has a cdncentration greater
than 1018 cmfs, energy bands can be achieved in the presence of a
magnetic field. Magnetically induced banding in InSb was discussed
theoretically by Yafet et al.33 and investigated experimentally by
many authors, among them are Keyes and Sladek;34 Sladek;35 Brown and
Kimmit36 and recently by Apel et al.3” The effect depends on the
electron motion being quantized in the plane perpendicular to the magnetic
field and was intended to explain Hall-effect measurements and photoconductive
effects in InSb. In all cases dc bias was applied to the samples under
test which caused the electrons to be heated considerably.
The two-band conduction model will be used to study the microwave
properties of the bulk material as a function of temperature and magnetic

field.
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2.2.1 Calculations of the Freeze-Out Magnetic Field. In the
presence of a magnetic field the motion of the impurity electrons become
quantized in the direction perpendicular to the magnetic field. The
qonduction band will be split into Landau levels with an energy difference
of ﬁdﬁ’ where w, is the angular cyclotron frequency. However, it was
shown by Putley88 that the number of states in the lowest Landau level
is greater than the number of available electrons for all impurity
concentrations of interest here. The quantization in the plane normal to
the magnetic field tends to cause the electrons to become strongly tied
to their impurity ions as the magnetic field is increased. At a certain
value of the magnetic field BF’ essentially all the carriers become
bound to their impurity ions and the overlap between the impurity and
conduction bands is reduced to a minimum. The criterion for band formation
is that the average cyclotron radius <rc> equals the separation between
the donor ions o The cyclotron radius corresponding to a magnetic field

intensity B is given by

%k

r = =¥ (2.7)

where v 1s the velocity of the charge carriers in the plane perpendicular
to B and q is the carrier's charge.

As a first-order approximation for determining <rc>, a Maxwellian
distribution is assumed. The energy of the carriers & will be given by:

€ = KT_ +hf (2.8)

o ?
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where Te is the electrons' temperature, which might be different from the
lattice temperature as a resvlt of the heating effect of the monitoring
microwave radiation, whose frequency is flo' At 10 GHz, hflo corresponds
to 4,135 x 1072 meV, which is too small compared to the thermal energy,
down to liguid helium temperature. Therefore hf can be safely

fo

neglected in Eq. 2.8. In addition, hf is smaller than the ﬁa% values

lo
of interest, which implies that the carriers will only be limited to the
first Landau level.

From Eq. 2.7,

*

m
> = =<
<rC P V>,

and the freeze-out magnetic field BF can be obtained by equating ro

defined in Egq. 2.5, to <rc> giving:

1/3
B - m% <y> (vuﬂNI > (2 9)
i) a 3 ) )

If the magnetic field is oriented along the z-axis, the average value of

v will be given by

2
o0 a Vi © o -a2v2

[ e av. - 2x [ v® e dv
- z o

S — , (2.10)
a2 2 2
J_, expl-a (Vi vyt vz)] dv, dvy av,

*
where v& = vi + v§ and a2 = m /2kTe. Carrying out the integration and

substituting the value of <v> in Eq. 2.9 yields,
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1/2

uﬂNI 1/a nm%kTe
y - (52) <—2;“> ° (210

The value of g will depend on the nature of the chemical bond between

the indium and antimony atoms,3°’*° and can be expressed by the following

relation
g = ee , (2.12)

where e* is the effective charge ratio of the carriers. In InSb the indium
atom has three valence electrons and the antimony atom has five. If no
charge transfer occurs between the indium and the antimony (InOSbO),

the binding is neutral. However, if each indium atom acquires an electron
(In+le-l), the binding is purely covalent. On the other hand if each
antimony atom acguires all three valence electrons of an indium atom
(In—SSb+S), the binding becomes purely ionic. The previous argument is

an oversimplification and could be conclusive in determining e* if the
charge distribution near the iong is intense and a definite boundary
exists between the neighboring ions, which is the case only for ionic
crystals. Since the binding in InSb is likely to be a mixture of all
three bonds, a more rigorous means to determine e* is necessary. It

was indicated by Cochran®! that the effective ionic charge depends on the
difference between the electronic polarizabilities of the two ions
concerned and the parameters describing the short-range interaction. This

idea was pursued by Hass and Henvis*? by studying the infrared lattice

reflectivity of InSb at liquid helium temperature.
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Expressions for the polarizability derived by Born and Hiuang48
which assume a tetrahedral symmetry were used and resulted in a value of
0.42 for e in the case of InSb. This value agrees fairly well with the
0.45 value obtained by x-ray diffraction.**’%5 The value 0.42 will be used
in the following calculation, since Hass aﬁd.Henvis carried out their
experiment using a spectrometer converted to grating operation. This
reduces the effect of electron heating and consequently the contribution
of the free-carrier absorption to the dielectric constant to a minimum.

The value obtained from Eq. 2.11 is expeeted to be on the lower
side, since L& percent of the carriers have velocities larger than <v>,
and in turn will have a larger cyclotron radius. The magnetic field

BFh required to cause 90 percent of the impurity electrons to have an

r, smaller than or equal to Ty is 1.72 times BF. Figure 2.1 shows the

values of B,and B, as a function of temperature for an InSb sample with

F Fh
a net carrier concentration of 5 x 10*® cm 3 and assuming the lattice and
carrier temperatures to be the same. It should be noted that in obtaining
Fig. 2.1 the carrier concentration was assumed to be independent of

temperature.

2.2.2 The Conductivity of a Semiconductor Material in Crossed

de-Magnetic and Microwave Fields. This section deals with the dependence

of the material’s conductivity and dielectric constant on crossed
electric and magnetic fields whose orientation is shown in Fig. 2.2. Both
carriers in the conduction and impurity bands contribute to these parameters.

Therefore,

o = a(un, +umn) , (2.13)
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FIG. 2.2 ORIENTATION OF THE FIELDS APPLIED TO THE BULK SEMICONDUCTOR.
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where Ho and n, are the mobility and the number of carriers, respectively,
in the conduction band and g and n; are those in the impurity band. n, and

ni are related to the net carrier concentration as follows

n, +n, = N (2.1k)

and the division of the carriers between the two bands will depend on
the values of the electric and magnetic fields as well as the temperature.
It is adequate to study the contribution of either kind of carrier to the
conductivity and then combine the effect of both of them using Eq. 2.13.
The equation of motion for the carriers in the presence of a steady

magnetic induction B and a microwave field E is expressed as

*dy- m*
= _—t — 2.
q.].i:_-'-qXXE m dt T v o ( 15)
where v = the average particle velocity and
T = the carrier relaxation time.

For a quasi-steady state

E = E e (2.16)
and

v = v e'ja)t . (2.17)

Substituting Egs. 2.16 and 2.17 into 2.15 results in

*

QE +qv X B = — 1+ jax) v . (2.18)
1 1T T 1



2h.

Assuming B to be alonglthe z-axis and expanding Eq. 2.18 in three

Cartesian components yields,

*
€, = = (L+jor)v - w B (2.19)
*
aE, = %— (1 + Jor)v  +av, B (2.20)
and
*
Bz %_ L+ jaﬁ)vlz ) (2.21)

Equation 2.21 can be reduced to

Vig = M B s (2.22)
where uw‘is defined as
’
E ————
o T T 7 jer (2.23)

*
and By = (q/m )T, Solving Eq. 2.20 for vly and substituting its value

into Egq. 2.19 yields,

2n2
. KB H B
ElX - L <} * O‘ %) Vix 7T +?'wﬂ El
Ho (1 + jot) J y

Arranging terms and substituting from Eq. 2.23 gives

u uf)Bz
v, = —2—8_ +—L 5 . (2.2h)
1+ pZp? 1 +u2p® Y

Similarly,

- ® g L . (2.25)
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If n is the number of carriers per unit volume in the band under

consideration, then J, the contribution of this band to the current

density, is given by

Using the values of v obtained in Egs. 2.22, 2.24 and 2.25,

anp

which yields the following expression for the conductivity,

|AQ

Examining the different terms of ¢ it can be shown that

r-w
E
1X

E

1y

ang

\..

8 b B
12 2 = 2 ©
+ + p2
1 “aP 1 “A?
—IJ'B
w . 1 0
+ 2 + 2R2
1 “&? 1 ua?
0 0 1

1 “ﬁp
2,2 2np2
1+ uap 1+ udB
—“wB 1
252 2.2
+ +
1 Ha? 1 “AF
0 0

E

Loz

1
-

(2.26)



26 -

U2 W2(1 + uBF2 - oB1B) - 2jwrn’
@ = © ° © (2.27)
1+ uiBZ (1 + uiBg - aP12)? + Lgfe®
and
My [ 1+ ung + o172 ung -ofT® -1
-0 @ = + jaw
1+ uiﬁz L (1+ ugBZ - o£1®)® + boPq® (1 + piBZ - oP12)%+ hofr2

(2.28)
The real part of 9. will contribute to the conduction process
within the bulk material_and will be denoted by g, while the imaginary
part will be responsible for the change in the material's dielectric
constant. This change is given by the imaginary part of _c_divided

by thed product of the angular frequency and the permittivity of free

space K_. Therefore,:

g - Relg,) (2.29)
and
€. = €, % Im(gc)/(aﬁo) , (2.30)

where Ky is the permittivity of free space and €, is the lattice dielectric
constant of the material.

Since InSb is isotropic, the functional dependence of the
conductivity and dielectric constant can be written by substituting

Egs. 2.26 through 2.30 into 2.13 which yields
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2 R2 2 2
1+ “coB + af To
o = q 8]

n
¢ co

(1 + 12 B2 - af12)2 + bgPq2

co c c

1+ uioBe +'Q€T§
M, J (2.31)
(1 + u2 B® - af12)2 + b2
io i i
and
5 [ n_ (uioBZ - a?ri l)a?Ti
€ = €, + - -
r LD m (1 + uioBz - a?ri)z + hgfr?
n, (u& B® - of12 - 1)afT2
+ 10 10 i 1 :l , (2052)

* 2 p2 2 2\2 2.2
m, 1+ p5s BT - N + bgfes
i ( “10 @ Tl) @ i

where Moo and W, are the dc mobilities in the conduction and impurity
bands. In order to determine the‘dependence of n, and n, on the magnetic
field, the cyclotron radius of thg individual carriers is compared with rS°
A carrier will belong to the conduction band if r, is greater than L and
to the impurity band if the opposite is true. The average speed v, at
which thg cyclotron radigs equals the occupancy radius ry is given by

qr

s
v = — B .,
o) m*

Substituting the value of rs as defined in Eg. 2.5 yields*

In obtaining this value of v all the carriers are assumed to be in the

conduction band in the absence of a magnetic field.
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1/3
= 3. ( >
Yo T m¥ <’EnNI > B

(2.33)

Therefore, in the presence of magnetic induction B, those electrons whose

speed in the plane normal to B is greater than v will belong to the

conduction band, while the rest will be in the impurity band.

NI particles having a Maxwellian distribution and an effective temperature

Te’ the number of particles n; whose speed in an arbitrary plane is

; o)
greater than vy is given by

Combining Egs. 2.3%, 2.53 and 2.14 yields

_ ~bB®
nc = NI e

and

2
n, = N_(1-e B

2

where

2/s
. b = 32 <'u5 >
2m KT iy

m*vz
n' = N_ exp <; =2
v I 2kTe :

(2.34)

(2.35)

(2.36)

(2.37)

Substituting the values ofn, ¢ad n;, as obtained in Egs. 2.35 and 2.36,

into Egs. 2.31 and 2.32, the following expressions for €,

obtained

and o are
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2 L2 2.2
<' 1+ ucoB + o Tc -bB®
o = qNI vl e

co 2 52 2.2\2 2
+ - + L
(L + p= B uf72) ofT

1+ p2 B2 + ¢f12 o
+ . 20 = (L - e—bB ) > (2.38)

io
(1 + ”?oBz - a?T?)Z + 4&?7?

and
2 2 _ 2.2 _ 2 2
c = ¢ + qNI <’;_ (ucoB wT, 1)w Te e-bB2
r L 2

*
oK m (1 + u® B® - ofr®)® + LePe®
= "o c co c

2 2 _ 2.2 _ 2 2
1 (W B" - o5 - 1)afr§ -bB2
+ = (l - € )

m, (1 + p2 B® - o®12)2 + hufq®
i io i i

(2.39)

Taking the limits of Eq. 2.38 for zero and large values of the magnetic

field yields,

aN_.L
g = —LCco (2.40)
o 1+ oPr2
and
1 + “?oBz + a?Ti
- 2.4
g T Wy, < > (2.51)

2 p2 |, 2.2)2 4 L,2.2
(1 + pi B w=T<) wTs

The corresponding values for the dielectric constant are
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2 2 2
q=N T

¢, = ¢, - I*( 2 > (2.42)
oK m, ~1+ o

(2.43)

qZNI <’ (u?oBg - wan - l)a?r? >
Bt oBm K (1 + p2 B® - «?12)2 + bePr? )
i’o io i i

It is quite instructive to investigate the functional dependence of
o and €. in the presence of a small magnetic field; this investigation
will prove useful when comparing the theofy to the experiment. Figure 2.3
shows the relati&e number of carriers in the impurity and conduction bands
at T7°K as described by Egs. 2.35 and'2.36 for an impurity concentration
of 5 x 1018 em 2 as a function of the applied magnetic field. This
figure shows that for a magnetic field less than 1.5 kG essentially all
the carriers are in the conduction band. This factor, added to the fact
that the carrier's mobility in the impurity band is much less than that
in the conduction band, will cause the contribution of the carriers in
the impurity band to the conductiv;ty and the change in the dielectric
constant to be negligible. Therefore for small values of the magnetic

field o and €. are approxima. ely given by

(2.1L)

2 2 2 2
+ +
1 McoB @, e-bB2 >

° = qNIuco <
(1 + uioBz - a?Ti)z + Lbafr2

and
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+FIG. 2.3 RELATIVE CARRTER CONCENTRATIONS IN THE IMPURITY AND CONDUCTION

BANDS VS. B AT 77°K. (n =5 x 10*2 em 3, e* = 0.42)
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aN (W2 BZ - 0?12 - 1)@t hn2
c = e + T < co ;: c ebB > . (2.45)

¥
r ! e m (1 + 2 B2 - 03732 + 4?12
co c c

oc
Differentiating Eq. 2.44 with respect to BZ and equating the results

to zero gives

ay° + [1 +a(3 - z)]y2 +[2(1L +z) +a(3 +2z - 22)]y

+[1 -2z - 322 +a(l +3z +322 +2z3] = 0 , (2.46)

where g = b/uio, y = uioBa and z = waTi. If a real positive root

exists for Eq. 2,46 the o-B characteristic will have a critical point
at some value of the magnetic field Bo‘ To investigate this case
further it is worth noting that, for all materials of interest (samples
with high mobilities) and values of magnetic fields below 1.5 kG, both
a and (a-y) are small compared to one. This reduces Eq. 2.46 to the

following form
y2 +2(1L +2)y + (1L -2z - 32%) = 0 , (2.47)

which gives the following value of y

y o= -(l+Z)12m B

Since y is a positive semidefinite guantity, the solution with the

negative sign is insignificant. Therefore

y = (1 +2z) +2~¥z(1 +2) , (2.48)
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and the o-B characteristic has a critical point for a real value of B

if y > O which implies,

nv
Y

—_ . (2.49)

T

The second derivative of o with respect to y was investigated and turned
out to be negative irrespective of the value of z. This shows that if
the condition defined by Eq. 2.49 is fulfilled o will assume a maximum.
The value of the magnetic field BO at which the maximum value of o occurs
is given by
1/2

B = _1—[2@7 N1+ o2 - (1 +w212)-l . (2.50)

Koo c c c

e}

-

Solving Eq. 2.46 for z yields

2.2 _ L 2 p2 _ 2 o2 _ 2 Z e 1
o2 = 3 [(MCOBO 1) & «fz—(ucoBo 1) +lmcoBo_, .

The solution with the negative sign can be disregarded as being

physically insignificant. Therefore

1
w272 = 3_[Ku§ B2 - 1) + Jg(uioBi - 1)2 + huioBg ] . (2.51)

The equation expresses the carrier relaxation time To as a function
of the dc mobility “co and the magnetic field Bo° This suggests an
indirect meansfor the measurement of the carrier relaxation time if the

frequency of the monitoring microwave signal is chosen to satisfy Eq. 2.49,
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2.5 Experimental Investigation

Experiments were carried out at five temperatures between liquid
nitrogen and room temperature to verify the previous analysis. 1In all
the experiments samples were cut from lapped slices of high purity
n~-type single crystal InSb. The samples were cut with a wire saw using
a slurry consisting of equal weights of glycerine and 240 mesh silicon
carbide abrasive. Five-mil wire and light pressure were used and the
samples were cleaned using chemically pure grade benzene: To provide
protection for the samples, the unused ones were kept in a container

filled with paraffin oil. The sample had dimensions of 1 x 2 x 4 mm and

the manufacturer™ supplied the data shown in Table 2.1.

Table 2,1

Manufacturer's Data for the InSb Samples at 77°K

Resistivity = 0.26 to 0.28 Q-cm

Hall mobility = 6.1 to 6.2 x 10° cm® V-s *

Net carrier concentration = U x 10'° cm™

The sample was placed under the central post of a reentrant-type
cavity system as shown in Fig. 2.h,‘ The cavity system was sealed in
vacuum in order to overcome the problems arising from liquid nitrogen
cooling and eliminate the effect of humidity on the resonance frequency
shift and the change in the coupling factor measurements. The cavity

setup with the vacuum-tight jacket was placed in a stainless steel dewar

Cominco American Incorporated.
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mounted between the pole pieces of an electromagnet. Thermal contact
between the liquid nitrogen bath and the'cavity was achieved by filling
the space between the cavity walls and the vacuum Jacket with copper
powder. A copper-constantan thermocouple was used to monitor the
temperature of the sample. Intermediate temperatures between liquid
nitrogen and room temperature were investigated by contacting the cavity
to a large capper.block. to provide a thermal load.. The temperature of
the evacuateducavity system was.monitored as it. warmed up very slowly
to room temperature.

Expressions relating the change in the reflected power and
resonance frequency shift of the cavity system to the conductivity
and dielectric constant of the material will be dérived in Chapter III.
Figure 2.5 shows the microwave circuit used to measure these quantities,
In carrying out the measurements any mismatch loss must be reduced to a
minimum especially between the circulator and the cavity or the calibrated
crystal detector. The loss due to the cavity is comprised of two parts,
a mismatch loss at the coupling hole and an insertion loss introduced
by the attenuation in the coaxial line. These losses are separable
and each can be accounted for when analyzing the éxperimental results,
The slide-screw tuner No. 2 is used to match the IN23C calibrated crystal
detector to the circulator. On the other hand, the isolator and the
attenuating pad at the input port reduce the effect of any mismatch
loss that may be present in the line. At each operating temperature the
cavity Q and coupling factor and the line loss were measured. A knowledge
of these parameters is necessary for obtaining the desired data as

will be shown in Chapter III. Figure 2.6 shows typical cavity
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characteristics as displayed on an oscilloscope. Such a display is
utilized to determine the cavity Q and the coupling factor by using a
modification on the reflectometer method described by Sucher.*® All the
experiments at liquid nitrogen temperature and above were carried out
under vacuum seal and corrections were made to compensate for the shift
in resonance frequency and coupling factor as a result of the témperature
change. These factors will be discussed in more detail in Chapter IIT.
In all cases the experiments were carried out for three different
orientations of the magnetic field with respect to the (110)-crystal

plane,

2.4 Analysis of the Results

This section deals with the experimental results concerning the
change in the conductivity and dielectric constant of InSb as a function
of the magnetic field at different temperatures. The test signal was
supplied by an ultrastable oscillator which was stabilized at the cavity
resonance frequency of 9.675 GHz, and the signal level was varied
between -2 and -11 dBm. The experiments were carried out at temperatures
of 4.2, 77, 170, 200 and 300°K. In each case the change of the detected
power was monitored as the magnetic field was varied between zero and
8.8 kG. |

Figure 2.7 shows the relative change in the detected power with
respect tp the power available from the source vs. B at 77°K when the
magnetic field is parallel to the (110)-plane. This set of curves
serves two purposes; namely, it will be used to illustrate how to

determine the relative change of conductivity from the experimentally



“bo-

3
APy /Py X10

0 2 4 6 8 10

-}
FIG. 2.7 THE MEASURED RELATIVE CHANGE IN THE DETECTED POWER AT 77°K

[B IS PARALLEL TO THE (110)-CRYSTAL PLANE].



I

measured quantities and also as a check on the measurement theory
presented in Chapter III. The curves indicate a cyclotron resonance
absorption whose peak occurs at a magnetic field Bc of approximately
2.9 kG. Assuming the material to be compensated, this resonance could
be due to carriers in the impurity, valence or conduction bands. The
effective mass corresponding to this peak can be obtained by equating
the cyclotron resonance frequency to the frequency of the incident

radiation, i.e.,
o = 28, (2.52)
m

where w is the angular frequency of the incident radiation. Substituting
the wvalues for w, 9 and Bc gives a value for m which equals 0.78 times

the electronic mass. The effective mass of the electrons at the edge

of the conduction band was determined a long time ago and was confirmed
recently47:48 as having a value of 0.0139 m. On the other hand, the
effective mass of the holes in InSb was shown®®55° to be 0.4 m, This leads
to the conclusion that the resonance is due to carriers in the impurity
band. Therefore m?, the effective mass of the carriers in the impurity
band, equals 0.78 m. The ratio of the effective mass in the impurity
band to that in the conduction band at liquid nitrogen temperature is
therefore approximately equal to 58.8. The scattering mechanisms for

this temperature and above are dominated by either acoustic or polar

¥y -
modes which lead to a mobility proportional to (m ) 5/2 iy the first case

¥, -
and (m ) a2 in the latter case. Therefore the ratio of the mobility
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of the carriers in the impurity band to that in the conduction band is
at most 0.0025; this Justifies neglecting the contribution of the
carriers in the impurity band to the conduction process for temperatures
equal to or above liquid nitrogen temperature.

Figure 2,7 can also be used to check the accuracy of the experi-
mental results and how they compare to the theoretical analysis. It is
seen from this figure that above a magnetic field of 3 kG the change
in the detected power from the undercoupled cavity decreases with
increasing magnetic field until it reaéhes a minimum where it starts
increasing again. The cavity becomes critically coupled at the point
of minimum detectable power and changes to an overcoupled one as it
passes through it. Table 2.2 shows the theoretical and experimental values
of the relative change in the detected power at the critical points for
the power levels and coupling factors used in the experimental investi-

gation. The agreement between theory and experiment is excellent.

Table 2,2
The Relative Change in the Detected Power at the Critical Points

Incident

-io
fgg;§ Bo Measured AP Po*f Calculated APD/PO++
2 0.64 48 x 1072 48,16 x 10°°
-l o.6h. 4bg,5 x 107° 48,16 x 1072
-8 0.60 55.5 x 10 2 62.5 x 102
-11 0.60 54,5 x 10 ° 62.5 x 10 2

t Bo is the cavity coupling factor at zero magnetic field.

Tt Both columns are normalized to the case of lossless coupling.
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2,4.1 Behavior of the Conductivity at Liquid Nitrogen Temperature,

Figures 2.8 through 2.10 display the relative change (relative to o at

B = O) in the conductivity of the InSb sample as a function of the
magnetic field, measured at 77°K. In comparing these results to the
theory derived earlier, the contribution of the carriers in the impurity
band to the conductivity will be neglected. This was shown to be the
case in the previous section, Since the graphs exhibit peaks at a
magnetic field BO whose value is 1.25 kG, Eq. 2.50 can be used in
conjunction with Eq. 2.44 to compare the experimental and theoretical
results, The relative change in the conductivity can be obtained from

Eq. 2,44 and is given by

G -0 (1 + p2 B2 + 0®12) (1 + 0°7%) 2
o _ co ¢ ¢ PBT 4 (2.53)

o (1 + pide - szi) + Mmzri

The mobility is related to the magnetic field BO and wﬁc by Eq. 2.50 and

can be written as

1/ 2

" = %— [2¢MC~/1 +ao2‘r§ - (1 + szi)] . (2.54)
5

co

-

The net carrier concentration NI was determined by carrying out
a set of Hall measurements on the sample which gave a value of
5 x 10'° em ®, which is in fair agreement with the data supplied by the
manufacturer. This value was substituted in Eq. 2.37 to determine the

value of b. Equations 2.53 and 2.54 were numerically programmed using
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the determined values of BO and b and taking wr, as a variable parameter
until the best fit to the experimental results was obtained. Figure 2,11
shows a comparison between the theoretical and experimental results. The
deviation of the experimental results from the theoretical ones between
2.0 and 4.5 kG can be attributed to the cyclotron resonance absorption
which has not been taken into account in the theoretical analysis. The
relative change in the conductivity due to resonance absorption

Aocr/co vs. B can be obtained by subtracting the theoretical results

expressed by BEq. 2.53 from the experimental results. A plot of

Ancr/co was included in Fig. 2.11 which shows a peak at 2.9 kG which is
in agreement with the results obtained earlier for the other orientation
of the magnetic field.

The value of the magnetic field B_, at which 90 percent of the

Fh
carriers are in the impurity band was found to be 5.75 kG. This value
compares very favorably with the theoretical value of 6.5 kG obtained

from Fig. 2.1, Figures 2.8 through 2.10 also show that the relative
change of the material's_conductivity at liguid nitrogen and higher
temperatures is independent of the incident power level. This indicates
that the mobility of the free carriers is independent of the electric
field intensity within the sample. Therefore, the free-carrier absorption
contribution to the conductivity change is negligible for this temperature
range.

2.4,2 Results at Temperatures Above Liquid Nitrogen. This section

deals with the behavior of the sample's conductivity at temperatures

above liquid nitrogen as a function of the magnetic field and the incident
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microwave radiation. The experimental procedure is the same at all
temperatures except at room temperature. At this temperature the change
in the detected voltage as a result of the perturbation is very small,
and in order to improve the accuracy of the measurements the change in
the detected signal was amplified using a differential amplifier. In
comparing the experimental and‘theoretical results the value of the
intrinsic concentration was used in Place of NI in Eq. 2.55, since the
material is essentially intrinsic at these temperatures and the hole
mobility is much smaller than the electron mobility., Table 2.3 shows the
intrinsic carrier concentration of InSb at the temperature of interest.
It is clear from the table that the intrinsic concentration above 175°K
is muéh higher than the'net carrier concentration measured at T7°K

(5 x 10*°% em ™). Moreover the values cited in the table agree with

those obtained by Hall measurements at 290°K,

Table 2.3

Intrinsic Carrier Concentration in InSb

Temperature Intrinsic Concentration
(°x) (em™
7 2.5 x 10°
175 3.5 x 1014
200 1.13 x 10*°
295 2.15 x 10*°

Figures 2.12 through 2.19 show the experimental results for the
relative change in the conductivity vs. magnetic field. The main

conclusions from these plots are:
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1. The magnitude of the relative change in conductivity decreases
as the temperature is increased and is much smaller than that at liquid
nitrogen temperature. This is due to the fact that the mobility decreases
with temperature.

2. The freeze-out effect has not been observed at 175, 200 and
290°K. for magnetic fields as high as 8.8 kG; this is to be expected since
the theoretical results obtained from Eq. 2.11 give a value of BFh of
approximately 19, 30 and 41 kG at 175, 200 and 295°K, respectively.

5. The peak of the absorption occurs at about 3 kG for both
measurements at 175 and 200°K which indicates that m: is independent of
the temperature.

Figures 2.20 through 2.22 show the comparison between the experi-
mental and theoretical results for (0—00)/00 vs. B for temperatures of
175, 200 and 295 °K. The values of the mobilities deduced from these
figures together with Fig. 2.11 can be used to study the temperature
dependence of the mobility. The results can be used to check the
scattering mechanisms involved,

A plot of mobility (normalized to the value at liquid nitrogen
temperature) vs. the temperature is shown in Fig. 2.23, The dependence

5

of the mobility on temperature can be represented by the expression

T -2.07
W= R (%%) s (2.55)

where ul is the mobility at 77°K and has a walue of 1.26 x 10° cm® v-s ™t

This indicates that the scattering mechanism is a combination of acoustic
and polar lattice scattering. The lower value of the mobility at T7°K

is obviously due to the fact that the sample is compensated.
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2,4.3 Behavior of the Conductivity at Liquid Helium Temperature ,

Figures 2.2k through 2.26 are plots of the relative change of the
conductivity vs. magnetic field for several X-band signal levels at
L, 2°K, The figures show a marked dependence of conductivity on the
incident power level. The results are in contrast with the behavior at
liguid nitrogen temperature and above, where the conductivity 1is
independent of the signal level, The change in the conductivity is due
to free-carrier absorption which gives rise to. an increase in the carrier
temperature above that of the lattice thermal equilibrium, and in turn
will change the carrier mobility. This means that the hot electron
effect in InSb is not significant at liquid nitrogen temperature or above
for signal levels of interest (1 mW orllower). On the other hand it is
very pronounced at liquid helium temperature., The results of measuring
the dependence of the conductivity on the incident power level are
presented in Fig. 2.27. The conductivity saturates for power levels
above -2 dBm and exhibits a linear dependence on the incident power for
signal levels below ~3 dBm. The hot-electron effect in InSb was discussed
by several authors among them are Kogan48 and Putley,17 where it was
shown that for small steady electric fields the conductivity varies
guadratically with the electric field intensity. This agrees favorably
with the results presented in Fig. 2.27 since the square of the electric
field intensity under the central post is proportional to the incident
power.

A knowledge of the effective carrier temperature is necessary to
compare the theoretical and experimental results. The effective

temperature can be determined by studying the temperature dependence of the
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mobility as a function of temperature at approximately 4.2°K, which could
not be achieved with the available experimental facilities. However, as
far as the detection scheme is concerned, the relative change in the
conductivity as presented in Fig. 2.27 is adequate.  This makes it
unnecessary to pursue any further study on the material  conductivity.

2.4.4 Measurement of the Relative Dielectric Constant. The

dependence of the material dielectric constant on electric and magnetic
fields was investigatgd at temperatures.between 4,2 and 290°K., It will

be shown in Chapter III that measurement. of the cavity filling factor

N and its resonance frequency shift is adequate for this purpose. The
circuit shown in Fig. 2.5 was used to measure the cavity resonance
frequency shift as a result of perturbing the sample. On the other hand,
N was measured in a separate experiment to be discussed later and was
found to have a value of 0.006, Measurements were carried out for two
cases, In the first case the material dielectric constant was investigated
as a function of the temperature for different signal levels at zero
magnetic field, The resonance frequency shift arises from two effects,
hamely, the change in thg material parameter; and the thermal expansion
of the cavity walls., The experimentally measured values for the resonance
frequency shift as a result of varying the sample temperature between

77 and 290°K are shown in F g. 2,28, A plot of the theoretical values
of the resonance frequency shift for the empty cavity as described by

Eq. 3.64 is also included. It is seen from this figure that the net
frequency shift due to variation of the sample temperature between

T7 and 290°K is essentially zero. Therefore the material dielectric

constant is independent of the temperature over the range of T7 to 290°K.
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Moreover the dielectric constant was found to be independent of the
X-band signal level over the same temperature range. This shows that
between T7 and 290°K, all charge carriers are in the conduction band in
the absence of a magnetic field., This is in agreement with the discussion
presented eariier in Section 2.1,

The second set of measurements deals with the dependence of er
on magnetic field. Experiments were carried out for temperatures between
4,2 and 290°K. The resonance frequency shift at 175°K and above was
found to be of the same order as the experimental uncertainties (10 kHz
when using a spectrum analyzer)f These results will not be presented
here. Figure 2.29 shows the experimental results of the frequency shift
and the dielectric constant of the sample at h.2°K,' On the other hand,
Figs. 2.30 through 2.32 show similar results at T7°K for different
orientations of the magnetic field with respect to.the (110) -crystal
plane. The figures exhibit the same resonance absorption effects as

those for the conductivity presented earlier in the chapter.
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CHAPTER III. CAVITY PERTURBATION TECHNIQUES FOR MEASUREMENT OF THE

PERMITTIVITY AND DIELECTRIC CONSTANT OF A BULK SEMICONDUCTOR

3.1l Introduction

The complex microwave conductivity of a semiconductor material has
been measured using two different methods. 1In the first one a semiconductor
slab completely fills a waveguide section and measurements are made to
determine the complex reflection or transmission coefficients. This
method has been reported by many authors®1 ™% and has been reviewed
recently by Datta and Na.g.:54 The accuracy achieved with the reflection
method is not very precise; especially with high conductivity materials
since the VSWR to be measured is very high (nearly 20 dB) and the phase

sangle is very small. On the other hand, when this method is used in a
transmission mode the accuracy is degraded further due to available
cofimercial standards for attenuators and phase shifters. The fact that the
sample should completely fill the transverse cross section of the waveguide
poses two serious problems. First, in many cases it is very hard to get
large enough samples to f£ill the waveguide cross section; this problem
becomes more serious when the sample is a single crystal. Second, there
is always a small air gap between the sample and waveguide walls even with
tight fitting, this effect was shown to give erroneous results.>S Recently,
Holm®® suggested a mode transducer to overcome this "gap effect.” Holm's
idea takes advantage of the fact_that the contact problem is important
when the electric field is normal to the sample surface and by converting

the TE mode of the rectangular guide into a TE o mode of a circular
10 1
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guide, the electric field is tangential to the surface of the sample at
the boundary. This scheme may be difficult to realize with a brittle
material like indium antimonide.

The second method for measuring the microwave conductivity is by
using cavity perturbation technigues. The strong interaction between the
fields in the cavity and the sample makes this method very sensitive and
highly versatile. Small size samples are adequate when using cavity
perturbation techniques and the measurement procedures require very stable
signal sources and accurate frequency measurements. Highly stable
microwave sources are available, and frequency shifts as small as 1 kHz
can be resolved using spectrum analyzers.

The complex angular frequency assoclated with a lossy cavity can

be written as®7

Q= o+jo (3.1)

where o 1s related to the real frequency f by the relation w = 2rf, while
the imaginary part which represents the cavity losses is related to its
loaded Q by the following equation,

1

W = E%; 5 (3.2)

where QL is the loaded Q of the cavity. Tt was shown®® that the relative
shift in the cavity resonance frequency due to cavity perturbation is

given by
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-1 1(1 1)1.1 1
+ —_ =5 = - = =

“ S

fVS[(u -pJH - H - (e -¢)B-E]av

, (3.3)
fy (BB, -ul - E) @

where Vc and VS are the cavity and the sample volumes, respectively;

f is the cavity resonance frequency and p and € are the permeability and
dielectric constant of the medium. The subscript zero denotes quantities
in the absence of perturbation. If the sample is placed under the central
post of a reentrant cavity and the size of the sample is chosen such.that
the energy stored within the sample is smaller than the energy stored in

the cavity, the following relations will hold over the size of the sample

K

E = —E
= € =0
H = pd (3.4)

where RO is the permittivity of free space and R, is the relative

permeability of the sample. Hence Eg. 3.3 becomes

%, l(L__1_>+J}_<;___1_
% 29, \ 9, 9, 2N, 9
2 -
(uo-f Iy lw |2 av - — = fVKOIEolde
g 2 . (3.5)
IV KOIEOIZ - uo|Hb]%> av
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If p = Ky which is true for the case under consideration, then Eg. 3.5

reduces to,

. |E |2 av

f-f, 2 <;L___l_>+j<;___1__> _ __l_<e-€o> Vs ©
T 29, \ Q9 9, % Y 2 € Iy IEOI2 av

. C
(3.6)
Substituting,
[s] .

€ = K <;r +J.(DIco > = ke, - Je (3.7)

where €. is the relative dielectric constant of the sample and o is its

conductivity, yields,

- - 2 -
£ fo 1 1 1 _ ei(eio €i) + Roer(ero er) 8
2 ( -2 ) - () (3.8)
o 9 N 9, 9 k2e2 + €2 X
or i
and
€.€ = €€
1 1 i i
i el GV (3.9)
U4 9 k22 4 €2
or i
where / ]E ,2 av
1 V. '"o
n o= = -k
2 2
fvc|Eo' av

However for the samples of interest and at a frequency of 10 GHz
k€, >> € also it is quite reasonable to neglect (1/2)(1/QL)[(1/QL) -
(1/QLO)] with respect to (f-fo)/fo, which allows simplification of Egs.

3.8 and 3.9 to the following forms,
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f- fo (er B ero)
—2 = o (5.10)
r
and
€
i 1 _ 0 ro _
QL Q‘Lo Roa)<; r Ué) G-1)
or
o(f - £ )
i1 - a - —__ O
Q’L Q’LO - K:OU‘) <(U UO) + T]fo > . (5'12)

Equations 3.9 and 3.11 relate the change in the conductivity and
dielectric constant of the sample to the experimentally measurable
quantities. The parameter n is thought of as a filling factor depending
on the geometry of the sample and the cavity. This parameter can be
determined either experimentally by using a sample wiﬁh known parameters,
or theoretically by studying the fields within the cavity. Equation 3.10
will be used to study the change in the dielectric constant of the sample
due to electric and magnetic fields. However, Ed. %.11 will not be used
in the analysis of the experimental results due to the fact that the
values of QL and QLo are very close to each other. Instead, the more
accurate method of power measurement will be used. In the following
analysis it will be shown that a knowledge of the coupling factor in the
absence of perturbation together with the change in reflected power and
resonance frequency shift as a result of the perturbation is adequate for
the determination of the material conductivity. This eliminates the need
to follow the Q-factor change as a function of the perturbation which might

lead to appreciable error in the presence of mismatch loss.
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3.2 Cavity Analysis: An Equivalent Circuit Approach

In this analysis the power is coupled to the cavity through a
circulator and a lossy line with attenuation & as shown in Fig. 3.1,
It is intended here to derive the dependence of the detected power on the
change of the material conductivity. For simplicity the circulator is
assumed to be matched to both the line and the crystal detector, however
if any mismatch is present it can be very easily accounted for. The
various measurable power levels can be defined as follows:

P = the power available from the source which is the power

o}

delivered to a matched load through a lossless coupling,

Pr = the power reflected from the cavity,
Pc = the power absorbed in the cavity and
PD = the detected power.
Therefore, P, = QP - P and P =0P = ozZPO - OP - The change in the

detected power AEb due to the introduction of perturbation can be expressed
as

APy = -a(B, - B) (5.13)

D co

where the subscript zeroc denotes guantities in the absence of perturbation.
The cavity equivalent circuit at resonance shown in Figs. 3.2 can
be used to express AEb in termg of the circuit parameters. These circuit
parameters are defined as Yo = the line conductance reflected into the
cavity, GO = the cavity conductance, o is the real part of the material
conductivity and K is a geometrical factor to be determined later. The
power absorbed by the cavity in the presence and absence of perturbation

are given, respectively, by
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Ko + G0
P, = I? (3.14)
2
(Ko + G, * Yo)
and
Koo + GO
= 12 . (3.15)

(Ko +G_ +7Y )%
[} 0 o}

From Eds. 3.14 and 3.15 the change in the power absorbed by the cavity as

a result of the perturbation will be,

Ko + G Ko +G -
P -P = I2< o - e 9o > (3.16)
co (Ko + G, + Yo)2 (Ko + G, + Y0)2
But,
T2
= . .1
Ib Hi; (5 7)

Using Egs. 3.13, 3.16 and 3.17, the change in the detected power as a
result of a change in the material conductivity from 9 to o can

therefore be written as,

AP. <’ Ko + G Y Ko + G
_]2= —l{.a 0 o - O 0

P [ Ko + G +Y><K0+G +Y> <Ka + G +Y>
o (e] e} (¢] o (e} o} o}

YO
°<Kc T e +Y >} - (5.18)
(o] (o] (o]

Defining the quantities QL’ QU, QLo and. QUo as the cavity loaded and

unloaded Q-factors, respectively, in the presence and absence of

perturbation, then



gl -

Ko + G
o)

Lo (3.19)
Qy " Ko + G, + Y +19
and
QT KGO + GO (5 20)
QU Ko +G +Y :
o] (o] O (o]

Substituting Egs. 3.19 and 3.20 into 3.18 -yields

% e[S () Ee( )] 5o1)

which gives the change in the detected power as a function of the Q-factors
of the cavity with and without perturbation. However, it is more
convenient for experimental purposes to express AEb/Pb as a function of

the material conductivity and the cavity coupling factor with no
perturbation Bé. The coupling factor BO is related to the circuit

parameters as follows,

Y
Bo - af_:gEE— ’ (5.22)
0

This approach will make it easier to analyze the experimental results, in
addition to the fact that the coupling factor can be measured to a much
higher degree of accuracy when compared to the Q-factor, especially in the
presence of mismatch or insertion loss. With this in mind, Eq. 3.18 can

be written as

o

1]

AP (L +x)B B
i -ua< o __ o > , (5.23)
o (1 +x + BO)Z (1 + 60)2
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where x = F Au/bo B
F = Ko / (G +Ko ) and
ﬁo = +the cavity coupling factor with no perturbation.

This equation gives the change in the detected power as a function of

the material conductivity, the cavity parameters with no perturbation
and the power avallable from the source. Referring to Fig. E.h,‘fb can be
measured by closing the shorting switch, therefore all the power incident
on circulator port No. 1 will be transmitted to port No. 3. If the VSWR

and the detected power at port No. 3 are I' and Ebs, respectively, then
3

P
P - _._.__._]23_._. s (5.2“)
© a (1 -712)
23 3

where is the insertion loss of the circulator between Ports 2 and 3.
3

3,2.1 The Optimum Coupling Coefficient. Once EB and BO are known

it is a straightforward process to determine the change in the real part

of the conductivity as a function of the change of the detected power.
However, there exists an optimum coupling factor which results in the
largest value of AEb/Tg for a certain value of x. The knowledge of such

a coupling factor will improve the accuracy of the experimental results. To
determine this optimum coupling factor, the first derivative with respect

to 60 of the left-hand side of Eq. 3.235 is equated to zero which results in,

<Egp - (x + E)ng - 6(x + 1)B§P - (x +1)(x + E)Bop + (x + 1)%) x = 0 ,

(3.25)
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where BOP is the optimum coupling factor. Figures 3.3 and 3.4 give plots
of the optimum coupling factor vs. x for overcoupled and undercoupled
cavities, respecfively. It is worthwhile to investigate the case when

x K 1 in order ﬁo get more insight from these graphs. In such a case,

Bg. 3.25 reduces to the following,

4 _ op3 2 -
Ba, - 282 - 6B2 - 28 +1 = O . (3.26)

The four roots of the above equation are -1, -1, (2 +-J3) and
(2 - J%). The two roots having the value of -1 have no physical
significance and will be disregarded. The remaining two roots indicate
that either an undercoupled or overcoupled cavity can be designed for
optimum test conditions. The criterion to choose between an overcoupled
or an undercoupled cavity is determined by the fact that the cavity should
not change from one kind of coupling to the other as a result of the
perturbation. This requirement will cause the detected power to be either
monotonically increasing or decreasing as a result of perturbing the
sample. Therefore, any confusion due to a change in the kind of
coupling is totally eliminated.

The change in the cavity coupling factor as a result of the
perturbation for various values of Bo is shown in Figs. 3.5 and 3.6 for
positive and negative values of x, respectively. Figure 3.5 shows that
the cavity coupling factor always decreases as a result of the perturbation.
Therefore if the perturbation increases the conductivity of the material
under test (x is positive), the cavity should be undercoupled. On the

other hand, Fig. 3.6 shows the opposite case which indicates that the cavity
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FIG. 3.5 THE CHANGE IN THE COUPLING FACTOR FOR POSITIVE VALUES OF x.
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should be overcoupled if the perturbation causes the conductivity of the
sample to decrease. Therefore the solid lines in Figs. 3.3 and 3.0 will
serve to give the optimum coupling factor according to the anticipated
change in the material's conductivity.

3.2.2 Calculation of the Change in the Detected Power. Figures

3.7 through %.10 show the change in the detected power relative
to the power available from the source for various coupling factors.
The plots are numerically generated from Eg. 3.25 with @ assumed unity
(lossless coupling). The programming is done through iterative steps
where each step corresponds to an absolute change in x of 0.001 and after
each step the new coupling factor, the conductance and the incremental
change in the detected power are determined. The results obtained after
each iteration serve as initial conditions for the subsequent one. This
makes the analysis suitable for small as well as large values of perturbation.
The following observations are worth mentioning.

1. The change in the detected power is monotonically increasing for
an overcoupled cavity if x is monotonically decreasing or for an under-
coupled cavity with x monotonically increasing as shown in Figs. 5.7 and
3.8, respectively.

2. If the cavity is overcoupled and x is increased the detected
power will decrease until it reaches zero and the cavity becomes critically
coupled. If x is increased further the detected power starts increasing
again as shown in Fig. 3.9. The same effect will occur for an undercoupled

cavity if x is decreased monotonically as shown in Fig. 3.10.
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5. Concerning the two cases mentioned in the previous paragraph,
there is a value for x at which the change in the detected power is zero.

This value is given by
x = p2 -1 . (3.27)

It is clear that X, is positive if the cavity is overcoupled and
negative otherwise. This fact supports the prévious discussion for
choosing the optimum coupling factor.

L. The curve corresponding to BO = 1 passes through all the relative
maxima and minima of Figs. 3.9 and 5.10 since these are the points at which

the instantaneous coupling factor assumes a value of one.

5.5 Equivalent Circuit of a Semiconductor Material in a Reentrant Cavity

in the Presence of an External Magnetic Field

In this treatment, the sample is placed under the central post of
the cavity as shown in Fig. 2.5 and the field orientations are assumed
to be ag indicated in Fig. 2.1. Placing the sample in that region has the
following advantages.

1. The electri; field is maximum in this region which results in a
greater interaction between the sample and the signal.

2. The field is essentia'ly uniform, which simplifies the analysis
considerably.

The sample will carry both conduction and displacement currents, i.e.,

Qs
o

; (3.28)
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where D is the electric displacement vector; the rest of the symbols were

defined earlier. Since the microwave field due to the dominant TEM mode

Just

is parallel to the x-axis and varies as e , Eg. 3.28 can be written as

J = oE+ jucE - (3.29)

It was shown in Chapter II that the conductivity tensor of a material in

the presence of a magnetic field along the z-axis can be written as

c o] 0
XX Xy
o = |o o 0 . .30
= yX Yy (5 5 )
0 0 ]
77

Therefore by substituting Eq. 5.30 into 3.29, the x- and y-components of

the current density can be written as follows

I, = (GXX + JmEXX)EX + (ny + JaEyX)Ey (3.31)

and
= + 3 E + + 5 . .32
I, (nyEx Jaﬁxy) » (cyy J&Eyy)Ey (3.32)

The continuity of current at the sample surface normal to the
y-axis implies that the displacement current outside the sample should
be equal to the total current within the sample. And since the electric
field is wniform and along the x-axis, J = 0. Therefore

o + Jax

- Xy Xy
Ey B o+ joe B, - (5.33)
yy yy
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Substituting Eq. 3.33 into Eg. 3.51 we get,

(3.34)

(ny " Jwexy)(gyx + Jae, ) > .
X

. yX
= -+ -
Ji <kgxx Jaﬁxx) o + jox
yy yy

Therefore the equivalent admittance of a sample of thickness t and an

area A follows immediately from Egq. 3.3.4,

_ A .
T = t <;XX * Jamxx) + Yani ’ (5.35)

where Ym is the equivalent conductance of the material and Yani is

the contribution to Ym due to the anisotropy of the material and is

given by
+ 3 + 3
. _ ("xy Jwexy)(cyx Jweyx) A (3.56)
ani o+ joe t
yy vy
However, it has been shown that®® o_ = -0 and €__ = -e__, and thus
— Xy yx Xy yx
Y_ _ . reduces to
ani
5 (02 -«fe® )+2ufe o ¢ 2. 0 o +e_ (afe® 0% )
v - yy 12 127 12 12 VY | 5, —2212 37 IV 12 a2 A
ani 2 2.2 J B t 7
o< +uye o +a?€2
vy vy vy vy
(3.37)
where € = -€ =€e¢ ando = -g =g . If 0 1s much greater
X VX 12 - Xy yx 12 12
then we then the equivalent admittance of the sample becomes
12
A < 022
= T + ] + _—_—l—_— @ a7
Ym t Gxx Jw€xx o + Jowe G 28)

yy Yy
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On the other hand, if the material is isotropic, the expression for the

equivalent admittance of the sample becomes

(5) = 2 (0 + Jwd) (5.39)

Figures 3.11 show the equivalent circuit of the sample under consideration.

3.2.1 Equivalent Circuit of the Cavity Including the Sample. Figures

3.12 shows the material orientation within the cavity together with the
sample dimensions. The cavity is divided into two parts by the plane
A-A. The section above this plane can be represented by a transmission
line terminated in a short circuit. This part is equi&alent to a parallel
R, L and C circuit. The value of these elements (LO, R and Co) are functions
of the dimensions al, ag, L and the conductivity of the cavity walls. The
section below the plane A-A adds an extra shunt impedance Z which will
depend on the sample parameters. It is fairly reasonable to assume that
most of the contribution of this section to Z comes from the region under-
neath the central post. With this in mind the impedance Z could be divided
into three components, namely

1. The reactance of a capacitance C due to the air gap between the

1
two planes A-A and B-B under the central post which is given by

¢ = =2 . (3.40)

2. An impedance Zm due to the presence of the sample whose value

was derived in the previous section.
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3, The reactance of a. second capacitance ¢ due to.the air gap under
2

the plane B-B that is not occupied by the sample and is given by

2—
no(nal dldz)

02 = T . (3.41)

The impedance 7Z will be composed of the impedance due to C in
1

series with the shunt combination of 02 and Zm_and is therefore given by

1 Zm
Z = S T A (3.42)
1 mn =

Substituting the value of Ym as obtained from Eq. 3.38 into Eq. 3.42

yields
1 1
Z - jdﬂ + Gl + ,j(lﬂ’ 2 (5‘14"3)
1
where
o2
' = x o +—12 > 3, Lh
G 1 <'XX U;y + oRe2 Oyy ’ ( )
o2
C’=K<€ - € ———L—>+c N
1 XX yy Giy + o2e2 2 (3 5)
and
d d
kK = +% . (3.46)
1

The equivalent admittance of the cavity section below plane A-A

can be obtained by inverting Z which yields

err © ICepr (5-47)
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where

¢ = G’ (3.48)

eff - 2
] 1

¢ Qg_)
(chz 1

1

2, H
@oC C ;
1 +-——éL—-<; + 9{)
Gt2 C

1

¢ = C . (3.49)
1 (D2C2 . 2
DA
G!2 G

Figures 3.13a and c¢ show the cavity equivalent circuit in the absence and

and

presence of the sample, respectively. The capacitance Ca is the gap
capacitance in the absence of the material and equals approximately
(nonaf/l). Figure 3.15b shows the equivalent circuit of the cavity section
under the central post where Zm’ the sample equivalent circuit, was
derived earlier.

If the material is isotropic both cl and € become zero and the

2 12

expressions for Gef and Ce become

£ £t

KlO
G = » O
eff K20_2 . 2 (5 5 )
= + <l + 6—>
(chf 1
‘and
2 C
1+ ofC <i + —5->
K202 C
Cope = C, 2 = (3.51)

2~2 C

1 4+ 9C <i + 65->
K202
"1

where C =C + K e. The valves of C , C and K € for the cavity used for
1 1 1T 2 1

testing the material are 0.11, 0.21 and 1.31 pF, respectively, where the
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lattice dielectric constant was substituted for €. Thus for the indium
antimonide samples of interest here both (aC/Kic)z and (aﬂl/ch)a are

much greater than one. This simplifies Eqgs. 5.50 and 3.51 to the following

form:
Gopp = Ko (3.52)
and
¢
Copr = E:TI‘E ’ (3.53)

where K = [Kl/(l + C/bl)z].

It is worth noting that this K is the geometrical factor presented
earlier in Chapter II. Therefore the change in the conductivity of the
material will change the equivalent conductance of the test cavity and
can be measured by monitoring the change in the detected power as presented
in Section 3.2. On the other hand, the change in the material dielectric

constant will in turn change C , and as & result the resonance frequency

eff
of the cavity will shift slightly. The cavity equivalent circuit shown in
Figs. %.15 can be used to relate the change in the sample dielectric

constant to the resonance frequency shift. The cavity resonance frequency

is given by

£ o= L . (3.54)
o NI (C_ +C
o] Q e

ff)

For a small shift in the resonance frequency as a result of the perturbation,

Eq. 3.54 can be written as follows:
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f + Af = L . (3.55)

(0]
2r JLO(CO + Coppo * A op)

The relative shift in the resonance frequency can be expressed as

é—f = l - l - (5 '56)

£
© ACeff
,’ 1 + —
Co + Ceffo

Equation 3.56 can be utilized to study the incremental change in the

material dielectric constant as a function of the resonance frequency

shift. Substituting Eq. 3.53 in the Taylor expansion of Egq. 3.56 yields

%f‘ = '%‘A(KAE)"'%AZ(KA‘?)E*“' ; (3.57)
(o] 1 *

where Cl
C +C +Ke¢e ¢ +C
( e, tE RICH

. 3.58
effo) ( )

Since we are dealing with incremental changes in €, it becomes quite

reasonable to neglect higher-order terms in Ae¢ which results in

1 C
& - L= 1
T 2 KAde . (3.59)
o Cl(C2 + Kleo) 1
C +C +
( 1 2 Kleo) C0 * C +C +Ke )
1 2 190

Therefore the change in the relative dielectric constant of the material

is given by

_ AP
Le = MUF (3.60)
o)
where
c K e C (C, +Ke )
2 2 10 <' 12 10
= - + oy er———
n, k K <':L ¢ ¢ > Co* T TC TKe . (3.61)
03 1 1 1 2 1 ©

Equation 3.60 is similar to Eg. 3.10 where both n and i depend on the
1

geometry of the cavity system. Either formula can be used to study the
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change of the dielectric constant as a result of the perturbation if the

geometrical filling factor is known.

3.4 Calibration of the Cavity System

In order to study the change in the material conductivity and
dielectric constant as a result of the perturbing signal the parameter F
and either n or nl should be determined. Moreover, it is necessary to
investigate the dependence of these parameters together with BO on the
temperature.

The geometrical factor n can be determined by studying the field
configuration within the cavity system. However, this is a very lengthy
and involved process, especially if higher-order modes are excited. This
factor can be determined experimentally by studying the frequency shift
due to samples of known dielectric constant. Samples of glass and singlé
crystal silicon and germanium having the same dimensions as the indium
antimonide samples under test were used for this purpose. The shift in
the resonance frequency from that of the empty cavity was measured in
each case and was used in conjunction with Fig. 3.14% or 3.15 to determine M-
Figures 3.14 and 3.15 are plots of the sample er and Aﬁr, respectively,

vs. the normalized frequency shift A:N’ which is given by the relation

f - fo
AfN = ——Tﬁ:,—c:— . (3.62)

The plots are generated from Eq. 3.10 assuming €ro equals one which
corresponds to the empty cavity. The plots are extended to large values
of Aer and €. by using an iteration process; this improves the accuracy

of calibration.
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FIG. 3.15 CHANGE IN THE RELATIVE DIELECTRIC CONSTANT OF THE SAMPLE

VS. Af - (ero = 1)
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In order to study the sample dielectric constant as a function
of temperature, the contribution to the frequency shift due to the change
in the cavity dimensions should be accounted for. The net frequency
shift due to the change in the sample dielectric constant as a result

of temperature change is given by

Af = A‘f - Af F] (5-65)

where Afm the measured frequency shift and
FANY = +the frequency shift as a result of the thermal expansion
of the cavity walls.

It was shown by Mbntgomeryso that Afe is given by
= - .64
AT ot (AT) (5.64)

where AT

%p

The coefficient of thermal expansion of the cavity walls (commercial

the change in cavity temperature and

]

the coefficient of thermal expansion of the cavity walls.
brass) is given by the following®!

ap = 14.916 x 10© +1.25x 108 T ; per °K . (3.65)

Equations 5.64‘and 3.65 were used to deterﬁine Afe as the cavity temperature
was changed from liquid nitrogen temperature (77°K), assuming that the
resonance frequency at this temperature is 9.675 GHz (the cavity resonance
frequency at 77°K in the presence of the sample), the result is shown in

Fig. 3.16.
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Tn order to conclude the analysis for calibration of the cavity

system, a discussion concerning the determination of the parameter F

and its temperature dependence is in order.

It can be shown that F can

be determined by measuring the cavity coupling factor without the sample

Boo and with the sample present at zero magnetic field.

KUO
F Ko + G
o o)
which can be written as
K
F o= 0 .
K + =
o
o

Yo
Poo = @
o)
and
Yb
6o = Xo +G
00 o

combining these two equations yields

G_O = Koﬁo
O‘O BOo - BO

Substituting Eq. 3.70 into 3.67 yields

p_ -8B

00 O

Ko ?
Boo B Bo \l ) f{—>

From Eq. 3.23,

(3.66)

(3.67)

(3.68)

(3.69)

(3.70)

(3.71)
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where K was defined earlier as

K = Kl/(l+C/Cl)2 . (3.72)

Equation 3.71 is used to determine the factor F and its temperature
dependence by measuring K, Boo and BO as a function of temperature. The
factor F was measured between T77°K and 300°K. No resonance frequency
shift dué to the presence of the sample was observed as the temperature
was varied between liquid nitrogen and room temperatures. This implies
that Kb equals K over this temperature range. Thus for temperatures above

'1iquid nitrogen, F will be giveﬁ by

P (. -2—-—) - (5.73)

Figure 3.17 shows the measured values of BO, Boo and the corresponding
F as given by Eq. 3.73 for temperature values above liquid nitrogen. On
the other hand, if the sample dielectric constant is a function of the
perturbation, then K/Kb must be evaluated and Eq. 3.71 will be used to

determine F.
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CHAPTER IV.. PHYSICAL PROPERTIES OF THE DETECTION SCHEME

L.1 Introduction

In this chapter the parameters characterizing the performance of
the detection scheme are derived. An equivalent circuit approach making
use of the results obtained earlier in Chapters IT and III is utilized
for this purpose.

The terminal-to-terminal conversion loss of the downconversion
scheme is evaluated and the dependence of the conversion loss on the
external circuit parameters and the bulk material parameters is presented.
This approach is very advantageous for optimizing the detection scheme.

The noise sources in the detection scheme‘are discussed and the
minimum detectable power and noise equivalent power of the downconverter
are determined and the theoretical and experimental results are compared.

Finally, an estimate of the time constant of the detector is
given and 1ts dependence on the material and circuit parameters is
discussed. The last sectiop deals with the detector performance as

a function of the magnetic field.

L.2 gStudy of the Conversion Loss

b,2.1 Introduction. In order to develop the concept of

conversion loss it is necessary to understand how the signal detection
is accomplished. Figure 4.1 together with Fig. 1.1 explain the principle
of operation of the detection scheme. For a certain microwave bias

power Pix’ the coupling to the cavity can be adjusted to result in a

-115-
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Ppx IN THE ABSENCE OF THE MILLIMETER-WAVE SIGNAL

Ppx IN THE PRESENCE OF A SQUARE-WAVE MODULATED
MILLIMETER -WAVE SIGNAL

ZERO SIGNAL LEVEL

FIG. 4.1 PRINCIPLE OF OPERATION OF THE DETECTION SCHEME.
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detected signal‘PDX in the absence of the millimeter-wave signal to be
detected. As a result of applying the millimeter-wave power Pi the
detected signal will change by APD, The terminal-to-terminal conversion

loss will therefore be given by

APD X
b TF (1)
i
where LT = the terminal-to-terminal conversion loss,
Pi = the incident millimeter-wave signal power and
APD = the change in the detected X-band power due to the

presence of the millimeter-wave signal.

4.2.2 Dependence of the Reflected Power on the Millimeter-Wave

Signal. The change in the detected power was given by Eq. 3.23 and can

be written as

Lop
AP = ° Lrx JP , (h.2)
ox

- - 1
D 2 [ 2
(L+8) x
o] <; + i—:7§;->

where all the quantities have been defined earlier. For small values of

x which is essentially the case here, EQ. k.2 reduces to

B (L-8)
APy = haP [—Q——E—}X . (%.3)
°* L (1 +B_)°

Equation 4.% can be used to study the downconversion scheme if
the dependence of x on Pi is known. Since x = F(Au/co), 8 study of

the change in the material conductivity as a function of the
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millimeter-wave signal is necessary. For the time being any change in
the material dielectric constant resulting in the cavity resonance
frequency shift is neglected.

The material conductivity in the absence of the signal to be
detected can be written as

o, = e [ucon + (NI - n)uioJ s (b.h)

where n is the concentration of the carriers that are thermally
excited to the conduction band in the absence of the millimeter-wave signa
and the remaining quantities were defined earlier. The general form

of the conductivity in the presence of the signal can be written as

follows:
i
I RS Bl P (+.5)

where n, = the density of the carriers excited from the impurity band
to the conduction band as a result of photoconductive transitions and

is given by62

n, = 77 'u'(hfi - AR) , (4.6)
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where 7y = +the conversion efficiency,
fi = +the signal frequency,
T = the carrier lifetime,
Pim = the millimeter-wave power absorbed by the sample and
0 if hfi < JAH
u(hfi - AE) = ' .

1 if hfi > AB

The change in the material's conductivity due to the incident
signal can be obtained by combining Egs. 4.4 and 4.5 and is given by

pr = e [nlg <) + gl <) ¢ 0 -Gy g | s (D

where the subscript zero indicates gquantities in the absence of the
signal. Three cases are of interest. They are:

l. The impurity~and conduction bands. totally overlap; in this case
n, = Oand n = NI and.the detection scheme operates on the principle of
free-carrier absorption. The detector perférmance is well represented
by this case in the absence of a magnetic field.

2. The charge carriers are strongly bound to the impurity band and
the familiar band picture of a semiconductor prevails. This implies
that n = 0 and the detector operates in a photoconductive mode. It
has been shown earlier that freeze-out of carriers can be achieved in

the presence of a strong magnetic field. However donor levels in n-type

TnSb were shown to exist at energies of 1.8 x 1072 and 6.7 x 10 ¢ eV
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below the conduction band®3

which correspond to activation frequencies
of 4352 ang 162 GHz, respectively. Both are above the frequency range
of the available signal sources and therefore a discussion of this case
will not be presented here. This mode of operation might prove very
useful as a narrow-band tunable detector.

5. There is a partial overlap between the impurity and the
conduction bands. This case will be discussed later when the magnetic
field effects are considered. FEguation h.? is applicable in this case.

Since no ionization energy for n-InSb has been observed in the
absence of a magnetic field,64 the change in the material conductivity
as a result of irradiating the sample must be due to a change in the
mobility, since the carrier concentration remains essentially constant.
The change in the material condﬁctivity as a result of the millimeter-
wave signal in the presencg of the microwave bias is shown in Appendix A

to be given by the following equation:
Ao = K P, o, (L.8)
m .

The proportionality factor K.m is given by

7Ko T do (T ) -
. s . [ e | (.9)
m chS(KbO +G6 + Y)(1 + Jah¢) dT

where
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-1

) 1 7K(G + 3()1?i do(Te)
N ar ’
e ncv_ (Ko +G + ¥)2 e
80
Ta = the energy relaxation time,
¢ = the electron specific heat,
v = the conversion efficiency of the incident millimeter-wave
signal,
Te = the electron temperature

and the remainde; of the termsiwere defined earlier.

The paramete?s Ty C and do(Te)/dTe can be obtained by studying
the temperature dependence of the material conductivity and the detector
response time as a function of the temperature at approximately
liquid helium temperature. However for the purpose of studying the
detection scheme it is adequate to determine experimentally the
dependence of the conductivity on the millimeter-wave signal in the pres-
ence of the microwave saturation bias signal {the microwave signal power

which results in the highest sensitivity for the detector). The

millimeter-wave signal level is very small compared to the microwave
bias signal and can be considered as a small perturbation., Thus the
conductivity can be written as

(4.10)

2

— 1
O(PX + Pim) = U(PX) + Ky P
where G(PX + Pim) and O(PX) are the material conductivity in the
presence and absence of the millimeter-wave signal, respectively.

Pim = the millimeter-wave power absorbed by the sample and Kﬁ is given by
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gt = 49 . (k.11)

In the absence of any mismatch or attenuation loss at the millimeter-
wave port Pi = Pim' Neglecting any mismatch loss the value of x can
be obtained from Eg. %.10, and when substituted into Eq. 4.3 gives the
following expression for the change in the detected power as a result

of applying the millimeter-wave signal

bok'F '8 (1L - B)
APy = = [ 2 2 :IP P. . (4.12)

Substituting the value of F as given by EQ. 3.67, Eg. 4.12 can be

written as

MaKKé [ Bo(l - BO) } (h.15)
AP = P P 5 .13
D (Koo + GO) 1+ Bo)s ox im

where all the terms have been defined earlier.

Equation 4.13 contains the basic information concerning the
conversion loss. A thorough investigation of this equation is necessary
for optimizing the detector performance. The optimization can be
achieved through a proper choice of the bulk material and the circuit
both at the microwave and the millimeter-wave frequencies.

4,2.3 External Circuit Effects. The conversion loss as a result

of the downconversion process follows directly from Eq. 4.13 and is

given by
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bokk ! [Bo(l - B) } b1k
L = P B <14)
+
D (Koo Go) a+ ﬁo)s ox
where LD = +the conversion loss resulting from the downconversion.
process.

It is clear from Eq. L.14 that the coupling factor in the absence
of the signal to be detected plays an important role toward minimizing
the conversion loss. Figure 4.2 shows the dependence of the conversion
loss on the X-band coupling factor BO in the absence of the millimeter- |
wave signal. The curve exhibits two peaks at ﬁo = (2 - Jg) and (2 + VE;)
and shows minima at BO = 0, 1 and «. Since the signal to be detected
causes an increase in the material conductivity, according to the
discussion presented earlier in Chapter IIT .the cavity should be under-
coupled and (2 - V3) will be the optimum coupling factor.

In addition to optimizing the coupling factor at the bias frequency
the insertion and coupling losses at the input and output terminals
should be kept at a minimum. The effect of these losses is to add
extra contributions to the conversion loss.

The contribution to the conversion loss at the input terminal
results from the fact that not all the incident power is being absorbed
by the bulk material. The power absorbed by the material at the

millimeter-wave frequency can be expressed as

a
= 0 - 12
Pin %n <.l + am'> 1 Pi)Pi 7
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where ¢ = the line attenuation at the millimete;-wave frequency,
Pi = the‘reflection coefficient at the input terminal,
a, = KG/G where G is the‘cavity conductance at the millimeter-
wave frequency and
Pi = +the incident signal level to be detected.

The conversion loss Li due to mismatch and insertion loss at the input

terminal is therefore given by

P, a
Li = P—lﬂ = o (-i'—_l_—nla-‘—> (1 - l_‘f) . ()-I-.l5)
1 m

In order to optimize Li’ o should equal one}and Pi shoul@ be as
small as possible, which means thaf the reflected power and the line loss
should be kept as low as Possible. On the other hand aé should be as
large as possible, which means that the signal power dissipated by the
cavity walls should be very small compared to the power absorbed by
the sample. A plot of Li as a function of Fi for different values of
a  1is shown in Fig. 4.3 assuming @ =1 (1ossiess line).

Before concluding this section the effect of output mismatch and
insertion loss on the conversion efficiency should be considered. The
contribution is due to mismatch loss at the circulator input and output
ports and insertion loss between the circulator ©ports. The output

mismatch loss can be expressed as

x. D (+.16)
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where P = the available power at circulator port No. 2,
ix = the~local oscillator power at the microwave frequency,
P. = the reflected power from the cavity and |
PD = the detected power at the microwave frequency.

Referring to Fig. 3.1 (Pox/Pix) and (PD/Prx) can be written as

P
__Q_x_ - . e LI_
7 a(l Iix)a12 (4.17)
1xX
and

128 . X

T = (L - FOX) azs 5 (4.18)
rx

where Pix and Pox are the voltage reflection coefficients at circulator
port Nos. 1 and 3; respectively{ and aij = the circulator insertion
loss between ports i and j. Substituting Eqs. 4.17 and 4.18 into

Eq. 4,16 the output mismatch loss Lox can be expressed as

= 2 2 ;
Ly = 0012a28(1 - Pix)(l - POX) . (%.19)

Tt is clear from Eq. %.19 that in order to minimize this conversion
loss the circulator should be perfectly matched to both the local
oscillator source and the microwave detector. In addition, the insertion
loss due to the circulator and the transmission line comnecting the

cavity to the circulator should be kept at their lowest possible values.
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h.2.4 gaturation Effects. Equation %4.13 shows that the change

in the detected power is proportional to the microwave bias signal level;
this relation will hold if the material conductivity is proportional to
the microwave bias. However it has been shown in Chapter II that this
holds only for small signal levels and as the bias power is increased the
material  conductivity changes at a lower rate and finally becomes
independent of the bias level as shown in Fig. 2.28. In order to account
for this effect, a term LS representing the saturation loss at the
microwave frequency should be added to the expression for the change in
the detected power. The experimental results for the dependence of the
insertion loss on the microwave bias level are shown in Fig. L.k, The

experimental results were found to fit the following equation
L = _ix's (+.20)

where PS is the power level at which the conversion loss drops by 3 dB.
The function <Pix/Ps>/<l_+ Pix/Ps) is plotted in Fig. 4.4 for comparison.
Equation 4.20 shows that for optimum detector performance P, >> P_.

The concept of electron temperature can be utilized to explain the
saturation phenomena at the microwave frequency. Since at 4.2°K the scat-
tering mechanism is dominat(d by ionized impurity scattering, the electron
temperature will increase above that of the lattice if Te >> Toe? where
T _is energy relaxation time and Tee is the effective time of electron-
electron collision redistributing the energy among the system of electrons.
The increase in the carrier temperature results in a corresponding

increase in their mobility. Studies made on the dependence of T, On
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temperature by Whalen and Westgate65

show that Te is essentially
independeﬁt of temperature up to about 1M°K, and above that temperature
Te decreases considerably with increasing temperature. Therefore as
the incident microwave signal level increases the electron temperature
will increase above 4.2°K until it reaches a value of about 14°K where
the optical phonon scattering becomes appreciable. As a result Te
starts to decrease causing the carrier  temperature to increase at a
lower rate; finally, as the inequality Tq >> T e becomes invalid the
carrier temperature saturates and the material conductivity becomes
independent of the microwave power level.

h,2.5 The Terminal-to-Terminal Conversion Loss. The contribution

of the external circuit can be combined with the downconversion and
saturation loss to give the terminal-to-terminal conversion loss LT

which can be expressed as

= ° L;' M
Ly 1A O (k.21)

Substituting fromEgs. 4.14, 4,15, 4.19 and 4.20 into Eq. 4.21 the terminal-

to-terminal conversion loss becomes

Lo o o KK! a B (1-8)

Lp = mlgés m<l+ma ><o O>
Ko <l+"9— " (1 +8,)°
o] KGO

Pix/Ps

2 2 2
o (1 - Pix)(l - Ti)(l - FoX) W) PS . (lh,22)
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This 1s the basic equation describing the detector performance, it
includes all the external circuit effects and the material parameters.
The external circuit effects have been discussed earlier and can be
improved. However the material  parameters have the most important
effect; they will set fhe limits regarding the detector  performance.

The most important material parameters affecting the detector
performance are 07 T X and Ké- The effect of To will be discussed
later when the response time of the detector is considered. The
dependence of LT on OO and Ké can be seen from EQ. h,22. A low value
of 9, and high values of‘Ké and K are required for improved detector
performance. This means that very high purity compensated samples with
a large value of (ddo/dPiX) are required for application in this scheme.
In addition the cavity losses should be kept as low as possible such that
(GO/KOO) < 1. This can be achieved by highly polishing and electro-
plating the interior cavity walls and choosing K as high as possible.

In order to investigate the theoretical limit on the conversion
loss the ‘ideal case of no mismatch or insertion loss at thevinput or
output terminal is considered. It is also assumed that the optimum
coupling factor BO is used and the microwave bias signal is much greater

than the saturation signal level. With these assumptions, Eg. b, o2

reduces to

0.38UKK !
_ m Ko /G .
S 5 <K_o . 1>Ps ’ (4.25)
0 G
Ko (i + Ko

where (L = the insertion loss with a matched and lossless circuit.

T)matched
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It is seen from Eq. 4.23 that the saturation microwave signal level

and the sample - dimensions are important factors in determining the
theoretical limit on the detection scheme. Since the saturation signal
level is proportional to the volume of the material, Eq. 4,23 can be

written in the following forms -

K(KG)VS

T)matched = R (GO + KGO)(G + Ko) . (+.2%)

(L,

where R is a proportionality factor and VS is the material volume.
Assuming the area of the sample to be limited by the area under the
central post of the cavity and its thickness to be t, Eq. 4,2k can be

written as

- A%t
T)matched = R (tGO + Aco)(tG + Ao) (4.25)

(L

The optimum thickness can be found by differentiating the right-
hand side of Eg. 4.25 with respect to t and equating the result to

zero which yields

9 L 28
tOp GG‘ 2 ( "20)
where top is the optimum thickness and the remaining gquantities have

<
been defined earlier. Egquation 4,26 is valid provided top = {, where [
is the spacing between the central post and the bottom of the cavity as
i ig. 3.12. Fi L,

shown in Fig. 3.12. Figure 5 shows the dependence of (LT>matched on
A/% for different values of o‘/Ge The value of G/G for these plots
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was assumed independent of the frequency (GO/GO = G/G) and the scale

for (Ls) is arbitrary.

matched

4.3 Estimation of the Response Time

The detector response time is a measure of its ability to respond
to modulated signals at sufficiently rapid rates. The maximum modulation
bandwidth is the factor that sets the limit on the résponse time of
the detector. The modulation bandwidth should not be confused with the
useful bandwidth which is the frequency range over which the input
signal can be tuned without appreciable deterioration in the output.

The speed of response of dc-biased and heterodyne detectors using
bulk InSb is limited by the external circuit parameters. In the case
of dc-biased bulk semiconductor detectors the response time is limited
by the RC time constant of the circuit, most of which is due to the
input capacitance of the following amplifier fogether with the stray
and lead capacitancesf On the other hand, the response time of bulk mixers
is limited by the mixer circuit and the IF of the system. In the case
of microwave-biased detectors the time constant is limited by the
carrier  ehergy relaxation time Te provided the bandwidth of the input
millimeter-wave cavity does not degrade this time constant. This
requirement is satisfied if Pn > fm’ where Bm is the input millimeter-
wave cavity bandwidth and fm_is the maximum modulation bandwidth, which
is readily realizable at values of Bm 2 20 MHz. It is seen from the
previous discussion that with microwave-biased detectors, the full
potential of the bulk material can be utilized for achieving a high

speed of response.
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The response time of the detector is derived in Appendix A and

is given by

-1
7K@+ V)2, do(r)

T = - 5 (b.27)
[ e chS(KUO + G+ Y)2 Ty }

H‘H

where all the parameters have been defined earlier. Assuming the system
of conduction electrons to have a degenerate Fermi-Dirac distribution,
the electron specific heat c can be calculateqfs’67 and when substituted

into Eq. 4.27 yields

-1

.68 . d
o [ 1 0.687K(G + Y)P1 G(Te)J ’ (.28)

Te V(Ko +G +Y)? AT

where Pi is the incident millimeter-wave power in mW. TIn order to
examine the effect of the material parameters on 7, Eq. 4.28 is written

in the following form:

SN N (1.29)

where

2
T, VS(KOO +G +Y) 1

T 0.687K(G + Y) . (k.30)
e do

— | P.T

ar i'e

(=]
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Tt is seen from Eg. 4,29 that the detector response time 7
approaches 7 _ 1if =t /Te >> 1. Assuming y = 1, Eq. 4.30 can be expressed,
€ 1

in terms of the measurable quantities, as follows:

v Kdo(l * Bo)Boo <'l * GK; Y->
o S ° L (k.31)
Te 0.68yK do Te
Bo (L + Byo) <.ET'> Py

Values of l/Te and dc/dT for InSb samples of interest were found to be
of the order of 5 x 10% s™ ' and 3 mho m 1°K * respectively at liquid
helium temperature. Substituting these values in Eq. 4.3l yields a
value of Tl/Te which is greater than 3 for input signals less than 1 oW
with typical samples and assuming optimum coupling. It is seen from
Fig. 4.6 that for such values of Tl/fe the response time is essentially
equal to Te'

4.3.1 Trade Offs Between Conversion Loss and Response Time. This

section discusses qualitatively the nature of the trade offs between the
response time and the conversion loss of the detector. At a fixed tempera-
vture T, is constant and sets the limit on the response time. It has been
shown that this 1limit can be achieved at any signal level below 1 mW.
However as the signal level increases, it is seen from Eg. 4.30 that the
value of Tl/Te will decrease causing the response time to increase. It
is seen frém Eq. k.31 that in order to achieve a high speed of response
with large signals either I should be increased or dc/dT should be
decreased. Both effects will degrade the conversion loss as discussed
earlier, This kind of trade off does not degrade the quality of the
detector performance since in all practical applications the signal to

be detected is very small.
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Another trade off deals with the detector performance as a
function of the temperature. The carrier relaxation time Te decreases
considerably as the temperature is increased beyond 14°K®° which results
in a faster speed of response. However as the carrier effective
temperature is increased Km and Ké decrease considergbly resulting in
a degradation of the conversion loss. It should be kept in mind that
despite the trade offs it is the carrier relaxation time that sets

the limit to the speed of response.

L.4 The Noise Equivalent Power (NEP)

L.4,1 Tntroduction. The NEP is the measure of the detection

capability»of the detector. In order to develop an expression for the
NEP an investigation of the minimum detectable power and the origin of
noise within the detection scheme is necessary. Four sources of noise
are present in the detection system; namely, fluctuation in the back-
ground radiation, fluctuation in the incident signal, noise as a result
of the‘downconversion process and the noise contribution from the
postdetection system..

In this section expressions for the minimum detectable power are
derived. These expressions together with the noise sources can be
utilized to determine the NEP. The results will be compared to the ideal
case where the only noise source is the background radiation fluctuation.

4.4.2 Minimum Detectable Power (MDP>mm° The criterion for

determining the smallest observable signal can be understood by examining
the basic mechanism of operation of the detection system. The reflected
microwave power from the cavity is separated from the incident one in

the circulator and applied to the crystal detector. The modulation on
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the millimeter-wave signal appears as modulation on the reflected microwave
signal and the problem essentially becomes that of detecting a small
change on top of a large-signal level. It has been shown that® ©® in
order to keep the signal larger than the noise the following inequality

must be satisfied

v

2Jp P , (4.32)

APr nr

where APT = the change in the reflected microwave power,
Pr = the reflected microwave power and
Rn = the noise power in the output line.

It should be noted that Eq. 4.%2 is based on the assumption that

Pr >> Pn and that the equality sign sets the threshold for detection,

leeuy
(APr)min = 2 “PnPr 2 (4.33)
where (AP ) = the minimum detectable change in the reflected power.

r’'min

The change in the reflected power reaching the conventional

detector was shown to be

hokx ! B (1-8) P, /P
m [o] o] 1X S 1 1 PP , (h,Bh)

8P, = . .
r (Kco + Go) (1 + ﬁo)s (1 + Pix/PS) iTox s i

while the reflected microwave power can be written as

hoy ﬁi

P = —— T, P. . (4,55)
T 2 Tox ix
(L+5)
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The minimum detectable power can be obtained by substituting Egs. L3k

and 4.35 into Eg. %.33 and arranging terms and is given by

(MoP) =

Uo(l * Go/Kco) 1+ ﬁo)2 > <'l * Pix/Ps
i Ja K'L.. VL -1 Bo :
m i ~ox

/P P, .
(Pix/Ps)PS> Y nTix

(4.36)

It is clear that the (MDP)mm can be minimized for Pix =P,. On the
other hand its dépendence on BO is shown in Fig. L.7. Tt is seen from
this figure that the best results are achieved with undercoupled cavities
whose coupling factor Bé is less than 0.6. Therefore a coupling factor
of (2 - J%) is well recommended.

For perfectly matched and lossless input and output circuits,

Eg. 3.36 reduces to the following form

Uo(l * GO/KGO) < (1 + Bo)2 > <'l * Pix/Ps > VP P
Ké nix °

(MDE) = 1-8, (P, /B,

(%.37)
This equation will be used to check the theoretical limits on the NEP

of the detection system.

This is the

4.4.,3 The Downconverter Noise Contribution <PnD)'
inherent noise in the detection system and is independent of the external
circuit effects. Noise sources of this nature include the noise

generated in the bulk material, background radiation fluctuation and

the local oscillator noise.
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The principal noise sources in a semiconductor material are
current noise, generation-recombination noise and thermal noise. Current
noise has been associated with the nonohmic contacts and surface
conditions of the material. It will exist only in the presence of dc
current through the material. Therefore the current noise in a
contactless microwave-biased sample is zero.

Generation-recombination noise is due to modulation of the
material cénductivity as a result of the instantaneous random
fluctuation of the free-carrier density. The performance of most
photoconductive detectors is essentially generation-recombination noise
limited. However, this is not the case for microwave-biased InSb
detectors for the following reasons. First, the mechanism of generation-
recombination noise depends on the presence of carriers bound to the
impurity band (or valence band) which are being excited to the conduction
band. The absence of any ionization energy for InSb indicates that all
the carriers are in the conduction band. Therefore carrier density
fluctuation 1s negligible. BSecond, the noise power is proportional to
the average current in the sample. Third, the microwave bias effectively
increases the photoconductive lifetime of the carriers which reduces
the contribution of the generation-recombination noise.

The previous discussion shows that the only noise source in InSb
microwave-biased samples is the thermal noise. To find the output noise
power of the downconverter two noise sources will be added to the
equivalent circuit of Fig. 3.2. The resulting circuit is shown in
Fig. 4.8. The noise currents generated by the cavity and the material

are given by
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FIG=~ 4.8 MODIFIED CAVITY EQUIVALENT CIRCUIT INCLUDING THERMAL NOISE.



iZ2 = hkT G B (4.38)
[¢] O 0 X

and
i2 = WEXT Ko B, k.
i k'I'eKUOBX , (4.39)
where N/ ii and \/ iz = the rms of the noise current of the cavity
and the material, respectively, and
BX = the bandwidth of the output circuit.

The noise power delivered to the output will be given by

AkBX(GOTO + KGOTe)YO
Poqo = . (k.ko0)
(Y +G_ + Ko )2
o) @] o)

The equivalent noise temperature of the cavity and the bulk material TD

follows directly from Eq. 4.40 and is given by

by (6. T + KXo T )
T, = e °.£ (4.41)
(Y +G +Ko )2
O (o] (o]

The second noise source in the downconversion process is due to

the background radiation fluctuation. It was shown that the noise power

due to the background radia’ion fluctuation is an incoherent energy

detector with no long-wave cutoff is given by8

BX /
= - 3/2
P b T 3h (kT) 5

(4.142)
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where Prlb is the noise power due to the background radiation fluctuation
and T is the background temperature which is assumed to be much higher
than the detector temperature. The ratio of the thermal to the

background radiation fluctuation noise is

P 3hB T
EDET_ = X D/ . (.43)
nb x® k (1)3/2

To check whether the thermal noise or the background radiation fluctuation

dominates, it is assumed that Tp = T_ which simplifies Eq. .43 to the

D
following form:
EET_ _ ' 3th uﬁo Te RS
Pnb 2k (1 + 50)2 (T)S/Z

Figure 4.9 is a plot of P_/P . vs. T for T = 10°K. Tt is clear from
nT’ "nb e
this figure that Pnb >> PnT for all practical cases.

The third noise source in the downconverter is due to the local
oscillator. Noise in the local oscillator is a result of the random
fluctuation of the amplitude and frequency of its output signal. The
noise power reaching the postdetection system due to random amplitude

fluctuations can be obtained using Eg. 4.55 and is given by

ko B§LOX
Pnam = —-—-———-——(l B )2 namPix ] (l‘-,L\L5)
+
@)
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where no. is the noise-to-signal power ratio at the output of the local
oscillator. Similarly the random deviation in the input frequency will
contribute to the noise power reaching the postdetection system. This
is a direct result of the FM to AM conversion of the cavity frequency
response. The output power due to the local oscillator frequency random

fluctuation is

ha? T
P = —2XOX ap2 p (4.46)
nfm (l + B )2 rms ~1X
(o]

[

where Q

ox the unloaded Q of the cavity at the local oscillator

frequency and

Afrms = the rms frequency deviation and is given by69
P
_ SB -
Af S fn s (.47)
ix
where PSB = the double sideband FM power and
fn = the frequency deviation from the cavity resonance frequency.

Equations 4.45 and 4.46 can therefore be combined to give the local

oscillator noise contribution as

MQTOX
P = —== [@2n  + Q% Af2 ]P. (& .48)
nfo 2 [ o am oX  rms ix ’
(1 +8,)
where Pnlo = +the local oscillator noise power at the output terminal.

It is seen from Eq. 4.46 that the FM noise can be reduced by reducing

the cavity Q.
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L.4.4 Noise in the Postdetection System. In addition to the

internal noise generated in the downconversion process there is the
external noise generated in the postdetection system or the demodulator.
The postdetection system used in conjunction with the detection scheme
is shown in Fig. 4.10. Noise in the postdetection system is due to

the crystal detector noise and the video amplifier noise. The noise
power generated in a point contact diode is given by ’°

K P2
ad
= + | R
Pnc kT <’l £ /) x ’

(4.49)

where K a constant,

d
Pd

il

the power incident on the diode and

the video frequency.

On the other hand the noise power generated in the video amplifier is

= l_;.. 8]
Pa KT B (4.50)
where Ta = the effective amplifier noise temperature.

L.4.,5 NEP and Signal-to-Noise Ratio of the Detection System. The

results of the previous sections will now be utilized to determine the
NEP and S/N ratio of the detection system. It is assumed that the
crystal detector obeys a square law. The change in the detector output
voltage due to a change BPr in the reflected power is given by

AV = gs SPrX 5 (%.51)

d
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where g = the gain of the video amplifier and

S the detector responsivity in v/

d

t

The detected signal as a result of the incident millimeter-wave
power can be obtained by substituting Eq. 4.34 into Eg. 4.51 and is

given by

hokK ! (B (1-8,) < P/ s L
v, = —2— g5, > >PL.L P, . (k.52)
s (KUO N Go) 1+ 3 ) 1+ P /P sTiTox i

The noise power at the input of the crystal detector can te obtained by

combining Egs. 4.40, 4.42 and 4.48 and is given by

Bx / uarox <' o
= + X sla , __0X [n2 " 2
Fap KIpBy * 7 3h (kT) * (1+p )2 Bonam %x Srms > Pix 7
o)
(k.53)
where PnD = the noise power at the input of the crystal detector. The

noise voltage Vn at the output of the video amplifier can be expressed

as

1le

V.= [<2gs \/P P> +v'2 +v§a_] , (k.54)
where Vic and Via are the mean square noise of the crystal detector and

the amplifier, respectively, and are given by

Ks%a
V2 o= 4g2kTRVBX (1 + > (4.55)

nc f

and
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2 — 2
v = bg® KIR B (4.56)

na

the video resistance of the diode and

where R
-

the equivalent noise resistance of the video amplifier.

0
]

From Egs. 4.53 through 4.56 the rms noise voltage in the output is

hop=r B bar
v, = 2 {si o Tox"ix [kTDBX TN 3-;-‘- (xk7)®/2 ¢ —OX
(1 + 50)2 (1 +p )%

<B Afz >P.J+kTRB + kTR 3
O anm rms 1X a X VvV X
2 1/2
. [1 + (K /T) _Zofo_ P.X> J} . (B5T)
(1 + B, @ o+

The signal-to-noise ratio follows directly from Egs. 4.57 and 4.52 and
is given by
v
S . B, (4.8)
N v
n
On the other hand the (NEP)mm can be obtained by equating V_ to V_
which yields

G
o 3
Uo<l+Kc>(l+Bo> (1 +P,_/P)
(NEP) . = R B L - F)LT 6 75 §S Vo (+-59)
mg do o’ 1 ox s' ix' s n
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As indicated earlier, the (NEP)mm when normalized to 1 Hz
bandwidth is a good measure of the detecting ability of the detection
system. The normalized (NEPNM)mm with a perfectly matched circuit is

given by

o (1 + GO/KGO)(]_ + 60)2(1 + P.lx/PS) KT + m V313 /h

(].\]EP ) = T
M’ mm 2K (1 - 607 P

O am rms
(1 +8,)% [84P; P,/ (1 +B,) ]2

B * ~
o /2
B2n  + Qix AF2 kT {#a + R, [l + (Kd/f)2<jif:7§;-> P?XJ }' 1
+ + -

(4.60)

It is worthwhile to investigate the dependence of the NEP on the
microwave bias level and the background temperature. Equation 4.60 is
plotted in Fig. 4,11 for different values of T using the parameter
values listed in Table 4.1. It is seen from Fig. 4.11 that there exists
an optimum bias level at which the (NEP)mm is minimum. A study of the
contribution of the different noise sources at this bias level indicates
that the background radiation fluctuation is the limiting factor
concerning the detector performance. However, the background radiation
fluctuation noise contribution can be cut down considerably by
incorporating appropriate filters with the detection system. Figure L,12
describes the detector (NEPM)mm when the background radiation fluctuatior
noise contribution is neglected. TIn this case the crystal detector

shot noise will set the limit on the detection system performance.
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Table 4.1

Parameters Used in Figs. 4.11 and 4.12

Af2 = 0.001 Hz® K&/UO = 1250
P, = 0.5 mW Ty = 10°K

R, = 1000 Q B, = 2- J3
R, = 10,000 KGO/GO = 1
84 = 2x10° /W n,, = 107%°
Q, = 500 K, = 6x 10

4.5 Summary

In this chapte? the physical properties describing the detection
scheme were described. The factor (Ké/oo) plays an important role in
reducing the (NEP)mm and the conversion loss. The conversion loss is
minimum if P.lX >> PS. The response time is limited by the carrier
relaxation time which is of the order of 10 ~ s. The (NEP)mm is limited
by the video detection system at the microwave output. Table 4.2
summarizes the theoretical results of the detector parameters using
the experimentally obtained value for (Ké/do) and a IN2% as the video
detector. It should be emphasized that values listed in Table k4.2
correspond to the material and the circuit used and do not represent the

theoretical limit of the detector performance.
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Table 4.2

Summary of the Theoretical Values

of Detector Parameters™

*%
<LT)matched
(NEPNM)mm using 1N23 crystal detector

(NEPNM) using an ideal video receiver

Response time

it

R

6 4z
-74.25 3dBm per unit bandwidth
-89.7 dBm per unit bandwidth

10 7 s

Using the available sample and the circuit shown in Fig. 5.2.

*%
(LT)matched
sample used.

depends on PS which is a function of the size of the



CHAPTER V. EXPERIMENTAL INVESTIGATION OF THE DETECTION SCHEME

5.1 TIntroduction

This chapter deals with the experimental evaluation of the
detection scheme. The detector was tested at some chosen frequencies in
the range of 35 to 150 GHz. The test frequencies were chosen according
to the availability of signal sources and test components. The experi-
mental results will be presented and compared to the theoretical analyses
of Chapters IIT and IV. In the first section the experimental setup is
described along with a discussion of the measurement system. The
experimental results on the conversion loss and the noise equivalent
power will be presented next and compared to the theoretical predictions.
One section will deal with the measurement of the response time and a
qualitativg comparison to the theoretical predictions. The last section
is devoted to the investigation of the detector's properties as a

function of the magnetic field.

5.2 Experimental Setup

5.2.1 Downconverter Circuit. The circuit used for the detection

scheme is illustrated in Figs. 5.1. The high-purity InSb sample with
dimensions of 4 x 2 x 1 mm is placed under the central post of the
reentrant cavity. The cavity must be simultaneously resonant at the
microwave bias frequency and the frequency of the millimeter-wave signal
to be detected which insures a greater interaction between the signal

and the material. The resonance frequencies of the cavity are essentially

_157_
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(b) PHOTOGRAPH OF THE DOWNCONVERTER
CAVITY ASSEMBLY

(c) PHOTOGRAPH OF THE DOWNCONVERTER
CIRCUIT ASSEMBLY

FIG. 5.1b~c PHOTOGRAPHS OF THE DETECTION SYSTEM.
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determined by its physical dimensions due to the fact that the sample
volume is very small compared to that of the cavity and its dielectric
constant is not too high (Er = 16).l The cavity dimensions were chosen

to make it resonant at an X-band frequency at one of the lower-order modes.
Many higher-order modes will exist providing resonance frequencies in the
millimeter- and submillimeter-wave region.

The microwave bias signal is coupled to the cavity by a semirigid
coaxial cable (Amphenol No. 412-668) and the coupling factor can be
adjusted by)changing the orientation of the coupling probe with respect
to the flux lines within the cavity. This can be done by providing means
to rotate the coaxial line. On the other hand the millimeter-wave signal
was coupled to the cavity by a long piece of a Ka-band waveguide through
an iris. A moving short at the end of the waveguide has been provided
to adjust the millimeter-wave cavity coupling factor. It was possible
to obtain any desired coupling factor at the microwave frequency by
rotating the coaxial line. However the problem was rather severe at the
millimeter—wéve frequencies because the moving short used to freece in
its place once the cavity system was cooled down. The measurements had
to be done at the available modes, most of which were poorly coupled.

It is felt, however, that this problem can be resolved.

5.2.2 Measurement Ciicuit. Figure 5.2 shows a block diagram of

the experimental setup used to investigate the detection scheme. The
circuit consists of two parts, the input section at the millimeter-wave
frequency to be tested and the output section at the microwave bias
frequency. The output circuit is essentially the same as that discussed

in Section 3.2. The input circuit provided means to monitor the incident
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and reflected millimeter-wave signals. The details of this circuit
varied according to the available components at the test frequency and
a typical circuit is shown in Fig. 5.2. The circuit parameters were
measured at each frequency and typical values for such parameters are

given in Table 5.1.

Table 5.1

*
Typical Values of Circuit Parameters at the Test Frequencies

Cavity 3 dB
Operating Frequency  Line Loss Bandwidth
(GHz) (dB) Bs q, (MHz ) Line VSWR
8.526 1.2 0.579 255 33. 1.1
3k .56 L 0.43 Los 80 1.5
80.02 L 0.72 600 110 1.45
148.82 7 *% *% *¥ 1.26
* T = 4,2°K,
*%

Not measured.

5.2.5 Measurement Procedure. The first step in the operation of

the device is to stabilize the microwave source to one of the cavity
modes. The coupling factor to the cavity is then adjusted to the desired
value. The next step is to locate a cavity resonance in the vicinity of
the millimeter-wave frequency of the signal to be detected and to tune the
millimeter-wave klystron to the resonance frequency of the cavity.
Square-wave modulation is applied to the millimeter-wave klystron in

such a way that the klystron is turned on and off and the change in the
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reflected microwave signal as a result of the incident signal is
observed. Care should be exercised to make sure that the cavity system
is in thermal equilibrium with the liquid helium bath during the course
of the measurements. Enough time should be allowed after transferring
the liguid helium for the system to reach thermal eguilibrium. In

addition, the liguid helium level should be checked regularly.

5.3 Conversion Loss Measurement

5.5.1 Saturation Loss at the Microwave Freguency. It was shown

in Chapter IV that the conversion loss is minimized if Pix >> PS. The
saturation effects at the microwave frequency were studied by monitoring
SPD VS. Pix' The microwave source was stabilized at the cavity resonance
frequency whose value is 8.576 GHz. The millimeter-wave signal was
square-wave modulated at 1000 Hz and its level was maintained constant.
The experiment was performed at three millimeter-wave frequencies whose
values are 34.56, 80.02 and 148.82 GHz. The experimental results are
illustrated in Figs. 5.5 through 5.5 for the signal freguencies of
34.56, 80.02 and 148.82 GHz, respectively. Tt is seen from these plots
that the dependence of the detector performance on the microwave bias
level is in good agreement with Eq. %.20. The experimentally measured
values of Ps varied slightly for the three cases considered. It is
anticipated that PS is a function of the sample volume and the
microwave cavity coupling factor. However the discrepancy in the values
of PS for the three cases considered could be due to a slight deviation

between the cavity resonance frequency and the microwave signal

frequency.
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5.3.2 Input Frequency Deviation Loss Lyg The dependence of

the detector performance on the input frequency is very important in
determining the usable input bandwidth.

Deviation of the signal frequency from the millimeter-wave cavity
resonance frequency will cause a decrease in the power absorbed by the
sample. This results in an effective increase in the conversion loss.
The input frequency deviation loss Lif can be measured by monitoring
the terminal-to-terminal conversion loss vs. the frequency of the
input signal. On the other hand the effective input tunable bandwidth
is defined as the bandwidth at which the detector response drops by
% aB compared to that at the resonance frequency of the millimeter-wave
cavity.

It is clear that the input circuit sets the limit to the

detector input bandwidth. Therefore Li equals the power absorbed

f

by the cavity at the signal frequency to that at the cavity resonance

frequency and is given by

1
Llf = o b4 (5'l>
1+ (251QLi)
where B, = (fi - fio)/fio’
QLi = the loaded Q of the millimeter-wave cavity and
fio = the resonance frequency of the millimeter-wave cavity.

Figure 5.6 illustrates a typical experimental result for the input
frequency deviation loss vs. the signal frequency deviation from the

cavity resonance frequency. A plot of Eg. 5.1 with QLi = 425 is included
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in Fig. 5.6 for comparison. It is seen from this figure that the tunable
bandwidth of the detector is about 80 MHz at the operating point under

consideration (fio = 34,56 GHz).

5.5.3 Terminal-to-Terminal Conversion Loss LT“ Equation 4.1

together with the circuit shown in Fig. 5.2 were used to measure LT.
Calibrated thermistors were used to monitor the input millimeter-wave
signal for frequencies in the Ka- and E-bands. On the other hand the
nominal senéitivity of an FXR 7224s crystal detector was used to get an
estimate of the incident power level at frequencies on the order of

150 GHz. The operating conditions were adjusted to allow a terminal-to-
terminal conversion loss as low as possible. The millimeter-wave signal
was modulated at lOOQ Hz and the microwave bias level was approximately

1 mW.

The experimental results for LT together with the input and output
mismatch losses are shown in Table 5.2. The ideal overall conversion
loss was used as the basis for comparing the experimental and theoretical
results. The ideal device conversion loss is defined as the device
conversion loss if Pix >> PS and both the input and output circuits
are ideal (perfectly matched and lossless). The expression for the

ideal device conversion loss follows directly from Eq. 4.22 and is

given by

b (k! /o) <50<1 - F) > P, (5.2)

(L +6,/ko ) ~ (L +B)°

where LOv is the device conversion loss and the rest of the quantities

have been defined earlier. It should be noted that LD sets the
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ultimate performance of the detector concerning the conversion loss.
The value of (K&/GO) obtained from Fig. 2.27 together with the measured
value of GO/KGO and PS were used to calculate the values of LOV given
in the last column of Table 5.2. The discrepancy in the values listed in
the last column is due to the fact that the measured values of PS differed
with frequency. On the other hand, the experimental values of LD were
obtained by subtracting the circuit losses from the measured values of
the terminal-to-terminal conversion loss.

The dependence of the terminal-to-terminal conversion loss on the
input signal level was also measured. A typical result is shown in
Fig. 5.7. It is seen from this figure that the terminal-to-terminal

conversion loss is essentially independent of the signal level to be

detected. This proves that Ké is independent of the signal level.

5.4 The Response Time

‘The response time was measured by using a square-wave modulation
to switch the millimeter-wave klystron on and off and by observing the
detected signal. Oscillograms displaying typical responses of the
detector are shown in Fig. 5.8. No noticeable drop in the detector
performance was observed up to modulation frequencies as high as 300 kHz.
This corresponds to the maximum rate at which the millimeter-wave klystron
could be modulatedi In-line solid-state modulators could not be used
for measuring the detector response time since the best commercially
available modulator has a rise time of 0.2 ms for frequencies in the

millimeter-wave range. It is seen from the previous discussion that the



-172-

MINIMUM TERMINAL-TO-
TERMINAL CONVERSION LOSS, dB

-24 -20 -16 -2 -8

Pi' dBm

FIG. 5.7 DEPENDENCE OF THE TERMINAL-TO-TERMINAL CONVERSION LOSS

ON THE INPUT SIGNAL LEVEL. (f, = 80.02 GHz, P, = L mW)
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(a) fi=34.56 GHz, fm=25 kHz (b) fi=80.02 GHz, f,=25 kHz

(c) f;=148.82 GHz, fm=! kHz

FIG. 5.8 TYPICAL DETECTOR RESPCNSE., A. DETECTED SIGNAL.

B, INCIDENT SIGUAT,
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detector response time could not be measured directly due to the

lack of test components at the millimeter-wave frequencies. It is also
seen that the response time is much less than 3 x 10°€ s. This result
agrees with the predictions of Chapter IV, where it was shown that the
response time is limited by the carrier energy relaxation time whose
value is approximately 1077 s. The detector's ability to respond to a
fast modulation rate was compared to a 1N53 crystal mounted in a
waveguide. Figure 5.9 shows the result of such a comparison at a
modulation frequency of 250 kHz. It is seen from this figure that the
suggested scheme considerably outperforms crystal detectors (point-contact

diodes) concerning the speed of response.

5.5 The Noise Equivalent Power (NEP)m

m

The noise equivalent power was estimated by measuring the power
input to the detector which gives rise to a mean-square output eqgual
to the mean-square value of the output noise. The signal was sauare-vave
modulated at 1000 Hz and the concept of tangential sensitivity has bteen
adopted. The tangential sensitivity, as defined for a square-wave
modulated signal, is defined as the signal level which results in an
output where the top of the noise at the base line is at the same jevel
as the bottom of the noise or the square-wave modulation. The criterion
for the tangential sensitivity is easily understood from the oscillogram
shown in Fig. 5.10. The experiment was performed at 34.50 and 80.02 JHz,
it was not carried out at 150 GHz due to the lack of eqguipment to measure

the absolute signal level in this frequency range. Figures 5.11 and 5.12

show the experimental results of the (NEPN)mmvs° P,

for the input
ix
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VOLTAGE, V

A. OUTPUT OF THE PRESENT SCHEME

B. OUTPUT OF IN53 CRYSTAL IN A WAVEGUIDE

FIG. 5.9 COMPARISON OF THE DETECTOR RESPONSE WITH A 1N53
CRYSTAL MOUNTED IN A WAVEGUTDE. (fi = 80,02 GHz,

£, = 250 KHz)
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FIG. 5,10 CRITERION FOR EQUAL SIGNAL AND NOISE.
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frequencies of 80.02 and 34.56 GHz, respectively, where (NHPN)mm is the

(NEP)mm>normalized to a unit bandwidth. It should be noted that

(NEPN)mm and (NEP)mm are related to the following equation

5N
bl
g

(B, = (NER) (B2 (s

where BX is the bandwidth of the video amplifier. It is seen from
Figs. 5.11 and 5.12 that the minimum measured values of (NEPN)mm at
80.02 and 3%.56 GHz are 2.5 x 10 *© and 10 ° W, respectively. It should
be emphasized that these numbers are obtained from the measured terminal

values, i.e., the conversion losses have not been accounted for.

(o7

It should be kept in mind that Figs. 5.11 and 5.12 were ottaine
using the circuit shown in Fig. 5.2. Therefore, in order to check the
ultimate noise performance of the detection scheme the circuit losses
must be taken into consideration. The normalized noise equivalent power
with both input and output circuits perfectly matched <NEPﬁM>mm will set
the limit of the ultimate noise performance of the scheme. The (NEPNM)mm
can be obtained experimentally by subtracting the circuit losses given in
Table 5.2 from the measured values of (NEPN)mm. The dependence of (NEPNM)mm :
on Pix is shown in Fig. 5.13. It is seen from this figure that the
experimental results agree favorably with Eg. 4.60. In addition,
analysis of the contribution of the different noise sources shows that
the video detector sets the limit to the detector noise performance.

It is expected that (NEPN)mm could be lowered by at least 10.d4R by

improving the video detection system. A summary of the (NEP)mm results

is shown in Table 5.3. The numbers in the last column were obtained on
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the assumption of an ideal noisefree video detector. In this case
the noise limit of the detection scheme is determined by the AM and FM

noise of the microwave source.

Table 5.3

A Summary of the Minimum Values of (NEP)mm

Signal Experimental Experimental® Theoretical™™ ‘Theoreticalf'
Frequency (NEPN)mm- (NEPNM)mm (NEPNM)mm (NEPNM)mm
(GHz) (dBm) (dBm) (dBm) (dBm)
34.53 -60 -70.2 -7k .25 -8a.7
80.02 -66 ~71.4 -7k, 25 -59.7
148.82 58t 6ot 7h.25 -89.7
%

Using the values of circuit losses listed in Table 5.2.

*%
Using Eq. 4.60 together with the constants listed in Table 4.1.

T Assuming an ideal noiseless video detector.

T Accuracy is based on the nominal sensitivity of the 72243 crystal.

5.6 The Dynamic Range

The dynamic range is defined here as the ratio of the maximum
to the minimum detectable signal level. This is important whenever the
modulation index of the signal varies considerably. In addition, the
dynamic range is indicative of the ability of the detector to stand
instantaneous signal overloads. Therefore the dynamic range is an
important factor when designing protective circuits for detectors with

burnout limitations.



-182-

The lower limit of the dynamic range is determined by (NEP)mm.
On the other hand, the upper limit is determined by burnout
limitation or saturation of the detection scheme. It is clear that
there is no burnout limit on bulk InSb microwave-biased detectors.
Saturation effects of the detection scheme were investigated by
studying the dependence of the detector's response on the millimeter-
wave signal level. Pigure 5.1Lh illustrates the experimental results
of the detector's response vs. Pi' It is seen from the figure that
the detector saturates at an input signal of 10 dBm. Therefore the
dynamic range of the detector is approximately 85 a®. It is worth
mentioning that point-contact diodes have a typical aynamic range of

55 dB. 1In addition, these detectors have a burnout level of -25 dBm.

5.7 Magnetic Field Effects

5.7.1 Introduction. The dependence of the detector

performance on magnetic field will be presented in this section.
Application of the magnetic field results in quantizing the snerzy
levels in the conduction band. The charge carriers in-the corniuction
band will reside in the first Landau level in the absence of

millimeter-wave radiation. The energy of the Landau levels above

the bottom of the conduction band is given by7l

e, = fa (n+1/2) tZugw (5.4)

where g the g-factor which = -52 for InSb,

the Bohr magneton and n is an integer (n = 0,1,2,...).
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Moreover, as the magnetic field is increased fewer carriers
will remain in the conduction band. This will reduce the overlap
between the impurity and the conduction bands and finally splits
them completely for fields greater than the freeze-ocut magnetic
field.

Conductivity change and signal detection could be the result
of free-carrier absorption resulting in a change of the carrier
mobility, transitiomsbetween the different Landau levels or transitions
between the impurity and conduction bands. The hot-electron effect
becomes inefficient as the magnetic field is increased since fewer
-carriers become available in the conduction band. As a result the
performance of the device as a wideband detector deteriorates at
very high magnetic fields. On the other hand, transitions between
Landau levels or from the impurity to the conduction band could
result in a narrow-band tunable detector. These transitions become
effective for high magnetic fields (above 3 to 4 kG) where most of
the carriers will be residing in the impurity band. It has been
shown’! that the most probable transition is between the two lowest
levels associated with two consecutive Landau levels. Figure 5.15
shows the activation frequencies for such transitions as a function
of B. Transitions betweewn Landau levels become significant for fields
greater than the freeze-out magrietic field. Therefore this effect
can be observed for frequencies above approximately LOO GHz.
Transitions between the impurity and conduction bands occur at

frequencies in the vicinity of 160 and 4350 GHz at high values of the
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magnetic field (3 to 4 kG). However, broadband transitions are
possible at magnetic field values less than BF where there is a
partial overlap between the impurity and conduction bands. These
transitions tend to increase the conductivity and thus will add to
the hot-electron effect.

2-[(.2 Dependence of the Detector Response on Magnetic Field.

The concept of the magnetic field conversion loss LB will be used to
discuss the detector performance as a function of the applied
magnetic field. LB is defined as the ratio of the detected signal

in the presence of the magnetic field to that without a magnetic field

when all the other parameters are held fixed. Using Eq. 4.7, LB

could be written as

- +
n(n, - H,) * oM,

= = )
B nco(uc uco)

(5.5)

where all the parameters have been defined earlier. It is worth
noting that Ho depends on the signal level, n is a function of the
magnetic field and its value decreases with B, while ng is given by
Eq. L.6.

Figure 5.16 illustrates the typical dependence of LB on B
for a Ka-band signal and various microwave bias levels. It is
seen from this figure that the detector response deteriorates with
magnetic field as a result of the drop in the value of n (number of
carriers contributing to the hot-electron effect). It is also seen

that the contribution of the electronic transitions between the
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MAGNETIC FIELD IS NORMAL TO THE
(110)-CRYSTAL PLANE

MAGNETIC FIELD IS PARALLEL TO THE
(110)-CRYSTAL PLANE

FIG.

5.16 Ly VS. B. (fi = 3L.56 gHz)
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impurity and conduction bands is negligible and the free-carrier
absorption is the dominant process in this frequency range.

Figures 5.17 and 5.18 display LB vs. B for frequencies in the
E- and G-bands. It is seen that LB first increases‘with B, reaches
a maximum and then starts decreasing again. This bteravior is
consistent with the discussion presented in the previous section.
The improvement in the detector response at low magnetic fields 1is
due to the electronic transitions from the impurity to the counduction
band. The contribution of these transitions to the detection process
will increase as the magnetic field is increased above zero since more
carriers become available in the impurity band. Electronic
transitions dominate over free-carrier absorption for values of LB
greater than O dB. However, as the magnetic field is increased
further, energy bands will be formed and the energy gap associated
with them will increase with magnetic field.®® The electronic
transitions will drop to zero when hf& < AE causing the detector
response to deteriorate with increasing magnetic field as a result
of the inefficiency of the free-carrier absorption. It is also seen
from Figs. 5.16 and 5.17 that the detector response is less sensitive
to magnetic field when B is parallel to the (110)-crystal plane.

5.7.3 Dependence of the Conversion Loss, Response Time and

(NEP)mm on the Magnetic Field. Figure 5.19 illustrates the dependence

of the detector bandwidth on magnetic field. It is seen from this
figure that the detector's bandwidth is reduced by about 25 percent

as the magnetic field is increased from O to 1.2 kG. Therefore
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A. MAGNETIC FIELD IS NORMAL TO THE
(110)-CRYSTAL PLANE

B. MAGNETIC FIELD IS PARALLEL TO THE
(110)-CRYSTAL PLANE

f;=74.2 GHz
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FIG. 5.17 LB VS. B. (fi = 82.25, 7h.2 GHz)
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FIG. 5.18 L, VS. B. (fi = 148.8 GHz)
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magnetic fields can be used to improve the selectivity of such a
class of detectors.

The terminal-to-terminal conversion loss was found to depend
strongly on the level of the millimeter-wave signal in the presence
of a maghnetic field. This is in contrast with the case where the
magnetic field is zero. TFigure 5.20 illustrates the experimental

results for the dependence of T on Pi for several values of the

TN

magnetic field. LTN is the terminal-to-terminal conversion loss
normalized to the minimum value measured at the designated value of
the maghetic field. It is seen from this figure that the hot-electron
effect is the mechanism responsible for the signal detection in the
absence of the magnetic field (ns = 0). 1In this case all the charge
carriers are essentially in the conduction band irrespective of the
signal level to be detected. On the other hand the dependence of the
terminal-to-terminal conversion loss on Pi in the presence of magnetic
fields proves that both the electronic transitions between the
impurity and the conduction bands together with the hot-electron
effect are responsible for the detection mechanism, The number of
carriers in the impurity band increases with the magnetic field and
the percentgge of these carriers excited to the conduction band will
depend on the signal level as indicated by Egq. L.6.

The experimental results for the dependence of the response
time on magnetic field is shown in Fig. 5.21. The millimeter-wave
klystron was modulated at 50 kHz and the detected signal was

observed as the magnetic field was varied between O and & ki. It is
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seen from the oscillograms shown in Fig. 5.21 that the response time is
essentially independent of the magnetic field. The same experiment was
carried out at a modulation frequency of 200 kHz. In this case the detected
signal was monitored using an rms vacuum tube voltmeter. No change in the
detected signal was observed as the magnetic field was varied between zero
and 8.6 kG.

Figure 5.22 shows the experimental results for the dependence of
(MDP)mm on B. The (MDP)mm is less sensitive for the magnetic field when it
is oriented parallel to the (110)-crystal plane. However the (MDP)mm
increased by 10 dB as the magnetic field was increased from zero to 8 kG.

This means that (NEP)mm increases as a result of applyving the magnetic field.

5.8 Summary

The device was operated successfully at frequencies in the Ka-,
E- and G-bands. The agreement between the theoretical and experimental
results is quite favorable. The best results achieved so far with the
given material are listed in Table 5.4. The results listed in this table

can be improved by proper material choice.

Table S.k4
The Best Performance Achieved with the Device
Ly (with no magnetic field) = 11.5 dB

Lo (with B = 2.5 k@) = 4.5 aB

1l

<NEPNM)mm (with no magnetic field) -66 dBm per unit bandwidth

(NEPNM)mm (with B = 2.5 kG) = -69.5 dBm per unit bandwidth

The device performance was compared with available crystal

detectors for these frequencies. The responsivity of the device is
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- A. MAGNETIC FIELD IS NORMAL TO THE
(I0)-CRYSTAL PLANE

B. MAGNETIC FIELD IS PARALLEL TO THE
(110)-CRYSTAL PLANE

f;=80.02 GHz

INCREASE IN (MDP) .., dB
S

B, kG

FIG. 5.22 DEPENDENCE OF (I«IDP)mm ON B. (fi = 34,56, 80.02 GHz)
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at least 50 times better than a 72248 crystal mounted in a G-band
waveguide at 150 GHz. 1In addition the (NEP)mm was found to be at
least 10 dB lower than that achieved with the Z224S crystal. 1In
addition the device was found to excel over point-contact crystal

detectors mounted in a waveguide over all the frequencies tested.



CHAPTER VI. SUMMARY, CONCLUSIONS AND SUGGESTIONS FOR FURTHER STUDY

6.1 Summary and Conclusions

The purpose of this study was to investigate bulk semiconductor
material properties and to study their potential for application as
millimeter- and submillimeter-wave detectors. The feasibility of bulk
InSb as a microwave-biased detector for the millimeter- and submillimeter-
wave range has been experimentally demonstrated. An NEP of 6.8 x 107t W
per unit bandwidth with 11.5 dB conversion loss has been measured using
the circuit described earlier. The device competes ZFavorscly with
existing detectors for this frequency range. A comparison between the
device performance and the existing schemes is illustrated in Fig. 6.1.
It should be emphasized that there is still room for improvement through
better circuit design and proper material choice.

The scheme offers a fast, wideband, highly sensitive and rugged
detector with very low conversion loss. It excels over bulk mixers by
eliminating the need for a local oscillator at the millimeter-wave
frequency and over Putley detectors (dc-biased) with regard to the speed o1
response and the elimination of flicker noise. A comparison between this
scheme and millimeter-wave alodes shows that the former is free from
burnout limitations and is a lot easier to fabricate. An extremely fine
contact area makes it very difficult to manufacture millimeter-wave diodes
and imposes severe burnout limitations on them. The ohly inconvenience

in using this detector is the requirement for cooling to a cryogenic

_198_
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temperature. However this has become quite feasible recently through
the development of closed refrigeration systems.

In order to determine the characteristics of the detection scheme
a detailed and thorough evaluation of the microwave properties of
bulk semiconductors in the presence of a dc magnetic'field has been
conducted with special emphasis on InSb. A two-band conduction model
was used for this purpose. In the analysis a hydrogenic model was
utilized; the impurity ions were assumed to be arranged on a uniform
lattice and the carriers were assumed to have a Maxwellian distritution.
An expression for the magnetic field required to freeze out the carriers
in the impurity band was derived. Cavity perturbation techniques using
an equivalent circuit approach were utilized to compare the theoretical
and experimental results. The method was found to ve very sensitive
and highly versatile. 1In addition the good agreement tetween tneory
and experiment Justifies the case of the equivalent circuit approach.

The conductivity of InSb proved to be independent of the microwave
signal level for temperatures above 77°K. This proves that the hot-
electron effect is negligible over this temperature range. In addition
the scattering mechanism was found to be dominated by acoustic and
optical modes above T7°K. However, the hot-electron effect was found to
be pronounced at ligquid helium temperature and is the process responsible
for the broadband detection mechanism.

An equivalent circuit approgch was utilized to derive the
expressions ‘describing the physical properties of the detection scheme.
An expression for the conversion loss was obtained and its dependence

on the circuit losses was given. It was found that the conversion loss
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is minimum when PiX is much greater than PS which depends on the size
of the sample. The effect of the cavity coupling factor was discussed
and its optimum value was obtained. The NEP was derived using the
tangential sensitivity concept. The factor Kﬁ which is proportional
to doo/dP and is inversely proportional to 9, plays an important role
toward the ultimate performance of the downconverter. Its value was

measured experimentally at liquid helium temperature by studying the

I

dependence of the conductivity on the microwave signal level. & Zaxgs
value for Ké results in a lower value for NEP and the conversion loss.
This shows that high-purity compensated samples are btest suited for the
detection scheme. The NEP was found to be limited Ty The Tostietection
system and can be reduced by at least 10 4% bty improving the video
detector. The expression for the detector response time was derived
by studying the energy balance equation within the sample. The response
time ig limited by the carrier relaxation time and is independent of
the circuit parameters and the signal level to be detected for all
practical purposes.

The detection scheme was tested at freguencies in The range of
35 to 150 GHz. The agreement between the theoretical and experimental
results is excellent in most cases. The response time was too fast to
be measured directly with the available millimeter-wave test equipment.
The theoretical results show that the response time is of the order of
107 s. The tunable bandwidth of the detector was found to be limited

by the input cavity and of the order of 100 MHz with the circuit under

test.
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A minor improvement in the detector performance at E~ and
G-bands was observed on applying a small magnetic field (0-3 kG).
However the performance was degraded at higher magnetic fields. This
indicates the presence of broadband transitions from the impurity to
the conduction band as a result of the incident radiation. It also
shows that the hot-electron effect becomes inefficient at high magnetic
fields as a result of the reduction in the number of carriers available

in the conduction band.

6.2 Suggestions for Future Work

The feasibility of microwave-biased bulk semiconductor detectors
for the millimeter- and submillimeter-wave detector 2as been demonstrated.
However the ultimate performance of this class of detectors has not been
realized. The choice of material plays an important role toward that
end. One problem which requires future investigation is to study the
effect of the net carrier concentration along with the degree of
compensation within the sample on the detector performance. This
requires both a theoretical and experimental study of the factor K& and
its dependence on these parameters. A high value for Ké is desirable
toward a lower NEP and conversion loss.

Another problem of interest is to study the temperature dependence
of the detector performance. This requires accurate and reliable
means for temperature control and measurement in the vicinity of
liquid helium temperature. The knowledge of dG/dT as a function of the
temperature and the signal level will also prove useful toward under-

standing the hot-electron effect at high frequencies.
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A third problem of interest is the investigation of the detector
response as a function of the signal frequency and that of the microwave
bias. This problem can be readily carried out if the means to measure
the absolute value of the millimeter-wave power and to change the coupling
factor at the input cavity are accessible.

The problem of reducing NEP should also be given some consideration.
It was shown that the limitation on the detector noise performance

is imposed by the postdetection system. Studies to reduce the noise

)

contribution in this system could lead to a reduction of as much as 12 2
in NEP.

Finally, a challenging problem is to measurs Ths »szsrconss Tirme
‘and check its dependence on the various parameters. This can be done
indirectly by operating the system in a heterodyne arrangement and
measuring the response as a function of IF. In addition the feasibility
of using the device as a narrow-band tunable detector is very important

and should be investigated.



APPENDIX A. FUNCTIONAL DEPENDENCE OF THE CONDUCTIVITY ON THE MILLIMETER-

WAVE SIGNAL AMPLITUDE IN THE PRESENCE OF THE MICROWAVE BIAS

In order to establish the dependence of the conductivity on the
incident millimeter-wave signal at liquid helium temperature, the concept
of electron temperature will be used. This concept is applicable since
it was shown®* that the scattering mechanism is dominated by ionized
impurity scattering. 1In the absence of any radiation the electrons in
the conduction band are in thermal equilibrium with the lattice whose
temperature is TO. When the material is irradiated The average electron
temperature of the free carriers will increase above the lattice
temperature due to the fact that the rate at which the energy is
redistributed among the free carriers is much lower than the rate of
transfer of energy from the electrons to the lattice.®® The average

electron temperature Te can be written as

Te = To + T+ Ti B (A.1)
where TO = the lattice temperature and is assumed to be independent
of the signal,
Tx = the increase in the electron temperature due to the micro-
wave bias and
Ti = +the increase of the electron temperature as a result of the

millimeter-wave signal.

-20k -
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Ti can be obtained by making a Taylor series expansion of the

48,72

energy balance equation, which can be written as

) B - B(T,7) (A.2)
dt- - nv, e’ "o’ 7’ T
where € = the average energy of the electron,
Pf = the average rate at which power is absorbed by the sample,
= the average rate at which an electron loses energy to
the lattice and
n = the number of free carriersg per unit volume.

Referring to Fig. 3.2 Pf can be written as

7oKGo

Po(t) = Ko +G_ + ¥ Pio(t) * o gt 5

o]
N
t

—
.
N

o=
\N
et

where 7 and 7 are the conversion efficiencies of the microwave and
millimeter-wave signal, respectively; GO and YO are the cavity and
line conductance at the microwave frequency and G and Y are the
corresponding quantities at the millimeter-wave frequency.

Substituting Eg. A.% into Eg. A.2, expanding into a Taylor series

about the point (TO + Tx) and keeping only the first-order terms yields

d€<Te) dTe _ 1 [P 7OKOO . '}’K(G + Y) ao_ -
dTe dt nVs ix Kco + GO + YO (KGO + G+ Y)2 Te i7i
Ko dP(TO,Te)
o |- pap, w1 - Tar T e
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where the values of the derivatives are taken at Te = TO + TX= In the
absence of the millimeter signal Ti = 0,Eq. A.4 reduces to the following

form:

ar v Ko

X et -
nv e = nVSP(TO,TO + TX) * ¥

Y
s dt P ’ (A.5

o +G +Y ix
o]

where ¢ = d@(Te)/dTe is the electron specific heat.

On substituting Eq. A.5 into Eq. A.4 the following relation results

+ - h
e T, i} YKo P, . YK(G Y)Pi o - df(To,Te) ;
: + G + i s i
s dt Kco G Y (KOO + 0+ Y)g d1‘e i dTe i
(A.6)

Jo t
Assuming T, = Re(Tio e ™), where . is the modulation frequency

of the incident millimeter-wave signal and substituting into Eg. A.6 yiel

T = 7KGO [ nv dP(Te’TO) - 7K(‘J i Y»Pi do + J.D(_l\ AU P
1 Ko + G +Y S dTe (K_GO £+ Y\2 dTe m 3 _J i
(A.T)
which can be simplified to the following form:
7KOOT
T, = - P, , (A.8)
i chS(KOO +G+Y)1 + Jamr) i
where
-1
1 dP(Te,TO) yK(G + Y)Pi i |
T =2 T - aT J : (4.9)
e nev (Ko + G + Y)2 e
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It was shown by Kbgan48 that

dp(T_,T.)

1
c dr
e

L
T
e

where Te = the energy relaxation time of the carriers. Therefore T
can be related to the energy relaxation time Te of the carriers as

follows

-1

K(G + Y)P, do (T
«r=[%—- MG 0T O(G)J . (A.11)

e chS(KGO + G+ Y)? AT

[#7]
1]

Once the value of Ti is known it becomes a straizhzlcriarl Troce
to derive the dependence of the conductivity on the ircident millimeter-
wave power. Expanding the conductivity in a Taylor series and retaining

only first-order terms results in

U(TO + TX + Ti) = O<TO + TX) + a7 T. (A.12)

where the derivative is calculated at T = TO + TX. Substituting Eg. A.8
into Eg. A.12, the change in the conductivity as a result of the

incident millimeter-wave signal can be obtained and is given by

N = KP. o, (A.13)

where

7’KOOT do

m neV_ (Ko + G + Y)(L + jot) ar

. CURES
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LIST O SYMBOLS

&, Ratio of the sample to the cavity conductance,

B Magnetic field intensity.

BF' Freeze-out magnetic flux density.

BFh Magnetic field at which 90 percent.of the carzicrs
are in the conduction band.

BX Video bandwidth.

b/ Defined by Eq. 2.37.

Ceff Effective capacitance eof the cavity.

c Electron specific heat.

D Electric displacement vector.

dl Sample length.

<il.2 Sample width.

E Electric field intensity.

£ Average energy of the carriers.

e Electronic charge.

e Effective charge ratio.

F Defined in Ea. 3.73%.

f Resonance frequency of the cavity.

fo Resonance frequency of fhe cavity with no perturbtation.

fi Signal frequency.

GO © - Empty cavity conductance.

Geff Effective conductance of the caviiy systen.

oA Gain of the video amvlifier.

21k



-215-

H Magnetic field intensity.
h Planck's constant.
J Current density.
J J-1.
K ngple’s geometrical factof, defined by Fq. 3.72.
K Constant = d d /t.
1 12
Km Sample conversion faclor defined by Bg. b9,
K} Sample conversion factor definecd by Iq. M.11.
k Boltzmann's constant.
LOX Qutput circuit conversion loss.
LD Downconverter conversion loss.
Li -Input circuit conversion loss.
LS Saturation conversion loss.
LT Terminal-to-terminal conversion loss.
(LT)matched Tgrmipal—to—terminal conversion loss with matched
circuits.
(NE@)mm Minimum detectable millimeter-wave powar.
(MDPM)mm Minimum detectable power with matched irput and

output circuits.

m Electronic mass.

* . . :

m Carrier effective mass.

Nb Carrier concentration reguired for band fonmation.
Nc Carrier concentration resulting in total overlap

between the impurity and conduction bvands.

NI Net impurity concentration.

n Carrier density in the conduction wand.
c

n. Carrier dersity in the iwmpurity btend.
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n_ Denaity of carviers exciloed by photoconiv

]

” transitions.
PO Power available from the source.
Pc Power absorbed by the cavity.
PD Detected power.
Pi Tneident millimeter-wavae pover.
Pn. Noise power in the ou{put line.
Pnam AM modulation noise power.
Pnb Background radiation fluctuation noise power.
PnD Noise power at the input of the crystal detectlor.
Pnlo Local oscillator noise power.
Pr Reflected power from the cavity.
PS Saturation microwvave powver.
QL Loaded Q of the cavity.
QLo Loaded Q of the cavity with no perturbation.
QU Unloaded Q of the cavity.
QUO Unloaded Q of the cavity with no perturbtation.
q Charge of the carriers.
~R ‘Factor given by Eq. L.ok,
r, Cyclotron radius.
T nth-orbital radius.
T Qccupancy radius.
Sd Crystal detector responsivity.
T Temperature.
TD Faquivalent noise temporaturce of the downconvertoer.

1 Bffoclive carrvier tomvorture,



A

&

W,

21~

Time, and sample thickness.
Optimum sample thickness.
Output noise voltage.
Sample volume.

Average particle velocity.'
Defined by Eg. 5.23.

Line conductance.

Contribution to Ym due to the anisotropy of the
sample.

Conductance of the material.
Microwave line attenuation.

Circulator insertion loss between Ports i and j.

Millimeter line attenuation.

Coefficient of thermal expansion of the cavity
material.

Cavity coupling factor.

Cavity coupling factor with no perturbation.
Fmpty cavity coupling factor.

Optimum coupling factor.

Output reflection coefficient.

Input reflection coefficient.

Fnergy gap of the material.

Cavity resorance freguecncy shift.

Rescnance froguency siift due to cavily thermal expansion.

Cavity normalized resonance frequency shift (Fg. 3.02).

rms freguency deviation of the local oscillator.
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Ne Change in the material dielectric constant.
Ao Chenge in the material  conductivity.

€ Dielectric constant = K€

€ Lattice dielectric constant.

€, Relgtive dielectric constant.

i Cévity filling factor.

Ky Permittivity of free space.

U Mobility.

M Mobility of carriers in the conduction band.
ui. Mobility of cgrriers in the impurity tand.

g Conductivity tensor.

9 Conductivity of the sample with no perturbation.
O Complex conductivity.

T Response time.

Te Energy relaxation time of the carrier in the

conduction band.

Te Energy relaxation time.

Tee Effective time for electron-electron collision.
'Ti Carrier relaxation time in the impurity bvand.

Q Complex resonance frequency of the cavity systew.
w Real angular frequency = 2xf.

w Cyclotron frequency.



