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Foreword

This document is the final report on the definition of a

Standard Interface Unit for avionics data bus systems.,

The study was sponsored by the Manned Spacecraft Center, Houston,
Texas, under Contract NAS 9-11477. It was performed by
Intermetrics, Inc., Cambridge, Massachusetts, under the

technical direction of Mr. Alex L. Kosmala.

The study program covered the period from 16 December 1970
through May 16 1971. The Technical Monitor for the Manned
Spacecraft Center was Mr. Cline W. Frasier. '

. The publicaticn of this report does not constitute approval
by the NASA of the findings or recommendaticns contained
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Chépter 1

Introduction

b b Bt e,

1.1 Background to the Study

Design concepts for the next generation of manned space

- vehicles have been formulated over the last few years and are
. - currently being evaluated to establish specifications for the . ]
Ve vehicles, their subsystems and the operational procedures. , “
L . Common to all the proposed concepts has been an integrated
approach to the avionics system, in which all subsystems communi-
cate with, and are coordinated and controlled by the onboard
computer system. A shared data bus has been proposed as the
common communication link between subsystems and the computer(s) .

4
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This study has been concerned with the major factors that
influence the design of a data bus for the avionics system k
of the proposed NASA Space Shuttle. Although the various design k:
approaches to the Shuttle data bug developed to date have §
differed in many aspects, all recommend the concept of a 3
‘multiply redundant data bus, a data bus control unit, and a
bus interface unit for connecting the avionics subsystems to
the common bus. Designs for the bus interface unit have
stressed commonality and standardization, because a standard
interface unit is estimated to minimize the number of types
and the complexity of hardware and vendor interfaces required
for each subsystem, Key issues in the design of the bus
system are: - the functions and role of the Iunterface unit as
a part of the bus system, error detection and recovery, re-
dundancy, and bus control philosophy. Since the interface
unit is an integral part of the data bus system and cannot
be viewed as a "stand alone" element, its definition and design

must be considered with respect .0 the total approach to the
bus system design.
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1.2 Objectives of the Study

The central effort has been to identify those factors that
form the major design drivers for the bus systen, and to define
the functional interfaces betwecen the data bus, the bus control
unit, and a standard bus interface unit. It was not the objective
of this effort to determine the specific requirements for, n-or
to develop a detailed design of the total data buz system. It
was to review already defined requirements and identify those
key design features of the bus that affect the nature of the
computer-to-subsystem communication and consequently, the
specification of the stindard interface unit. Although this
study analyzed the communications between the computer and
standard iaterface unit, i* did not include detailed evaluation
of the bus control unit design, nor the detailed design of the
standard interface unit-to-subsystem interface. The objective
of this study was to analyze the various approaches to an
integrated Shuttle avionics organization, and to make recommenda~-
tions on general characteristics of the data bus system with

emphasis on the definition and functional specification of a
standard data bus interface unit. :

1.3 &Approach to the Study

Since the scope of this study di¢ not include a derivation
of the primary performance and operarional requirements for
the Shuttle data bus, initial reviews of Shuttle data requirements
and existing studies of proposed data bus designs were under-
taken. It wus intended to gather information on the various
.approaches such as design objectives and functional requirenents;
elements of the bus system and their functions; bus control
method; configuration management technique; number of communica-
tion paths; command format; error decection and recovery scheme;
modulation technique; physical considerations; and redundancy
interfacing. Some difficulty was encountered in obtaining this
information in sufficient quantity and detail. This was because
of the preliminary nature of the studies, the continually chapying
requirements, and oSten because the desired information was
proprietary in nature.

It was realized early in the study that in order to define
the functions of the elements of the data bus it was necessary
to evaluate a number of higher level aspects of data bus design.
A cignificant effort was expended in analyzing the problems
and pcssible solutions associated with the following areas:

2
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a) Computer confiquration. The communication of data and control
over the data bus was found to be greatly influenced by the
configuration of the control computer(s) with respect to
the data bus. ‘

b) Failure tolerance. and reliability. The c¢ffect of the Shuttle
failure tolerance criterion on the degree of redundancy in
the data buvs system, the techniques for the detection of
failur2s and eventual reconfiguration of the bus were found to
impact the design of the bus elements directly.

c) Data bus management. Several data bus control techniques
were analyzed for relevarce to the Shuttle. The type of
‘control was found to impact the nature of the computer I1/0
with the bus, and the design of the standard interface unit.

The definition of a functional specification for a standard
interface unit should only be made when a comprehensive list: of
rzquirements for i1t is known. Because of the early stage of
development of the Shuttle vehicle concept thic level of informa-
tion was not available. The various designs under consideration
at the beginning of this study ware based on different (and
changing) requirements and ground rules. It was consequently
difficult tv evaluate several design approaches on a cominn
basis.

In the absence of a specific set of requirements fecr the Shuttie
data bus it became apparent that no single approach to a design
stood out as a clear candidate for implementation. A general
impression was gained that almost any suggested apprroach could
be made to do the job. Some criteria for evaluation had to be
established in ordes to arrive at a set of specific recommenda-
tions. Chapter 2 provides a summary of the basic requirements,
ground rules, and assumptions that this study used as a foundation.
The evaluation and recommendations presented in Chapter 7 were:
guided by two basic ground rules, namely: 1) choose the simpler
approach, and 2) choose the approach that sclves one problem at
a time, wherever the recuirements or assumptions provided no -
clear decision path. ‘ ’ '

Finally, one other ccnclucion was reached early in the study.
It was that the implementational details of a data bus design such
as technology, transmission media,-modulation techniques, etc.
are of significantly less importance than the higher level questions
above. This was reflected in the amount of effort apportioned
to this aspect of the proklem.

3
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1.4 Ovorview of the Report

This report is divided into seven chapters. Chapters 3, 4, 5,°
and 6 are presented in no particular -logical order or degree of
importance of their subject matters.

a) Chapter 2 lists the requirements for the Shuttle data bus
system that were adopted for the purpose of this study,

and gives reasons for the less substantiated assumptions
“that were made.

b) Chapter 3 provides a discussion of the impact on data bus
complexity and management difficulty of the assumed FO-FO-FS
failure criterion. Various configurations for interconnecting

computers and bus control unit, buses, and interface units are
reviewed, : -

c) Chapter 4 presents a detailed appraisal of the problems of
providing command, control, and data acquisition over a
common data bus. Bus access methods, data formats and
bus traffic are analyzed. '

d) Chapter 5 reviews a variety of error control techniques,
Error coding, transmission feedback, retransmission, and
voting are included’in the discussion,

e) Chapter 6 gives a brief treatment of selected hardware
problem areas. Modulation techniques, transmicszion media,
coupling and synchronization are discussed.

f) Chapter 7 reviews the material of the previous chapters

and makes specific recommendations in the area of bus
control, and the £uuctions of a standard interface unit.

1.5 Summary of Recommendations

The recommendations fall into tvo categories: -

and data acquisition by a commcn data bus in an integrated
avionics system; : -

a) those associated with the general problems of command, control,

b) the definition of the functional organizuati a of a standard
data bus interface unit.

The major points are very briefly summarized in the following
paragraphs. For definitions of the terrmrs used, and for further.
clarification of the recommendations, reference should be made
to chapters 2 and 7. ‘
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. :1{5.1 "Bus Control Sumnary RéCbmmehdations

"a) One authority, i.e.” the computer/BCU, should cortrol all

. commands and data acquisition via the data bus. Any other
computer must be interfaced to the bus via a standard ° O
interface unit, and must be regarded- as any. other. subsystem.

- b) The computer should initiate and control all bus -.communica-
tions. Control should be by the comnand/response address
" technique. No remote terminal may determine its own need -
to access the bus. Each terminal will respornd only to the
computer/BCU. A possikle waiver of this rule may be made
in the case of recording, telemetry, or display equipment,
but a non-standard interface unit is then required.

c) The following error control transmission policy is recommended:

1) path verification via feedback transmission by

' each SIU of at least its address bits upon being
accessed by the BCU. No verification of echo
.check by the LCU is recommended prior to the release
of the data to the LRU by the terminal.

2) Message verification at the terminal and the BCU
- by horizontal and vertical parity bits. Message
verificatior at the terminal is required before
feedback of address echo. ' :
~3) _Error corrzction by re-transmission or re-request
of message by the BCU. : ' : ‘

& L ‘ 4) Higher security for "critical commands to be

3: . ' achieved outside of the bus by software controlled

o ' . multiple transmission o. message; successful receipt
- . to be determined by the Subsyctem,

d A byte-serial data transmission is fecommended. :
' The data byte size should be a submultiple of the computer®
memory word/byte length., The bus command byte should be

determined by the nature of the bus: traffic, when more-
exactly known, : .

e) A variable length'message format with ‘a liMit of 32'bytés
is recommended. A 2-bit field in the control format is
sufficient to specify a 1,4, 8 or 32 byte.data block.

£) A "busy":indication by the terminal is recommended to allow
: , for terminal and LRU latency, and as a mechanism for expanded
S terminal capabilities, ‘ o

e s T
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1.5.2 Recommendation of Standard Interface Unit Organization’

a) The communication of data to and from the subsystem chould
be the interface unit's prime design consideration. Addi-
tional functions may be added later, but must abide by the
constraints of the bus control structure and data formats.

b} A standard interface with the bus is recommended for all.
terminals. For the subsystem interface a fixed maximum
Of 512 electronic interface channels is recommended, in
order to size the channel address field. A maximum of 16
channels each of analog, parallel digital and serial digital
input and output signals is suggested as a standard electronic
) interface, with modular expansion from 0 to 16 to suit the
3 -requirements of a particular equipment. An "invalid channel
: address" signal is recommended to indicate a less than
maximum interface implementation. (This standard interface
cannot be made a recommendation of the study, since specific.’
equipment requirements have not been determined to date.) ’

) c) The 512 channels could be assigned differently than abcve,

; but a non-standard electronic interface would be the result.
A modular internal structure could alleviate the problem

of terminal diversity.

d) A unified terminal with combined SIU and EIU facilities
is recommended, although a separate input charnnel for each
bus line should be provided to the point of address comparison.

e) Redundancy interfacing should be performed at the bus-to-
terminal interface by special line coup..ing elements, which
provide 4-to-many and many-to-4 interfacing.

f) Line conditioning, signal ampliiication and noise discrimina-
tion should be provided. They may be conveniently accommodated
in the line coupler. :
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Chapter 2

Svace Shuttle Data Bus Definitions and Ground Rules

2.1 I.troduction

The definition of a standard inte

rface unit for the Shuttle
data bus depends directly on,

and is constrair~d by, such factors

as: the avionics configuration requirements, avionics subsystem
and equipment data requirements, redundancy techniques and cen-
tralization versus decentralization of functions. The objective
and tle scope of this study did not include a detailed analysis

N of the avionics system réquirements. These were assumed to be as

B formulated and derived by others.

2.2 Data Bus Definition and Terminology

2.2.1 Definition

The space Shuttle data bus system is the principal medium

Cose of communication between components of the integrated avionic
wie system and the computer complex., It is a multiply redundant,

Cs common, shar:d interface to flight electronics and mechanical equip-
i ment providing remote acquisition and distribution of commands,
b4 data and other information. The Shuttle data bus system

% illustrated in Figure 2.1 is composed of three major elements:

a) a bus control unit,

b) a redundart set of transmission lines, and

o c) a number of remote terminals.

PO oo
ipg g S E ST e

———ar i

¢

 INTERMETRICS INCGRPORATED + 380 GREEN STREET » CAMERIDGF. MASSACHIIGETTE n249n - 1oem nnn <nes



Pamen e e mem e e e e R T e . . . .
i . . ey

ZBOTOUTWID] puUB S3USWDTE Wa3ISAS snq eieq Y°z 9anbrg

_ e s.__.., —-

.~ . . '
39V4HILINI “ | A o

03Z11ViId34S

3 -l.llul. , o : A S . . i

el

90IVNY TVLISI0

A Heeeeef 1

' n13) R :
_ - LINn . _ : . : @

3V4HILNI : : _ S

NOLLYLS T\l wouan3

' o
,//s/u, : : o )
1o $ S
; {nis) - .
- 1IN

EZUEIL T : !
oyvanvis | |-

C— o]

e

-
amand
XAV

¢+ TYNINY3L 310W3Y

etk e ey g

-
Vet mm et e e &

i e -

-
-
-

ad i leiias s

3
1
+
t
1
;
3
E

SICTURIT NP

SNg vivo

BRI B o | W = : S - tmn * xnano
S BT R . , | 1041N03 88 U3LNERGI
I T SN sng R : _ _ .
' L _ ANVONNO3Y A : : : - m

L 3 . WSASSNEVI¥O . B |

i e o, i A

v . . S e oy
el il el 0 St ikt iiad

. . o o A ol N o P . . . PR A T . R I T
- . L . . ’ i “ - * RN R AT Y ST ENNUILIUV ST DUV 2\ A NRIFL IR SIS MPL S .
- - . . . Ve e -




S N L T A R " IR SIS L

ROy SN

. PR
RIRE LR IO

REPCR B A A

2.2.2 Terminologx‘

The nomenclacure utilized throughout the report attempts’

to utilize, as much as possible, existing terminology and acronyms .
rather than defining new ones. However, to avoid confusion and
preconceived associations the following definitions arc provided.

a)

b)

cj

d)

e)

£)

The data bus. The data bus is composed of a sot of vedundant
bus lines. Each bus line is a single communication cihanncl,
capable of two-way transmission of serial digital information
between several remote terminals and the bus centrol unit.,
Physically a bus line may be a -‘ingle coaxial cable, or balanced
line such as a twisted shielded pair, on wh:-h {nformation

is transmitted by time or frequency division multiplexing.

BCU ["us Control Unit). The BCU is the control clement of
the data hbus system. It provides the primary interface of
the bus system to the computer complex. It i3 the primary

'I/0 peripheral to the computer complex, containing a parallel

interface with control and shared access to the computer
memory. The functions of the BCU are discussed in more
detail in Chapters 4 and 7.

Terminal. The terninal is a remote unit which interfaces
betw2en a bus li.e and a remote avionics equipment. A terminal
is addressable by the computer/BCU for the input or output of
data to the equipment. It consists of two basic elements:

a standard interface unit (SIU) and an electrcnic interface
unit (EIU), which may or may not be physically separateq.

Standard Interface Unit (SIU). The SIU is thrat part of a
terminal associated witn the functions necessary to interface
with the bus. It contains line termination, signal modulation
and demodulation, tr2nsmitter and recaiver control, and
terminal address decoding logic.

Electronic Interface Unit (E1U)., The ZIU is that part of a
terminal associated with the functions nec2ssary to interface
avionics equipment. The EIU inputs and outputs information

to a number of analog and digital 1/0 interfaces in response
to I/0 commands. Data and commands received or acquired by  the
EIU are routed through the SIU portion of che tcrminal for
communication on the bus.

Lowest Replaceable Unit (LRU). 1In this study LRU is defined

as the smallest piece of avicnics equipment recognized and
addresscd. by the bus system. More tnan cne LRU may be connected
to an EIU. The following could all be categorized as LRU's:

a sirgle beacon, a VHF transceiver, an inertial measuring

unit, a remote processing computer.

9
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g) Station. A station is defined as a collection of terminals
associated with a functional avionics subsystem.

h) Subsystem. A subsystem is defined as a collection of LRU's
which constitutes a function recognized within the integrated
avionics hierarchy. Examples of subsystems are the reaction
control system (RCS), the electrical power system (EPS),
the environmental control system (ECS), the inertial subsystemn.
A subsystem may be geographically distributed about the vehicle.

2.3 Review of Shuttle Data Bus Requirements and Ground Rul.

Several organizations, including the Phase B contractors, have
conducted analyses of data bus and other Shuttle system require-
ments. The results of many of these studies have been published
for the NASA Manned Spacecraft Cent.:r. A review of the information
made available during the course of this study was conducted.
Several problems arose in obtaining a common set of data and
communication requirements for the bus, principally due to the
continually changing nature of Shuttle onerational requirements,
and the differencrs in System design approaches and objectives.

A summary of the major requirements or the Shuttle obtained from
this review are listed below. Although there are many detailed
system requirements for the Shuttle avionics system, only those
pertinent to the functional specification of interface unit
were used. ' ‘

a) The study has assumed that the Shuttle data bus system meets
the failure tolerance requirement specified for all electronic
subsystems; namely, that it shall "fail operational" after
the failure of two most critical components, and "fail safe"
after the third failure. Accordingly, the failure tolerance
specification has been interpreted as requiring quadruply
redundant bus lines. A more detailed interpretation of this
failure tolerance requirement is presenced in Chapter 3.

Although this failure tolerance requirement has been assumed
and not analyzed or justified in detail, it is clearly of
significant impact to the organization of the bus 2lemerts,

in particular the remote terminal. The necessity of inter-
connecting an avionic subsystem of m-level redundancy with a
quad redundant bus has been a key design driver in formulating
the SIU requirements.

b) The concept of a central chared data bus with standard remote
interfaces to avionics equipment is assumed to be the most

10
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cost effective'concept fdr‘both the Shutt1e orbitef andAf

" booster vehicles.

The primary function of the data bus system is to provide

- -a communication path between the ‘avionics equipment and the

prime computer,complex.»vNo gencral requirement for terminal to
terminal communication which cannot, or need not be routed
through the comput2r complex has been identified. :

Subsystem interfaces. The data bus must provide a capability
of interfacing tc redundant electronic subsystems. The
exact number and type of such subsystens hac been .changing

as the operational requirements evolve. The representative

list provided below was assumed to indicate the scale of the
system. ’ '

1) Primary propulsion subsystem: this system consists
of two orbital insertion engines and one orbital
maneuvering engine. . : '

2) Reaction control subsystem: at least 20 RCS jets
located in the nose, wings and tail for effecting
rotation and translation in space. '

3; Hydraulic system: hydraulic power generation,
distribution, control, and conversion of mechanical
energy. ' It consists of supply lines, gimbals, '
pumps, aerodynamic surfaces, flaps, wheel controls,
etc, S : .

4) Electrical power generation and distrikution system:
fuel cells and battery, and the auxiliary power
units located throughout the Shuttle.

5) Navigation aids/air data: a collection of equipmént
“providing navigation and landing capabilities '
(ALS, radar altimeter, TACAN, DME, etc.).

6) Environmental control system: : the environmental
control system provides temperature, pressure, and
- humidi ty control of equipment, equipment bays, ard.
personnel compartments. ' o :

7) Cryogenic system: contains_the hYdrogen and oxygen

for the primary propulsion, the reaction control
'system, the fuel cells and the auxiliary power units.

11
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8) Displays and controls: this system is assumed to
‘have local processing capability and accepts ‘dynamic
data through the bus for updating of display para-
meters. : .

9) Telecommunication: this system consists of various
transmitters and receivers including S~band,. C-band,

VHF, Felemetry encoder, EVA communications, air
traffic control communications, ef.c.

10) Guidance, navigation and control: this subsystem
is composed of elements necessary to control, stabilize
and navigate the Shuttle vehicle during all phases
of the mission. It interfaces to the reaction con-
trol system, jet engines, aerodynamic control sur-
, - faces, and landing gear, etc. It has access to
i ' sensors which include the inertial subsystem, horizon
: and star trackers, approach landing aids, rendezvous
radar, radar altimeter, etc.

Although this list of subsystems may not be complete for the
final organization of the avicnics svstem it is meant to be
representative. It is estimated that approximately 150 to
250 LRU's are associated with the subsystems listed above.

e) Data requirements. The following is a summary of the data
requirements abstracted from the various studies of Phase B
contractors, '

1) Speed. P=ak load estimates of data rate for hoth
the Shuttle and orbiter have raunged between 100,000
and 250,000 bits per second, including overhead. -
Considering an average overhead of approximately
50% for each bus transaction and allowing for =
minimum of 100% exgansion to the maximum speed,
a capability of J0° bits per second has been assumed
to be an adequate requirement. This speed should

f , .
AR UL Can T

i allow the computer to acquire data at a rate of

% approximately 10,000 average transacticns per second.
zé 2) Measurements. Estimates have ranged between 4000
vk and 6500 unique data point5 to be sampled from the
5 total complement of avionics equipment by the

§ central computer. Data types include:

g digital parallel

i digital serial

: analog

& discrete
e

12

INTERMETRICS INCORPORATED -« 380 GREEN STREET « CAMRRINGE MAGCAF.I IORTTO AMeAn  smiel ool



£)

B O TN T NPV ey

The majority of these data points- are ieasurements
input to the computer, and are estimated at approxi-
mately 60% to 70% of the traffic on the data bus.

3} Response time/sampling frequency. The maximum A
sampling frequency of measurements is estimated at
fifty samples per second. The average sampling rre-
quency for status informatian is between 2 and 5
samples pei second. Very little information was
made available on response requirements and load
distribution of subsystems.

4) Number of terminals. The number of terminals estimated
varies considerably depending upon the degree of
redundancy, interfacing policy and the design of
the terminal. The number of independently addressable

. terminals is assumed to be somewhere between 50 and
200. ' :

Physical requirements. Each bus line was assumed to be physically
separated aboard the vehicle for reasons of reiiability. It

was assumed that bus lines will be run down each side of

the vehicle, and that the bus will be capable of transuitting
cver distances oi 300 to 500 feet. It is assumed that the.
equipment will be located in several equipment bays located
throughout the vehicle. Terminals must be capable of being
separated from the bus by distances of ug to 50 feet.

13
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3.1 Definition of Failure Tolerance

Before a detailed evaluation of the Shuttle data bus can

be undertaken it is important to consider the requirement for
failure tolerance, since it is this factor that introduces the
' greatest complexity into an integrated Shuttle avionics system.

As usually stated, the avionics system must remain fully operational
t after the first and second failures, and must fail in a safe
v . "manner after the third. In a practical system failure tolerance
: . implies that each major element in the system must possess
internal functional redundancy, and a highlv effective technique
for failure detection to allow gquick reconfiguration in the

event of a failure.

Cx st i o«

car mmaaty,

_ The high level of redundancy that is required for a multiple
failure criterion allows application of voting and comparison '
techniques to systems which generate output data; for example,
the computer, and sensors such as the IMU, radar, pressure

and temperature transducers. Voting of passive elements such

as actuators requires the feedback of -information which indicates

the element's réesponse to the comwand. .

. g Lo
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T The penalty that must be paid for voting as an approach
! " to failure protection is that all redundant copies of a given
piece of equipment must be powered up, functional, and operating

wfk - 4_identically. ‘

N _ The level of redundancy and the technique of failure detection
~'depend on the interpretation of the failure criterion. The
greatest difficulty attaches to the definition of the "failed
_safe" condition. Two interpretations are possible:

a) To treat tie "failed safe" conditions as "graceful ‘
degradation". In this concept the failure results in a
reduced system capability which, nevertheless, retains

15
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certain functions critical to the safety of the crew and

the vehicle. The security of these functicns must, therefore,
be treated as part of the system design specification. This
approach alliows the greatest economy of equipment, but suffers
from a difficulty of definition and of sophistication of
system design; especially in the area of software.

b) To treate the "failed safe" condition as "operational". This
obviates the need to specify a diminished set of critical
functions, and avoids the difficulty of their implementation.
It suffers, however, from the need for full redundancy of
equipment to allow performance in an undegraded fashion
after the failure to the "safe" condition.

‘The second approach has been assumed during this study, because
the detailed definitions required for yraceful degradation cannot
be undertaken at this early stage of Shuttle development.

A clarification of the "operatiounal” condition prior to
the "failed safe" is necessary to establish the degree of
redundancy required by the second definition above.

a) It may be defined as a fully operational condition in which
there will be a lu0% certainty of failure detectiosn, with
a near-instantaneous reconfiguration, -

b) It may be less strictly interpreted, as a fully operational
state with a small but finite probability that certain failure
modes may pass undetected, or remain unresolved, and that a

small, but finite time may be required to recover from a
failure transient, :

. The first inverpretation virtually demands that sufficient
redundancy among the unfailed elements remains for majority veting
to take place cven in the penultimate failure state. Majority
voting provides almost perfect error detection when errors occur
velatively infreguently in an uncorrelated random fashion.

An added attraction is the cuapability for immediate error correction
upon determination of the dissenting vote. rhe penalty is that

at least triple redundancy is required prior to the failure to

the safs condition. For the full FO-FO-FS tolerance this implies
-that five levels of redundancy must initially be available.

Tne second interpretation above allows the reqairements of
the failure detection tech:.ique to be relaxed, and a ) ~wer degree
of redundancy to be uced. At least dual redundancy is required
by the "operational" definition of the "failed safe® state, and
allows comparison to be used to trap the final failure. For the

1¢
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‘failure characteristics described above comparison provides.for -

almost certain detection. Consequently, FO-FO-FS tolerance . -
- can ke provided by four levels of redundancy, rather than five.
Comparison, however, does not provide an indication of which of
the redundant signals or equipment has failed. A supplementary
metnod must be employead to identify and isolate the failure: .- -

a)

b)

Self-diagnosis. 1In the case of computers, a degree of
assurance can be provided by special self-test sirftware
which exercises most of the basic operations in the processors,
memory, and I/0. However, the volume and complexity of the
diagnostic routines required for near certain probability

of fault isolation precludes their use in parallel with

the operational sorftware. These routines must replace

the operational software for as long as it takes to track
down the ailing element. During this period the computer

can obviously not provide the full complement of capabilities
to the system. B '

For the less "intelligent" systems in the avionics less
extensive diagnostics are possible, and in fact, 1less
are needed. )

Built-in test equipment (BITE) can be designed into: the
avionics equipment, to provide measurement data not normally
utilized in operation. Wwhen a failure is indicated

these measurements are sampled, either by the computer in’
the system, or by special sequencing and comparison circuitry
to determine the malfunction. Hardware complexity limits

the degree of isclation by BITE. :

“Functional Testing. The suspected equipment is cycled through

a functional sequence of operations of which it is required

to be capeble by specification, again either by the computer,

or by special equipment. This is the least exhaustive
technique, but it demands the least: amount of diagnostic
hardware and software. In conjunction with failure .
detection by comparison it may provide the most cost effective
approach. : : : L .

It is obvious from the foregéing discussicn that a less~than-

100% certainty -of detection and recovery for the final failure
must be included in the definition of the "safe" condition, as
must the finite response time to resume an operational status.

17
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3.2 Failure Detection and Isolation

Having discussed the impact of a given failure £01erance

criterion on the degree of redundancy in the system, some of the
finer points of failure detection and recovery by voting, ‘comparison,

and other diagnostics will now be reviewed. In a well designed

system, with high signal to noise ratios and a min‘mal likelihood
of widespread or catastrophic rfailure modes errors will be random,

uncorrelated, and infrequent. In this environment comparison
of redundant, independently-computed output data provides a

near certainty of failure detection. Current estimates are that

the Shuttle avionics system will probably be characterized as

such a system. Comparison is being proposed for error detection

in the Shuttle data bus system in the areas of:
a) the computers

b) the data bus

¢) other sensors.

These areas will now be examined in turn.

3.2.1 Computer Failure Detection and Recovery

Although the computer operates in a highly involved and

complex fashion, it is deterministic and exact: a given operation

will always yield the same result if repeated with the same

input data. The major problem for computer comparison in a real

time environment such as the Shuttle data bus is the synchronization
of computations which involve time dependent functions and input

data. Synchreonization can be achieved by:
a) central control of the computer clocks;
b) careful gating and distribution of input data;

€) skcrict identity of hardware and software operatiorn, .

A comparatcr/voter mechanism adds to'the.hardware and software

complexity. It also incurs operational delays, because time is
required: .

a) to wait for synchrenization of clock and data;
b) to perform the comparison;
c) to decide on the results of comparison;

d) to take corrective action.
.18
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To minimize overhead, the comparison should, therefore, take
place at a fairly high level of operation, rather than instruction
by instruction. Comparing the operation of the computers at the
point where they influence their environment, i.e., at the computer/

bus interface, is a logical choice, provided that outputs occur
frequently enough.

Comparison and voting can be done in varying degrees, with
varying hardware and software cciplexity: :

a) majority voting on the output data of three or more computers,
©  reducing to comparison with diagrostics when lass than
three good computers remain. The bus receives only the
data derived from the majority vote. Failure isolation
and correction is automatic as part of the voting process.
The complex voter that this requires must be sufficiently
-redundant and possess adequate error protection to meet the
failure tclerance criterion, because it is an in-line
element in the data bus,

output data. One computer is selected tc be "active",

b) Majority voting on the indications of health, but nct on the

and its outputs control the bus dixectly. The other
computers are used as standards to provide independent
checks on the operation of the active computer. A voting
mechanism decides on the basis of a majority of comparator
results whether the active computer is operating correctly .
It may alsoc determine which of th: inactive computers has
developed a failure (see Figure 3.1). In the eveni of a
failure of the active computer one of the others is made
active. The voter mechanism may be considerably simpler
than the data voter of the previous paragraph, since it
only operates on binary values; its response time need onrly
match the reconfiguration dynamics, not the transmission
frequency of the bus. Furthermore, since it is not an in-
line element of the system, it may not have to meet the
same stringent failure toleraunce requirements. Each com-
parator can be considered a part of a computer's I/0 section
and is thus naturally redundant. In fact, the comparison
could be performed, by software, internal. to each computer.

As a consequence of voting binary, rather than many-valued
byte or word data, the simplicity of the .second method pays a ‘
penalty in the lower inherent certainty of correctly interpreting
failure conditions: There is a greater possibility for split
vote situations to arise with binary variables, and a greater
likelihood of identical multiple failure. However, these conditicns
will only arise when failures in the comparison and voting logic
itself produce erroneous indication of computer health; the

lower complexity of this votér will aid the achievement of the
necessary reliability.

19
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For either voting approach, oace less than three good computers
remain, reliance must be placed on self-diagnosis to determine
the faulty computer. No self-diagnostic technique can :e

infallible; a disagreement betwecen two computers could yield
the following conditions: : ' :

a) one computer determines itself to be faulty, the other
finds itself healthy. This is the expected result,

b) Neither computer detects a malfuiiction, This ﬁay be
because the fault was transient, or because it was a border-
line case beyond the capability of the diagnostic method,

c) Both computers detect malfunctions. This event is highly
unlikely in the case of uncorrelated random errors, but
may easily occur for common mode problems such as physical

environmental transients (e.g., power supply and thermal
variations).

One insidious possibility for a processing failure that may
not be trapped by any of the techniques discussed so far is that
of the software error. The software in each of the reduandantly
operating computers must, for the purpose of comparison and
voting, be virtually identical. It is, therefore, inherently
aon-redundant. A software fault will produce data which, being
iaentically erroneous, will appear to coimpare correctly. This
condition must be classed as a design error which, along with the
similar logical hardware fault, must be prevented by careful
design and adequate verification, rather than by complicating the
system in an effort to make it immune to conceptual errors.

3.2.2 Data Bus Error Detection and Recove:y

Although there are two causes of failure in the bus
system, namely hardware failures and transmission errors, these
may not be separable in cause or cure. Usually, the same error
detection and recovery procedure handles both. Of the two
main approaches, error correction coding or voting on multiple
vransmission, the first is treated in some detail in Chapter 5
and thr second in Appendix A. : :

The repeated transmission of a message over a single path
is a well known form of coding and can be used for error
detection (by comparison, requiring all messages to be identical)
or error correction. (by voting, and accepting the message that
is made up of the most often received bits). It is easy to
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“implement, but as coding systems go, it is relatively ineZficient..

In order to get a Hamming distance four code for three error
detection, the message must be repeated four times. The same
error detecting capability can be obtained with many fewer bit-
using other coding schemes. ‘

The transmission of the message over multiple separate paths
is in many ways similar to tiie- multiple transmission over a _
single path. It is true that the message is received and verified
at the output with less delay than is associated with the
sequential transmission scheme, but on an overall basis, there
is no imprcvement in the utilization rate of the available channel
capacity. - In analyzinc the probability of an undetected error,
for random independent errors, there is no difference between
the two schem2s. For errors caused by external influences,
such as EMI, the probability of having a.l of the channels
affected in the same way by an external occurrence appears to
be quite low, especially if the channels are physically separated.
In severe cases, it is possible o offset the multiple trans-
missions from each other by a small number of bits, so that
the same information bit will :i0% be 2ffected on each line.
However, the prcbability of having some number of sequentiai:
transmissions cver a single chanrel be altered identically by
sequential external occurrencas, is of very low probability.
Therefore, unless the reduction in thcoughput rate becomes
unacceptable, there appears to be little advantage, from the
point of view of error detecticn and correction, to be derived
by parallel transmission. The redundancy of the bus should be
determined by the need for hardware failure protection alone.

Voting on multiple transmissions from the computers implies
a complexity at the receiving terminal:

a) storage must be provided to hold each transmission,
if sequential;

b) a majority voter to act on the redundant transmissions .s required;

¢c) for parallel transmission, a back-up error detection policy is
required in the event of hard bus failures since voting is not
feasible with less than three good lines;

d) the results of decisions on transmission validity made at
the terminal must be communicated back to the control computer
to maintain an up-to-date configuration status. This prevents
the use of a pure command/response bus control policy (see
Chapter 4). '
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"communications can be conducted with a hi

- & comparison mode of SIU operation,

comparison of data from redundant subsystems pro
- fault detection and isolation capability which w

e e) For parallel transmission each terminal must access 511_'

buses to perform voting. The catastrophic failure of a /- -
terminal could incapacitate the ‘whole bus system. In- .
‘addition, for physically separated bus lines (e.g., port )
and starboard cable routing), extra weight is ihcurred_for,
Cross connections. R : i =

This complexity discourages the use of transmission voting
2s an error detectiion and correction scheme for all dommunLcations,
since other techniques such as echo checking, described later,
offer as much security without the overhead. However, critical
gher degree of confidence
by repeated serial transmissions. The buffering and voting of
these should pProperly occur outside of the bus, in the particular
subsystem involved. It should be noted that in the absence of
it becomes almost imperative
that bus transmissions should only occur on one line at a time
to avoid the confusion that would result at the subsystem from
the receipt of several simultaneous messages. This is especially

true for configurations that require only one SIU connection to
each bus line,

3.2.3 Subsystem Output Voting

-The voting of data received over the bus-by'the éomputer'

-has less value so far-as validating the transmission of the

infcrmation, since the computer has considerable flexibility
in determining correct system operation (error coding, echo
checking, etc.) ‘that does not involve the complexity of
voting, or multiple transmission by terminals. However,

to match by other diagnostic techniques (e.g., BITE). This .
capability should, however, have little influence on the design
of the bus system: it is more a problem of data management by
the software. Each computer in a redundant configuration must
be able to accéss the data from each redundant element of the
subsystem, which imposes a constraint on the interconnection

of computers, bus lines and terminals. This will be discussed
in the next section. : o :

"Multiply generated data from transducing subsystems, such’
as the inertial reference, present other problems for voting
in addition to those of time synchronization described earlier.
Such data is.generally derived from analog quantities and is

" subject to drift, scale factor errors, etc. -
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3.3 Redundancy Interfacing

This section will discuss the interconnection of the basic

‘units of the Shuttle data bus system; i.e., the computer, bus

control unit, bus, bus interface unit, and subsysten. Although
five levels of redundancy could be required to meet the FO-FO-FS
criterion, a maximum of four will be assumed in the discussion.

It is expected that strict adherence to FO-FO-FS throughout

the avionics systems will not be demanded, nor will it, indeed, be
practical., It has been assumed for this study that some systems,
because of non-criticality or extreme reliability will not be
required to demonstrate four-fold redundancy, but will, never-
theless, demand the full failuxre tolerance from the bus.-

To interface these to the quad-redundant bus presents a redundancy
matching problem; cross connection, or cross-strapping of the
different levels becomes necessary. That an overall increase

in system reliability may be a by-product of cross-strapping is
indicated in Appendix A. Another reason for cross-strapping

is' to provide a greater flexibility for the application. of
comparison and voting amorg the redundant levels, and for the
management of system reconfiguration. Finally, in a real Shuttle
environment with geographically divided bus lines, cross-strapping
prevents a situation in which the left side computers could not
run the right side equipment... The question of cross-strapping
occurs mainly at the computer/bus and at the ous/subsystem inter-
faces. These areas will be examined in turn.

3.3.1 Computer to Bus lInterface

This interface involves the computers, BCU's and the
bus lines. Only the expected case of quad redundant computers
and four buses will be considered. The several options are

illustrated in Figures 3.2 through 3.5 and are now compared
in turn.

~a) Configuration 1 (Fiqure 3.2)

This is the simple approach of no strapping at all. The
computer, BCU and bus constitute a single string unit. A
failure of one of the elements in the string fails one
entire bus line. Communication of data between computers
must be done via the bus terminal or by special purpose
Cross links between the computers. Error checking of the
bus by comparisca is impossiblie at the computer end. Each
bus terminal must access a1l bus lines, which makes the
whole bus system vulnerable tc a catastrophic terminal
failure. The bus terminal is complicated by having to
bear the brunt of bus system failure detection and correction,
reconfiguration, and status monitoring. If comparison
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or voting of the computers: and the 5CU's is to 'be done in

this configuration, it must be accomplished by the terminalélfv
" Voting »f sensor -outputs is plainly not possiblel'even-at__:

the terminals. Certain subsystems must have -all LRU's . .
powered up and running; e.g., the inertial measurement unit,
be up and running: partial bus operation is not fe¢sibie
without cross-strapping.’ ' S : -

These subsystems require ail the string elements.of the bus to .

Configuratioh 2 (Figdre 3.3)

In this configuration the computer and BCU are. a single
string unit: cross-strapping cccurs at the BCU/bus line

. interface, enabling each computer/BCU to access any bus

line. The access may consist of either

1) transmit and receive on one line and receive-
only on the others : :

or
2) transmit and receive cn all.
Configuration 2 provides:

1) the capability for each computer/ECU to monditor
the bus line outputs of the others, thereby
enabling the comparison/voting of computer
performances discussed in Section 2.2.1. Note
that this arrangement includes the BCU in the
error detection loop. : .

2) The ability to reconfigure  the arrangement of
active computer/5CU and bus lines in the event
of failure. In this configuration it is not
possible to transmit onto the bus the majority
voted output from the several computer/BCU's,
since data for voting is only availabie after
the bus has received the active computer's output,
Furthermore, a failure to the active computer/BCU
is detected only after the.erroneous message has
been transmitted into the bus system. Since the
terminal in this confiquration need not access
every bus line, as was necessary in Configuration 1
it has been relieved of the burden of ‘checking
on computer operation. -

’
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¢) " Configuration 3 (Figure 3.4)

" This is an alternate cross-strapping arrangemént which, as.
o far as the bus lines and the terminals are concerned; has.
< o similar characteristics to that of Configuration 2, However,
: : ' each BCuU/bus lin2 is now the single string element, rather
than the computer/BCU. Cross-strapping occurs between
the computers, which nakes possible the parallel transfer
of data with a great increase in the speed of ‘¢comparicon.
This may allow comparison to be performed before erroneous
data is transmitted to the bus, and a measure of majority
output voting, even with only one active computer. Comparison
. ana voting may ke performed with soitwave, with consequent
e flexibility. -

However, since the computer to BCU is likely to be a parallel
data intcrface, it will be complex. Cross-strapping at this
pcint will therefore present considerable difficulty. . The
complexity caan be limited if a computer's access to the
“ther BCU's is restricted to receive-only, and if it
transmits to the huc only through its own BCU, which is in
turn dedicated to a particular bug line. This restriction
means, however, that a bus line failure will, in effect,
disable a computer.

d) Configuration 44(Figure . 3.5)

In this configuration the computers, the BCU's and the bus
: , . lines are all separately reconfigurabie. Cross-connection
. exists between the computers and the BCU's and between the
{ : BCU's and the bus lines. This arrangement can be considered:

l) as' a combination of Configqgurations 2 and 3 above.
The reconfiguration flexibility thereby achieved

. is severely off-set by the complexity of the inter-

- s : ccnnections and the magnitude of the configuration

; management task; o T

i . _ 2) As the only one that allows_full_majérity'voting
L . of ccmpt * outputs by the BCU before transmission

. over the S.

In the second of these  twc roles, illustrated in Figurxe 1.3.4,
Configuration 4 suffers from a number of disadvantages:

pRF Gede R e o
N P S U COR
P !

1)  sSince the BCU functions as a majority voter on
- all the computer outputs, it is necessarily a
single point clement of the system. It nust,
thererore, be internally redundant to meet vhe
FO-FO-FS criterion, and in addition must possess
its own failuvre detection, isolation and reconfigura-
" tion mechanism, ' S
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2) It is not possible to drive the bus lines with
non-identical data (as might be desired in a
future expansion of the capabilities of the bus
system), since there is no clear dedication of
a BCU to each bus line. For the same reason
parallel input voting would be difficult,

The foregoing discussions have assumed that the computer is
performing a central fuaction in the control of the bus, and
that replication is purely to achieve failure tolerance. It
is possikle to consider more than one computer in the operation
of the bus system, as described in Chapter 4, but these cases
will not be discussed here. Sufrice it to say that the com-
plexities of cross-connection, failure detection and isolation,
and reconfiguration management increase steeply with each
multiply redundant computer that is added to the system.

3.3.2 Bus-To-LRU Interface

the configuration of this interface is influenced by the
configuration of the computer/bus interface and by the redundancy
levels existing in the subsystem to be serviced by the bus. The
e@lements of this interface are shown in Fiqur--3 3.¢ through
3.10 which illustrate the major options for -ross~strapping
the coanection from a quad redundant bus tc - triply redundant
subsystem. From the point of view of rec¢ .aacy interfacing
these elerents are characterized as follov :
a) SIU -~ cunnects to each bus line by a single, serial data

pach. May be simplex or internally redundant.

b) EIU ~ connects to each SIU by one or two serial data pathé,
and several control lines. Need not be physically separate
"from the SIU (or from subsystem, depending on configuration).

c) URU - connects to each SIU by a complex interface that

may consist of various signal types: serial, parallel,
discrete and analog, of up to 50 or 100 signal paths.

Taking each cross-strapping option in turn the following
observations can be nade. :

a) Configuration 5 _{Fiqure 3,6)

This is the trivial case of no cross-strapping at the terminal,
The bus, SIU, EIU and LRU constitute a single string element.
A failure of. any one componant fails the whoie string. Re-
configuration consists of isolating the faulty string and
switching to a good one. This has the advantage of simplicity,
LXU's may be geographically separated without involving

local cross-connection penalties. However, the subsystam

is serviced by a bus that doses not meet the FO~-FO~FS failure
criterion, since the fourth line is not connected,
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b) Coniiguration 6 (Figure 3,7)

Cross~strapping occurs at the bus/SIU interface. The S1IU,
EIU, and LRU are nere a single string element, and each LRU
can- be accessed by all bus lines. The full failure tolerance
of the bus is therefore availaonle to the subsystem. Re- '
configuration is, as for the first example above, still a
matter of switching to a good string. Disadvantages of

this approarh are:

1) The SIU and EIU are considered a part of, and their
redundancy is determined by, the subsystem. The
complexity of the SIU/EIU combination mey force
the use of a higher level of redundancy in a sub-
system of superior reliability than would otherwise’
be considered. '

2) Eacu level of Subsystem redundancy requires four
connections to the bus, in this case a total of
12. Bus connections should be minimized, as is
discussed in Chapter 6. -

3) A catastrophic failure of one S5IU can disable the
whole bus system. . {The use of bus line couplers
can limit this to failure of the subsystem only.)

Lo : 4) Comparison of the outputs of LRU's cannot be
accomplished locally. (rThis is not a serious

L drawback, since lozal voting may be undesirable
1 in any case on grounds of complexity.)

sedaats o »

CEIgH

5) It is not possible for one terminal to compare, or
vote on, multiple, parallel bus transmissions.

6) A separate address in the bus control word format
must be provided for each SIU to allow for re-
corfiguration.

7) Only one EIU may be serviced by each SIU.

¢) Configuration 7 (Figure 3,8)

Here crocs-strapping occurs at the SIU/EIU interface. The
SIU becomes an element of the bus, and the EIU is considered
a part of the LRU. The degrees of redundancy of SIU and
EIU are, therefore, determined by the bus and subsystem
respectively. The advantages of this arrangement are:
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-l) No single SIU failure can disable the bus‘system;',-
' .although it could disable all EIU's (and therefore
the subsystemj. L . R :

- 2) LRU comparison could be done at théTSIU lével,_ 
(although.at considerable-costvin cemplexity) .-

.3) If bus configuration is controlled hy'the Computer/BCU
(which is probable), then a separate address is not
required by each SIU at a terminal.

4) Cross-strapping involves only a few physical paths,
since data at this point is still largely serial.

The disadvantages are:

1) Four SIU's are required even if the subsystem

.~ redundancy level is lower (this is only a real

! u disadvantage for reliable but critical subsystems
; o _ . Wwhich require the full FO-FO-FS bus tolerance).

2) The bus system can only be run in a simplex
- communication mode (e.g., command and data-

cannot be assigned separate paths) .

3)  The cross-strapping complexity, though much lower
than Configuration 8, may exceed that of 6. This

: L . is of concern if the bus lines are separated by

! ., i : _ considerable geographical distance. - .

d) Confiquration 8 (Figure 3.9)

Tn this configuration the bus redundancy is carried to the
EIU level and cross-strapping occurs at the LRU interface.
This approach allows the SIU and EIU to be considered as
one unit, an advantage if one standard bus-to-subsystem
interface is specified. However, its overwhelming dis-
advantage is the complexity of Cross-connecting an.inter-
face that may consist of 50 to 100 separate paths to each
LRU. Such an arrangement should be considered only for
very simply connected LRU's, L

, -
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'e) Configuration 9 (Figure 3.10)"

‘This is not strictly a different configuration, but rather
B R a version of configuration 7, designed to cope with the
R , problems of widely separate LRU's. ' Such separation may

g be specified to reduce the vulnerability of Shuttle avionics
¢ . elements to catastrophic occurrences .such as meteorite

.34
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:collision, or the explosion that crippled the Apollo 13 -
-service module. Rather . than associating a group of SIU's
witn a specific subsystem, Configuration 9 associates a .-
group of SIU's with a particular level of redundancy..

_This approach is ‘particularly suited to the clustering
of equipment into bays located at strategic positions '

- in the Shuttle vehicle. .For example, a group of four
subsystems each with triple redundancy would regquire
three groups of SIU's, two in one bay and cne in the other.
The long cross-over leads from pcrt to starboard and vice
versa (indicated by L in Figure 1.3.9) can be formed by
T-junctions into the bus lines; i.e., each need only be a
single data path. In the mechanization of Configuration 7
on the other hand, this arrangement would require four
groups of SIU‘s, with vehicle cross-overs occurring at the
more complex SIU/EIU interface. 1In general, Configuratioa 93
scores whenever equipment can be so grouped that the number.
of subsystems serviced by one bus terminal exceeds the
subsvstems' degree of redundancy. -

only

5.4 Relationship of Computer To Bus

Thé relationship between the computers and fhe'fest of-
the data bus system is a complex subject. The choice of a con-
figuration that best meets the requirements of ‘the Shuttle is

-2l

impacted by many factors, most of them cutside the scope of this

"study. However, one important consideration of direct conse-

quence . to the design of the bus is the computer's role as the
controlling element in the system, o .

The following discussion will take a more general view of
the integrated avionics system thaa that assumed so far, in
order to compare and contrast the various approaches.

The only
assumption made is that all or part of the complement o

f avionics

-equipment will be interconnected by common data buses, rather
- than by dedicated interfacirg. The configurations then involve

e use of one or more computers, and one or more data buses
The options may be summarized as: ' v

a) single (central) computer, sihgle'bué
b) . distribqted computers, singie bus

c) distributed computers, multiple buses.

- 37
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There are several variations of these, depénding on the require-
ments specified for the system and the functions of the elements,

3.4.) Central Computer, Siggle Bus

Topographically, this is the simplest arrangement (see
Figure 3.11, although it imposes & higher level of sophistication
on both hardware and software than the distributed approaches.
The central computer is the sole authority on the bus and all
bus communications are initiated and directed by it. In addition,
it exercises cintrol over sub.system operation (for example;
- IMU, radar, environmental control, power distribuiion, etc.)
, and performs all required computations and data processing.
i ~ Orly under cert2in conditions, described later, may processing
: be performed elsewhere. All the avionics subsystems and their
equipments interface with the one common bus, and the resulting
bus traffic data structure must accommodate the full complement
of addresses, commands, and data interfaces. Since there is
only a single functional copy of the computer and the bus,
the replication of equipment to achieve the required level
, ‘of redundancy is minimized; i.e., the amount and complexity of
C reconfigquration hardware and. scftware, and the number of inter-
: faces to be controlled. The main drawbacks to this approach
are that the central computer must - '

a) accommodate all Shuttle avionics functions;
Ai . b) possess a high level of pexformance:

c¢) contain a greater volume of software, of greater complexity,
than any computer in a distributed arrangement. *

The software burden of the completely centralized computer
v configuration can be alleviated, without degenerating the autonomy

- * It should be pointed out, though, that the total volume of

i " software in a distributed set of computers, performing an equiva-
£ _ - lent job, will be higher than in a central computer, for the ‘
i - following reasons: :

a) each computer must carry its own set of executive and system
routines

%
i
{

b) bus control routines must exist in each computer (although some
hardware/software trade-offs can be made with the bus control
unit);

e
2
Y
-
. b
Sae
L
p
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N
i
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c) certain bus systen data, such as status information, must be
maintained in eacl: computer to enable it to use the bus
intelligently;

d) extra software is recuired to enable the'computer-to-computer‘
- communications. .
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of control that the central approach offers, by dedicating to

a subsystem its associated processing task. A sepurate

computer may then be introduced into the subsystem to take

over the task from the ceantral Ccomputer. The condition, however,
being that it forms a part of the subsystem, and that it makes

no demand to control or directly access the bus. Any data
requirement will be communicated through the regular subsystem-
to-bus interface. The ceutral computer need not then be aware
of the other computer. '

Two examples of such an arrangement could be the display
processor, which provides stored display formats and refreshing
to the crts, and the main propulsion system processors. A
configuration which treats these as subsystems in a centrallv
managed bus system is shown in Figure 3,12,

The software in the centrazal computer services all equip-
ment connected to the bus and performs all- the functional
requirements of the system. The boundaries of a functional
subsystem tend to disappear, and exist only as shared software
in the computer. For example, the stabilization and flight
control system will consist of redundant sensors connectead
to the bus operated by programs which are allocated a portion
of the central computer resource. The total flight control
subsystem (inclucding software) is therefore not a visible

Separate entity but becomes, in fact, part of an integrated
avionics system.

The centralized sysﬁem promotes standardization of approach
to system design problems. Centralized software and a central
bus provide the means to impose  this standardization.

A centralized system does not, however, provide isclation
or localization of changes. Changes made to a particuiar
system such as electrical power distribution, may not be
easily or absolutely isolated from the rest of the system.

Nor does it provide a hardware independence of functions. That
is, security of subsystems is only achieved through the bus
system design. 4

3.4.2 Distributed Comnuters, Single Bus

The sharing of the resource of the single bus between
the several control conputers characterizes this confiquration.

Two different versions of this configuration allow each computer

to gain access Lo its subsystems:
a) Time-slotting. Tn this approach {(Figure 3.13) a time-

based sequencer, external to the bus and the computers,
grants exclusive use of the bus to each computer in turn.
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‘During 'its interval of control, -each computer has sole’
.access to all subsystems., The intervals are pre-set -

‘in the sequencer and of fixed-duration, giving this  approach .
an apparent simplicity. A mors flexible, but more complex,
variation.-on this technique places control of the access .
interval in the hands.of one of -the computers, 'so that the
assignment of computers and subsystems to the bus may be
varied in response to the changing requirements of
different Operating modes and mission phases. '

b) Master-slave relationship., 1In this arrangement, the
responsibility for the overall management of the system
rests with the master computer. The control of the bus
is transferred to a slave computer at instances of time and
for periods determined by the master computer in accordance
with the needs of the system. This has very similar . -
characteristics to the time-slotting technique with variable

" time slots, but is not constrained to a cyclic control
sequence, : '

A computer-to-computer communication link beccmes an unavoidable
requirement of both these arrangements for two main reasons:

a) configuration status, operation mode, and other operational
information about the bus must be communicated from one
computer to the next to prevent uncontrolled or inadvertent

. interaction between the different activities within the
computers, - ' . Co .

b) It is very likely that a degree of communication and control
overlap will occur in which a common item of equipment on
the bus will be accessed by more  than one computer. In
such cases a difficulty arises if the transaction of. control
and data between computer and equipment is not complete
by the time the computer relinquishes the bus. The equip-
ment is then obviously not prepared to be accessed by the
next computer in the control sequence. (Conflict.over its
allocation could be tackled by providing a locking mechanism
in the equipment itself. Such a mechanism would, however,
violate the principles of a command/response bus control
policy, since the equipment would be canable of exercising
& control initiative.) Conflict between two or more computers
over the sharing of a common resource is a well known '
problem, and requires cooperation between the computers,

Computeréto-computer data t?ahsfer can take place either:

a) over the common data bus, by providihg'a‘speé&al time-
slot and/or message format for this purpose, or

'b) over dedicated data paths between the;computers (through
.- 1/0 or memory access channels). - L :

a2 .
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The need for such communication breaks down the independence
of the various computers, and the characteristics of the distri-

buted configuration tend to assume those of the central. The

key issue here is whether the separate computers can be Uniquely

identified with independent functions and dedicated subsystems

or whether interaction of control and da:a between the computers

is unavoidable. If the independence of the computer functions

cannot be assured, then a physical distribution of processing
introduces problems

of communication and control that may create

greater difficulty than if the job were accomplished in a single

. computer.

3.4.3 Distributed Computers, Multiple Buses

In this configuration, (see Figure 3.14 ) a subsystem that

can be identified as independent, i.e., not reguiring the
services of equipnent in other subsystems, is administered
by a dedicated bus and control computer. A central command
computer coordinates the activities of the various subsystem
computers. Its functions are:

a) to perform most mission oriented computational tasks {such
as targeting, navigation);

b) to perform high level system decisions (such as mission
mode selection); .

c) to coordinate and control communication between the distributed

computers of high level, but low rate and low volume date
(such as crew commands).

The local computers-perform all high speed operations required

by the local buses and their equipment. They provide a fully
operational subsystem capability to the command computer.
This implies a high degree of autonomy in the areas of:

a) status monitoring,
b; fault detection and isolation,
¢) reconfiguration inAresponse to failure indication,

d) all processing required to implement subsystem functional
capahility.
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- In essence, the local computers provide a bandwidth compression
by removing from the central computer the burden cf processing

" at high repetition .frequencies and the control of activities
requiring<fast~time'responses. ' -

The provision of separate buses encouragés the formation
of functionally related sets cf equipment into subsystems.
Since the subsystems are no lenger tied together by the common
control mechanism of a single data bus, they can achieve the

degrez of independence required for a distributed computer
configuration. :

The configuration management function can be more‘easily
distributed than in the case of the sin

gle bus configurations,
because of the degree of local autonomy poscsible with dedicated
buses. o : :

The penalties of this apéroach are:

a) hultiple buses irmply a weight and power disadvantage
over the single bus (although the penalty is far less
than for a dedicated wiring approach).

E e
x

ol

b) - In common with the other multiple computer approaches,
there is a replication of hardware and software that is -
avoided in the central computer configuration. ' .

P

inste
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Chapter 4

Or 2ration and Control of the Data Bus

4.1 Data Bus Access and Control Philosophy-

Since the Shuttle data bus constitutes a central communica-
tions resource shared among multiple terminals and a central
controller, a fundamental feature of jts design is the method
by which it is allocated to a particular communication path.

The data bus system is essentially a "party line" shared by
all terminals: when access is granted, the bus is dedicateg

to a single communication path between a transmitting and
receiving station. o

~ Selection of the bus access method is a basic decision
because it constrains the design of both the remote terminal

-and the bus control unit. A general description of candidate

approaches und a comparative evaluation is provided in this
section.

4.1.1 fSeneral Description of Bus Access Methods

Several approaches to accessing a communication line have
evolved out of the design of digital data acquisition and tele-
communications system:., Four categories of line access and.

control have been identified: contention, polling, sequential
time slot, and addressing. .

4.1.1.1 Contention Access

A contention access method is one in which the remote
terminals that desire to transmit *“bid" or conterd for the
use of the bus. The first terminal to initiate contact on the
line, not currently in use, seizes the line and prevents its
use by other terminals until it has concluded transmission.
A contention method mast provide a means for resolving conflicts
between contending stations. The queue list of "contending
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requests" is either examined in a prearranged sequence or
allocated via priority. The contention access method allows
random accessing of the bus by terminals which have determined
their own need to transmit,rather than by planned allocation
via a central controller. The method requires a degree of
control intelligence at the terminal.

An interrupt controlled bus represents a form of contention
access in which the central controller receives an interrupt
signal from a terminal requiring service. The controller
allocates the bus to the queue of interrupt requests according
to a pre-defined allocation &lgorithm.

4.1.1.2 Polling

Polling is a systematic, centrally controlled method
of permitting terminals to transmit without contending for
access to the bus. Polling is accomplished by the central
controller which periodically contacts the .remote terminals
and requests each if it requires ‘the vus. The controller will
couiitinue to poll the remote terminals in some orider until

one is found to require the bus.

The most straightforward polling technique involves a
polling signal sent in a "round robin" sequence, and each
terminal returns a positive or negative response. More
efficient schemes exhibit sophistication in the polling sequence,
or the order in which units are polled. One such scheme reported
by MIT invelves a polling signal recognized by all terminals.
Each terminal requiring access attempts to transmit its unique
number by transmitting a 'l' onto the bus corresponding to each bit
position containing a one in its wired-in identificaticn. During
transmission periods corresoonding to zeros in its identification
code, the terminal only monitors the bus, If it detects a '1* in
this interval it ceases transmission and awaits another poll message.
If a station succeeds in transmitting a corplete number it has won
the poll. It is important to note that a terminal cannot access
the line in a system controlled by polling; however, utilization of
the bus is random depending on terminal need and the .outcome of
the noll,

4.1.1.3 Sequential Time-Slot Format

Time slot data acquisition is essantially a method
of granting access through a commutator such that data is
transmitted ir a prearranged order and is stripped oHut by a
decommutator. In such a system all units on the line mus%
be syachronized because of the rigid timing requirements of
the structure. This approach has been used successfully in
data acquisition, monitoring, and telemetry systems. The method
involves allocati:ig the bus to a pasrticular path ror a fixed
time interval within a time frame. A time frame is organized
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- Terminals only "speak" when "spoken to"..

.Similar to a polled system in t

_the contention method,
" polled system.

into fixed time slots -and is initi
remote station requiring access
and at predetermined count start
.sampling rate for each terminal c¢
interval of time allocated to it.

ated by a sync pulse. ‘Each -
begins counting clock pulses -
S to transmit its message.. The
an be varied by. changing the

. - A variation cn.this approach incorporatgs a format‘ééder
into the time slot structure defining ‘the format of the data.
The format code can be changed during the mission by the con-
troller as communication requirements change. ’

The term "time slotting" has also been used in another

context to describe a method for sharing the control of a bus

system among several controllers. It was examined in Section
3.4.2. _ : "

"4.1.1.4 Command Response Addressing -

In a command response addressing scheme access to the
bus is centrally managed by the controller. Under this concept,
the controller transmits an appropriate command to the terminal
including: synchronization header, terminal address, function
to be performed (transmit, receive), data, and parity coding.
Upon recognition of its address, the terminal interprets the

command and begins transmitting or receiving the appropriate
data. » : : : : S

Using command response access, a terminal does not initiate
any communication unless it is commanded to by the controller.

In contrast to the polling scheme a terminal. is not "polled"
as to whether it wants the bus or not but rat

ther is "commanded®
to send or receive a message. Command/response addressing is

hat a terminal responds only when
addressed. ' . '

A fundamental characteristic of command res
is that the "intelligence" of when, what,
communicate is in the controller (i.e.,
There are consequently no access conflic

ponse control
and how often to
computer software).
ts to r:solve as in
or local decisions required as in the

4.1.2 ‘ggalitativé Evaluation cf Access Methods

The advantages and disadvantages of the several bus
access methods are discussed next. - They are summarized .in

Tablie 4.1,
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Advantages

Disadvantages

Efficient allocation with
a small number of
terminals. Bus communica-
tion only when needed.

Effective for a random
input/output environment
at the terminal.

Provides flexible structure
for adding terminals.

Requires local in-
telligence at the
terminal to deter-
mine need to access.,

Requires resolution
of access conflicts,

Non-deterministic
bus traffic,

Failed terminals
difficult to detect

Centrally controlled
allocation. No conflicts
in access.

Comparatively efficient
in bus utilizacion. Access
granted only for positive
responses to polls.

- Terminal access is

random, I/0 loading
difficult to predict.

Polling frequency
for individual
terminals must achieve
fystem response
requirements.

—

Terminal errors may
be undetected for
negative response
to poll.

g Access Method
Contention 1,
2 -
ﬁ; 3.
: ?olling 1.
2.
'
§
i
"% Time Slot 1.
.é Format (Fixed
< e and Variable) 2.
¢
>
£
- 3 .
.?

Least complex términal.

Efficient data transfer.
Little or no overhead in
message format.

Simple to test

Inflexible,

Rigid timing and
synchronization.

‘" Ay,

Command Response
Addressing

V2
e ¥

PRLELN

R
NS

Access and utilization are
determined in advance and

- the load balanced in

accordance with computer
requirements., (No backlog
of 1/0).

52

Inability to effi-
cientiy accommodate
random input streams,

Table 4.1 Bus AcéQQS'Hethod Comparison
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Access Method Advantages Disadvantages
Command Response 2, Relativély'simple 2, Overhead in traffic
Addressing (cont'd.) terminal design. required for address-

ing and command data.
3. Flexibility achieved

via software 1I/0

3. BCU complexity is
command bits,

greater than other

: .approaches
4, Error control

procedurcs more
positively controlled.

5. Simple to reccnfigure
via coftware.

Table 4.1 Bus Access Method Comparison (cont‘'d.)
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4.1.2.1 Contention: Advan:ages and Disadvantages "

' One aivantage of the contention bus access mathod is |
that it could be the most efficient from a system point of view. ..
Utilization of thc bus occurs only when it is required; terminals
do’' not have to be polled, commanded, or preprogrammed into a-
tire slot. This approach is most effective wnen the events .
‘which result in bus cornwunication are random; for example, inputs
from the crew. It allcws equipment to be added very Simply,

even after the system structure has been established,

However, contention access requires each terminal to possess
enough intelligence to know when it needs to communicate. This
increases the comr.lexity of the SIU in the Shuttle bus system.
Another difficulty arises in assigning fixed priorities to
each unit such that conflicts in access can be rcoolved, parti-

cularly in the case of the Shuttle with & large anticipated
" number. of terminals. : , o

: Since bus access is random, the load on the buc is not
e -balanced and at peak loads a backlog of access requests for
service will accumulate. This could affect the response time
for certain subsystems with high frequency bus utilization
- reguairements, such as the flight control system,

< The non-deterministic allocation of the bus creates

Ve ) difficulties in system and software verification, particularly
o in testing for operation under all ‘traffic conditions. Another
D .. .problem with an interrupt controlled system is that a failed

RN terminal cannot. immediately be recogrized by the controller.

b It may not be able to bid for the line, and conseqguently the

¥

e
e~

2y fault may exist without being detected. To avoid this gitvation
@% - the controller would be required periodically to sample thg
kg . Status cf each terminal and to detarmine its status. The

he

freqrency of this status check could be high for terminals

connected to time'critical.subsystems;~diminishinq the

efficiency of bus utilization provided by the approach, and
increasing its complexity. - , . : . :

N e e
ATIREK

CX
"n.‘,:\'
R SV g

If the Shuttle data bus'consisted:of a small ndmbet.of’

intelligent terminals this approach would be a reasonable
candidate. o o o '

4.1.2.2 Peclling: Advantages and Disadvantages

. The major advantage of a polled scheme is that it
eliminstes random access to the bus but maintains a moderately
efficient data transter; i.e., communication only occurs
“hen a pozitive response to a poll is received. The efficiency
of bus utiliaation will depend on the selection of a polling
sequenc2 and frequency which minimizes the number of negative

. XYespcnses. It iy effective with a large number of terminals
. because it eliminates bus contfiicts, ard with a comnunication

_d$5 . INTERMETRICS INCOSPORATED + 350 GREEN STPEET  CAMBRIDGE. MASSACHUSETTR 170 « 1At 2a0_casn




requirement that is largely non-random.

o The polling sequeace and frequency must be consistent
L with system response and data requirements, If the polling
Sequence is implemented via hardware, it must be determined
. in advance of system development, and becomes an integral
g part of the communication system. Software control of the
o polling sequence would, of course, provide greater flexibility.

Disadvantages of this technique are:

, a) although bus conflicts are avoided, the utilization of
C. i the bus is random, and at any time depends on the polling
' ’ sequence and the terminal responses.

i ‘b) A faulty terminal may respond negatively or not respond
R _ at all to a poll request, making error detection difficult.
Tro The design of the system must allow the status of each
: terminal to be determined without requiring a resgcnse
to the poll.

c) It requires inteiligence at the terminal.

4.1.2.3 Sequential Time Slot: Advantages and Disadvantages

This approach is of course the simplest, imposing
the least complexity on the terminal. Each terminal is pre-
wired to recognize its time slot by a synchronized time delay
in the frame. It is extremely efficient if the same information
is communicated during the entire mission with very small

‘k:é ' - changes. The only overhead in communication is the synchroniza-
S\ s tion pulse, parity and coding bits (and possibly a format type) .
ex It enables full central control and is most effective for data
“f_j ) acquisition. Since the structure of a frame format is relatively

: fixed it requires a minimum of software and is simple to test
o and verify. ‘ :

The Principal disadvantage lies in its inflexibility. The
rigid timing and message structure is built into the hardware,
B It allows very little variation in bus communication require-

4 ments from one Shuttle mission phase to “he next, and it is
. questionable whether it can satisfy all s_stem demands, without
lcsing its simplicity. .

4.1.2.4 Command/Response: Advantages and Disadvantages
The command/response addressing scheme offers several
advantages. First, there are no accesc conflicts. Communication

. requirements are predetermined by the designer and then imple-
mented via software. Tliere is no overloading of the bus.

53
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Utilization of the bus is béléhéed'by allocating theli/oﬁéervicing

- requirements to the available bus time, Correspbndingly,.computer
. Processing may be interleaved with a predetermined. I/0 structure. .
As a result, the traffic on the bus, and the processing in the

computer become deterministic, and may be more easily‘tested.

. and verified. -

The system imposes no significant complexity or intelligence
requirement on the remote terminal. It provides certain error
control characteristics. Since it is centrally controlled,

a remote terminal only "speaks" when commanded to via a urique
address. The terminal can be designed to include its own '
address in the response. Although this "echo check" is not an
integral feature of a command/response system, the enhanced )
error detection control it provides cannot be as easily obtained
in a polled or contention approach, '

Finally,»cbmmand/response provides reasonable flexibility
in accommodating tc a variety of 1/0 requirements, since this

is accomplished by changing the software controlled I/0 command
sequences, '

A basic disadvantage of the command/response addressing
technique is that it does not allow randomly occurring events
to be transmitted to the computer as they occur. Rapid
response can only be achieved by commanding the terminal for
the information at a high enough frequency. A command/
response bus access method decreases the efficiency of bus
utilization,since time critical or high.frequency events
impose A proportionately high bus I/0 rate. -

The addition of the command and address bits required
to obtain or send data contributes to a higher bus traffic

.overhead for the command/rasponse access methed than any of”

the other approaches.

4.2 Control and Operation of the Data Bus by the Bcu

Once a particular access method is selected, ‘the communica-
tions procedure established to perform a single 1/0 transaction

.impacts the design of the bus system elements. The following

steps, illustrated in Figure 4.1, must be taken in order for

-a single computer to send and receive data from a set of

avionics equipment.

a). In a command response access concept, the computer directs
~ "all I/0 requests;in the system. It indicates along which

54
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bus line and to .which remote terminal the‘mess

and if data is requested, where to put it when
obtained. | :

age is

b) The BCU must encode the messa
Proper remote station over the selected bus line.

€) The remote terminal responds to the command, selects
appropriate channel to the LRU and
functions to obtain the data. '

-d) Signal conditioning and conversion takes vlace at the
odes and transmits the data back

terminal, which then enc
to the control unit.

e) The established error-control scheme is maintained
throughout the transaction.

f) The BCU transfers the data to the com
of the completed request or list,

The details of this transaction influence th
format, the functions of

security. The message f
data arvuisition and
compiicating the bus hardware design,

"security" must be established to mini
an undetected srror,without significantly increasing the
equipment complexity or message overhead.

bus elements,and communication

format ancé structure.
in Chapter 5.

4.2.1 Bus Messege Format

In general there are four basic
of any communication message: th

the address and routing information, function code,

content.
Al
Message Address Fanction Message \2 EOM
Header Routing Code Content ;s_ Sync
Syac 1

The first three parts of the messa
communication system,
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routed,

it has been

ge and transmit it to the

the

eéxecutes the appropriate

puter and informs it

e bus message

ormat and structure must satisfy the

distribution requirements, without unduly
A level of transmission

mize the probability of

The following sections
provide a general discussion of bus operation and the bus

The error control scheme is discussed

parts to the structure-
€ message header and terminator,
and message

ge are associated with the
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4.2.1.1 ,Mcssage-Heéder and Terminator

L Mescage synchronization is required to enable terminals- - i
tc recognize the start of a message and is usually a unigue - - . !
control signal. recognized by the terminal. - It is essential -

- that - the synchronization signal be different and clearly dis-

- tinguishable from dati to avoid misinterpretation. The - S
characteristics of the sync- signal will depend .on the modulation
technique selected., It is usually assigned a pulse width or
phase change different from the standard data bit. :

There are four possible sync signals: .at the beginning
and end of the BZU to SIU message and at the beginning and end
of the SIU to BCU message. However, from a communication point
of view they are not ail necessary. The end of the BCU to
SIU message can be distinguished by the "idle bus" when the
'BCU stops transmitting; similarly for the end of the SIU to
BCU message. However, detection of an "idle bus" may cause
. . circuit difficulties in either the BCU or SIU. The use of ’
oy . different sync signals for BCU to SIU messages and SIU to BCU

. message rules out inadvertent SIU to SIU communicationg, since
the SIU need only respond to a BCU sync. :

, In any case, the only positive requirement for any address

: system is that there be a sync signal, clearly distinguishable

¢ - from data, so that each terminal can begin to look for its

i o own address in synchronization with the message., The need for
b " - other sync signals for end of message, accept, knowledge, etc.,.

is a function of the communication procedures and the details
. of the implementation. o

AT it e 2 § 24

© -4,2.1.2 Address and éoufing

The address portion of the message identifies the
sender and receiver by "to X" "from Y". In a centrally controlled
system, where there is no terminal-to-terminal communication,
there is nc requirement for the "from" part ol the address.
" All communications are initiated by the BCU with transmitting/
receiving occurring only between BCU and one SIU, A »

PR

.l

The "to" part of the messaqé'identifies.the path to the
LRU via an S.U address and an EIU address. A separate EIU

iy
3

Y address is necessary when the bus terminal communicates with
i more than one EIU. If the SIU and EIU were combined into a
T single unit, then the address could be combined.

A . . ST . , : .

¥
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4.2.1.3 Group Addressing

A group addressing capability would be required to send
a single message to more than one SIU or EIU, as might be
required to enable a passive flight recorder on the line to .
receive data intended for other terminals. Group SIU addressing
could be an advantage . in transmitting the same data to every
eiement of a distributed subsystem, such as the individual
quads in the RCS system. Group addressing would be useful
in the -=entral management of a redundantly configured subsystem,
particularly if identical commands are issued by the computer to-
‘every redurdant unit, .

Group addressing on the bus requires the SIU to recogaize
more than one address. However, there is the problem of '
coordinating the return transmissions of echo or data messages.
Coordination could be implemented in several ways: by sequential
o time slotting of the SIU responses, by ignoring the echo in the
e - passive device, or by a contention access method. The SIU,

i EIU address and function codes would need to be coded in a way
. 'ﬁ . which would have group meaning, The tradeoff here is between
T the added complexity of the SIU and BCU hardware,and the addi-

. tional software and memory to store multiple commands instead
of one. A modification to the computer/BCU message to provide
a routing indicator and a list of SIU addresses, which would
enable the BCU to send multiple messagas, could alleviate the
4 computer software burden. .

In summary, however, it is felt that group addressing
is probably not worth the additional complexity in bus system
design if, as has been estimated, there is adequate capacity
in speed to accommodate the inefficiencies encountered.

4.2;1.4 Function Code

The function code field of the bus command specifies

the action to be taken by the interface unit in acquiring or

" distributing data or signals to the LRU. The structure and
formst of this field is directly impacted by the requirements
of the electronic interface portion of the remote terminal.
In order to provide the capability of interfacing the majority
of electronic equipment, the following types of interfaces
would be required: :

a) digital parallel, .
b) - digital serial,
c) analog data,

d) .discrete.-

. 58
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The function code does not have to be in a standardized -
format for all terminals. More parallel digital signals
may be required for a particular LRU, but less analog. The
electronic interface itself need not be standardized. The
function can be decoded and interpreted by specially tailored
function controllers at the terminal. Alternatively the
function code could represent the address of a location in a
ccntrol memory which stores special control sequences within
the interface unit. There are several ways of organizing the
function code field, which are discussed in the following -
paragraphs. '

R 1 A AR =)

wivg

TGN

a) Channel Addressing

Under this concept, each interface is assigned a channel
address, and the function code becomes part of the address
structure. Group addressing is possible only if channel
addresses arc in sequence (e.g., 2 through 6, not 1, 3, 5
.etc.). Input or outputs may be implicit in the channel
address number, or specified via a format. The interface
unit is requircd to distinguish between input and output -
channel addresses, to determine if data is to be sent
back.

’

- F
3
¥
1
i1
o~

o

»

Channel addressing is the simplest function code to implement
and allows the greztest flexibility. However, it can be

very inefficient if channel addresses are not assigned

in a way which can be effectively utilized.

GINBE T AN o ya s Avar e a3

"~ b) Functional Classification of Interfaces

e
,

ST TN SRR 108 L e LS AT ATt £ e

In this method interfaces are functionally classified ang

a code for each class »r subclass is defined. For example,
all communications can ve functionally organized into the
following categories: cummands, moding, functional input,
functional output, and others. The functional categories
are assigned a coded number and all interfaces are assigned
to a category. A function code would then involve input

or output of all dat: in the corresponding category.
Obviously each major category can be further subdivided
into subclasses by extension of the function code field.

A significant advantage of this method is that the efficiency
of information transfer can be much higher if information
is generaliy transferred in a block. It can also be useful
from the computer's point of view,since all data in the
"functional group" may be desired at the same time :{e.qg.,
all status information).

s,
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~These are identified and treated in greater de

- sections. To a large extent the compu

LSRN S

- c). Mémorz

B The final approach involves a small memory, of a few hundred -
‘words. The function code specifies a location in- the memory
which contains instructions for data input and output. The

- memory could store channel ad

dresses or sequences corres- -
ponding to an interface function. A memory.with a read/

write capability could be altered inflight to accommcdate

changes to a subsystem's operation demanded by different
mission phases.

A small high speed memory of the read/write or read only
type described above is

well within the state of technology.
This concept provides the most general and flexible capability,
although it obviously increases the complexity of the EIU.
Memory size could be expanded to iccommodate increases in
~equipment requirements,or to extend the terminal capability
to provide functions such as limit checking of data, or the
monitoring of LRU status. Ultimately the terminal becomes
a small computer capable of providing a local service to
the equipment and thereby reducing bus traffic,

4.3 Cperation and Control of the Data Bus by the Computer

Viewed from the computer the data bus is a single, .
relatively high speed, asynchronously operable, peripheral I/0
device, capable of performing data gathering and data distri-
‘bution. Under the command response access concept, the computer
initiates and directs I/0 operations on the data bus. It directs
I/0 by commanding the bus control unit with a set of 1/0
-requests. The BCU then controls and synchronizes the data bus »
system to carry out. these requests. Most likely, the bus system
will be mechanized in a way which allows the bus to operate
independently of the CPU once an I/0 command is issued by the

computer. This means that the data bus system and computer.
operate asynchronously. . ’ .

4.3.1 OQverview of Computer I/0 Operations

There are two basic approaches'to'the design of'thel
computer software for controlling the activities of the bus.

tail in Appendix C
on. ‘The first is
in which I/0 control is based
ce ‘and a fixed time cycle.
/0 operations on a demand basis. The

two are summarized in the following

ter executive and 1/0

than is rejguired for the ourpose of this secti
the synchronous, fixed I/0 method,

on a predetermined execution sequen
The szcond schedules I
characteristics of ‘the
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control stiucture can be considered independently of the control- _
structure chosen for the bus. ‘ o :

4.3.1.2 Computer I/O Operation in a Synchronous Structure

Fixed sequence structured software requires I/0 opera-
tions to be interleaved with processing tasks in the minor
cycle. The inputs required by processing tasks in a minor :
cycle must be available prior to execution of the minor cycle. 3

The concept requires commanding the BCU (or dispatching E
I/0), each minor cycle to input data required for the "next ;
minor cycle", and output data from the "last cycle", I/0 . o
software for controlling the data bus is operated in each '
minor cycle. For example:

.Bus Inputs for pro- Inputs for pro- Inputs for pro- :
Activity cessing during N cessing during N+l | cessing during N+2{ A

Outputs from N-2 -Outputs from N-1 Outputs from N H
i . y
Computer Process inputs Process inputs. Process inputs 3
Activity from N-2 for from N-1 for from N for %

output during N output during N+1 output during N+2 )
Minor :
Cycle N-1 N N+1 1

The dispatching of an 1/0 command list to the BCU can occur at
the beginning of each minor cycle. However, it is necessar:
that the list of I/0 be completed by the bus system prior to
the start of processirg the next minor cycle. Thus, the bus
.will be operating for only a portion of the minor cycle at
a percentage of its speed. For example, the BCU may be
comnanded for 16 ms of I/O every 20 ms. In this case thare would
be 4 ms idle bus time unless the BCU were commanded again to
perform some additional I/0 on checkout functions.

At the beginning of each cycle I/O commands are checked
for errors. If no errors have occurred, the next I/0 list is
sent to the BCU and computer commences its processing ‘sequence.
If I/0 errors occurred, an error recovery and fault isolation
routine must be operated and the sequence of processing tasks
re-scheduled accordingly. Prior to the end of the minor cycle

I/0 scheduling is operated to set up the I/0O command list for
the next dispatch to the BCU.

I
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Since much of the Shuttle data bus design conducted to date
has postulated this philosophy of software operation, it will

be assumed for the description of BCU activities in the rollowing
sections. :

4.3.1.3 Computer 1/0 Operations in a Demand Structure

The alternative approach to fixed sequerce 1I/0 is
scheduling I/0 operations on a demand basis. Typically, this

is accomplished in asynchrcnously controlled software structures
as follows:

a) when an I/0 request is made by the computer software, control
is transferred to an I/O scheduler, and a command is inserted
into an I/0 gqueue.

b) The task requesting the transfer is placed into a "wait -
state", ' ' ‘

c) Upon availability of the I/O device, the queued I/0 requests
are processed via the dispatcher which uses an algorithm,
e.g., first in/first out (FIFO), to determine which 1/0
request to service next.

d) The I/0 requests are sent to the BCU one at a time, or in
a list for bus execution. '

e) When the I/0 request has been serviced, the issuing task
is informed and allowed to continue.

This approach is used on large ground-based systems, particular-
ly where I/0 requirements are not known or impossible to pre-
determine. The demand I/O concept does not appear consistent
with command response or fixed sequence scheduled processing
tasks. However, if a distinction were made between computer
input and output requests, output requests because of their
independence of processing tasks may lend themselves to demand

- scheduling.

4.3.2 Computer to Bus Operations

. An evaluation of the requirements of the interface between
the computer software and BCU is directly dependent on the design
of the BCU. There are obviously tradeoffs between complexity
ir the BCU hardware design and the computer software. The BCU
in an extreme case could become a computer itself, dedicated tu
commur.ications functions, supplying all communication of data
in and out of the bus system. At the other extreme, it could
simply perfcrm time synchronization, transmitting and
receiving control, and error coéing. Somewhere in the middle,
the basic BCU capabilities can be extended by providing the
BCU with a limited set of registers and logic, and a
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direct memory access (DMA) interface to the computer's memory. -
. By cycle stealing from the computer, the. DMA can supply ccmmands

and ‘data to the BCU directly from. the memory. Commands and dat
are sent to the ECU either by incorporating a starting address

-number of commands into the channel command word, or by chain-~

ing commands and instructing the BCU via the operation code .

in each bus comwmand. A limited capahility will be.assumed‘for '

purposes of this discussion, although comments are made on .
areas where an expanded BCU capability may lessen the software
problems. The -basic computer-to-~BCU operations are the followi

a) I/O dispatching - involves commanding and controlling the
BCU with I/0 to be performed.

b) I/0 schedhlinq - involves scheduling bus commends to be
issued the next minor cyclza, '

¢) I/0 error processing - checking previous I/O commands

- issued for errors and taking appropriate action.

4.3.2.1 Dispatching I/0: Computer/Bus Interface _
" The BCU is provided with a list of I/0 commands by

loading an I/0 channel with a command word from the computer
(see Figure 4.2). The channel comrand word must contain suffi-

.cient information to enable the BCU to execute all the appro-

priate I/0 commands in the list. Once this channel is loaded,
the computer and BCU may operate independently. The channel
command word contains an address of the first BCU command,

and the number of BCU commands to be processed. (BCU commands
may also he linked by address chaining.) The BCU commands

can be stored in sequential memory locations, and the list
operated on in sequential order by the BCU. - Upon completion
I/0 complete signal. (Alternatives, more in line with a "no ~ ~
interrupt" policy, can be Gevised, such as a "BCU busy" signal
accessible to the computer enabling it to determine statuas

of the BCU.) 1In either case, it is necessary to coordinate ,
the asynchronous operation of the computer and BCU so that the
computer is aware of the status of the BCU.

.themBCU_can_be“instruqﬁedﬁ;gminte;;ggg_ghgﬁggqgeg;pr with an

4.3.2.2 BCU Command Format

- The BCU command format must contain instructions for
the BCU to -execute the conputer's I/0 request. A single
command will contain four ' parts: control information for the

message, status information, skeleton bus message format, data

linkage addressing information.
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o TABLE OF BCU CGMMANDS ' DATA
COMPUTER PROGRAM : J.__.,, TRANS.MISSION
r COMYANDS
CXECUTE 1/0
INSTRUCTION
LOAD CHANNEL - .
CONTROL BCU COMMANDS

VIA /0 CHANNEL .

. : INPUT/OUTPUT
S ™ DATA

- Figure 4.2 “Comsuter to BCU 1/0 command operation —— -— — -
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'BCU - ' I/O.t ' - Bus command ‘ '"Lihkagé_téf,
} control | - ' '
| op code status

SIU .| Function - data -
# |- code - IR '

a) . Control

The control part of the BCU command contains information

. pertaining to the type of operation requested of the BCIJ.

o : Examples of individual BCU operation codes .are Read,

” o Write, Skip, Linkage. With fixed I/0 tables in the computer's
memory, a "no-operation" ccde may be desirable to. skip
commands at certain times such as unrequired jet on commands
in a fixed I/0 schedule. £ the BCU contained memory, and
was more of a communication processor, this part of the
BCU command may contain a pre-programmed ECU menory '
address for execution. ' - -

b) Status Bits

Status bit(c) are required to enable the computer to

determine if th2 bus command was completed successfully.

The computer must be informed of bus errors so that it

can reconfigure and reschedule accordingly. An incomplete

I/0 transaction will result in rescheduling the processing
- tasks. An "incomplete I/O" status indication may also

be desirable. L

c) Skeleton Data Bus Message

The skeleton bus message contains the actual bus commangd
associated with the 1/0 transaction. The contents of the

——— ———:%-— ——— ______bus message format were discussed in Section 4.2.1. It

O - contains information which 1s both fixed and variable~ — —— — —— .
i ' during the course of the mission. Specifically, the

5 ’ terminal addressing will vary with the status of the avionics
- configuration; a specific communication path must be chosen
- S prior to execution of the command. . For example, a request

i : for data from a redundant subsystem (e.g., radar) requires
information as to which LRU is active, and which data path
to use. It is icasonable to assume trat = nfiquration -
management is a computer software funct .on, and therefore
this information must be supplied to the BCU in some form.
i ) The degree to which the computer will need to modify the
x - bus message format at run time will depend on the extent
i S and capability of the BCU. R oo

In ordet to establish fixed I/0 command tables required
by the synchronous I/0 method it may be useful to define
a symbolic und "physical" relationship similar to that
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d)

used with tapes, disks, etc.,in a conventional facility.

In this case a symbolic assignment, such as ISS, or 1ss,

for inertial subsystem active and standby respectively,

Will be associated with the subsystem. The symbolic
identification is then associated via configuration tables
to a physical unit such as ISS#1, ISS#2, etc. Predetermined
I/5 bus commands would b= gencrated using symbolic identifi-
cation and their physical identification determined at

run time by -the computer or by th2 BCU via the transfer
tables of the computer. Path identification fcr a specific
physical unit (i.e., which SIU/EIU address) must also be
determined dynamically.

If each physical unit had a single path, i.e., a unigque
address (BUS#, SIU#, EIU#) the problem is solved, However,
there is more than 1 pPath to each unit; the address must

be determined from the status of buses and SIU's. The
complexity of this problem will, of Tourse, depend on the-
redundancy interfacing and cross-connections established

in the system. For example, consider a system configuration
of a quad-redundant bus, 4 SIU's, and up to 4 EIU's per
SIU. There could be up to 64 possible paths depending

on the cross-strapping.

Physical Unit Bus SI1U EIU
LRU #1 1 a X

v 2 B Y

3 c z

4 D W

If the SIU is an extension of the kvs such that SIUA cannot
be addressed via bus #2, then there are 16 possible paths

to‘a'specffiC“BRUI””If“thé“sIU_Wér§“6f6§s:§ff§§§56_f6'ﬁﬁéf“‘_"_——"’

bus and interfaced to a single LRU, then there are only
4 paths to it. ‘

The function of inserting addresses could be allocated to -
the BCU, assuming it had memory, by sending it a table

cf physical equipment codes, and the current path. The
current path would be updated by the configuration manage~
ment task as configuration switching occurred.

Data Linkage Addressing

This part of the bus command identifies the ccmputer
memory location of the data to be output, or the destination
of the data input from the pus. If the bus format allows
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'—in_a‘conflict‘over—th

- control unit is at the same time attempt

‘'word access., Fox example,

INTERMETRICS INCORPORATED -« 380 G

block transmission,

then the number of words is variable,
ané must be obtained

from the bus message itself,

4.3.2.3 Computer I/0 Error Processing

An unsuccessful I/0 transaction det
during bus operations is eventu

using the error control bits in

BCU is commanded with a list of I/0 requests, "an I/0 error will
not be detected until the start of the next minor cycle. At
the beginning of each minor cycle, the error status of all
messages is checked. if errors occur, the minor cycle task
schedule is modified accordingly, and the I,0 error recovery
procedures are initiated. Design of the I/O error recovery

software procedure is not within the scope of this study; some
of the alternatives are:

ected by the BCU -
ally communicated to the computer,
the bus command table. If the

a) the I/0

request could be rescheduled via an alternate
path.

A reconfiguration of equipment may be required.,

b) Fault isolation tasks could be initiated to determine
what to reccnfigure

figure {(ihe BCU, Siu, or subsystem may have
faileq). i

¢) The sequence of tasks contained in the

cycle must be altered, dela
continue with "old" data.

following minor
ved entirely,or allowed to

4.3.3 I/0 - Processin

g Mémory Conflicts (Buffering and
Interlocking)" S '

Independent operation of the bus and computer can result

occurs when a processing task is using data while the bus

ing to input or output
ons. The problem is
is sampled at a high

annot be easily synchronized.
n @ block of data rather than
re~t interlock of =a single
attitvde angle information from the
inertial unit may be in use by the digital autopilot task when
the BCU inputs new values via the DMA. 1In this case the auto-~-
pilot is operating on partly new and partly old values. This
problem can be avoided by several .approaches:

the same data for the same memory locati
more likely to occur for data that
frequency, when use of the data ¢
It is also more likely to ocrur i
a single word because of the inhe
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~ interpreted a command from the

‘a) the I/0 input and output 'in this cate

. into different memory- locations. It

to other locations,.or a pointer ¢
two sets of registers for the data itenm,

- one for processing. Innput data may in an
to be smoothe+ Oor compeasated prior to us
general concept of "double buffering"

one set for

b) T

‘busy bit, during the time either the B
using it, However, this would r
test, set and release the indica
increase in its complexity.

¢) I/O can be planned bv predeterminin '
- Sequence of I/0 commands to avoid the conflict. "I/0

approach, although con

and I/0 philosophies, appears risky due to th

estimates of timing. It is, in fact, similar to the

épproach used to solve the memory conflict problem in

Ap0llo. This was only partially successful,‘and it
could only be verifi=d by extensive testing.

"4.4 Description and Analysis of I/0 Transactions

4.4.1 Definition of an "r/0 Transaction®"

An "I/0 transaction" is defined as the com
of operations performed by the BCU in carrying o
I/0 request from the computer.

terminals on the line,
terminal and receives the appropriate response.
occurs between the BCU
‘bus communication activity. It is independent
transaction over the data bus system. There are tw

I/0 transactions that are performed by the data bus:
write transactions. - : ' o

a) A read transaction is the sequence of ste
'~ . the bus. system in acquiring data from

ment. It can be termed a "get" command, to sample a
specified LRU equipment interfacg. S T

pPs performed

68
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gory can be buffered
may be transferred - _
an be switched between -

‘I/Ol

Y event require
€. This is: »
of input cxr output.. -

the .~

CU or the computer is
equire the BCU to access,
tor with a consequent |

g and adjusting the

conflicting processing task. This
sistent with synchronous bus control

e inaccurate

plete sequence

ut a single

ompu ~_Once. the BCU has received and . __._ . _ .
computer, it synchronizes the

transmits a message to the specified

A transaction -

and a single terminal. It is the basic

of any other

0 types of
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the avionics equip-
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b) A write transaction is a sequence of steps to send data
to an LRU interface. It can be described as either a
"receive" command, or a "do" command. The SIU receives
the data or command and delivers it to the specified
equipment interface. ' :

A third type of transaction may be required, termed an
"SI1U Event 3tatus Command", in which the BCU transmits a

command message to an SIU, requesting it to return its event
status register.

This transaction enables the corputer to determine if
random events (interrupts) have occurred at LRU's connected
to ¢ particular SIU station. A rescheduling cf processor
tasks and read/write transactions may be necessary as a conse-
quence of the event.

4.4.2 Functional Description of Bus'Transactions

A discussion of how the bus System performs a transaction
provides another step towards a specification of the bus/SIU/EIU
hardware desiyn. In oxder to describe the operation of the
bus during a transactic-. an assumption must be made with regard
to a specific bus to SIU to EIU configuration, and an error
control approach.- It is important to emphasize that this
section is intended to describe tre functions required at
each bus element, and not to select a final desion. Several
configurations of a standard bus terminal were considered, but a
detailed bus command format was only designed for one. )

PPN

The example configuration assumes a physical separatior of g
SIU and EIU. Each SIU is connected to only 1 bus line and ‘
may service up to 8 EIU's, Each EIU provides analog and digital
interfaces to equipments. The other terminal configurations

cross-strapped to all four buses. These two approaches to the
standard interface unit are disciised more fully in Chapters
3 and 7. ~

The error control method selected for analyzing the trans-. )
‘action is transmission error detection through vertical and -
horizontal parity, and path verification by address echo. A '
detailed discussion of error corntrol philosophy is given in
Chapter 5. . 3

A variable number of 8-bit data bytes was selected as
the basic transmission format. A 3-byte command format is
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selected since 16 bits are ccnsidered inadequate to provide the
- ¥ange of addressing and function codes. A minimum of 18 bitg

are required for the command word in this configuration (7 for

SIU address, 3 for EIU address, and an 8 bit function code) .

Figure 4.3 illustrates a representative format designed

around the 3 byte command messaqge with a variable data message,
The asterisked fields are mandatory. Repreaentative use for
the other bits in the 3 byte command arec discusned below:

__4) Improper channel

3 S

n-

T T ‘.ll?‘i“:.;‘\ . :
S0 o Vip. o

SIU address (up to 128 since ohly one tarminal address per
station is required. See Section 3.

SIU transaction bit, This bit may be used to command an
SIU station to send an event status message. This is a
two byte response from an SIU containing the status of 16
events or conditions that are assigned amcng EIU's at a
terminil. FEach is set in an EIU by the occurrence of a
local random event such as a nand controller movement,
display input, or fault occurrence.

' EIU address (up to 8 EIU's per S1U)

Error control bits. These are sent in an echo message from
SIU to BCU when an error Occurs associated with the LRU.
Typical of the possible error response conditions are:

1) Parity failure at EIU
2) EIU/LRU busy

3) No response by EIU

This information could be provided by a special request

to the SIU. Making it part of the command format simplifies
SIU/EIVU logic. 1If.the information were not provided to the
BCU, a "no echo" response for all the above conditions will
be treated in the same way.

I/0 control. This control bit determines whether the
specified channel address is an input or output operation.

Block. . This field of the command message identifies a
single or multiple channel address grouo. It is used in
conjunction with “Block size" to specify the size of the
message block. -
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*g) Channel Address. This specifies the EIU interface by one

of the methods listed in Section 4.2.1.4.

h) Block Size. The block size identifies the number of

channels to be sampled:.

4.4.3 Description of the Transaction Sequence

The steps involved in read and write transactions

this format are illustrated in Figure 4.4. A bri
of the transaction is as follows: .

a) A read transaction begins when the BCU initi
signal on the bus, followed by trensmission
word. The BCU then waits the response,

b) ALl "up" receivers on the line receive the s

- Each compares the SIU address in the nassage

prewired address. If no match occurs the re

is ignored, and then cach STU monitors the 1
next BCU sync.

c) If the address check shows agreement, the SIU decodes the
EIU address and then routes the message to the specified
EIU over a serial channel*, while checking for horizontal

parity in each byte.

using
ef description -

ates a sync
of the bus command

ync signal.

with its cwn

st of the message
ine for the

Y

d) The SIU awaits the parity check signal from the EIU to
insure that the message was received properly, and upon
its receipt, %ransmits an echo message to the BCU.. If the H
EIU does not accept the message, the SIU transmits its 5

~j-“—in‘the_secondmbyte“of”the*commandwword: Mt

e) During the time the SIU is transmitting the retura echo,
the EIU decodes the function code (channel address or
memory) , multiplexes the requested input channels, performs

- A/D conversion if required, and sends the requested data
to the SIU. A time lag is incurred by this process, termed

the LRU latency. It is discussed below.

f) The SIU verifies parity and continues transmitting the

data message to the BCU.

* Serial transfer is considered advantageous in
the number of interconnecticuna.
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o The BCU, after transmitting the initial command, mcnitorsg
* . .the line for the return echo. If no echo is received within .-
a fixed time interval, a transmission error is deemed to have ,
- .occurred, and the computer.is informed via the 1/0 error control. ..

. When the BCU receives the echo check, it accepts the recsted’
nunber of data bytes, verifies parity, and transfers the data :
te the requested locations in computer memcry, after which the
read transaction is completed. ' o

'

Write transactions are performed using similar procedures
as illustrated in Figure 4.4. A total time to complete an I/0
transaction using this command structure and error control
procedures has been estimated for a block of size N bytes to
be approximately:

WRITE transaction =(59 + 9N)ys

READ transaction =(69 + 8N)us

4;4;4 Bus Efficiency and Latency

4.4.4.1 Efficiercy

i A The bus utilizaZion efficiency can be computed by the.
ratio of information bits in a transaction to the total number of
bits in the transuction. If we consider the total number of
bits in a transaction to be the total transactiorn time (including
delays, etc.) times the bus speed (assumed to be 1 MRPS) we '

~obtain a worst case estimate of bus efficiency. Information
transfer efficiency estimates for a 3~-byte command format are

illustrated in Figure 4.5. :

R I O

YT

The bus system will operate at about a S0% efficiency
for transfers of 10 or more bytes. This illustrates the obvious
fact that to maintain efficiency the software should be
. structured to obtain information from LRU's in blocks. For ;
example, status data should be oi.tained in functionally related
groups, such as all temperature readings.

P T T
i H e bl

- A significant factor is the number of I/0 transaccions : :
that the bus can completc in a minor bus cenirol cycie, A
Figure 4.6 contains a plot nf the I/0 transaciions, consisting
0of a given, number of data bytes, which can be completed during
- .- & fixed interval of time. Pased oh an avarage block of length
. 8 data bytes, approximately 70 transactions ceiu be completed

o3 during a i0'ms interval. It is apparent that even though the
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efficiency of information transfer may be less than 50% in most-:
Ccases, the actual number of transacti
interval of time should be adequate to service the expected
Shuttle I/0O requirements. Figure 4.6 illustrates that careful
scheduling of the bus during any minor cycle wilil be reauired,
particularly if the size of blocks vary. ' ' :

4.4.4.2 Subsystem Latency

When a read transaction command is received by the EIU,
an interval of time is required, called the latercy time, for the
EIU to interpret it, to carry out the command, and return the
data. A delay can be caused by analog-to-digital conversion,
serial/parallel conversions, inherent equipment dynamics, . etc.
If an I/0 request from the computer has a latency time exceeding
a certain fixed interval, it must be organized into two or more
transactions. An example is the computer request for DME
transponder range.  The inherent characteristic of the DME-
(see Appendix B) is that to obtain range to a specific point,
the DME measures the time a signal takes to traverse the
distance to that point and back again. The latency time required ;
for this operation is intolerable in the I/0 transaction structure !
described above. This type of transaction must be divided into
two transactions: one to command the range to be read, and
the other for reading the range. Coordinating these inter-
dependent transact:ons so that they occur at *he right time,
presents problems to the I/0 scheduling software design.

PRV

A form of latency occurs for certain types of block data

transfer from computer to subsystem. Error

control that depends
: ' cn horizontal and vertical parity cannot provide verification of
. - the correct receipt of a data block until *he last byte has been

received (the last bvte is, in fact,
byte). To prevent erroneous dat
—-— -~._. @ Subsystem, the complete block

the vertical parity )
a from being transmitted to .
tem, must be buffered at the terminal B
until it is verified. It is subsequently transmitted to the , N
subsystem for which it is intended. However, this second trans-
mission may take a considerable time, by bus standards: a 32

byte block will take over 0.25 milliseconds at 106 bits per

i second. This is enough time for several other transactions
e to take place.

NN - R

R CAONT

- For both kinds of latency, it is essential to allow no
o inadvertent interference with the terminal from other transactions.
For this reason it is desirable to provide for the indication

0 3t e v ey et

of an EIU/LRU "busy" condition via the status bit(s) asso-
ciated with the SIU echo return. This bit can be interrogated
by the BCU to provide an I/0 error indication to the computer
whenever another command is addressed to the busy terminal. ’
. i %
3
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4.5 I/0 Timing Difficulties

A class of system problems exists in the operation of a
time shared bus which is associated with the correlation of data
and commands with "time". ¥For example: ' :

;.

a) Correlation of data and absoclute time. Several system compu-
tations demand the acquisition of data from separate sub-
systems at the same time. For example, a navigation measure-
ment combines sensor data with attitude information, correlates
both to the same absolute time, and updates the navigation
data. With a synchronously controlled data bus, in which
sampling is performed only at fixed minor cycle intervals,.
time may.only be established with a granularity of the
saipling period. That is, all samples taken during one minor
cvcle are associated with the same time tag. If a finer time
reference is required it must be provided by a local clock.
In an asynchronously driven bus system a finer reference time
quantization may be obtained because a specific I/0 command

. may be serviced within approximately 100 us (depending on the

I/0 queue backlog).

A related processing problem arises in the derivation of a
rate of change by differencing two measurements. In this
case a difference in time must be either assumed or computed
for two measurement samples. For high frequency samples
obtained with a svachronously driven bus, the order of the
I/0 command in the list may be important, particularly if a
fixed delta time is assumed in the calculation. -

b) Local rrecision timing. Another problem that may arise concerns
the precision timing of events at geographically separate

S , and remote subsystems, for example, the timing and coordination

¥ of firing commands to the RCS jet thrusters. From a system
TIE¥TT T —— ——-—point-of-view; it—is-desirable~to~designusuchﬁsubsystems_to_w_,&-«“m,ﬁ,
; receive a message which contains not only the command but also
the firing interval. The impact on I/0 complexity, bus traffic
: and response, of separate transmissions to command the thruster
- on and then off could be considerable if this type of bus
activity predominates. The capability for local precision
timing may be incorporated into the subsystem or terminal.
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__m_ﬁ__;;_”_mﬁ _bility goal within the system design constraints of cost, weight,

' Chapter 5 T

‘Da‘a Bus Error Control

[ RRURPAIN. NIRRT

5.1 Introduction

B ke P

Since the Shuttle data bus provides the sole communications
for onboard avionics equipment, an important design requirement
is that it provide a reliable transfer of information in the
presence of both permanent and transient failures. Permanent
failures are caused by equipment failures and are a direct func-
“tion cf the simplicity and reliability of the data bus g stem
~elemente (i.e. BCU, bus, SIU, EIU, and LRU). Transient ailures
are caused by such effects as electromagnetic interference, which
must be anticipated in the Shuttle environment. . The characteristics
of the interference are anticipated to be predominantly impulsive,
_ " and primarily caused by coupling to the line of transients and
o noise from switches, motors, relays or other sources. "Burst .
- errors" involving multiple errors close together are to be expected’
in this environment. A major task of the data bus design will be
g to incorporate an error control approach which provides "security"
NG of communication in the presence of noise of largely unknown
s ‘characteristics. o T

s . : . \ . 4
;g o Several error control techniques have been applied in _

-3 _communication systems to reduce the probability of undetected’ 3
S errors, The techniques generally attempt to satisfy a proba- . E

power, or bandwidth. T T T e

o o ' X
There are-two basic objectives of the shuttle data bus 1.
error control scheme to be satisfied in the presence of potential ;
= " permanent and transient errors: T : ‘

i a) To maximize the probability that a transmitted message is f
@é .correctly received by the correct terminal; oL :
A5 ' S - . . : o ;
H s fqs L . . . "
S b) To minimize the probability that an incorrect message is g
i " received. . 4
? Most commonly a2 particular error detection scheme has been :
& "~ coupled with retransmission or forward error correction. Various 3
D T o : 1 o

H
f
{
St
!
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forms of information coding to obtain an error detection and/or
correction capability have bzen used. Numerous codes have been -
devised to satisfy a particular communication channel error
probability. Prior to discussing the specific error control

approach appropriate to the shuttle data bus, a review of informa-

tion coding schemes is presented with a discussion of their advan-
tages and cdisadvantages.

5.2 Information Coding Review Discussion

5.2.1 Coding Theory

Coding modifies the message to be transmitted by adding
redundant bits to the transmitted message. These extra bits are
examined at the receiving terminal to determine whether an ¢ -ror
has been introduced and in some cases.to locate the error bit
within the message so that it can be corrected.

The methods of detecting and correcting erroxs can most
easily ke explained with the aid of the concept of Hamining
distance. Briefly, the Hamming distance between two strings of
binary symbols (of equal length) is the number of positions in
which the symbols in the string are different. Thus, the symbol
strings 1100 and 1000 are separated by a Hamming distance of 1,
while 1100 and 0011 are separated by a distance of 4.

In the study of codes, one of the parameters of interest is
the minimum Hamming distance between any two valid code words in
the set (for codes in which all the code words contain the same
number of bits). Thus, if a code has a minimum Hamming distance -
of two between any code words, at least two symbols must be
changed in order to change one valid code word into another valid

‘code word. ~"With such a code “it-would-be possible—to-detect-any— - - ‘

single symbol error, and also many but not all, possible errors
affecting more than one symbol,

5.2.2 "Sirgle Parity

A common example of such a code is the single parity
check, in which the code word is generated from the binary message
string to be transmitted by adding a single bit such that the .
total number of "1's" in the code word is even (or odd). The
choice of even or odd parity has no effect on the random error
correcting properties of the code, and is usually made to faci-
litate the detection of certain equipment failures which can
produce all "1's" or all "0's" in the received message.
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In particular, errors affecting an odd number of bifs will be
detected but errors affecting an even number of bits will not.

The single parity bit is extensively used for error control,
principally because of its simplicity in terms of hardware. It
is effective against random independent noise,

5.2.3 Error Correcting Codes

For some applications, the mere detection of an error is

not sufficient.

It is necessary to determine from the received

symbol string. the nature of the error

¢+ Or, to be more precise,

to cetermine the messa

ge that should have been received in the

_absence of noise. This can be achieved by error correction codes.

5.2.3.1 Hamming Single Error Correcting Code

The well-known Hamming single error correcting code is

an example.

This is a code having words of length 2M-1 where m

is any integer.

There are m parity bits and 2M-1-m information

bits. The coastruction of the code word £

rom the message bits

- 7111_-;'-7 Ml + M27+ M, = 0 (o;- 1)

A - ey Tl et & Sema RS
g ol i Tm e e e e NI

vill ‘be illustrated for m=3,
Bit Posicion B B, B B B B B

Parity-Message P, P, M

The parity bits are determined from the equations:

(modulo 2 additions).

P2 + M1 + M3 + M4 =0 (or 1) "

P3‘+M2+M

3+ My =0 (orl) "

At the receiver, the three parity equations are checked
to give three error states E3, E;, and Ej. - (A'"1" denotes that
the equation did not check, ard a "0" indicates that it did.)
These three error bits are ordered as a binary number E3E5Ej},

called the syndrom, which equals number of the message bit that
should be changed. .

8l
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If two or more errors occur in the transmission, then either -
" the received word pass2s the parity tests and is incorrectly - -
accepted by the decoder, or the decoder recognizes that an error
- has occurred but incorrectly identifies the nature of the error
and incorrectly "corrects" the received message. o

The Hamming codes tha’ .are discussed here have the interest-~
ing property that every pocsible received word is within .the
error correcting distance (in this case a "sphere" with a "radius"
of a Hamming distance 1) of some valid code word. A code having
this property is called a perfect code or a close packed code [1].
In general, most codes do not have this property. 1In fact, for
codes capable of correcting more than one error, only a few such
codes are known. : i

5.2.3.2 Augmented.Hammiﬁg Codes

In the case .of non-perfect codes, several strategies
can be used when the received message is not within the specified
correcting range of- any valid code word. On one nand, the distance
to each valid code word can be determined and the nearest valid
code word selected for the decoder output. If two valid code
words are equidistant, outside knowledge of the message probabi-
lities could be used to resolve the tie. At the -other extreme,
any received message not within the assured error corfrecting
range -o: the code could be labeled as a detected but uncorrectable
error. : - .

An example of a code for the latter strategy is the :
.augmented Hamming code generated from the Hamming code described
.earlier by adding one additional overall parity bit. This code
has a minimum distance of four, and, while it i3 not a perfect
,code,,every“possiblewreceivedﬁsequence”is_withinma—Hammingwdistance‘r-~ff~~
of two of c-e or more valid words. This code can be used as a
single error correcting, double error detecting. code. :

, It is worth noting that a particular code can be used in

a number cf different ways, depending or how the Jecoder is
mechanized. The extended Hamming .code will detect some but not
all higher order errors (and wilil “"correct" some other high
order errors to produce a wrong message). The ssme code could
also be used as a triple error detecting code. 1In this case, the
code will also detect many more of the higher order errors. In
fact, it will detect any error pattern that does not convert

.the transmitted code word to another ‘valid code word.

It has also been shown that this same code can correct all
. single errors and-also all double errors in adjacent bits, provided

. 82
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the parity bit is not in error !2]. Using tni
very few if anr nigher order errors will be é

L
(o'}
7
0

5.2.4 Higher Order Error Correcting Codes

Codes are known which have sufficient Hamming distance
between valid words so that they can correct two or more errors
in a block. In general, these codes ara either trivial (repeti-
tion of each message bit an odd number of times with majority

voting, called a binary repetition code), or are too complicated
. to describe in detail here.

Among the better known of the constructive (ncn-random) codes
are the keed-Muller codes [3], and the Bose, Chandhuri and
Hocqueughenm (BCH Cocdis). BCH codes are a generalization of
Hamming codes for multiple error correction. The correction
procedures are, however, fairly complicated. The technique for
BCHl error correction consists of solving the roots of a N degree’
polynomial and a set of N equations, wrere N is the number of
correctable errors. The complexity of the correction process
forces BCH ccdes to be considered only for error detection.
Correction becomes feasible if a processing capability is avail-
able, and a delay in the receipt of the message is acceptable.
BCH codes are cyclic codes and have the disadvantage of being

sensitive .to loss of synchronism since shifted cyclic code words
are also valid code words.

S 5.2.5 Burst Errors and Burst Codes

In many instances where coding has been employed to

- detect or correct random errors in a data transmission system,

the improverient in system performance has not been as great as
“@xpectedy “The reason:is -often that-the—assumption -of -additive- . . _ _
white gaussian noise, or other mechanisms which generate :
-independent bit errors, is not valid. Generally, in a real

environment the errors occur in groups or bursts. Electro-
o - magnetic interfevence of duration longer than one bit trans-
ﬁf mission time would be an error source with this characteristic.

¥
=] A simple example is provided below to illustrate such a
- problem. Consider the case of a system operating at
. one million bits per second, and using coherently detected amplitude
Ry modulation at 15 db signal to ncise ratio. We will assume that
e the system is perturbed by gaussian noise so that errors are
3 random and irndependent. The probability of a bit srror fcr this
'Q condition can be calculated to be one in 1.26 x 108 bits. The
S code is a three error correcting code having 23 bits, with 12 of
i- . "« them information. The example is a special case known as the
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" cant difference in conclusions

7777 T'not all, will be detected:

received as "1" or "0" with probability 1/2 is, however,
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Golay code. This code is close packed, and we can,
neglect all of the possibilities of det

as they always result in a word error.
arc made: ) ’

therefore,
ecting higher order errors
The following observations

a) a single bit error in a word is expectea with probability
23 x 7.9 x 1079 = 1.8 x 10-7

per word, or once every 126 sec.

a double bit error will occur with
Oor once every 47.5 years.

b) probability 1.6 x 10~17

Vi ot et b8 A

c) the prgbgbility of three or more errors and consequently the
probability of an undetected error in a word is vanishingly
small,

If, however, the mechanism of the disturbance is such that
for 10 consecutive bits the probability of error is 0.5, there
will be an average of 5 errors in the burst of ten bits, so error
barsts will occur every 653) seconds. Since .17 of these bursts
will have three or lcss errors, and,neglecting the fact that
in some cases a burst laps over the division between two blocks,
a decoding error will occur approximately every 25 minutes.

The description of the burs

t error channel given above is
obviously a very simple case. -

Yet it illustrates the signifi-

which can be drawn about the expected
performance of a control approach. ’ :

Some general observutions can be made on the performance
of error control codes in the pr2sence of burst noise. If a
code with a minimum Hamming distance of h is used as an error
detecting code, any burst causing up to (h-1) errors will be
detected. Fcr bursts causing more than (h-1) errors, most, but

The -exact ‘percent'age*'of’*'errors—of‘ T Tt T

passed depends on the code used. 3

PRt

various lengths that will be

At the other extreme, if the burst is sufficiently long
and severe, so that the received bits have no correlation with 50
the transmitted message but are instead received with a proba- E
bility of error of 1/2 for each bit, then an estimate of the
probability of passing an error is again possible. If the codecd

word has n bits, k of which are information, the remaining (n-k)
bits are redundant. The k information positions in the word can s
be filled by the random process with any bits, and there will |
then be one and only one set of values for the redundant bits that
will result in a coded word. The probability of this particular

set of values being chosen is (1/2)n-k,

N

SR

A
v

The assumption that a roise burét will result in bits being

not always

.'"j";* s sk
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_valid. Sometimes a noise burst (or hardware failure) is more S
- likely to cause errors in onc direction, such as turning "1l's" . -
to "0's", than the other direction. Such situations. arise. from.
.the details of the modulation scheme used and the design of the
hardware, and are very difficult to evaluate in a general way. L
When possible, it is usually good design practice to design the -
code so that the most likely types of equipment failures will .not
S result in a valid code word

- Examples of this would be elimina-
tion of all "1's" and/or all "Q'g" as valid code words.

5.2.6 Fire Codes and Other Burst Codes

Some special error correcting. codes have been developed
which are especially applicable to error correction in channels
which are subiject to burst errors.

For a given level of redundancy,
these codes are able to correct more errors in a burst than would
‘be possible if the errors were assume

d to be random. These codes.
require long blocks an¢ complicated decoding procedures. Two
examples of these codes are cited: .

a) . Fire cCodes

Fire-codes are oriented towards a single burst of errors per
message. They are inefficient for short blocks, however,

and are not particularly good for multiple bursts on a single
block. . _ . : - : :

-b) Reed-Solomon Codes

The Reed-Solomcn codes are a special case of the generalized
BCH codes, oriented +cward multiple burst error correction.
.They are moderately efficient, and for the same block length

L are similar to BCH codes in decoding complexity.

5.2,7 Horizontal and Vertical Parity Coding

o A coding technique which has been proposed for the Shuttle

" baseline data bus systems is vertical and horizontal pauits
coding. This coding scheme assigns a single parity bit to each
byte or word of the message (horizontal parity), and an extra
byte or w~rd for vertical parity on the preceding bytes. This

approach detects all odd numbers of errors. An undetected error

can only occur when each byte and every bit position contains

an even nuroer of errors. The scheme fails t» detect errors only
when an even number of errors, equal to or greater than four, occurs
with the errors paired in rows and columns. The efficiency of

this approach is moderately high for messages of several bytes,

T

TR Tl
Froge s

. e
L...“.....:..mm:-x“_"ﬂ:'mﬁ{iz‘ L
H
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but is poor if the number of Lytes of data in
For example, the effective information rate of
of data would ke computed by

a message is small.
an 8 bit byte ‘

__ 8N -
S (N+1)

R F1r =

 where N is the number of bytes

It can be seen that for a small number of data bytes the
efficiency is low (i.e. 44% for 1 byte, 59% for 2 bytes). When
the block size increases, however, the coding scheme becomes more
efficient (i.e. 79% for 8 bytes, 91% for 32 bytes). Although
there are more efficient coding techniques, this scheme has a
major advantage in that its implementation in terms of rhe
encoding, c2coding and detection logic  required in the siu,

and BCU data bus equipment is probably the simplest. '

5.2.8 Repeated Transmission

The repeated transmission of a data message over a single
path is a well-knowrn method for error detection. Detection is
accomplished by requiring ali messages received to be identical.’
-The time diversity, or spacing of transmissions provides inde-
pendence. o

LR R FIA

v Implementation of this approach as the prime error control
approach in the Shuttle data bus would require the BCU to transmit
the (uncocded) data to the remote station, and vice versa, two

or more times. The remote terminal would require a comparator

or voter to determine an "acceptable" transmission. Retransmission -
for error correction is still required for ambiguous voting results,

The method is relatively simple to implemer.t, but is very
~inefficient, particularly for block transmission. 1In order to
get a Hamming distance four code for three error detection, the
nmessage must be repeated four times. The same error detecting
capability can be obtained with many fewer bits using other coding
schemes. '

5.2.9 Transmission Over Multiple Paths

The transmission of the message over multiple separate

paths between a single BCH and single LRU

is similar to the redw)-

dant transmission over a single path.

It is true that the

message is received and verified a
than is associated with the sequen
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on an overall basis, there is no improvement in the utilization
rate of the available channel capacity. The necessity of providing
parallel channels to allow continued operation ir the event of
a permanent hardware failure would directly affect the Shuttle

- data bus if it were the prime error control rethod used. It

ff would require independent paths to be maintained for the FS mode

KD of operation, increasing the number of buses reguired for FO/r0/FS.

The approach would increase the complexity of the BCU and
SIU units, since it requires transmissions cver multiple paths
to be synchronized, so that comparison or voting could be

1
performed at the receiver, or storage for delayed receipt. i

5.2.10 Data Feedback/Echo Check o

In this method, unccded data is saved in buffer storage
at the transwitting element and sent to the receiver. The
receiving element transmits back the entire message. The trans-
mitting element then performs a bit-by-bit verification of the
entire message. Upon verification by - the transmitter, the receiv-

ing element is instructed to use the information on receipt of a
"verify" message from the transmitter.

If an error is detected the transmitting unit can retransmit
the entir2 message. If the error was caused by an external noise
transient, the seccnd transmission should be valid. This method
is referred to as an echo. One of the problems with this approach
o is the porobability of transmitter's verification nweing in errcr.
. ‘ An endless chain of echoes may result in requiring the receiver
to echo the echo, etc. Complete fecdback of all data requires
‘ twice the time to transmit a message. Its main advantage is the

hijh degree of error detection it provides.

[ P S TR I T

5.3 Detection and Retransmission Vs. Forward Error Coriection

In the analysis of data transmission systems, two distinct
cases have been sctudied. The first case is Forward Error Correc-

X - tion, in which the decoder at the receiver studies the received
i message and, if an error is discovered, attempts to deduce the
ii correct mescage from what was actually received. The second case

g is retransmission, in which the decoder checks the received message
: for signs of error, and if an error is detected the decoder informs

the transmitter. The transmitter can then retransmit the message
or take whatever other action is indicated. ‘ :

b i s Db

K

A forward error correction scheme is considered undésirable
for the Shutctle data bus sin

ce it would require too much complexity
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at the terminal and BCU, particularly for correcting more than
1 error in a message. The method prefer—-ed is to combine an error
detection scheme with retransmission for recovery. .

The advintages of the retransmission approach +o error
‘recovery are reduced complexity of the decoder and the reduction

in the probability of an. undetected error for a given level of
coding. ,

The classic studies of vetransmission systems were reported

in two papers by Benice § Frey in 1964 (4]). .In these papers,
three cases were considered:

1. Idle RQ - in which the transmittef sends a message and
then sits idle until the cecoder indicates whether a

retransmission is requestea. Presumably, this includes
-a "no response® from the terminal. '

2. Simple RQ - in which messages are sent continuously.
When an error is detected and a retransmission requested,
the source repeats the requested message.

3. Dual RQ - in which messiges are transmitted as in Simple-

RQ, except that the requested message and all subsequent
messages are repeated. '

The Idle-RQ system appears to be most appropriate to the
Shuttle data bus, since the bus traffic is expected to consist
of a large number of relatively short communications between the
bus controller and the many terminals along the bus. The advan-
tages of the other schemes are achieved when full duplex trans-
mission systems (simultaneous contjinuous transmission in both

¢ _ directions) is used. The Shuttle data bus is not expected to
be used in this manner.

candidate are rot applicable to the Shuttle cdata bus. In many
data transmission systems, th2 transit time of the channel is
long compared to the length of a message. Thus, the transmitter
wastes a lot of time sitting in the idle state waiting for the
message OK or retransmit signal. In the Shuttle data bus, the

round-trip time to the farthest subsystem will only be a few
microseconds, or Dits. ’

I In the data presented by Benice & Frey, the computed

i, probability of an undetected error for the Idle RQ system drops

: ' rapidly until a certain minimumn probability is reached, ard then
P no further improvement is possible. This bechavior is traced to

' the failure of the retransmission request to be recognized at the
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transmitter. The minimum error probability is the probability
that some kind of error will be detected in the forward message,

and then the retransmission request is changed to a confirmation
that the message was OK. .

In the other two retransmission schemes, the retransmission
request was encoded as a part of a message moving in the opposite
direction an4d was, therefore, protected by the same level of
coding as the original message. The occurrence of any error in
a returrzd message was construed to be a retransmission request
for the forward message. This attituds results in a small decrease

in throughput rate, and a large decrease in probability of an
urdetected error. '

In the Idle RQ scheme, Benice and Frey postulated a one bit
confirmation message for most of the work, and this results in
a minimum probability of undetected word error of about 5 x 106-8
for a bit error probability of 10-5 and a 511 word message. By
changing the returned accept retransmit request message to a
7 bit format, the minimum probability of an undetected error was
reduced to 5 x 10-38, The point to be made here is that the
retransmit reguest must be suitably protected if it is not to
turn out to be the limiting factor in the probability of error
in the transmission system. The penalty for this is a slight
reduction in the throughput rate of the system, which does not:
appear to be a prime consideration in the Shuttle data bus system.
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Chapter 6

Bus Implementation Factors

' PR 6.1 Transmission Problems

This section will briefly review some of the factors affecting
the implementation of a Shuttle data bus. Aas mentioned in
Chapter 2, it is a finding of this study that, although these
factors can be of critical importance in determining whether
the data bus provides adequate performance, whether it is
vulnerable to environmental transients and hardware failures,
and whether it minimizes the penalties of power and weight
they are not as significant as those of redundancy management
control policy and overall configuration.

The major factors that impinge on the hafdware design
decision are: : :

a) the specified performance requirement. This is, of course,
. the prime design driver. There appears to be a natural
G , breakpoingt in the design cf the system at a data rate of
’ X abcut 10°_bits per 15 i for the transmission

Speeds below a few hundred hanoseconds, whereas bipolar

nd - b)  The expected signal-to-noise ratio of the environment.
) ; This is, after performance, probably the overriding factor
S in the design of the total system. The choice of signalling
P ' technique and type of communication medium are, for a given

data rate and specified error frequency, driven by this
factor.

¢) The bandwidth and distribution of the noice spectrumn. This
factor is virtually impossible to define without real :
S ' measurements in an actual shuttle vehicle. To' formulate
' design guidelines attempts have been made to characterize
it, e.g., as white with Gaussian distribution. From studies
of the characteristics of aircraft environments, no simple
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and the effects of ground
very difficult to characterize in a general fashion.

whose findings depend solely on the performance in the

is not -sensitive to the shape of the noise spectrumn.
d) The complexity of the bus transmitting and receiving

such as modulated carrier, demand a greater complexity

system, with an estimated total cou..+

is of obvious importance.

such problems, two areas that have received much attention

mission medium. These are now described.

6.2 Non-carrier (Raseband) Signalling Schemes

waveforms are depicted in Figure 6.1,

a) Non-return to Zero (NRZ): Figure 6.1la

and a '0' by an equal level of the opposite polarity.

noise model is known to be satisfactory. Diverse sources
of radiated noise such as actuator solenoids, motors, radars,
coupled current transients are

‘Experience has indicated that noise energy in a realistic
environment is distributed as 1/f at the lower frequencies
(below 106 hertz), Assessments of transmission techniques

presence of Gaussian nnise must be questioned. The approach
usually followed is to ensure a high SNR, so that the system

equipment. The more sophisticated signalling techniques,

in

the modulation and demodulation circuitry. 1In a Shuttle

t of upwards of 200
bus line terminals, a minimai complexity at the terminal

" A real Shuttle data bus design will encounter many diffi-
culties of implementation in coping with the above constraints, and
trying to meet the operational requirements of the Shuttle.

Although this study specifically did not address itself to

were examined, namely the transmission technique and the trans-

) A great number of techniques for directly encoding a signal

for transmission on a channel has been devised in the field of

communications. Table 6.1 summarizes some of the major prop-
"erthS"‘of"baseband“signarling‘téchniqueS}“ahd“thEIr“bharaétéfi§fié“_'

A 'l' is represented by a fixed voltage level of one polarity,

De- :

tection becomes a simple matter of polarity discriminaticn,
€.g., by Schmitt trigger. a sequence of unequal numbers of
'l's and '0's produces a non-zero average component which
demands a DC channel capability, with DC coupling or some
form of signal restoration at tl receiving end. NRZ is

_vulnerable to noise whose energy is inversely proportional -
to frequency, as is typical in aircraft electrical systems.
Since the signal contains a maximum of one transition per

bit the channel bandwidth requirement is low. However,
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Modulation ~ Advantage Disédfanté§e
Scheme S ‘ '
 NRZ 1. Simple detection 1l.. Requires DC
. : . : coupling '
2. Bandwidth equal to 2. Transmission to
date rate zero frequency
3. Requires separate i
sync
Biphase 1. Sync inherent in data l. Requires bandwidth .
: of twice data rate s
. No DC component .
« Zero frequency trans- -
mission not required -
Bipolar RZ l. Sync inherent in data ‘1. Requires bandwidth
' ’ _ : - of twice data rate
2, Simple detection 2. Requires DC
o coupling
3.'Requ1res trans-
- mission to zero
frequency -
4. Requires detection :
of zero signal "
level - i
. ‘.
~ Bipolar - 1. Bandwidth equal to 'l._§84ﬁi}es SEbarate ‘é
data rate _ sync '§-
2. Zero frequency trans— 2. Reguires detection f
m1551on not reguired of zero signal z
level . R
3. No"DC component ;é'
Table 6.1.‘Compafison of Mbdulatidn'Schemes
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Figure 6.1 Modulation waveforms
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because signal transitions occur only when the data changes
5 from 'l' to '0' (and vice versa), there is difficulty in
R . obtaining bit timing for long sequences of 'l's and '0's.
Synchronization must be provided by a clock signal in
addition to the data. Since the data frequency is a
.submultiple of the basic clock, its energy spectrum show
a minimum at the clock frequency (see Figure 6.2a). "
F ' Effective clock and data separation can, therefore, be

i achieved by band-pass filtering the clock and low-pass
i filtering ithe data’ :

3 mvios. ke, ke am mnsn s wr

RZ is similar to NRZ in bandwidth and power spectrum, but
has a higher error pProtability in the presence of noise.

i sy,

e b) Biphase (Manchester): Figure 6.1b

508 e

A—signal—transition—occurs—at—leastronee—during~every

,-'-le‘fi\vi'u'&ihh‘l‘ L . Y
|

.
1
i bit interval, in one direction for 'l's and in the opposite i
¥ for '0's, Detection involves phase discrimination, which is b
;. a more complex procedure than level detection. Bit timing ’
; is-inherent in the waveform, and there is no DC cowponent., N
£, : However, the frequency of transitions requires apprcLimately -3
L twic:2 the channel bandwidth of NRZ, although from Figure t
i 6.2b it can be seen that most of the transmission energy :
e goes into the data at a point in the spectrum which has B
! ‘ a lewer noise energy than for NRZ. Synchronization can be
; derived from the signal by detecting the zero crossings,
i filtering the resulting signal and using it to drive a
L local ouscillator in a phase locked loop. This is considerably
R ' more complex than NRZ synchronization. Two alternatives
g ‘ N are possible: ' - :
@ 1) superimposing a separate clock signal on the
& : _ data at a frequency well above the data passband,
e and then dividing it down at the receiver; o
2) equipping each receiver with an independent clock “é'
3 ' . of high enough frequency to provide fine grain i
5 -~ strobing of the data signal transitions. ‘%;
: =¥
: The first technique requires a higher channel bandwidth, R
4 Both of these techniques present difficulties in clock 4
) jitter due to uncertainties in the clock-to-data phase 3
: relationship, and in the frequency division logic. ';i
3 g
; ¢) Bipolar: Figures 6.1lc and 6.1d %i
d L
- In Bipolar RZ modulation 'l' and '0' are denoted by positive .
and negative going pulses, of usually a half bit duration. N
Betwecn symbols the signal returns to zero volts, which pro- 'ﬁ
- vides the capability for bit synchronization. Detection is {}
’3 K3
il
i
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as simple as NRZ. However, the scheme requires a bandwidth
.. 'of twice the data frequency. Furthermore, it presents a - . -
difficulty of all RZ schemes: the necessity for ‘adequately
~detecting. the zero signal level. This is susceptible to .
baseline wander, and becomes error-prone in the presence of L
noise. Finally, it reguires transmission to zero frequency- -
and contains a non-zero- average component. - o '

A scheme that has been termed bipolar modulation but is:
more strictly a combination RZ and NRZ, is depicted in
: Figure 6.1d. It aims to achieve the modest bandwidth of
. : - NRZ without requiring a “ransmission to zero frequency, and
. i without a non-zero average component. A '0' is represented
by a zero level, and a 'l‘ by a non-zero level, whose -
polarity alternates with successive 'l's. Some loyic is
necessary after level detection, to extract data from the
o - §ignal. " Its eénergy spectrum is shown in Figure 6,2d7 Like—
. - . both NRZ and Rz, this bipolar scheme requires separate bit
' : synchronization, and like RZ suffers from zero-level nnise
problems. o ' '

d} Other Techniques

o - Techniques involving multi~level signalling, and variations
vk ' and combinations of the above schemes have been proposed to :
: ' - suit the special requirements of specific signalling environ-
ments. They will not be further reviewed in this report.

‘k . 6.3 Carrier Modulation Techniques .
}? o In carrier systems the information is' impressed on a éarrier a
g signal of a nominally fixed frequency, to occupy » band in the "
-~—m~—fﬁ—-*~_~»~spectrum'correspond&ng~to-a»loWer~noise~energyu——A-greatesm~~~——~—~—~———fk;»
E utilization of channel capacity is possible by operating at a ;

high frequency, with a consequent increase in the transmission
-efficiency. Transmission media tend to possess better character-
istics at higher frequencies; e.g., the wvariation of signal

delay and attenuation across the operating band is less. his
% '~ becomes an important factor at frequencies in excess of 10° bits
% _ per second. These are major advantages. However, the drawbacks
i of carrier modulation schemes are considerable, and must be care-

fully weighed,even if a severe noise environment indicates theii
use.,- Ce s ‘ -

Modulation and demodulation are more complex than for non-
carrier systems,sirice the data and synchronization must first be
; combined and then stripped from the carrier. It is not possible, -
i : -as with non-carriér wodulation, to use digital circuitry
S directly to drive and sense bus transmission. .- '
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Figure 6.2 Modulation energy spectra
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To- take advantage of the noise i
the carrier frequency must be high,
rate. The frequencies generally exc
simpler shielded cables,
istics, are less able to
transmission.

mmunity of carrier systems .
up to ten times the data
eed the ability of the
which having less controlled character-
provide unattenudated and undistorted

A synchronization signal (clock) can be carried with the
data, depending on modulation technique, either by combining
modulation techniques, by modulating a separate carrier .
separated from the signal carrier by the bit rate (this

facilitates filtering), or by combining the clock in vhase
quadrature with the data.

'6.4 Bit Synchronization

- I N SIS
The distribution of timing information is necessary to the -
operation of the data bus svstem, whatever the choice of

modulation technique.

: Some of the problems of deriving bit
timing from or with the data have already been discussed. 1In
general, it is possible to generate the timing signal either
centrally at the computer/BCU, or locally at the terminals, It
can be transmitted inherently in the data, or over the same
physical path as the data, or on a separate clock line.

a) Central Clock

The central clock signal is continuously distributed to
all terminals, which then employ it to re-transmit their
responses. The advantages of this technique are:

oy

N

1) simplicity at ths terminal;

"~~~ - -2)provision. of a common, synchronous clock to all .
systems on the bus. . ‘

";é:fi;fwh PRI

e i e b

(4
o
7
A

Its disadvantages are:

¥

: _ ‘g

1) a clock failure disables all operations that s
require timing information, until recontiguration E?

can occur; : ' R

2) data received by the computer/BCU from remote }é
terminals will be phase-skewed with respect to 2
the clock, requiring compensation logic at the ‘Q%
BCU end of the bus. o

B .ﬁ.



',b)'~Local Clock '

‘The method suffers from the complexity of additional ‘clock .
circuits at the terminal. However, most terminals will probably
require. a source of timing indeperdently of their communica-
tiori function. The advantages of @ locally generated clock
are: : : C

1) no clock skew problems,

‘ - ‘ : : 2) no dependence on central. clock for local tirﬁing.

DY c) Separate Clock Lines

—--A_separate clock line can be considzred f-r either locally

or centrally generated syﬁEEEBHIEEEYBEY‘“THE_Eadéa“ﬁﬁﬁEIf?

must be traded 'against the complexity of superimposing, and

i " then separating data and syncuronization.- Although the

" extra line can be dedicated to continuour transmission of
synchronization alone, a variatior on this approach has

B - . combineu computer command data and synchronization on a line

5 , : separate from terminal rcsponses. The resultinc dual simplex

L communication mode has been ciaimed to effect savings in

. line coupling and drive and sense electroaics, which offset

A _ : the weight and power penalty of the additional -bus line,.
L _ However, to meet a FO-FO~FS failure criterion the B
; - drrangement demands at least five redundant patas, and

o _ switching between receive and transmit modes at each termirnal,
‘ and at the BCY, If there is no switching, up to =ight lines
will be required. ' - :

‘This mode of operation creates. an added degrec.of difficulty

to the problem of error detection and bus reconfiguration,
‘”This‘mhstfbe"consideredfaiong—withMthe~weightmpenalty_in;* .

making an evaluation. S ' ‘

16.5 Transmission Media

Many techniques for transmitting data over distances of
several hundred feet are available. Transmission media range. ’
from modulated light beams for data rates above 109 hertz, to -
the conventional wiring of current aircraft and spacecraft, which !
is limited to a 1C4.to 105 hertz data rate. As indicated in :
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%é Chapter 2, most estimates that have been made of the Shuttle ' 'i
2 data rate requirement indicate that a 1u6 to 2 x10® bits per :
h second capability would be acequate. accordinuly, the choize i
& .
g i
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of transmission medium for the Shuttle data bus can be limited

to the several varieties .of miniature coaxial and balanced

t¥in cable. Single wire conductors do nnt possess inherent
immurity from spurious electrical and magnetic field disturbances,
They arc also emitters of interfering electromagnetic fields

waen carrying high-level signals, unless very heavily (i.e.,
doubly) shieided. Single canductor wire has generally been
eliminated for all but very short cable runs. The basic
electrical performance requizements for the transmission paths

in the Shuttle are: : :

a) wide tandwidth
. ~ b)  low frequency and phase (delay) distortion
4 . c) low attenuation ‘

ﬁﬁ*—‘—**f—~v-—————dT——immunrtywto~condueted—and—;adiated—nOiseJ—

- . —_

In addition, fhe Shuttle application makes the following
- considerations important: :

a) coust and availability
b) low welght and volume per unitc leanath
€} resistance to temperature, nruasure, vibraticn, shock, etc.

d) physical flexibility and ability to share cable ducts with
other wiring .

. e} ease of physical and electrical connection.

Since the Shuttle data rate requirement isg modest many available -

' _ cable types can nmeet the bandwidth anc attaenuation requirements.

-n——-—u~;;_m_,_u&m_-The-:gDQEQ§§gq_§gpgpg,tg_pg:
i

2) twisted shielded pair (TS®)

b) shielded coaxial cable, single and twin

c) flat cadble.

Each type exists in various perfermance grades. The apacial flat
cable is still under development., TSP is lightweight and usabile
to several megahertz, depending cn specification. Coax can be
cxtended tc hunareds of megahertz, but becomes very bulky and
unwieldy. The least known and laeast npecifiable shuttle vehicle
parametexr appears to be the nature of the noise environment., A

R R s i
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_'iow SNR environment, with noise energy-concentrated’into-the, .:f :
. low' frequencies makes the use of the twisted shielded pair in. =

‘techniques described previously, especially those with trans- .

e

et e

-to minimize. However, as will be discussed later, line couplers
‘received a great deal of attention. Whether AC or DC couplirn

--sensing the line in a balanced mode, since this rejects common
- . mode noise created by ground return paths. AC coupling allows

[N ‘5‘1\/"’"" "

L}

¢

, ]

-ofmthe¥ttanstormerv~however1_a£fects:tho_cha:acte:isticshoimh_ . —_

-tative coupling has also been used to drive ar. AC line. DC

. even when violent impedance changes»occur on either side of

INTERME TRICS INCORrORATED - 380 GREEN STRZET » CAMBRISGE. \IASSACHUSSTTS 02139 -

a'balanced mode mandatory with any of the baseband signalling -

.mission to zero frequency. Figure 6.3 illustrates  tne relative - .
noise immunity of TSP and coaxial cables. TSP is superior at. -

the low frequenci=s where shielding becomes ineffective, because .
of- the mutual .cancellation of the individuadl conductors' induced i
fields. If the noise environment is severe, a high-frequency
carrier signalling technique may become desirable, requiring
use of standard single or twin coaxial cable,

Vatiesan e s mer ewe e s

A problem for any cable type is the geographical location
of the equipments to be interconnected. It will in general
be necessary to provide branching of the data bus. Such branches
must not introduce undue reflections or attenuation. The total

comnlor L Th-e D

compleméﬁffafméﬁﬁIEﬁEﬁﬁ'aﬁ“fhé“bus_mayfnct‘remafn“ffxed
addition ox subtraction of terminals should not alter the basic
characteristics of the line. These Properties may be difficult
to achieve with the less well-balanced and uniformly constructed
cable types without lire conditiorning or the use of active ;
couplers and repeaters, This naturally adds to the complexity: ' :
and unreliability of the bus, which the use of simple TSP seeks

may be required anyway to effect redundancy interfacing, , 3
The coupling of drivers-and'recei?ers to the bus lines has - .
g
be used is determined by the modulation scheme. The noise ' f
problem favors the use of balanced line coupling: the inherent =
immunity of TSP to radiated noise is enhanced by driving and E
balancing through Center-tappedl transformers. The inductance
the transmission line, which is a more serious problem for
baseband than carrier sigralling techniques, since the latter

permits a degree of tuning to achieve notise rejection. Capaci-

coupling {s achieved through resistive bridge networks.

k@ et T et sbdne.

A factor that may impinge directly on the choice between
AC and DC coupling is that an AC coupling will not transmit
DC. It can filter out continuous anomalous line conditions :
such as open circuits, shorts to grourd or shcrts to a DC supply
rail, etc. Such conditions in the l:ine Jdviver of an AC-coupled
bus terminal neced not incapacitate tne conplete line to which
it is interfaced. By suitable choice of drivirg and sensing
impedances it may be r~ssible to allow continued operation,

101
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a coupling. The situation could be treated, not as a catas-
trophic failure, but as a condition of reduced signal to noise -
ratio. This would be much more difficult with DC coupled )
modulation schemes, for which the zero level represents an ;
information state. : : ‘
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Chapter 7

Summary Review and Recommendation

. - e raate
LN ace A PR JOR N N R
R
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7.1 Introduction - - o _ .

. fre
FERREENERE WUE L VL 5

This chapter will review the material presented in the first
part of this report and make more specific recommendations in
certain areas of the Shuttle data bus design, Section 7.2
reviews the problems of management and control of the data bus,

P T N R

- and Section 7.3 addresses the main objective of this study, j
namely the functional! specifications ‘f a data bus interface

et ALy | o

In order to make recommendations in areas where there was
no clear criterion two general ground rules were established:

L2 SN
.o

a) The simpler solution was preferred. This was interpreted _ .

very broadly. Complexity was considered a disadvantage b

not only at the circuit and logic level, but in control, &

equipment configuration, interconnections, software, program ;

' _management, etc. Otherwise desirable attributes such as ¥

'“‘“"““'”ékbéﬁaébilifyj“pétfdrmaﬁtb“per“ca7‘htgh“technotogy*andﬁso~*M'— — 3

" orn, were discounted in favor of expediency and cost effeotive- 3

ness. Cost was not neasured in specific terms of dollars; p

but rather in the deqree of difficulty of a given approach. ;

The choice of the simpler approach was considered to minimize
development risks and to achieve a higher probability of

Operational reliability. . I -

poep .
T N P PO N

b) ' Great weigaut was given to approaches that kept functional - k.
requirements separated. For example, the provision of

; : - Ccapabiiitics at the data bus interface unit that were not ;

, » . directly concerned with bus communication, but {nfiuenced , ‘%

2 N arstuin 4t SNt M (Iima ——_ r n g

the bus control structure and data formats was not favored.
Bucause of the central role of ‘the data bus there i3 & tempta-
tion .o burden it with tuaecionsvphat’aro ROre properly

105
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the concern of the subsystem or tlie computer.
study the bus was considered to
and data acquisition system,

tackle general avionics syste

For this

be primarily a communications
and not a tool witlk which to

m problems.

In addition to these generczl guideliﬁes the evaluation of
the bus system was directly depend=:it on the Shuttle system

communication requirements and imposed design criteria defined
in Chapter 2. 1In addition to the data requirenents of speed,
types of messages, number of units.

etc., several other important
criteria were used in evaluating hbus design features:

a) Simplicity and ease in verificetion. Because of complexity
and the degree of reliability specified for the integrated
avionics, the data bus system must remain as simple and
easy to verify as possible. The elimination of non-deter- '
————-ministic operation is desirable. _ . e S
h)

Efficiency in data transfer was not a prime objective.
It should not be an essential requirement to maximize the-
efficiency of a data transfer or access scheme, provided

that operation remains within a reasonable margin of the
limit. If overhead is encountered to achieve design simplicity

and "testability" it should oe accommod~ted by the speed
requirements, :

¢} Flexibility. 1In pursuit of simplicity care must be taken
to avoid an inflexible systen,

especial.iy since the Shuttle :
concept is at an early level of developuwent. However, ’
flexibility in desiun of the bus was considered only where ‘
a potential need was apparent. Speculation on the as yet I
unestablished requirements of future Shut-le activities i
was discouraged,

A technique which maximized
’tﬁéfabéféé"of“ktanaafafiatYOn“posetbre*tn-an-tmplementation~-—~—_~~‘
of tre data bus, or one that :nvolved established systen '
design procedures was favored over an apcroach unique to
the specific preblem.

7.2 Command and Control of the Shuttle Data Bus

In this section thelbasic structuta of the data bus system,
the furcticns tihat it naed, '

or need not perform, the type of
countrol to be exercised, and the type of data structure required-
~will be reviewcd and evaluated.

. . ’ . - . - . . ‘ vl‘ N
Tl - B TR A N N T T
LTy, SR e Bt w0
-
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7.2.1 System Configuration

The configuration of the bus with respect to the computers,
the bus control unit, the terminal and the subsystem was discussed
in Chapter 3. The computer's role as the controlling authority
over the operation of the bus was identified as a critical system

decision factor. Two aspects combine to make the computer's job
difficult: ‘

- a) the scope of the centralized'approach to Shuttle avionics;

b) the management of multiple redundancy implied by the assumed
“FO-FO~-FS criterion.

Even though the processing task has been estimated to fall
within the capability of a single computer of moderate size and
been raised. The arguments for civision have included ease of
ranagement, less costly software production, &nd ability to develop
the system incrementally. The arguments cgainst division are
based on the amount of duplicated hardware and software. Chapter 3
concluded that distribution cf the computing tasks would be easier

if each computer could be associated with a distinct, independent
functional area.

In the Shuttle application strict separation of functions
ie not straightforwaird, because: ‘

-a) it is difficult to identify subsystems (for example, data
‘nanagement versus guidance and navigaticn) with independent

functions and equipment. (Exceptions are disploys, main

engincs, and perhaps tha environmental control system, which

does not contribute a mcjor proportion ot the avionics
complement.) .

cooperation between all computers and subsystems that interface
with the bus. ' A

¢). The high level of redundancy imposcd by. the FO=-FO-FS
2 failure tolerance creates an additionas degree of difficuley

- in the management of the bus and its gubsystems. It becomes
p ) a major task to maintain the operational integrity of tha

o system; it .aay be necessary to dedicate this function to

A 'to a systcm management somputor. By the nature of its task,
5 this computer is intimately related to all subsystems on the
N , Shuttle, bindirg them operaticnally and preventing the

establishment of strict independe-ce.

137
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b) The specification of a common dats bus forces the need for =~ =~ — =

speed, the question of dividing it among-several-computers—has-—— — ______
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If control of the bus is divided between several
. then the following problems are created:

diffeféﬁ;‘édmﬁuférs,

a) theé management of the bus system's configuration by Tore than
- one computer. -Even if management is not a shared function,
the monitored status of the system, and the results of all

) ] reconfiguration decisions must be communicated from one computer
3;' ' to the next via DMA, via the bus control unit, or via the bus

“itself.

b) The resolution or conflict over the use of shared subsystems

a navigation radar. See Appendix C.).

_These two reasons dictate a single control authority for the
data bus. It is a' recommendation of this study that at all times
only one computer be provided-with the ability to directly access,
control or otherwise influence the activity on the data bus.

by more than one computer, especially Subsystems that require
several bus transactions to effect a completed sequence
of operations (e.g., the reading of range and range-rate from

Another

computer may be introduced into the system but only to provide added

processing capabilities. It nmust be interfaced_to the bus
tire standard bus interface as 'just another subsystem to be
by the bus, and must operate within the constraints of the bus

control policy. The recommended approach to computer bus control

" is as illustrated in Figqure 3.12,

i 7.4.2 Bus Control Pblicx '

,"

and error detection and correction are evaluated

through
serviced

In this section techniques for bus communicatidn control,

and recommendations

& are made.
e e T 172:2. 17 Bus Access Method - — —— T T T T e e
l;f Of the four approaches discussed in Chapter 4, tne
7 command/response addressing access method is considered to be
2 . more directly applicable tu “he Shuttle avionrics data bus,
e . . Principall:: because of its simplicity, its deterministic behavior,
- - and itas flexable addressing structure, “Although tha polling ana
- contantion methods result i: a .ore efficient bus utilization,
o and provide more general and sophist_.cated solutions to the communi-

"?»

WLl

difiiculty of testi.g and validation..

unpredictable I,0 service an2 response rate, and

108
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cetion problem, the increased complexity recuired of the bus
elenents doas not agpear justifiable. Furthercore, the rarndom
access operation permytted by these techniques can result {np an

an increased

.. INTERMETRICS INCORPORATED * 380 GREEN STRTET « CAMBRICOE, MATSACHUSETTS 62139 - (817, 859-1840
R v - . : . - *.

[y

PURPEIOR R

s

S oot a0

. 3, .
RT3

a5 P a
S T R

Y P

e



0 DY e ~.x s %
LTIV SR A R -~ b

Command/response addressing is the simplest approach which .
can do the job. There is, however, a reservation to be made ‘
concerning its inability to service random events without incurring
a high sampling frequency. An instance of.this kind of bus _
activity is the monitoring of. a large number of t2rminals for their
operational status. A sampling of every terminal in a 250 terminal
data bus system can beé completed in less than 2 milliseconds,
assuming a 1 megabit per second data bus rate. This represents
about 10% of a typical 20 millisecond bus minor cycle. (In
practice it would not be necessary to sample every terminal in
every. cycle. Random event indicators would probabl:’ be grouped

. : into a few interfaces. These factors would reduce the actual
-duty cycle considerably.)

Although this example does not pose a major problem, if this
T 77 kind of activit Y becomes d signif icant proportion of all bus

communications the margin of advantage. that command/respornse

has over the polling access technique will narrow. A strict
command/response structure can be modifjied by incorporating a
~form of group addressing for terminals servici.g subsystems

with randum outputs. The problem lies in coordinating a numper

of simultaneously echoed responses from such a group. The Shuttle
requirements as known to date do not justify the introduction

of further complexity into the bus design to sclve this problem.

A reservation )f far less significance is that command/
response allows transactions to occur only between computer/BCU
and any terminal. It precludes the terminal-to-terminal communica-
tion required by telematry or on-board flight recording equipment.

. However, the needs of these systems could be satisfied by a non-
: standard bus intcrface unit that: . :

a) had no transmit capability,

b) w;s ablé toiteceive transmissions from many other terminals.

With some processing capability, the telemetry or recording
subsystem could extract the desired information from the stream
cf bus traffic, :

7.2.2.2 Crror Control Technique

. Each of the error control codes discussed in Chapter S
vas devised to offer the best aolution to the requirements of a
particular communication systaem and its assumed channel error _
characteristics. Th2 main differsnce batween the codes wag the
type of error environment (e.g., random, burat, etc.}). Since .
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accurate information about the channel error characteristics of
the Shuttle data bus is not available, none of the basic channel
models assumed {or analysis (e.g., binary symmetric, binary
erasure, burst) can be chosen with certainty. The anticipated
noise environment for the Shuttle is such that it is advisable
to assune a complex burst noise characteristic,which may not be
amenable to analytical definition. The findings of Chapter 5
are suvmmarized nere.

a) Coding techniques which are designed for the control of
random, incependent errors are not satisfactory for the )
Shuttle bus. These include simple parity, Hamming codes |
and BCH codes. Fire codes and other burst codes capable

- of protection against burst errors are not satisfactory
because of the required complexity at BCU and terminal, and

_hﬁ*because_thefcharacteristicsqof—burst-noise*in—termsfo~
duration, intensity, and spectrum dare not known in sufficient
detail to 3judge their suitability and effectiveness.

b) A forward error correction method is considered qurstionable
for the Shuttle data bus error control scheme, primarily
due to the complexity required to correct two or more esrors,
An error detection scheme with:recovery by retransmiscion
is recommended as the basic control approach, Detection
and retransmission have been shcwn *o be superior to forward
error correction when independent exror rates are low and
burat errors are exdpected. » :

¢) The two dimensional parity check is considered a reasonable
approach for the detection of Shuttle transmission errors.
The coding of parity is sinple and requires no predetcrmined
knowledge of messaga length. It offers a high certainty
of detection of random errors (the probability of an. undetected

error for an error probability of 10-8 is in the orcer of

the fairly low efficiency for short transmissions that results

from the vertical parity byte: for single byte transfers
1t could fall below 50%, o

Correction by retransmisa‘on requires error detection and
the capebility to request re-trarsmission at bcth ends of the
communication link. In a commend/response anvironme..t, the ,
terminal may not initiate such a request. The need to retransmit
a message incorcectly received from the BCU rust be built into
the bus control structure. It is recomuended that there be auto-
natic feedbask from a terninal upon raceipt of axy BCU comzand
of an identifying message (6.9., its address), waich would serve

to indicate that:

1i¢
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a) . there was no hardware failure of the pgth to the terminal; = =t
b) ‘thé'correct~terminal'rec:ived the message; s
c). = the ‘terminal correctly verified the horizoatal and vertiéaI:4: ;* ‘j"
parity within the message. T : R N -3
The BCU has, of course, the ability to request retransmission 4
by a terminal of data which the BCU found to fail the check for R

perity. A "time-out" check in the BCU may suffice to determine
the non-receipt of an echo. . '

S

S F RN N S TN

" "This "address echo" technique ‘can be implenented in more
than one way: :

a) the transmitted message is held at the terminal until echo

- ;_yerificaxign_is_lﬁcknqwiedggd:nyig_g;s;ggg;*j;gm_;bgﬁ&ggl_g:__;__ -
b) the transmitted message is routed directly to its di. _jation - i
once parity has been verified by the SIU without awaiting 3
an acknowledgement from the BCU, . g
A conceivable error that illustrates the difference between these i
methods is one in which a noise burst changes the address in the e
message so that it is received by *he wrong terminal. For this . .
to occur the terminal address must be cha..ged by noise without ‘% ;
-gffecting the two-dimensional parity bits. This requires at . i IR
least four kits clustered at intersecting rows and columns in the ' 2 {
data block to be in error. The probability of this is approxi- o - SRR
mately l/mth the probability cf one error in an m-byte message, S "‘:%
i.e. less than 10730, o . . . 3

v&rffiéhtfbﬁ“fb“theﬁSIuy“and'ths‘transucttoh,could*be'kitied;“f%*";¥f%-":\
However, method (a) suffers from some drawbacks: '

 Method (b) above would complete the transaction before the . . -,,<”4555
error had been discovered by a failure of the "echoed" address to.. ,;_;aé«i
check back at the BCU. In method (a) the BCU would not send a B ‘*;?

_ _ N
a) it inserts another delay into the transaction; A
S _ S , o )
b) the increased security may not pe necessary for all messages; g;-

-

it RS eahe st s s e

¢) the traffic overhead for a bus t;anéaction is increased;-
d) there is no crafirmation by the BCU that iis"acknawledqe'

signal was correctly received, or that the transaction sas
.completed. s . o - o ,

RS S U
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. The probability of the kind of failuro described above is ) :

" Judged to be too low to Justify the added complexity and ' .
inefficiency of method (a). A single fredback of the terminal
address is recoamended to validate transmission.

5 bamte  a

For a very small class of messages a Jurther increase in the
security of communication may be required. These are the so- )
called "critical® commands, of which "main engine on(off)* is an

are expected tu be only 30% of all bus communications), then only

2% or so of all bus comrands are “critical”, Such a low probability

is considared not to justify an increased level of error control

for general bus communication. This separate class of command

snould be handled by redundant, multiple transwissions, which are

initiated by the software concarned with the critical artivity ]
“-"Taha“InterﬁreCéd'and‘actéd”upén‘BY“fhé specific subsystea ..ardware. = -

el oAt

JRRFTRY

A final observation on the proposed errozr corntrol scheme is
that verification o€ the correct receipt of data (or command) by
the LRU cannot be achieved by the data bus system {teelf, Although
4 command/response system has, by the return of data fxrom the LRU,
an implizsit verification of input requests by tho central computer,
validaticn of the receipt of computer data cutputs or commandas ;
cannot be verified positively without monitoring the status or ) >
mode of the LRU subsequent to transmission. :

Camye gk

w by

7.2.3 . Bus Data Sfructure.

R RN ¥ )

o : ”Thioisacéion'revievn the sizo cf the basic uni’ of data,
* °_the basic command  format, and the data orgenization,

_ ;7» o Thd'QEiéctiodibf d word, dyte, or bit data organization
is influenced by several Considorations: _

?°5a)' the athhda}dizatibn of established components (e.g., shife
- 'rgqiatgzs,;counte;s. multiplexers, etc.); :

b) :@é,ﬁoxd/biée organization of memory in the computer;
c) the baa'neasaqe format and data requiromencs;

d) the requirement for minimum overhead.
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" The choice of an 8 bit data byte or a 16 bit wora qrganiéatién
is attractive because of its standardization and availability
in the industry. Several other organizations (e.g.)flo,bit;byte,_'

‘20 bit word) would: provide more efficient packing but require
- 'non-standard sized circuit functions. Most available flight’

computers nhave memory organizations which are word-oriented.
They are typically multiples of 8 bit bytes. The selection of
a data organization not compatible with the computer nemory
will result in inefficient packing and processing by computer

and BCU.

Another impact on the basic data size comes from the different
scalings and fcrmats of digital data from the various sensors
in the avionics system, especially if there is an emphasis on

- the use of existing equipment. A byte rather than word organiza-

tion minimizes packing inefficiency.

7.2.3.2 Comméhd Format

assumed in the discussion of bus traasactions. It is tempting
to consider the possibility of a 2-byte format for the increase
in utilization efficiency it offers. Two factors preclude the
use of a 9~bit byte for a 2 byte command: . 4

Ia Chapter 4 a command format of-three-°-bit bytes. was

a) -the assumption that the Shuttle will regquire more than 128
. addressable terminals, requiring at least an 8-bit address;

b) the necessity for the indication of terminal status as a

part of the echoed address established in Chapter 4, requiring
at least 1 bit. o ) , : '
It is interesting to compare the transmission efficiencies
of a 3-byte (9-bit byte) versus a 2-byte (10 or 11 bit byte)
command format, if it is assumed that in all cases a standard _
8-bit data byte is retained. The efficiency of a read transaction

‘(see section 4.4) for block lengths of 1, 8. a:d 32 bytes .is as
"foliows: : , o -

Numbe . of | -
éyte e 1. S 9' _ o 32
SlZe .
S*Diszli;?{te‘ s KL £ T
O ommana) C - 1w 498 69%

Read Transaction Efficiency -

oT e
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_ It can be seen that for short transactions, involving léss than 8
i data bytes, a 10 or 11 bit 2-byte command is more efficient, even
: though the oyte carries 1 or 2 redundant bits in addition to the data.

In summary the recommendation is that the basic data size be
keyed to the word size of the controlling computer. For example
a 32-bit or 24-bit control computer would dictate an 8-bit data
byte, whatever the bus command structure. This minimizes main
storage inefficiencies and reformatting logic in the BCU. The
command byte structure is not as critical. It depends on the scope
of the avionics system and on the nature of the majority of bus
transactions. The marginally superior efficiency of the 10 or
1l1-bit byte would not alone justify the use of a differont size
command byte. However, the saving in register lengths at the
5 terminals, coupled with the possibility of. improved security by _
2 using the spare bits for parity, makes the 2-byte command structure
. " with a 10 or ll-bit byte a strong candidate.

7.2.3.3 Block Size

The question is whether to provide for transmission
of a fixed or variable number of data bytes, and if variable,
should the nuiber be continuously expandable from 1 to n bytes,
or in steps. A variable data capability incurs a higher command
word overhead to specify the block size. The choice between a fixed
or variable length message format depends on tho acceptable effi-
ciency of transfer, and on the expected nature of the average
bus transaction. The following qualitative observations can

s

be made about Shuttle data bus commu. cations:
I a) control commands. from the computer to a subsystem are probably
K single byte transfers. ‘However, only 25% - 30% of all trans-
L actions are expected to be like this. The majority of
% ' ‘ transactions will be data acquisition by the computer.
§ b) It is the nature of a control computer to handle data in groups

of functionally related types (e.g. inertial angles, state
vectors, status measurements, etc.).

vc) Certain subsystéms require large amounts of contiguous data
to be transferred (e.g., the display systen, telemetry).

é d) At the present stage of Shuttle development the specification
. ' . of an optimum fixed data size cannot be made with any certainty.

These‘obsérvations support the premise that a variable data
length is required. The simpler software and hardware of a fixed
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data format must be traded against the overhead of:
a) transmitting redundant bits for shorter messages;

b} structuring 2 number of transactions to tr.unsfer messages
longer than the fixed length. : o

There is obviously a need to limit the maximum length of the
variable message. It is desirable to have a limit or the time
occupancy of a bus communication to ensure that a.sufficient number
of messages can be sent by the computer each minor cycle, and that
the response requirements dictated by the higher frequency sampling
rates can be satisfied. A variable data format with a maximum
length is recommended for bus data transmission. A 22 byte maximum
with fixed lengths of 4, 8, 32 bytes seems to be a reasonable
length. It requires buffering of up to 32 bytes at each terminal, -

and the order code must contain two more bits to specify the
fixed lengths.

7.2.4 Functions of the Terminal

This section reviews some of the functions that nay be
performed by the bus terminal, and makes recommerdation for and
against the inclusion of various data handling capabilities.

7.2.4.1 Standardization of Terminal

The basic task ‘is to provide for the transfer of data and
commands from the bus to the destined avionics equipment. This
involves extraction of the data from the bus signa:, decoding thec
function, selecting the appropriate equipment interface, and
converting and conditioning the digital data to.the form (analog,
serial digital, etc.) specified for that interface. Specification
of the unit is made difficult by the conflict between standardizatinn
and flexibility. At this early stage of Shuttle avionics definition
it is impossible exhaustively to specify the number and range of
equipment interfaces. It is not possible, therefore, to define
the optimized set of ccmmon interface requirements to which a
standard subsystem ianterface unit should be designed. Three
major options face the data Lus designer:

a) maintain standardization by equipping every terminal with the-
capability of servicing the gamut of possible electrical
signal types;

b) maintain standardization at the expense of generality by
providing a restricted set of standard interfaces;
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c) provide generality at the experse of standardizatign by -
: custom designing the electronic interface” to meet.individual
equipment requirements. R S

The first option provides complete freedom to the system desigiier,
but at prohibitive cost in complexity, power, ‘and size. The" :
last allows. the same freedom, but the cost is reflected 'in the
design, development, production and eventual maintenance of a
diverse collection of different terminal units. The second
approach compromises flexibility and complexity in order to
maintain standardization, and is the one recommended. Interface
requirements that fall outside the selected standard set require
the design of special equipment, to be associated with thc
subsystem. For the range of signals to be specified in the
next section, this situation is expected to arise only rarely.

7.2.4.2 ;Typé and Number of Interfaces

.oy - Tne next question becomes: what shall the set of standard
.o i © Ainterfaces be? Both the diversity and the number of signals is .
' T : important. The product of these quantities will be defined as
o the number of channels for which the address in the bus command
R wexrd must be sized. A nine bit address allows up to 512 channels
! JEE to e specified. It is considered that this is more than adequate
: : ?~ for any single item of equipment, and is in line with the te>minal
-address field requirement discussed in Section 7.2.2. '
A fixed selection of signal types must include analog,
parallel digital, serial digital and possibly discrete on/off.
The discrete signal is extremely convenient in the control of
electronic equipment, but is awkward to handle in a byte-~oriented
data organization. It is recommended that these signals. are
grouped and read as parallel digital inputs rather than individually
" The setting and resetting of latches or flip-fiops required to
read -discretes presents a degree of difficulty to the bus command
structure, and it is considered best to let the subsystem cope
with it. The 512 channels must include the ability io specify
the length of the variable block, and to indicate whether the
data command is for input or output. The 9-bit channel address
can be assigned the following fields tc realize a fixed standard
electronic interface capability. - o o - ‘ '
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Number of Bits | Function
1l Input or output indication
2 Block size
’ 01 4 bytes
10 8 bytes
11 32 bytes
2 Signal type
01 analog
10 parallel digital
11 serial digital
4 Signal address

Four signal address bits allow up to 16 signals of each type to
< be addressed. This interface specification represents a maximum
. capability. Fewer signals can be implemented in a particular
v terminal, as discussed in Section 7.3, or a channel bit can

be saved if a maximum of 8 signals is adequate. :

7.2.4.3 Other Functions

The basic function of the terminal is to transfer
data and commands to the equipment. Additional capabilities
have been proposed for tne terminal, such as:

N
~ 1

R A S

¥ a) checking input signals for ocut-of-nominal limits;
s .. .
T, "~ b) local timing and counting;
DR '
5 c) 1local data compressicn;

d) 1local sequencing of subsystem functions such as built-in.
test equipment. '

Even though these functions are considered to be valuable, for
off~loading the central computer's task, and for relieving the
bus traffic, it is nevertheless recommended that the basic
specifications of the data bus and the terminal be devoted to
the communication function.

s

e e ST

LI e

‘The detailed design of the bus control structure, the
data format and the organization of the terminal need not exclude
the eventual incorporation of further capabilitins. Techniques
for expansion without reworking the whole structure are discussed
in Section 7.3.6. :
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7.3 Organizatjon of the Data Bus Terminal

7.3.1 7 Introduction

The discussions of Chapters 3, 4, 5, and 6 and the
preceding sections of this chapter have been concerned with how
the Shuttle avionics subsystems, the computers, and the data
bus should be corfigured and controlled. An overall set of
requirements for the nature of the interface between a subsystem
and the Jdata bus have been generated. It is the objective of

this section to conduct a more detailed exaiwination of the charac-

teristics of this interface and to make specific .cecommendations
for the interface unit. :

7.3.2 Functions of the Bus Terminal

. <The functions of this ihterface are determined by:

a) The hasic bus design and bus control philqsophy;

b) The generalized subsystem (or LRU) interface requirement;'

c¢) The degree .of decentralization of the avionics functions
(e.g., how much failure detection, local processing,
etc. is done locally rather than by the central computer).

The first and second categories deterinine the nature of the
interface with the bus and the LRU respectively. The third
category cannot be defined with much certainty at this stage
of Shuttle development. The addition of capabilities bevyond.
those required for communication over the bus is described in
Section 7.3.6.

7.3.2.1 Functions of the Bus Interface

Physically this interface consists »f a single data
path for cach bus line. Electrizally, it may be a coaxial or
a balanced shielded line terminated in its characteristic
impedance. Functionally, it performs the following basic tasks.
First, those associated with the receive mode:
a) Coupling of the interface unit to the bus line.

b) Detection, demodulation of the incoming signal, and
conditioning to standard logic levels.

c) 1Identification of the synchronization signai which
indicates that a message is about to begin.

118

o




INTERMETRICS INCORPORATED + 380 GREEN STREET + CAMBRIDGE, MASSACHUSETTS 02139 - (617) 868-1840

S T A FPEL TY S AR PRSI

DTS o 4 r R ED I W P L S S e hry (SaA T pateit e e N e en v e A

. d) 'Derivation of clock signal if inherent in the data, or. -

- synchroni: tion of a separately derived or received clock
“with the incoming data.: : B

e) Decoding of address byg"andiné" with a wired-in pﬁftern‘ -
- to determine if terminal is the intended recipient of the -

message, - ) - - o

£) Determination of the active bus line. This sets an
internal flag to indicate on which line to respond.

. The operations that follow this point in the receive

sequence involve the manipulation of the data rather than its
reception. They are: :

g) Acceptance of the message, byte—By—byte,

h) Decoding of the message into function codes, charnnel
' addresses and data.

i) Determination of correct parity in the received data.

From this point the receiver functions of the interface unit

‘are deotermined more by the subsystem and operational regquire~

ments. For the recommended Command/Response addressing tech-
nique, the basic bus transmitter functions are:

4 j) Coupling to the lines.

k) Mcdulation of the active line.

1), Transmission of beginning-of-message sync pulse, if
required., : _

m) Transmission of wired-in address, if correct receipt
.of the incoming message has been established, '

n) Transmission of the terminal status bit(s) (e.g. EIW/
LRU busy). - ‘

/

'~ .0) Transmission of all data bytes, as detérmined by the

function ccde. .

p)'-Géneration of horizontal pafity-on‘every byte, and
- vertical parity on data blocks. :

q) Transmission of an end-of-message sync, if required,

‘The above receive and transmit functions are provided by
the basic control elements depicted in Figure 7.1, which

- purposely does not show all logical interconnections.
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7.3.2.2 Functions of the Subsystem Interface (EIU)

In Chapter 4 and Section 7.2, the requirements of
the zlectronic subsystem interface were analyzed and estimated.
Taking the recommendations of Section 7.2, the electronic
interface consists of the following signals:

'%} a) -16 analog inpux

’;; : b) 16 énalog output

< c) 16 parallel digital input

d) 16 parallel digital output

e) 16 serial digitai input

'ﬁ f) 16 serial parallel output
- g) 4 digital address lines

I h) 1 LRU status signal

Y

This interface capability is illustrated in Fig. 7.2, which
also points out the elements of an interface controller necessary
to allow these interfaces to be operated by a bus interface
unit. (Again, the diagram is not intended to define all the
logic, oniy the basic functions.) In the simple command/response
control philosophy that has been recommended the interfaces

- are addressed serially; i.e., not more than one input or cutput
-channel of any one signal type can be active at a time. This
allows a simplification of the addressing and control logic
and a reduction in the number of interface connections. For
example, one set of 4 digital address lines will suffice to
select any of the 64 digital channels. The analog output could
probably be multiplexed on une line by using the address lines
to indicate its destination. The individual sianal interface
types can be made modularly expandable to the maximum of 16
allowed by a fixed distributinn of 512 chunnels, without chang-
ing the basic control structure, by plug-in cards or by custom-
ized LSI chip assembly. This allows the LRU interface unit to
be matched to the requirements of a specific LRI electronic
design without incurring an inordinate component redundancy,

or power dissipation from unused circuitry within the EIU. The
software that communicates with the subsystem must, however, be
mada aware that the EIU interface has been thus restricted.

An "invalid channel address" signal would probably be justified
to warn of the erroneous addressing of functions that had not
been implemented in a particular EIU. :

R AL R
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B
»
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T
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An important function of the EIU portion of the interface
unit is to provide sufficient bufferirg to hold the maximum
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block sizc of 256 bits suggested in Lection 7.2 until the
vertical parity bit has been reccived at the terminal. During
the subsequent transmission of the block to the LRU the EIU
"busy" signal is set. ({See Section 4.4 for details.)

7.3.3 Interfacing-the LRU to the Bus

- The problem of interfacing a quad-redundant bus with .a
subsystem of arbitrary redundancy was discussed in Chapter 3.
This area will now be re-examined in the light of the detailed
analyses of the bus sgystem function offtered in Chapters 4, 5,
and 6, and the previous sections of this chapter. The problenms
are conveniently illustratec by the case of a triply-redundant
subsystem. 1Ignoring the fairly unattractive case of cross-.
strapping the 50-100 wires at each LRU interface, there are
two basic approaches.

7.3.3.1 Cross-strapping between SIU and EIU (Figure 7.3)

This is the case of the physically separate and remote
EIU discussed as Configuration 7 in Section 3.3.2. Each SIU
must provide a path to several EIU's, to a maximum determined
by system considerations. (Scme current Jdesigns propose an
EIU fan-out capability of eight.)

Since the ETU in this configuration is a separate physicsal
unit, geographically located with the LRU rather than the bus,
its connection with the SIU constitutes at least the five
signals indicated, namely:

a) Input data

b) Output data

"c) Enable

d) Parity check ok
e) Status (busy)

In the example rconsidered here, at least 15 wires per
SIU, or a tocal of 60 wires for the complete SIU/EIU interface
are necessary. However, since the uvtilization of the EIU inter-
faces, and therefore the EIU's themselves, can be sequential,
only one SIU to EIU path is active at any one instant. The
60 wires could be arranged into a 15-wire bus, or they could
all be multiplexed into one 5-wire chanrel to minimizg‘physical
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& were associatsd with only one FIU, fhe local communicasion vrables
A N :
PR ~ TS - ~ -5 -~ S 3 o - - . - Y .- PRI
i would ke eliminated. There would be fewer shift recisters and
£ . . &~ - - i e e R N .- %
2 less varity locic since only the bus cormunicasion Shannel
% nezed be verified in a combined SIU/SIU.
This aprroach was described as Conficuration ¢ in Sootion
3.3.2 The major disadvantaces were identified as:
: a) The SIU consuitutes a single point failure for the bus,
since it connects teo all lines.

b) Four bus connections are required for each redundant

LRU (totalling 12 in the chosen example).

o ' The first of these objections could be answvercd by providing
. v a separate SIU for each bus line, and combining tho outputs of
' 4 SIU's into a common summing point at the input of an EIU.

; (See Figure 7.4). The justification for this avproach would
N be: : )

P A E T G HERE 1IN g pe TIANN

A a) Since the SIU is dedicated to one EIU it raquires less
S addrassing capability, and can therefore be a much simpler
i device, ’
N f, ' b) The SIU to EIU connection could consist of less than the
Low 5 wires previously defined. -

: It is unlikely, however, that the SIU/EIU interfaces can
- ' be less than 2 or 3 wires (input, cutput, and control). When
L " summed into a single <onnection, this still results in a total
of 5 to 10 wires for the three SIU/LIU interfaces in this
example. The approach requires a total of 12 "1 "'s rather
S than 4, and the total number of connectic.as t. the bus is still
S 12. In summary, the separation of SIU and EIU does not seem

: to offer a solution to the cross-connection prceblem.
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7.3.4 ReCommended Bus/SIU/EIU Configuration

' The SIU could be combined with the EIU if bus " termlnatlon
and fan-out were considered as a problem outside of the SIU. )
A line’ couplxng unit could provide this functlon, and its use .is =
" illustrated in Figure 7.5. A line coupler (LC) is considered
a part of each bus line. "It is basically a recelver-transmltter,,
i.e., a line repeater, which in a real 1mplementatlon of a
data bus in the Shuttle may be required in any case for the
reasons of attenuation, pulse delays, reflections, etc. discussed
in Chapter 6. Each LC provides a local fan-out of the bus to
"a number of SIU's. From the point of view of the bus a LC is
N identical to a single SiU connectlon, both electrically and in
Lol ~ terms of vulnerability to failure. To an SIU each fan-out has
PR the characteristics of a bus connection.

The resulting combined SIU/EIU unit made possible by this
concept results in the simplest approach to matching redundant

subsystems: to the bus. It scores because it minimizes the
following: ‘

BN NS SRR VRS I G I T D B LR FAR R YR Sp

a) The number of physical interconnections.

e

b) The complexity of the SIU and EIU.
c) The total number of SIUs and EIUs: =
The disadvantageé of the combined SIU/EIU conflguraflon‘fhat

.were identified in Section 3.3.2 may be re- evaluated for the
line coupler aoproach as follows-

TR & ST S R T U

2 e a) Only one EIU may be interfaced via an SIU. Since the
& L » combined SIU/EIU is not much more complex than the EIU

: itself, additional EIU capabllltles can be provided by’
i 1nterfacxng another SIU/EIU via the llne couplers to the
5 ’ bus

A ]

% " b) The ccmbined SIU/EIU is required'to‘interface every LRU
- function. The question here is, can an LRU be .interfaced

directly to the SIU. If not, an EIU of some minimal

R SR SATTEEOYTONR ATV

e complexity is required. - (The modularly expandable EIU.
b design approach of Sectlon 7.3.2 can assure minimal complex- .
Y ity.)
& ' : _
q . " '¢) Only one bus line at a ti“e .:an re used for communication
§ ‘ - on the data bus. Although this objection can be levelled
¥ ¢ against other bus interfacing configurations that use a
s " simple addressing technique, it seems an obvious limitatioan
§ c for this SIU design. It is discussed in the next sections.
i : - S . - ] ;
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d) Each SIuU, beihg interfaced to all four rus lines, consti-
- tutes a single point failure for the whole bus system for
signal failures such as:
1) Coatinuous low level:
i 2) Continuous high level
3)  Uncontrolled transmission of a meaningless signal
4) Intermittent or nqisy‘signal levels.
. ' These would be faithfully communicated on all the bus lines

by the purposely passive line coupling units. This subject is
‘also discussed in. the next section.

-— .

' 7.3.5 Recommended Bus/SIU Interface Desian

Although possessing the outstanding advantages of minimal
v interconnection complexity, the chosen SIU/EIU uonfiguratlon
\ . appears to suffier from a vulnerablllty to common noisc and failure
- . modes:

a) If all bus lines are simply 'OR'~ed into each SIU, the
presence of noise or erroneous signals on one bus line may
prevent the signal-carrying line from beiny properly read
by the terminal.

. b) A noisy S1U could transmnit garbage indiscriminately
.g' on all lines, destroying the operation of the bu_s.

L : . c) A short circuit or continuous high level common to all
' the terminals of one SIU could prevent the line couplers
oy from responding to any input or output signals, effectively’
. shutting off the whcle station, and perhaps destroying
bus operation.

These deficiencies can be remedied by careful specification
of the line coupling unit and the SIU input channels. '

e e el

7.3.5.1 SIU Input Channel Specification

It is apparent that a simple input OR-ing of the bus
lines is not an adequate approach. Each bus termination at
the SIU must be able independently to perform the following

- functions:

BT

a) Coupling and line termination
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b) Moculation aqd.démodulation

c) Detection of syné_sighal

R D

d) Address verification

e

_e) Bus line usage indication (and latch) -

For each SIU these functions must be repcatod four times, once
-per bus line. Further security can be achicved by separating
the circuitry, electrically and physically, by individual powar
buses and individual packaging. The other :unctions of the
SIU/EIU defined in previous secctions are not duplicatod. Each
SIU bus interface element feeds into, and i{s fed by, a common
poirn’ in the unit, beyond which only simplo redundancy {s
employed. Figure 7.6 illustrates these details. "The reasons
for the input duplication are the following: ' '

T Y R

e QR TRR S N A TR BAR R ALY

a) The separate line terminations prevent common connector
and input circuit problems from affecting all bus lines.

b) Providing separate sync and address verificaticn on each
bus line prevents a noisy line from affectinyg the signal
line. 1Incoming noise must pass the sync test and address
comparison before it reaches the point where it merges

~with valid signal. The likelihood of this occurring with
random noise is remote. v .

o : - ¢) Placing the bus usage indicator after the address compara-
l& tor prevents the latch from being set by noise. It also

enables a future extension of the data bus capabilities
to simultaneous use of more thaii one line by more than
one SIU., ) : S C

SR ~_ d) Transmission from the EIU onto the bus must pass the

Y usage latch test before being pascsed to the line drivers.
e i Since only one latch may be set at any time, this prevents
N : a "berserk" EIU from "drowning" all lines with garbage.

D Pt e W P, o 0

AR 4 e) To further minimize the possibility of noise from being
aE transmitted onto any line by the SIU, the inactive bus
transmitting circuits in each SIU may be powered off -
by the usage latch condition.. - : :

7.3.5.2 Lihe Coupler Specification.
" The line coupler's priﬁary'fuhctions are:
~a) Bus 1ine.tetmination;

et S T |
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Figure 7.6 Recommended SIU/EIU terminal.organi zation
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b) Signal sensirng, ampllflcatlon, condltlonlng, and
retransmission.

c¢) Fan-out and fan-in.

Its electrlcal design can a1d the securlty of the system by
providing some discrimination to noise as follows:

a) The susceptibility of the bus system to continuous
~ 'high or low level signal levels, produced by short- v
circuits to ground or to DC supp.y lines, can be lessened
by AC coupling techniques (cee Chapter 6). This factor
favors the use of modulat’on te chniques that lLave no DC
requlrement.

b) Signal discrimination is possible in each line coupler
receiver. Input circuits can be sophisticated to reject
signals whose characteristics differ from the chosen
modulation scheme (e.g. discrimination against pulses
whose durations fall outsxde the nominal spread of the
expected data pulse)

7.3.5.3 Summary

The combined SIJ/EIU organization of Figure 7.6
is the recommended des*gn for the Shuttle ‘data bus standard
interface unit. 1In conjunction with the proposed line coupler .
elements it demonstrates a minimal irterconnection complexity,
yet retains a simple addressing and control policy. The
suggested organization offers considerable security to insidious
hardware and signal failures. 1Its complexity lies between that
cf the single combined SIU/EIU and that of the C1U with four
physically separate SIUs. The approach scores over the confi-
guration described in 7.3.3.1, because it eliminates the
necessity for a multiplexed SIU to EIU interface,

7.3.6 Expansion of SIU/EIU Capabilities

The capability of the standard terminal can be increased
by the incorporation of a small control memory and associated
sequencing logic. Such a terminal would possess considerable
"intelligence", i.e., be capable of making and acting on local
decisions, whlch is not allowed in a command/response control
structure. However, the provisionr of the "terminal busy" indi-
cation as part of the echoed address (see Section 7.2) opens
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the possibility of this nore sophisticated type of terminal. -

‘operation without violating ary control ground rules. For " -
- example, ever if a terminal is initiated into a lengthy sequence

of operations, during which time many bus transactions are o

possible, the busy signal will prevent unintended.transactions'_'

from interferring with the sequence. The terminal would . -

operate in a similar manner to block transfers (see Section 7.2).
L - Two concessions to the command/response access control must '
El be made: ' o o -

‘a) terminal sequences may only be initiated by the computer;

b} no terminal may initiate bus activity unless commanded
to by the computer. :

A suggested mechanism for this expansion is to treat part of the
\ : 9-bit charinel address field as the address of locations in a
Ty i ‘read-only control memory whicl stores the special sequences,

: T ) If the sequences are themselves stored as a microprogram, then
the basic terminal can remain standardized, provided that a
standard (but diminished) set cf electronic intexrfaces is
also a part of the design. Such an exyanded. terminal would

- be able to provide the further functions outlined in
Section 7.2. ' : : ‘

XTI R IR LA G AR R RPN
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Appendix A

Discussion of the Effects of Cross-strapping

This section discusses the effects of cross-strapping bus
elements connected in seriess. The purpose is to evaliuate when
cross-strapping is desirable or undesirable and to determine

the associated gains or losses in reliability resulting from
cross-strapping.

Consider the two simple configurations illustrated in
Figure A-1. 1In either configuration A or B the system requires
that one S and one L unit are operating for the system to operate.
B is cross-strapped, i.e., each S unit is interconnected to
each L. Let P, be the probability of faiiure of the S unit,
and Py, that of the L unit. Thenr let

-t
=] = & S
Ps =] e
-\t
= - L
Pp=1 e

where Ag and Aj, are the failure rates for units 5 and L .
respectively. If the bus to which the S units are connected
is assumed infinitely reliable, its effect can be ignored in
the following calculations.

The probability of failure of configuration A is given by:

P(A) -—AP(Sl or Ll) P(S2 or L2)

.Since one S unit and one L unit are required for operation, this

results in

: _p 2 2 _ 2, 2 2,2
P(a) = Pg" + PL"+ 2P P - 2Ps° P - 2Pp %4 2 p

The ‘probability of failure of configuration B, again assuming
that one S and one L are required to operate, is given by:

P(B) = P(S; and s,) + P(L,and L,) - P(S, and §,) P(L; and L,)
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_p 2 2 _ 52,2
or P(B) = Pg“ + P Pg® P

Hcwever, the additional complexity of the S and L units in . ,
configuraticn B to provicde cross-strapping will result ir increased
failure rates. Therefore let:

Pg(B) = Po(A) + 6P

P (B) = P/ (A) + 6P,

The gain or loss incurred by cross-strapping can be gauged by
defining a fiqure cf merit: '

P (A)

FOM = m

In order to simplify the number of variables the following
definiticns and assumptions are made:

a) Let PL = K PS’ i.e., let urit L be K times as likely to
fail in a given inte'val as unit S.

H]

b) Let Ag (B) Ag(R) + §Ag

AL(B) = Ap(a) + GAL

and furthermore let

GAS = 6AL

from which it can be shown that

8P, = 6P

S L

¢) Let '6Pg F P, where F is the fraction. l increase in un-
reliability due to interconnection.

d) Firally, since:

PS(D) Ps(l + F)
PL(B) =‘PS(K + F),

FOM can ke expressed as a‘function of PS' F, and K.
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; - P(A)[Pg,K]
°r TN sEIRg. LK)

FOM is plotted against K for various values of F in

Figures A-2 through aA-4, for failure probabilities PS = 10-1, '
10-4,and 1078, -

The principal result is that the maximum gain in total
reliability of configuration B over configuration A occurs when
‘the probabilities of failure of the two units are equal,

i.e., K = 1, ‘and when the reliability of the added inter-
connection is good, i.e., F = 0. .
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Appendix B.

R R R T e A B e i e AR

Analysis of a Typical Avionics Subsystem

T ARy SR TR A AT S 1 TR RGN R

B.l Introduction

EPY ZUR TR R

No specific items of Shuttle avionics equipment have been
defined to date. The design of a data bus interface unit is,
however, dependent on the specific requirements. of the various
interfaces. In order to provide a basis for a general evaluation
of desigrn criteria, some assumptions of interface characteristics
were made in the body of this report. The following provides
‘ a description of the Distance Measuriny Equipwment (DME) produced
; by the Cubic Corporation as CR-100, Althougn it is not intended

to suggest that this particular unit should be specified for
the Shuttle, it is considered to be representative of the types
of problems that will be encountered in all data bus interfaces.
No attempt has been made to optimize the interface to the CR-100.
Instead, the interface of ore version of the prototype is taken

'i‘; as a given constraint, as if the system were purchased "off
Vol the shelf”,

o

7 QNPT IS WL AR I OIS P TeS

! The system operates as follows. A ohase modulated signal is
i transmitted by an interrogator in the vehicle along with an
: identification code to designate which of a number of transponders
! located at known points is to reply. All transponders within
! range of the interrogator are listening, and if the designated
! transponder is within range, it retrarsmits the modulation from
i the received signal back to the interrogator on a different
! carrier frequency. The interrogator receives this signal,
A; recovers the modulation, and compares it with that transmitted.
j
i
4
!
i
{
i

TR LAY S N WS T Sre SL P R

BT TTE B33 P L Y S A RN AW R sAeT | SRS D,

The time delay between the transmitted and the received modula-

tion, multiplied by the spesed of light, is twice the distance
to the transponder. . _
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B.2 Operation

All moding and timing is controlled external to the CR-100.
The required sequence of control commands is as folluws. Assuming

N2 that the interrogator is already powered up, the DME must first
Bl receive the ID of the desired transponder, ard then be given a

51 : mode command to begin the interrogation. A mode command consists
o F of a 5 bit parallel input which must be held for the duration

& . of the mode.

ﬁ The mode muet be maintained for at least the round trip

‘f: ) transmission time (1 mile = 11 microsec) plus 50 millisec

for the circuits in the transponder and interrogator to lock
onto the signals. Aftexr this time has elapsed, the DME can

£ be commanded to terminate the measurement.. The time at which
. the command is received will be important, since it determines
the time for which the measurement is valid.

The output data becomes available about 0.5 millisec

after the command to terminate the measurement is received by
the interrogator. The data consists of five 1ll-bi* words, four
of whicn represent the range, and the fifth is a data quality
word whose bits indicate whether or not the various parts of
the DME functioned properly. These five words are read out of
+he DME one at a time by sendlng a unique mode command for

each word. The readout requires about 100 microsec per word.

Another version of the CR-100 has the capability of also
measuring range rate, or more precisely, the change in range
over a known time interval. This measurement is made by
counting the cycles of doppler shift of the carrier during a
knoi'n time period It requires a slightly different timing
sequence. In uwnis case, the equipment supplying the mode
commands must wait at least 100 millisec after the command
to start transmission, and then issue a command to begin the
range-rate measurement. It must then wait another period,
typically of th. order of 900 millisec, before commanding
the termination of the range-rate measurement. The accurac .es
of the measurements are of the order of 30 cm for absolute
range and 1 cm for changes in range. The output data is in
the form of seven ll-bit words which are read out of the DME
in the manner described earlier. The tlmlng requirements are
illustrated in quure° B.l and B.2.
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B.3 Control Requirements

A number of functions must be provided externally in order
o) for the DME to cperatic properly. - For the inputs, both the

o mode commands and the transponder address must be applied to

. the DME in parallel, and held for the duration of the mode

and the transmission cycle respectively. The mode command is

a five bit word and the transponder address is eight bits.

The timing accuracies required for the application of the
: rnode commnands must be considered. TFor the range neasurement,
. the effective time of the measurement is a rectangularly
) distributed random variable, having a distribution of 0.5
milliseconds, immediately following the start of the mode
command to terminate the measurement. If the system application
requires it, a simple change to the interrogator can reduce
the width of this distribution to a few microseconds. In
any case, for a vehicle travelling at orbital velocity of
22,000 ft. per second, an error in timing of 1 millisecond
K can introduce an error of up to 22 feet (depending on the

angie between the velocity vector and the direction of the
transponder). :

For the delta range system, the timing between the start
and end cf the delta range measurement is critical. An error
of 0.9 millisec in a normal 900 millisec measurement will
_ introduce an 0.1% error into any velocity determination that
Y is derived from the celta range data.

In order to obtain the output data from the DME, a different
mode command must be used for each of the five or seven data
words. The data words become available as parallel 11-bit

words 100 microsec after the appropriate mode command is
applied.

The source of mode control commands will also be required -
to generate u blanking input to the interrogator. This is a
1 microsec pulse occurring each time the mode input changes
prevent the interrogator from tryinyg to interpret the mode
input while it is changing. Most of the information reliability
determination and failure analysis is in the data quality word
vhich accompanies the data. This word contains bits which
indicate that a return signal was received from the transponder,
that the various phase locked loops achieved lock and remained
in lock during the measurement, and so on. In addition to this
word, it might be desirable to arrange for about four discrete
outputs from the DME to indicate that various parts of the
equipment are active, and a few analog voltages to allcw
measurement of such quantities as transmitter input and output
power and received signal strength. These measurements, if
t ; taken during the right portion of the measurement cycle, could

L : provide useful data for checkout, failure monitoring and
: i telemetry. '

: rove-repyre N 3
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e ' , . _ Number. of
Description | Type Level . Pins :-

relay coil
to ground

' ‘Comments,’
‘-,Iﬁputs mode A 5 biﬁ V ~ DTL. 5 +_giound ‘seQere tim -
S : control : parallel | compatible Lo _constraint
S : - for some
modes. "
’ bianking . 1 bit DTL 1+ ground | 1 usec pul-
. compatible ) :
transmission| 8 bit DTL 8 + ground must be he
address . parallel | compatible S during tra.
mitting
modes
power on discrete | close 28V 1 + ground

l

)
Outputs range data (4)
‘ data ’ 11 bit
parallel data word
appears on
delta . {2) DTL ) ' ) output 1lin
range data 11 bit S ey 11 + ground 100 psec
e e '~ parallel compatible | . A v | after cor-
‘ responding
data (1) mode commal
quality- 1 11 bit is receive«
' - | paraliel |} ~ : '
discrete - ~estimated|{ not - 4 + grrund _
test ' 4 points available ‘for failur
points o s analysis,

- check out
analog : estimated not - 4 + ground and telemet
test 4 signals available -
points .

Table B,1 List of DME Interface Signals




Appendixvc

Shuttle Software Structure and Organization

cC.1 Ihtrcductiqg

The successful implementation of a time-shared data bus
for the Shuttle will depend to a large extent not only on the
capabilities of the bus system, but its ability to be coordinated
with, and effectively used by the computer. An evaluation of
the organization and design of the software was not an integral
part of this study. However, this appendix has been included
to overview and comment on the software conczpts under considera-
tion for application in the Shuttle. It presents a general
description of the synchronous and asynchronous software control
Structures, a discussion of I/O operations with each, and
identifies their respective advantages and disadvantages.

- —
]

C.2 Overview of Shuttle Software

‘The total onboard system has been estimated at approximately
50,000 32-bit words of operating memory, requiring an estimated
speed of 200,000 equivalent cdd operations per. second. For
purposes of this discussion the onboard software may be broadly
I classified into two areas: the executive and a set of functional

program modules. The executive and supervisory software comprise
the following functions:

a) program control (scheduling and dispatching, sequencing
control), ' . : '

b) interrupt supervisor,

EEN . e - A ) . .
R SRS ST ot L Lt e R

c) system subroutines and services,

g

d) hardware configuration management,

i

£
8
1
H
H
i
b
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‘e). common executlve data tables,'

£) error dauectlon and recovery routines,
g) memory resource management,

h) 1system monitoring. -

The functional software is under control of the executive
and. supports the phases of the nomiral mission: preflight,
boost, insertion, orhital operations, coast- and powered- flight,
rendezvous, docking, undocklnq, entry, and landirng. The
functlonal areas comprise the following: :

a) stabilization and flight control,
“b) guidance;
c) powered and unpowered navigation,
d) targetlrg,
" @) displays and contzrols, -
) onboard.checkout and fault isolation,
¢) subsystem management.

_Ideally,vthe onboard software and its executlve should ‘be
Gesignea in a way which is not only tailored to meet the

operational requirements of the Shuttle, but is structured to

enhance its reliability and ablllty to adjust - to changing needs.

The computational env1ronment of the Shuttle w111 include
three - types of jobs:.

-a) Cycllc tasks. Those tasks whlch are performed on a

regular periodic hasis, such as guldance, navigation,
telemetry, etc.

b) Demand - tasks.- . ese tasks: are typ1Ca11y functions which
’ must be performed at a certain time or at the occurrence
of a certain event; examples include stablllzatlon and
control, turning off Jets, etc.

c) Response/request tasks. These are tasks which zre performed
: - in response to a pre-selected mode such as the rendezvous

iy
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mission mode. Generally these tasks are major sequences
of functions initiated throughout the mission by the crew.

An important factor impacting the choice of software organiza-
tion and control is the level to which the crew will be capable
of requesting jobs or major mission modes. If a crew member is
allowed interactive communications with the computer, then the
job stream will become less deterministic and more random in
nature and will require more of an asynchronous structure.

C.3 Synchronous Control Structure

o : . - The Shuttle Phase B baseline approaches to data have been
’ based on a synchronous control struacture. In a syncnronous

; control structure a predetermined sequence of processing tasks
- is referenced to some basic time cycle. The main advantage

¥ . is that scheduling and ‘allocation of the CfU are solved ahead
of, rather than in real time.

Mission programs are organized intc several major cycles
associated with a functional cequence. Each major cycle is
composed of a series of operations of minor cycle programs such
that the major cycle is completed every N minor c.cles. I/0
interleaving and memory usage are pre-planned and pracedence
relationships are built into the sequence.

-

C.3.1 Description of Synchronous Operation

! e oy . X

k The following describes a synchronous operation. It is )
h +based on a timer-interrupt, fixed schedule, time slice mode of.
5 operation. A 20 millisecond interval is used as basic referense

- frame for the system, providing a minor cycle sampling rate
: of 50 cycles per second.- Under this concept jobs are organized
4 into short routines, and when the executive detects a timer--
‘ interrupt (i.e., every 20 milliseconds) it examines the "task
. schedule tables" to determine which set of routines is to be
11 A operated during the next program interval. Each 20 millisecond
- interval contains all 50/second tasks, and portions of other
Yoz lower frequency tasks. The minor cycle is operated every
R 20 milliseconds and a percentage of that time is distributed
oy among the tasks that are assigned to each minor cycle. A back-
A ground job is run n the slack time before the nex* minor
~4~% cycle. Under a command response concept, schedulang I/0 in
: a synchronous structure is similar to the scheduling of tasks.
The I/0 requirements for each mission phase or major cycle
are predetermined and sysnchronized with the structure of tasks
3 operated in the major cycle. The I/O request list is assumed

o aw

v v e O
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to be fixed. Since the I/0 requirements will have different
frequencies, they are incorporated in each minor cycle in
correspordence to load balancing of- the processing tasks.

For an example, assume all I/0O requirements for a particular
mission phase are organized into 3 categories of frequencies:
50 times/sec, 5/sec, and l/sec. Assume that X, Y, and Z are the
numbér of commands in each category. Assume further that a
minor cycle occurs every 20 ms and that a BCU is commar.ded
with a list of I/0 requests each minor cycle. The average
number of I/0 operations required to be scheduled each minor
cycle are: all of the 50/sec requests, 1/10 of the 5/sec
requests, and 1,/50 of the 1l/sec signals. In a synchronous
structure tables. of predetermired I/0 requests are organized
according to sampling frequencies. The appropriate number of
I/0 entries to command each minor cycle are selected from these
tables. The synchronized concept attempts to avoid non-deter-
ministic behavior of I/0, I/0 queves, and I/O backlog.

Several types of I/0 activity cannot be determined in advance;
for =xample, the command of jets on and off. The I/0 scheduler
may accomplish this by providing & place for ti.e command in
the appropriate list and then causing the BCU t-. skip the
command or incorporate it, depending on the results of the
stabilization and control tasks. :

C.3.2 Advantages and Disadvantages of a Synchronous Control
Structure '

This type of executive provides some significant advantages:
a) It has deterministic behavior and simplicity.

b) The requirement for re-enterable programs is either
eliminated or minimized, since the environment is not a
multiprogrammed one (provided of course, first, that major
cycle tasks are not interrupted via the timer interrupt;
and second, that they are totally independent of the minor
cycle). )

c) Conflicts in processor allocation, memory'allocatinn; and
data tables are avoided by scheduling and allocating in
advance. ,

d) It eliminates the need for the dispatcher to search a
’ priority qu2ue, which minimizes the executive overhead.
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e) Finally since. scheduling and aliocatioh are’ preplanned, = =
' theoretically there are no computations or I/0 overloads. .
or any degraded response. S S PE

However, there are some disadvantages.
-a) This type of fixed-sequence executive organization does

not provide a structure which allows for external inter-
action by the operator, or which Copzs with a random job
Stream. Jobs must be predetermined and assigned to slots
in a sequence and must operate within the basic reference

~:f ' ’ framework. It is not clear at this point whether all
e Shuttle requirements can be so predetermined.

b)

Lengthy calculations must either be broken up into short

. segments, interconrected in such a way as to meet the

e - Trequirements of the sequence, or be shifted somehow into

i the background. There are several activities, as targeting,
which involve calculation times on the order of minutes.

It is not clear whether it is feasible or cost effective

to break them into short segments and interconnect them +o
form a complete computation. If, however, they are operated
in the background and are interrupted by the minor cycle
every 20 milliseconds, then they must 'be multiprogrammed.
This implies re-entrant routines and, if they are not totally

“independent from minor cycle computations, a priority
structure. - '

e ' ~¢) The structure does not seem to possess an inherent flexibility
;. to incorporate changes in the design of the sequences. The

: requirements to rebalance the-load in the fixed sequence

. ' after a modification may result in a major redesign.

Y d) The sequence must accommodate  the
e : requirement. For example, if the crew is provided the
option to display a parameter during a particular mission
phase, then the calculation of that parameter will have
to be incorporated into the sequerce whether or not the

vorst cas~ computational
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crew ever requests it. '

i - C.4 Asynchronous Software Structure

) - . In an asynchronous control structure scheduling and allocation
9 - of the processor are accomplished in real time according to the
¥ reeds of the operating environment. . Under this concept processing

P tasks are assigned a priority which establishes their relative

i importance to each other. A task with a given priority runs

s until a wait is encountered, or the existence of a higher

Ly . . ) - . p .

2 pricrity task' is established.: - :

% ) .a:%":

g =

i
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C.4.1 Executive States and State Transition

The distinction between synchronous and  asynchrcnous
control structure can be illustrated by the "states" in which
a task will exist while operating under each structure. In
a synchronous structure, tasks are in one of twc states: actively
running or not running. At any instant of time only one task
is in the running state and all others are not running. The
transition to the running state occurs when a task's scheduled
time slot arrives. ‘

In an asynchronous structure, a task, while present ‘in the
system, will exist in one of 4 states: actively running, waiting,
ready to run, or "in limbo". The executive insures the proper
transition of states depending upon either internal or external
stimuli. Refer to Figure C.l. The running state definition
is obvious. Note that the "running" state can only be entered
from the "ready" to run state. This unifies the dispatcher
functions. The waiting state is either a voluntary or involuntary
state, depending upon its cause. A voluntary wait would be
a wait for completion of I/0, or perhaps some external time
stimulus. An involuntary wait would be awaiting resources
(i.e., memory) to become available. The state of limbo occurs
when the task voluntarily relecses the processor without expecting
any external stimulus to ready it. The ready state can be entered
from all other states and indicates that a job has all the
facilities available to it to run. The function of the dis-
patcher is to pick the most appropriate task from the ready
queue and start it running. State changes from wait to ready
would occur when the awaited stimulus has occurred. The chance
from limko to ready state occurs when a schedule request is
issued by some task. The switch from running to ready occurs
when a task is preempted by a higher priority task or interrupt.

in summary an asynchronous structure is one in which one or
more tasks may be in the ready state awaiting allocation of
the processor. In a simplex computer system this is termed

‘multiprogramming, i.e., the concurrent operation of more than
one task.

C.4.2 Overview 6ftAsynéhronous Operation

An overview of the operation of a general asynchronous
executive is illustrated in Figure C,2. The scheduler and
dispatcher, ounce in control, should be able to pick a task and
run with it. The scheduler assigns or reassigns task priorities,
verifies that all the task resources are available, and maintains
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the overall view of real time events. All task starting is done
through the dispatcher. ' :

The scheduling function in a broad sense consists of making
appropriate entries in task blocks and priority queues so that
the dispatcher need only select jobs from the top of the ready
list. If there is a number of tasks to be scheduled, the scheduler
treats some as more important than others and executes them first.
-If the dispatch function occurs at some time other than at the

end of a program, then a multiprogrammed environment is a direct
result. '

The interrupt handler "posts" the event complete, makes the
task ready if possible, and then passes control to the scheduler
to act on the information it has provided.

. The rescurce allocator is invoked as ar. executive function
by the scheduler to test readiness to run, and if not rzaady,
will inform the scheduler of the requirements for readiness.

It may also be invoked to test availability of contention items.

I/0 in an asynchronous structure is yenerally scheduled
on a demand basis. An active task requiring I/O schedules its
request via an I/O queue. The task is placed into the wait
state until completion of the I/0 request. The I/0 centrol
routines operate on the I/0 queue and interface the I/0 peri-
pheral (i.e., the bus system) to perform the request., I/0 is-
performed asynchronously with other pProcessing tasks in the
A system. After acknowledging receipt, initiation or completion
¥ of the I/O request, the scheduler is informed via a simulated
3 or actual interrupt. The task awaiting the I/0 request is then
placed into the ready state and awaits processor assignment.

VA ETHISREN

{3
i

SR R

4 .
Ai C.4.3 Advantages and Disadvantages of an Asynchronous Structure
£

BTy

Some of the advantages of an asynchronous structure are:

a) it is able to adapt to a random job stream; i.e., it does
k- not require load rebalancing and it can tolerate periodic
_ overload and backloy, because it is, in fact, designed to
cope with this problem;

b} it bas a greater flexibility for ihcorporating changes than
the rixed sequence approach;

ST AT AR DR PRSI e

€). coupled with an interrupt mechanism it is more adaptive
to a real time environment;

RS
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d). its structure does nqt'require-long pfogfaﬁzsequehceéisuch
as targeting, -etc. to be arbitrarily organized into fixed
blocks to fit int> some fixed cycle or sequance. oL

‘The disadVantages ara: -
ca) the multiprogrammed environment resulting'fromfthis typé

of scheduling is more complex and difficult to test and
verify; a : . .

b) in a real-time system in which a task must be s¢heduled at
specified times, the priority assignment must be chosen
and - ssigned accordingly. ' '

The type of prcgram control ultimately selected will probably -
be some variation of cne of these approaches. :

C.5 Computer Interzupts and Their Effect on Organization

One of the basic motivations for Structuring Shuttle soft-
ware in a synchronous control organization is the expected QAiffi-
culty in handling interrupts. Because of the randomness of
operation introduced by interrupts it might be desirable to
eliminate external interrupts entirely. However, it is not
possible to eliminate all types of interrupts, particularly
internal interrupts, which require responses.to error conditions.
The real problem in verification is not aggravated by the actual*

. hardware interrupt, but from its effect on the multiprogrammed
environment., - : o

. The interruption of a running program in response to an
external signal was introduced irto the computer technology to
serve two purposes: : o '

a) to provide rapid response~time to asyncnronous events,

b) to eliminate the overhead of polling for the occurrence
' of ‘an awaited event, ’ S :

In single-processor systems, particularly dedicated systems,
where most or all of the conputation is devoted to a single
application, the introductior of interrupt-mode computation
raises a hazard. At arbitrary times an interruption can intro-
duce what appears to be a parallel task which is, at least :
conceivably, capable of disrupting the progress of the interrupted
task by "invisibly" altering its variables. :

*.57 the "actual" interrupt it is meant the hardware transfer
to a specific location to perform some minimum function and
then resume. ' _ - .
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It is reasonable to presume that it is easier to verify a
program which will operate from beginning to end (or to some con-
venient point) without a swap of the processor to some other .
job. In a sense, the objective is to minimize the scale of
multiprogramming in the system. '

C.6 Summary of I/O Qperatiohs Versus Software Structures

A bus I/0 transaction once initiated by the computer is
independent of the computer software organization. The command/
response addressed bus may be directed by a computer with either
an asynchronous or synchronous software structure. The main
difference will be in the scheduling and dispatching of I1/0
requests, and in the coordination of I/0O with processing.

In the synchronous structure, I/0 requests must be preplanned
and interleaved with the task processing. I/0 requests are
dispatched in a list every minor cycle and carried out con-
currently with task processing. a synchronous software structure
requires a command response bus access method. A polling or

contention access method would be difficult to run with a
synchronous structure.

In an asynchronous structure, I/O is scheduled on a demand
basis by the processing tasks, and is dispatched to the bus _
system by the I/0 control. After completing the I/0 transaction
the bus system signals the event (via an interrupt) and the
processing task is informed accordingly. The bus system may

-be commanded with a list from the I/0 queue, or with a single

request. An asynchronously structured scftware can command
a bus with any form of addressing. It may prove advantageous
even with the command/response addressing method.

In either structure, the bus system is Gesigned to accept
a command, or list of commands, and executes them as described

~in Chapter 4. However, the system I/0 throughput and response

for a given bus design will not be independent of the structure
of the software system. Of concern to the bus are the events that

-occur from initiation of a command from the central computer
~until its completion by the subsystem. The interaccions between

the computer and the bus control unit is of specific importance;
i.e., what happ2ns to the CPU once an I/0 command is initiated,
and what happens when the transaction is complete? The answers

to these questions will have a great influence in determining
the I/0 control software performance, : '
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