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## SECTION 1

## INTRODUCTION \& SUMMARY

### 1.1 GENERAL

The objective of the study reported herein is to provide an analytical-empirical model of turbine erosion that fits and explains experience in both steam and metal vapor turbines. Because of the complexities involved in analyzing turbine erosion problems, in a pure scientific sense, it is obvious that this goal can be only partially realized. Therefore, emphasis is placed on providing a useful model for preliminary erosion estimates for given configurations, fluids, and flow conditions. In terms of the prescribed effort level, this goal was given precedence over the more interesting but less immediately fruitful goal of precise and comprehensive mathematical definition of the processes contributing to erosion.

The first section of this report describes the assembly of the overall model of erosion, summarizes the component process models used and describes results of application of the model to several turbines. The model is used to estimate erosion depths or weight losses on the rotor blades of several turbines and the results are compared qualitatively to operating experience where it exists. Section 2 covers detail computational procedures that may be used to follow the fluid-dynamic processes involved in erosion, and compares typical calculated values with experience where it was found. Section 3 covers in detail experimental evidence and analysis thereof of the actual material removal by liquid impingement, and presents theoretical models for transferring this experience to calculations of material removal in turbines. Section 4 presents results of an experimental investigation of turbine stator blade wakes and compares these results with results from use of wake analysis procedures imposed in this report.

The qualitative aspects of the model follow, to a large extent, opinions on the erosion process in wet vapor steam †urbines that are widely held within the steam turbine community at the present time. In respect to the quantitative aspects, the study is indebted to excellent previous studies by Gyarmathy and Gardner. It is a refinement and extension of these two previous works (more the former than the latter) based on later experience and substantial additional component process theory and computation.

An effort has been made to make this report adequate by itself to provide calculational understanding of the erosion model and its components. However in the light of the complexities of some of these processes, knowledge of the referenced material may be required for a comprehensive understanding.

### 1.2 EROSION MODELS IN WET VAPOR TURBINES

The analytical models of processes leading to turbine blade erosion outlined herein are chiefly organized and used to examine material removal from the nose and the leading edge of a rotor blade. When erosion is a problem in a wet vapor turbine of well-ordered flow, operated at or near design condition, the attack on the leading edges of the rotor blades is generally of greatest concern to the turbine designer and the turbine user.

Other locations of erosion are observed and some are mentioned in passing. In addition, many of the processes involved in producing rotor blade leading edge erosion are not specific to that location and process models can be recast to examine other locations of erosion in turbines.

### 1.2.1 Erosion Locations of Turbine Rotor Blades

In wet vapor turbines most of the material removal by condensate is from the turbine's rotor blades. (See Figure 1.2-1.) In steam or alkali metal vapor turbines, the primary mechanism of condensation is spontaneous nucleation in the bulk vapor flow to form a fog. In the latter turbines, damage is not done directly by the fog particles in the vapor. The fog is composed of submicronic diameter particles and only a small percentage ever impinge upon a surface. The impingement of this small percentage does, however, allow concentrations of liquid to build up on the various turbine surfaces and it is this liquid that can do damage. In mercury turbines, the end result is the same but the collecting mechanism is probably different. Mercury vapor is theoretically very slow to undergo spontaneous nucleation and there is probably no fog formation in most mercury turbines. Damaging liquid does seem to collect readily, however, by direct condensation on the turbine surfaces so that the locations and kinds of damage experienced are similar to those in fog turbines.

Principal locations of material removal from rotor blades are illustrated in Figure 1.2-2. This figure shows forward and aft views of a shrouded turbine blade and points out four types of material removal by liquid that are likely to occur on the rotors of wet vapor turbines.

In turbines, such as steam and mercury, where chemical dissolution of blade material does not occur to any extent, the material removal mechanisms is largely that of mechanical removal by the force of liquid impingement as at locations (1) and (2) or by cavitation induced by the circulating eddies as at (4). In potassium vapor turbines the impingement removal can be compounded by dissolution effects either directly in the impingement areas or by rivulets, as illustrated at location (3). These rivulets can occur at other locations on the rotor blades as well as the trailing edge. They are nearly radial lines because the centrifugal force component on the liquid deposited on the rotors is much higher than the vapor shear force.

Most of the liquid collects initially on the rotor and stator blades as they represent the bulk



Figure 1.2-1 Eroded Steam Turbine Blade


Figure 1.2-2 Rotor Blade Material Removal
of the turbine surface exposed to the main flow. As illustrated, damage can be done by casing and shroud liquid as well as liquid from or on the blades.

Liquid reaches the turbine casing primarily by being slung from the turbine rotors. It reaches the casing, secondarily, under urging of the vapor secondary flow from the pressure (concave) surface over the casing to the suction (convex) surface of the stator vanes. Other mechanisms, of less importance, are impingement and condensation from the bulk flow.

The casing-collected liquid, in addition to causing damage to shrouds and seals as indicated in Figure 1.2-2, tends to flow down over the stators on the convex side, as illustrated at location (1). This casing-collected liquid augments the liquid discharged from the stators that impacts the leading edges of the rotor blades. Since the highest normal impact velocities of collected liquid are with the leading edge of the rotor blades, increases in this liquid supply rate are obviously undesirable.

The classic means of controlling the damage that can be caused by the casing-collected liquid, as used by the steam furbine industry, is to remove this liquid periodically through suitable ports in the casing.

Even if all the casing liquid is removed, liquid which collects on the stator rotor blades of a given stage can cause material removal damage. The stator collected liquid can discharge
from the stator blade trailing edges into the path of the rotor blades, causing rotor blade edge damage as at location (2) in Figure 1.2-2. The rotor blade collected liquid can run up the rotor blades, causing dissolution damage as indicated in the figure at location (3). In principle, this stator discharged liquid can be removed, as is done in the steam turbine industry, with casing-collected liquid. However, control of damage from stator discharged liquid without removal is the prevalent practice for steam furbines.

### 1.2.2 Processes Involved in Erosion

While erosion of rotor blading in turbines is a local phenomenon, numerical calculations of amounts of erosion either on a relative or absolute basis involve a nearly complete fluid-dynamic history of the turbine flow plus an accounting to the actual material removal phenomenon. A flow diagram of the analytical steps used in the erosion model is given in Figure 1.2-3.


Figure 1.2-3 WANL Turbine Blade Erosion Model

In this section, procedures are discussed in outline, and characteristics calculated or experimental values of the various variables in turbines are given by example. Detail calculational procedures are given in Sections 2 and 3.

Detail methods for analyzing the material removal interaction of liquid with rotor blades is covered in Section 3. Caution in the use of the results from application of Section 3 methods is advised. The suggested procedures are based on reasonable hypotheses and are not established theory or practice.

Detailed methods by which the fluid-dynamic history may be traced are given in Section 2. The methods of fluid-dynamic analysis as given in Section 2 are generally based on widely accepted theoretical schemes. However, the actual implementation of the theories in a numerical sense in the computer codes and other computational procedures set forth in Section 2 assume that a highly efficient axial flow turbine of well-ordered flow in radial equilibrium is being analyzed for erosion. Further, these methods are basically ordered in terms of the flow path as the aerodynamic designer sees it before compromise with the mechanical design.

Most of the computer solutions of Section 2 require the insertion of a physical turbine geometry. The effective fluid-dynamic geometry rather than the real geometry should be used as input to these computer programs if possible. An attempt has been made in the bulk flow programs to adjust to a real geometry and less than ideal flow, but this range of adjustment is quite limited.

The bulk of the analysis carried out during this program was on turbines utilizing either steam or potassium vapors as the working fluids. As a result, the assemblage of analytical models proposed
for carrying out an erosion analysis are most applicable to turbines using these readily fog forming low molecular weight working fluids.

The flow regime in high efficiency steam and potassium turbines is generally subsonic. Some analysis was carried out on the Sunflower mercury
turbine and a cesium turbine conceptual design. Both these turbines have supersonic stator exit flow but the flow relative to the rotors is subsonic. The bulk flow analysis programs in Section 2 provide for calculations with supersonic stator flow but not for supersonic flow relative to the rotors. The local flow analysis procedures for boundary layers, wakes, and atomization are based on subsonic information and theory without correction for Mach number effects.

The computer programs cannot be treated as "black boxes" nor should the non-computerized procedures be treated as "cookbook" recipes. The erosion analyst will have to use a considerable amount of individual discretion with all the recommended procedures for good results.

### 1.2.3 Turbines Used for Example Calculations

A great many different furbines were analyzed with respect to erosion or erosion related processes during the course of this program. Calculations concerning these various turbines are scattered throughout the remainder of this section and Sections 2 and 3 as examples. Some overall characteristics and operating conditions of these turbines as used here are tabulated below. Further details on the various turbine designs created under government contract may be found in the references cited as a part of the brief descriptions given herein. Further details about the three large central station steam turbines sometimes used as examples may be found in Appendix A to this section.



Figure 1.2-4 Yankee Steam Turbine



Figure 1.2-5 Cross Section of Six-Stage
Potassium Turbine


Figure 1.2-6 $\begin{gathered}\text { Cross Section of Two-Stage } \\ \text { Cesium Turbine }\end{gathered}$
1.2.4 Process Descriptions

### 1.2.4. 1 Condensation

Nomenclature
P Pressure
r Fog particle radius
$T$ Temperature
Y Moisture content of flow
Subscripts
Crit Critical size for thermodynamic stability
IN Nozzle inlet
L1, 12 Fog particle group
sat Thermodynamic equilibrium (ideal) saturated vapor condition
Reversion from supersaturated to near equilibrium vapor

1 Turbine inlet or local nozzle condition
0 Initial condition
E Equilibrium
$t$ Total
w Wilson point
If a vapor such as steam or an alkali metal expands in a nozzle or turbine until the temperature of the vapor is reduced to that of equilibrium saturation, the vapor does not condense in any appreciable quantity immediately. Rather the vapor must be further cooled to produce sufficient supersaturation to cause rapid condensation. The thermodynamic condition at initiation of rapid spontaneous condensation* is called the Wilson point or line. At the Wilson line condensation takes place rapidly, and the moisture content quickly approaches equilibrium. Thereafter the expansion process follows with but slight lag an equilibrium expansion. This is illustrated thermodynamically in Figure 1.2-7. It is illustrated schematically in Figure 1.2-8. This latter figure is a calculated condensation path for the expansion of steam in the downstream section of a convergingdiverging nozzle. This characteristic behavior of steam vapor upon rapid expansion is well established experimentally and theoretically (12).

That the same thing happens in potassium vapor expansions is illustrated by Figure 1.2-9, a plot taken from Goldman and Nosek(9). In this plot the expansions in a converging-diverging nozzle initially follow along a line of chemical equilibrium expansion ( $n=1.4$ ). In the diverging section of the nozzle (after considerable expansion), the expansion crosses over to a nearly full chemical and thermodynamic equil-

* Calculations by Gyarmathy (8) show that compared to spontaneous condensation the other processes of condensation are of negligible importance in a wet vapor steam turbine. This is assumed to be true for alkali liquid metal vapor turbines on the basis that the casings can be thermally insulated if necessary.


Figure 1.2-7 Thermodynamic Diagram of Vapor Turbine Expansion


Figure 1.2-8 Moisture Fracture in Divergent Portion of a Steam Nozzle


Figure 1.2-9 Pressure Data for Saturated : : . . Potassium Vapor
ibrium expansion ( $n=1,2$ ). A potassium experiment similar to that of Goldman and Nosek is reported by Rossbach (10). Gyarmathy (11) has analyzed Rossbach's data and finds a degree of supersaturation in potassium similar to that evidenced by the Goldman and Nosek data.

Nucleation theory due to Katz, Saltzburg, and Reiss (13) coupled with vapoi properties (after Ewing, et al) (14) and the energy, continuity, and momentum relations have been programmed for computer (See Section 2) in a form that can follow the expansion and nucleation process in detail as it proceeds through a turbine. Results of such calculations, for a three-stage potassium turbine and a six-stage potassium turbine, are shown in Figure 1.2-10 in the region of transition from supersaturated to thermodynamic equilibrium expansion. Also shown are points taken from the Goldman and Nosek results intersected, the expansion line, $n=1.2$, corresponds to 95 percent of full thermodynamic equilibrium.


Figure 1.2-10 Moisture Content (Fracture of Equilibrium) as a Function of Pressure Ratio for Condensing Vapor in Two Somple. Potossium Turbines

In examining Figure 1. 2-10 it will be noted that there is little if any difference in the conden-.. sation expansion characteristics between the two turbines, even though the rate of expansion was much higher in the three-stage turbine than in the six, It will also be noted that the calculated pressure ratio for 95 percent of full thermodynamic equilibrium is in good agreement with the Goldman and Nosek results, Also, there is not much spread with pressure ratio for 95 percent of full equilibrium among the experimental results, even though the inlet pressures in the tests varied between approximately 18 psia and 6 psia. Examination of the original Goldman and Nosek publication also shows no consistent variation in condensation pressure ratio with inlet pressure conditions.

The original spontaneous nucleation creates sufficient surface area to allow further condensation to occur with minimal supersaturation. As originally formed, the condensation nuclei are extremely small ( 0.01 micron diameter) and are of relatively uniform size because of the short time period involved. The nuclei grow quite rapidly to about 0.2 micron diameter as the supersaturation potential created by the expansion in advance of spontaneous condensation is exhausted. Thereafter, a slower growth takes
place as the droplets progress through the turbine. This sequence of events is shown in Figure 1.2-11 by a calculated history of the formation of condensation particles during the expansion of steam in a convergent-divergent nozzle.

The final condensate particle sizes exhausting from turbines examined during this program are on the order of 0.5 mi cron diameter. The calculated supersaturation in equivalent moisture to initiate spontaneous condensation in turbines is around 2.5 percent in steam, 7.5 percent in potassium, and 4.5 percent in cesium. No spontaneous condensation occurred during expansion calculations on the Sunflower mercury turbine.

### 1.2.4.2 Collection of Condensate Particles

Because of their small size*, the condensate particles are essentially locked to the vapor flow and most of them remain with the steam of their birth until turbine exit. ** However, a small percentage of the condensate fog collects on surfaces because of the curvature of the flow passages and rotation of the moving blades. By calculation, the percentage collected per turbine row even in the wettest rows is on the order of 5 percent or less of the total fog present; generally, it is less. *** The collected moisture causes the erosion. The fog particles cause no erosion since they follow the vapor flow as it slices cleanly over the blading surfaces.

* The particles are so tiny that the ratio of their diameters to the mean free molecular path places them in the slip-flow regime in most turbine flow streams.
** Normal secondary flows at hub and tip will modify this picture somewhat. There is also a negligible drift on the particles relative to the vapor in a radial direction due to the turbine centrifugal field.
***This colculation is in qualitative agreement with the observation that moisture removal devices in central-station-type steam turbines rarely remove as much as 25 percent of the total moisture present even though moisture is removed at a number of spots lengthwise along the turbine.


Figure 1.2-11 Steam Condensate Droplet Growth in Divergent Portion of Nozzle

It is hypothesized that the major mechanism in collection of these particles is by inertial impaction on the nose and concave surfaces of the turbine blades. Solutions for the equations governing measured collection by turbine blades by inertial impaction are given in Section 2.

The basis for using the inertial impaction hypothesis is that calculated collection using this assumption agrees reasonably well with measured collection in a steam turbine as reported by Smith (10) Smith's tests were run on a four-stage machine with the water extraction between the third and fourth stages. The theoretical amount of moisture present at the exit of the third stage was varied by changing the amount of superheat in the vapor at the turbine inlet. Smith's data are shown as X-s in Figure 1.2-12. This is a plot of theoretical moisture against the portion of the theoretical moisture collected. Superimposed on this figure is a curve representing a theoretical calculation of the portion of moisture that would be collected by the Yankee steam turbine ninth stage stator if the turbine was operated to provide the varying amounts of theoretical moisture. In addition, the conditions and geometry are also adjusted to make the Wilson Point (at some location ahead of the ninth stator) occur at a value of ( $1 / P$ ) $d P / d t$ of $1100 / \mathrm{sec}$, where $P$ is the static pressure and $\mathrm{dP} / \mathrm{dr}$ is the rate of change of this pressure with time at the Wilson Point.


Figure 1. 2-12 Calculated and Experimental Turbine Moisture Collection


MOFION OF FILM OF WATER ON ROTATING BLADES

$611131-90 \mathrm{~B}$
Figure 1.2-13 Relation of Moisture Particle Travel to Motion in Plane Normal to Axis of Rotation

If a line were drawn through Smith's data, it would be steeper than the theoretical line. However, the calculations are for collection on a single turbine row, whereas Smith's data represent collection on a varying number of turbine rows and fractions thereof. That is, the Wilson Point in Smith's turbine is moving toward the front end of the turbine as the amount of theoretical moisture available at the third stage exit rises. Therefore, the collecting surface area subject to the condensing region is increasing. The moisture collected at the drain port between third and fourth stages probably represents that collected on less than one row for 3 percent theoretical moisture, and on up to two or more rows for 8 percent theoretical moisture. This explains why the slope of the data points is substantially greater than the slope of the calculated line. If the drain ports in Smith's experimental turbine are catching nearly all of the moisture collected on the blades, and as the blade sections, spacing, and amount of turning of the experimental
turbine rows are quite similar to that of the ninth stator of the Yankee turbine, then the theories of condensate spontaneous nucleation and deposition (taken together) somewhat over-estimate the actual amounts of moisture being collected in steam turbines. *

The calculated portion of the condensate particles caught by a given blade row in a small turbine is substantially greater than in a large turbine For example, the last stator row of the NAS 3-8520 Three-Stage Potassium Test Turbine is estimated to collect 7 percent of the condensate particles in vapor of an 88.6 percent average quality; whereas by Figure 1.2-12, the Yankee Steam Turbine would collect only 2.3 percent in vapor of the same quality. The higher flow accelerations in the smaller turbine relative to the larger are the principal reasons for the difference.

### 1.2.4.3 Movement of Collected Moisture : :

The small percentage of fog particles collected form rivulets, films, and drops on the blading surfaces.

* The conclusion is still justified even though the basic comparison is between "apples" and "oranges" because the calculated single row moisture collection is greater than the measured multiple row moisture collection.

On the rotating blading, the predominant force over most of the blading surface is that of the centrifugal field of the blades. Under this force, the liquid collected on the rotors flows nearly radially outwards* and is thrown from the tips of the blades. The particle flow leaving the blade tips is essentially in the tangential direction, and the initial flow velocity is approximately the same as the peripheral speed of the blade. The tangential distance of travel in large steam turbines is often on the order of 5 inches. In models of cesium and potassium space turbines the tangential distances of travel may be as low as $5 / 32$ inch.

A radial groove or grooves has been found to occur on the pressure surfaces just aft of the nose of the rotor blades in the NASA-G. E. two-and threestage potassium test turbines after 1000 or 2000 hours operation $(21,22)$. This can be taken as evidence of a strong liquid rivulet in this location. In the twostage test turbine the presence of this

rivulet was ascribed ${ }^{(21)}$ to a local flow separation eddy caused by negative flow incidence entering the rotor blades. During the course of this program, a number of surface velocity and boundary layer analyses of axial flow turbine blading were carried out (by the methods in Sections 2.4 and 2.5). In all cases, even at zero flow incidence, there was sufficient diffusion of the flow at the outer edge of the boundary layer just aft of the blade nose on the pressure surface to cause a local region of flow separation. This region of flow separation is quite local. The liquid atomization and trajectory analysis code (ADROP)
developed under this program (Section 2.5) cannot handle a separated flow regime and the computations relating to atomized droplets discharged from the trailing edges of stator vanes must be started downstream of this local pressure surface flow separation to obtain droplet information from the code.

Due to the high peripheral velocity of the turbine rotor blade tips, the liquid flung from the tips is well atomized. An estimate of the characteristics of the spray discharged from the tips of the third rotor of the NAS 3-8520 Three-Stage Potassium Test Turbine has been made assuming that the discharge is similar to that from an underfed disc atomizer. These estimates give:

$$
\begin{gathered}
\text { Maximum Drop Diameter }-76 \pm 33 \text { mi crons } \\
\text { Mass Mean Drop Diameter }-46 \pm 23 \text { mi crons }
\end{gathered}
$$

These drops are still large compared to the fog particles. Most of these atomized drops proceed in an almost undisturbed trajectory to impact the turbine casing at a very shallow angle. Even with a 5 -inch path length, the time of flight is only about one-half millisecond at $800 \mathrm{ft} / \mathrm{sec}$ tip velocity. This time is too short for the vapor drag forces to produce any appreciable deceleration or acceleration of most of the flung liquid. A small percenfage of the liquid is undoubtedly in the form of small drops (of sufficiently high surface to mass ratio) that are turned into the succeeding stator by the vapor siream. However, such drops will slice cleanly along the stators and cause no damage. For these reasons erosion at the inlet of stators* is seldom encountered in practice where moisture impinging on the casing is removed through suitable slots. **

[^1]It is desirable not to have to incorporate internal moisture removal into alkali metal space turbines. If moisture removal slots are not incorporated, the liquid flung from the tips of the rotors will accumulate and run along the casing toward turbine discharge under the drag of the vapor flow. If unshrouded rotors are used and if the liquid remains on the casing as a film, it might not do much harm to turbine blading.

An analysis of turbine casing flows for the NAS 5-250 potassium and cesium turbine designs was carried out. This analysis is reported in greater depth in Section 2. By this analysis it is found that the casing flows towards the back end of the sixthstage potassium turbine are unstable. That is, the film of liquid develops waves. These waves will grow to sufficient height to penetrate the vapor laminar sublayer and will be torn off as drops. Some of these drops will be upwards of 400 mi crons in diameter. Such drops are large enough to cause impact damage to rotor blade tips (and shrouds and seal strips if such are present). Since these drops may be formed anywhere along the casing, some of them will have insufficient time to break up before impacting the rotor blade tips or shrouds.

The stability of this casing liquid has been examined in terms of Baker's ( $(17)$ two-phase flow map, and the Chien and Ibele (18) criterion for transition from annular to annular-mist flow of the form

where
$\operatorname{Re}_{V}$ is the vapor Reynolds Number
$\operatorname{Re}_{L}$ is the liquid Reynolds Number
Both Reynolds numbers are based on mass velocity using the full cross-sectional area of the flow passage as constrained by the turbine blade row.

In addition, the technique of Wrobel and McManus (19) was used to estimate the wave height and its ratio to vapor laminar sublayer thickness. The degrees of casing liquid instability predicted by the three methods do not agree very closely. In addition the correlations were obtained using observations on pipe flows and their application to turbine casing flows has not been established.

The turbine casing flow regime parameters for the last two stages of the six-stage potassium turbine may be found in Table 1.2-2. The values given in Table 1.2-1 are outside the range of the Baker Plot shown in Figure 1. 2-14 but a mental extrapolation of the plot indicates unstable flow. The Chien and Ibele factors are an order of magnitude greater than required to yield flow instability.

On the basis of the foregoing observations, it appears that casing moisture removal in potassium space turbines will reduce erosion.

On the stator blades, the primary force acting on the collected liquid is the drag force of the moinstream flow. Under this force the liquid flows to the rear of the stator where it collects until torn from the stator as rather large particles. In the model used it is assumed that the collected liquid follows the bulk flow streamlines and on a time average basis is uniformly distributed along a stator from hub to tip. Although the first assumption is of doubtful validity because of the secondary flows at blade hub and tip; the second assumption is still reasonable, since the liquid displaced from the pressure surface of a particular stator will tend to flow over the casing or rotor hub and terminate on the suction surface of the companion stator.

The liquid, which is torn from or near the back edges of stator vanes, impinges on the following rotor blades. It may remove material by the force of impingement or by chemical dissolution of the rotor blade material or by a combination of these mechanisms. Initially, relatively large drops are

[^2]TABLE 1.2-2

## TURBINE CASING FLOW REGIME PARAMETERS SIX-STAGE POTASSIUM TURBINE

| Exit of <br> Blade Row | $\operatorname{Rev}_{v} \times 10^{-5}$ | $\mathrm{Re}_{\mathrm{L}}$ | $\begin{aligned} & \mathrm{G} \times 10^{-4} \\ & \mathrm{lb} / \mathrm{hr}-\mathrm{ft} \end{aligned}$ | $\mathrm{lb} / \mathrm{hr}-\mathrm{ft}^{2}$ | $\begin{aligned} & \mathrm{G} / \lambda \times 10^{-4} \\ & 1 \mathrm{~b} / \mathrm{hr}^{-4} \mathrm{ft}^{2} \end{aligned}$ | $\begin{gathered} \mathrm{L} \\| \not / \mathrm{G} \\ \times 10^{4} \end{gathered}$ | $\operatorname{Re}_{\stackrel{v}{ } \operatorname{Re}_{\mathrm{L}}}^{\times 10^{-7}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 6K-45 | 5.04 | 33.0 | 3.94 | 13.0 | 4.96 | 2.12 | 2.62 |
| 8K-4R | 4.94 | 168. | 3.32 | 56.1 | 4.11 | 11.2 | 2.56 |
| 6K-5s | 4.95 | 321. | 2.72 | 92.3 | 3.74 | 19.4 | 2.56 |
| 6K-5R | 4.89 | 491. | 2.19 | 120. | 3.33 | 27.6 | 2.52 |
| 6K-65 | 4.87 | 834. | 1.87 | 181. | 3.04 | 44.6 | 2.51 |
| 6K-6R | 4.83 | 897. | 1.54 | 164. | 2.64 | 45.0 | 2,48 |



Figure 1.2-14 Baker's Map of Two Phase Flow Regimes
torn from the stators. Most of these drops undergo a breakup process and all undergo acceleration between stator and rotor. However, in the time available the drops do not attain vapor stream velocity, and because of the vector velocity difference can strike the nose and convex surfaces of the rotating blades with rather large normal velocity components. In turbines with high velocities of the liquid drops relative to the rotor blades, some of the larger drops strike with sufficient force to cause mechanical material removal by repetitive impact. This mechanical erosion of the rotor blades is confined to the nose and leading edge of the convex surfaces because of the shadow effect of companion blades. Because the blade speed is highest at the tip and hence the incident drop velocities are highest, the greatest degree of mechanical erosion occurs at the blade tips. (Dispersed casing liquid may also play a part if periodic removal is not performed.)


Figure 1.2-15 Impingement on Rotating Blade

As can be inferred from the preceding paragraphs, the mechanical impact intensity and the amount of mechanical erosion depend to a large degree on the extent to which the drops are accelerated and atomized in the space between the stator and rotor. In this respect the vapor density level as reflected in the vapor stream dynamic pressure is a most important parameter. The higher the pressure the more rapid the drop acceleration and the finer the atomization.

Because the vapor density levels in the potassium, cesium, and mercury turbines examined are high compared to those in a low pressure steam turbine of a central-station turbine complex, drop acceleration is much more rapid and atomized drop sizes much finer than in the low pressure steam turbine.

### 1.2.4.4 Atomization and Trajectories of Stator Discharged Liquid

Visual observations in steam turbines $(6,23)$ reveal that the liquid collected on the stators is torn from the vicinity of the trailing edges of the stator vanes. Initially, this liquid is in the form of a distribution of sizes and fairly large drops. This stage of the process is called primary atomization. These large primary drops are caught up in the decaying wakes down-stream of the stators and accelerated by the vapor stream. Most of the primary drops are unstable under the aerodynamic conditions prevailing during this acceleration. Providing there is sufficient (time of flight) between stator and rotor, these unstable drops are broken down into smaller stable drops. This stage of the process is called
secondary atomization. Completion of the secondary atomization process gives a relatively stable population of drops composed of a residual of primary drops that are small enough to be stable plus the secondary drops formed from shatiered primary drops. In well designed turbines, it is this stabilized population of drops that impinges upon the rotor blades and can cause erosion damage.

There are at least four different mechanisms of primary atomization and two for secondary atomization that have been observed under conditions related to those in turbines. Primary drops have been observed to be formed by (1) tearing of masses of liquid from puddles of films (2) stripping of liquid in the form of pendant drops (3) tip bursting of pendant drops and (4) the coagulation of liquid on a surface into drops. Secondary drops can be formed either through stripping or bursting of primary drops. To trace the history of all these possible processes would be a formidable, if not impossible, task. Because of this the numerical procedures for atomization estimates given in Section 2.7 involve substantial simplification through gross description of droplet classes based in large part on empirical observations or empirical correlating relations commonly used in describing gas-atomized liquid sprays. Furthermore, almost all of the empirical observations used in preparing the numerical detail of the atomization model are taken from reference material where the reported tests were made using steam vapor or air atomization of water drops. Nonetheless, it is felt that observations on steam or air atomization of water drops, particularly observations in actual turbines or turbine-like cascades, are applicable to a broader spectrum of turbine working fluids (such as the liquid metals) of low liquid-viscosity and substantial surface tension.

As a conservative assumption, it is generally assumed that the bulk of the stator discharged liquid is concentrated in the trough of the stator blade wake and atomization and trajectory calculations are carried out using trough conditions. Although there are experimental observations (24) that a considerable amount of liquid rather quickly finds its way out of the wake into the bulk stream, there is no quantitative information on this point.

The wake velocities are calculated by the, semi-empirical method of Lieblein and Roudebush ${ }^{(25)}$.

Some experimental wake investigations were carried out during this program and results are reported in Section 4. If the trailing edges of the stator vanes are kept thin, the experimentally measured wake characteristics agree quite well with calculations using the Lieblein and Roudebush method. Evidence of this is given in Figure 1.2-16. It is also evident from this figure that the procedure will not give results as accurate for thicker trailing edges.


Figure 1.2-16 Wake Trough Velocity

- Distances Required to Complete Secondary Atomization

While the equations of motion concerning breakup and drop displacement cannot be solved rigorously in closed form, a reasonable approximatl solution for large drops (that do not accelerate very much before breakup) can be obtained in closed form. The results of such a solution are shown in Figure 1.2-17.


Figure 1.2-17 Displacement of Drops to Breakup

In this figure, the distance of travel before breakup (Xdc) is referred to the drop diameter (Dd) and this referred distance plotted as a function of initial drop Reynolds Number ( Re$)_{\mathrm{d}}$ based on the relative flow velocity between drop and vapor stream, drop diameter, and vapor density and viscosity. Parameters shown in this figure are $U / V r$ and $\rho_{L} / \rho V$
where:
$U \quad$ is the vapor velocity relative to stator blade
Vr relative velocity between drop and vapor
$\rho_{L}$ density of drop liquid
${ }^{\rho} \vee$ density of vapor

The maximum diameter primary drops discharged from stators (likely to be formed) in turbines may be assumed to have diameters about the dimension of the stator blades trailing edge thicknesses. For sarall potassium turbines this is about 250 microns. The initial drop Reynolds Numbers for such drops are in the order of $10^{2}$ to $10^{5}$, depending upon their position in the stator blade wakes. For such drops it can be seen that the maximum breakup distance is of the order of 10 diameters. Allowing a factor of two for conservatism, the distance between stator exit and rotor inlet can be as little as 5 mm ( 0.2 in .) along the vapor flow path with the expectation that the primary drops will be broken up before impacting the rotor blades.

The ADROP computer code of Section 2.6, uses numerical means for calculation of the distances required to complete secondary atomization. Typical results are illustrated by calculations for the Sunflower Mercury Turbine (Figure 1.2-18) and for the Toledo Edison Bayshore No. 2 Low Pressure End Steam Turbine (Figure 1.2-19). The referral distances are 2 mm for Sunflower and 112 mm for Bayshore No. 2. It will be noted that there is insufficient distance between stator and rotor of the Sunflower turbine to complete secondary atomization.


Figure 1. 2-18 Sunflower Turbine - Stage 3. Primary Drop Distances to Disruption. Absolute Distances are Referred to the Maximum Possible Path
Length


Figure 1.2-19 Bayshore No. 2-Stage 7. Primary Drop Distances to Disruption.Absolute Distances are Referred to the Maximum Possible Path Length

- Velocities of Stator Discharged Liquid

The history of the acceleration of the liquid discharged from turbine stator vanes is a general case of motion with a variable local velocity field within the stator wake. A closed form solution does not seem possible because of the complexity of the resulting equation of motion. For this and other reasons the ADROP computer code of Section 2.6 was created to solve the complex equation of motion. A correlation of ADROP code solutions for drops traveling along a stator blade wake axis is given in Figure 1.2-20. These solutions are plotted as a function of drop velocity (Vd) to bulk stream velocity ratio in terms of a referred distance ( $X / C$ ) along the wake axis in blade chords (c), with parameters of initial drop Reynolds Number ( $\mathrm{Re}_{\mathrm{o}}$ ) and $\mathrm{K}_{\mathrm{d}}$ an initial value of an inertial parameter. Where:

$$
\cdots
$$

$$
{ }^{-1} \hat{\bar{K}}_{d}=\frac{\rho_{v}}{\rho_{d o}} \frac{D_{d}}{D_{d}}
$$

and

|  | vapor density |
| :---: | :---: |
| $\therefore P_{\ell}$ | liquid density |
| $C^{\prime}$ | initial drop drag coefficient |
| D | drop diameter - cm |

Typical calculated values of $V_{d} / U_{o}$ at the rotor inlet plane for four turbines are os follows:

|  | $V_{d} U_{o}$ |
| :--- | ---: |
| Sunflower, Mercury, 3rd Stator <br> Bayshore No. 2, Steam, 7th | 0.05 |
| Stator | 0.26 |
| NAS5-250 6-Stage Potassium <br> 6th Stator | 0.22 |
| NAS5-250 2-Stage Cesium, <br> 2nd Stator | 0.72 |



Figure 1.2-20 General Solutions for the Terminal Velocity of Drops Traveling along Stator Wake Axis Streamlines

A comparison of observed stator discharged liquid velocities in the low pressure end of a large English steam turbine and those calculated along the flow path between the 9th stator and rotor of the Yankee low pressure end, under similar conditions of jet velocity and pressure level, is given in Section 2.6, Appendix A. The observed velocities are 10 to 20 percent higher than the calculated velocities.

The velocities with which these stator discharged drops impact the rotor blades depend upon the turbine velocity triangles as illustrated by Figure 1.2-16. In all of the calculations of this program it has been assumed that the turbine is operating at design condition with zero vapor flow incidence into the rotor blades. Figures 1,2-21 and 1.2-22 give calculated values of impact velocity, $\mathrm{W}_{\mathrm{d}}$, with the last rotors of the Sunflower and Bayshore No. 2 turbine, respectively, as a function of drop terminal velocity, $V_{d}$. Of even more importance is the normal component, $W_{n}$, of the impact velocity for it is well established in impingement erosion experience that it is the normal component of drop impact velocities that is of primary importance. It will be noted that the normal velocities of drop impact of the Sunflower last rotor are, in general, substantially lower than the absolute velocities of impact; this is not so for the Bayshore No. 2 steam turbine. The reason is the Sunflower turbine is a relatively high hub to tip ratio impulse turbine and the inlets to the rotor blades are turned away from the direction of rotation. Bay-


Figure 1.2-21 Sunflower Turbine - Stage 3. Drop Impact Velocities Relative to the Rotor Blade
shore No. 2, is a relatively low hub to tip ratio turbine with a high degree of reaction at the blade tips. The inlets to the rotor blades, particularly at the tips, are turned in the direction of rotation.

The calculated drop impact normal velocities on the last rotor blades in potassium turbine designs are intermediate between those of the Sunflower and Bayshore No. 2 turbines and are in the range of 500 to $900 \mathrm{ft} / \mathrm{sec}$. The calculated drop impact normal velocities on the last rotor blades of the NAS 5-250 two-stage cesium turbine are in the same range as those of the Sunflower turbine.


Figure 1.2-22 Bayshore No. 2-Stage 7. Drop Impact Velocities Relative to the Rotor Blades

- Diameter of Drops Impinging on Turbine Rotor Blades

Two means of assessing the distribution of drop diameters impinging upon the turbine rotor blades have been investigated during this program. Both methods are discussed in Section 2.7. The first of these, of a semi-empirical nature, was used in the erosion analysis of the Yankee steam turbine low pressure end reported in Reference (26). The calculated dróp diameter distribution produced is quite different from those reported by Christie $(23,24)$ from actual observations in a large steam turbine. (See Figure 1. 2-24.)

The second method is an empirical approach using an average distribution from those reported by Christie ${ }^{(23)}$ applied to a calculated maximum drop


Figure 1.2-23 Comparison of Impact Velocities on Sunflower and Bayshore No. 2 Turbines
diameter of the stator discharged spray. The second method is presently preferred although it also (as discussed in Section 2.7)can yield quite inaccurate results with very small errors in determination of maximum drop diameter. :ti wete

The maximum drop diameter of the stator spray is determined by use of the parametric time history of the drops in the stator wake covered in Section 2.6. It is assumed that the primary drops become entrained by a given wake streamline and the liquid represented remains with that streamline until rotor impact. The criteria for disruption of a primary drop is taken as the exceeding of a critical drop Weber Number at some point along the path between detachment from the stator to impact with the rotor. This assumes that there is time for the drop to disrupt, after the critical Weber Number has been exceeded, before it impacts the turbine rotor. All primary drops which experience a Weber Number greater than the critical are presumed to disrupt to smaller stable secondary drops.

Primary drops that experience local Weber Numbers in the wake less than the critical Weber Number are assumed stable and retain their primary configuration. The maximum size drop that will impact the rotor is the primary drop that just experiences, but does not exceed, the critical Weber Number anywhere between origin and impact with the rotor. This model uses Weber Number criteria because under local conditions at the time of break-
up of the primary drops it is believed that the ratio of dynamic pressure force to surface tension force is the single most important criterion as to whether a drop is stable or not. Unfortunately, Weber Number alone is not sufficient to allow a prediction of maximum drop diameters in sprays even when the local conditions at disruption are known with reasonable accuracy. For this reason, Westinghouse has varied the numerical value of the Weber Number that has been used in analysis of turbines from turbine to turbine.

For small turbines, 1 -inch chord, 1-2 inch high blades, the critical Weber Number used has been 13. For the large low pressure ends of central station steam turbines, the value used has been Weber Number $=22$. The rationale is due to Gardner ${ }^{(20)}$ who apparently drew 98, the work of Heinze. According to Spies, et al ${ }^{(6)}$, Heinze shows that for a non-viscous fluid (the turbine working fluids are considered "non-viscous") the critical value of Weber Number is 13 for shock exposure of a drop to aerodynamic forces and this critical Weber Number increases to 22 for a steadily falling drop. This latter case is that of graduated application of aerodynamic forces to the drop. From trajectory calculations on both large and small turbines, it appears that the application of aerodynamic forces to the primary drops is quite abrupt or shock-like in the small turbine and quite gradual in the large central station steam turbine low pressure end. The selection of Weber Number $=13$ for the small turbines and Weber Number $=22$ are commensurate with the trajectory observations.

Since these values were selected, a considerable amqunt of actual observation in large steam turbines $(23)$ and in a small steam turbine ${ }^{(6)}$ built to simulate a space potassium turbine have become available. These data clearly show that from a conceptual point of view, the simplified two-valued scheme of this model is inadequate. However, in a numerical sense the selection of Weber Number $=13$ for the small space turbines examined is a reasonable average value based on an analysis of the results of Spies et al ${ }^{(6)}$ as given in Appendix B, Section 2.7. For a typical design such as the NAS3-GE 3-stage potassium test turbine, the procedure of Weber Number $=13$ may err in estimating the maximum


Figure 1.2-24 Drop Distribution Functions
size drop impinging on the rotor blades of that turbine by 30 microns. The maximum size drop is about 100 microns in diamefer.

The selection of critical Weber Number $=22$ for the low pressure ends of large central station steam turbines seems to be overly conservative in terms of steam stationary cascade tests as reported by Christie and Hayward (23) but not necessarily for actual turbines as reported by the same reference.

### 1.2.4.5 Material Removal

The liquid that is torn from the back edges of the stator vanes and impinges on the following rotor blades may remove material by the force of. impingement or by chemical dissolution of rotor blade material or by a combination of these mechanisms. In the early days of steam turbines, it was postulated that chemical effects might play a part in the observed blade erosion. While the presence of such effects has never conclusively been disproved, it is not deemed important. The observed erosion in steam turbines can be adequately explained as a physical phenomenon without recourse to chemical explanations. It is believed that this is also true of mercury turbines.

The chemical situation in alkali liquid metal turbines is not as clear. Because of the elevated operating temperatures and the nature of the fluids involved in alkali liquid metal turbine systems,all proposed structural materials have a substantial degree of solubility in the working fluid. In pure fluid systems, such as can be maintained with reasonable state-of-the-art technology with alkali metal working fluids, it is thought that dissolution of the blade materials is the main chemical possibility for material removal and that present limited quantitative data can be extrapolated to other similar systems for rough, predictive comparisons.

## - Chemical Dissolution

The stator discharged liquid impacts the rotor blades along a relatively narrow portion of the leading edge of the convex surface and is assumed to flow in a nearly radial direction to discharge at the blade tips. It is assumed that impacted moisture forms a continuous film, and the fluid impacts uniformly in along the blade impaction zone. The concern of this analysis is the chemical dissolution of the blade material associated with the flow of this film in in arit potassium or cesium vapor turbines.

Because the film of liquid formed on the rotor blades is at most a few micrometers thick and is violently stirred by the incoming drops, it is assumed that the rate controlling step, in the dissolution process, is that of the rate of dissolution for the blade material into the liquid at the liquid-solid interface. This is different than for dissolution of solids into liquids in pipe flow. In pipe flow, the rate controlling step is often the rate of diffusion of the dissolved solute across the solvent boundary layer into the bulk flow of solvent in the pipe.

According to Epstein ${ }^{(27)}$, the rate of dissolution of a pure metal into a pure liquid solvent at the metal-liquid interface is given by

$$
\begin{equation*}
S=S_{0}\left[1-\exp \left(-\frac{\alpha A_{t}}{V_{t}}\right)\right] \tag{I}
\end{equation*}
$$

where
A is the surface area in contact with the liquid - $\mathrm{cm}^{2}$
$5_{0}$ is the saturation solubility of material in the solvent - dimensionless

5 is the solute concentration in the solvent at time $\dagger$ - dimensionless
$V$ is the volume of liquid in contact with the metal for time $t-\mathrm{cm}^{3}$
$t$ is the contact time between liquid and metal along surface $A$ - sec
a is the solution rate constant $-\mathrm{cm} / \mathrm{sec}$
Under steady-state conditions, such as in a turbine operating at design, it can be shown (Section 3.4) that Epstein's equation implies that the rate of blade metal thickness removal is:

$$
\begin{equation*}
\dot{\delta}_{m}=a S_{o}\left(\frac{\dot{m}_{a}}{\dot{m}_{a}+p_{f} a}\right) \tag{2}
\end{equation*}
$$

where the added variables are:

$$
\begin{aligned}
& \dot{m}_{a} \text {; rate of liquid deposition per unit area } \\
& \text { per unit time }-\mathrm{gm} / \mathrm{cm}^{2} / \mathrm{sec} \\
& \dot{\delta}_{m} \text {, rate of metal thickness removal }-\mathrm{cm} / \mathrm{sec} \\
& \rho_{\ell}, \text { liquid density }-\mathrm{gm} / \mathrm{cm}^{3}
\end{aligned}
$$

The discussion so far has assumed a pure metal dissolving into a pure liquid. The latter assumption, pure liquid, is probably reasonable since turbine system operators go to some length to keep a pure liquid in the system. However, turbine blade materials are alloys composed of materials of differing solubility and probably chernical activity. In advanced high temperature Rankine cycle liquid metal systems, the turbine blade materials are likely to be refractory alloys such as TZM and TZC. These are molybdenum alloys with small amounts of titanium, carbon, and zirconium. The alloying materials such as Ti and $\mathrm{Z}_{r}$ are more soluble than the base material; while present
in concentrations of only 1 to 2 percent they tend to callect at the alloy grain boundaries where they may be more readily leached from the surface than if they were uniformly mixed. In addition, if there is preferential leaching at the grain boundaries, this may so weaken the material that a considerably greater amount of material may be lost than that which simply dissolved.

At the present time, there are insufficient experimental results or theory to judge these factors adequately. Nevertheless, it is worthwhile to delineate these areas of uncertainty by the application of multiplicative correction factors to Equation (2), as:

$$
\begin{equation*}
\dot{\delta}_{s}=k_{1} \quad \delta_{m}=k_{1} k a a S_{o}\left(\frac{\dot{m}_{a}}{\dot{m}_{a}+p_{l} k a \alpha}\right) \tag{3}
\end{equation*}
$$

where
a is the activity level of a readily dissolvable constituent of the alloy in the alloyed form relative to the constituents dissolvability in pure form - $\mathrm{cm} / \mathrm{sec}$
$k$ is the ratio of the effective surface area from which the constituent is dissolving to the total surface area of the alloy - dimensionless
$k_{1}$ is the ratio of total alloy removal rate to dissolving constituent removal rate dimensionless
$\dot{\delta}_{5}$ is the thickness removal rate for the alloy surface as a whole $-\mathrm{cm} / \mathrm{sec}$

Results of a chemical dissolution examination of the sixth rotor of the NAS5-250 six-stage potassium turbine, and the second rotor of the NAS5-250 twostage cesium turbine are reported in Section 3.0. Because of the doubtful basis for chemical dissolution
examination of the NAS5-250 turbine designs, a parametric examination of chemical dissolution is presented in this section. In both these examinations, it is assumed that:

$$
\begin{array}{ll}
k=1 / k k_{1} \text { and } a \sim 1 . \\
\text { Hence, } \quad & \dot{\delta}_{s}=a S_{0} \frac{\dot{m}_{a}}{\dot{m}_{a}+f_{\ell} k a}  \tag{5}\\
& \delta_{s}=a S_{0} \Delta t
\end{array}
$$

Also, it has been assumed that $k$ (the effective surface area ratio) is equal to the ratio of dissolving constituent volume to total alloy volume.

If it is assumed that $\dot{m}_{a}>\rho_{f} \alpha$ and $\alpha$ is time independent, Equation (4) is readily integrated to give:

$$
\delta_{s}=a S_{0} \Delta t
$$

where
$\delta_{s}$ is the total thickness of material removed from a metal surface in time of exposure $(\Delta t)-\mathrm{cm}$
$\Delta t$ is the total time of metal surface exposure to the liquid metal - sec

With present knowledge, there are no experimental values of dissolution rate constant (a) available on the dissolving of solid metals under turbine blade conditions into the alkali liquid metals. There are values for Fe dissolving in $\mathrm{Na}^{(27}$ and 304 SS dissolving in $\mathrm{Li}^{(28)}$, as illustrated in Figure 1.2-25 for low velocity pipe flow kind of conditions but their applicability to turbine blade dissolution is undemonstrated. However, in the dissolution examinations reported in subsequent Section 3.0 , it is assumed that data for 304 SS dissolving in $\mathrm{L}_{\mathrm{i}}$ is applicable to the turbines examined(this is pure assumption).


Figure 1.2-25 Temperature Dependence of a

Using the saturation solubilities from Table 1.2-3, Equation 5 has been used to calculate the material thickness dissolved as a function of variation in a for $\mathrm{Fe}_{\mathrm{r}} \mathrm{Ti}, \mathrm{Zr}, \mathrm{Cb}$, and Mo dissolving in $1400^{\circ} \mathrm{F}$ liquid potassium. The time of exposure to liquid potassium is held constant at 10,000 hours. The results of this parametering are given in Figure 1. 2-26.

- Mechanical Removal by Liquid Impingement

The CEGB has run experiments and published data $(31,32)$ on the rates of removal of material by repetitive impacts of water drops on several steam turbine blading materials. This information has been analyzed and some simple correlations formed. The first set of correlations does not include the physical properties of the impinging drop fluid or of the impacted metal as variables. It may be used in the examination or prediction of erosion in steam turbines,


Figure 1.2-26 Parametric Study of the Dissolution of Metals in Liquid Potassium an.
provided, of course, the blade material or erosion shields are made from one of the materials reported upon by the CEGB. The second set of correlations attempts a broader interpretation of the CEGB steam turbine materials erosion data by factoring into the resulting correlations physical properties of fluid and metal. This is done through the use of a hypothetical mechanical erosion damage model. Neither the damage model or the resulting correlations have been checked experimentally at this time. Calculations relating to mechanical erosion of potassium, cesium, and mercury turbine blades were carried out using this second set of correlations based on the hypothetical damage model. A brief discussion of the resulting correlations follows: The study resulting In the correlations is covered in depth in Sections 3.1 and 3.3 of this report, WANL-TME-1977.

Neglecting fluid and metal properties, erosion rates are still a function of perhaps 11 or 12 independent variables. However, only three of these seem to be of first order importance, with respect to steam turbine erosion. These are (1) velocity of impact, (2) angle of impact, and (3) impacting drop size.

One of the greatest difficulties in interpreting and correlating erosion test data is not the multiplicity of the independent variables, but the identification of the dependent variable(s) for characterizing erosion. All would be well if, under given conditions, erosion proceeded at a constant rate and could be unmistakably characterized by a uniform slope of cumulative weight loss versus time curve. Since erosion rates are not constant with time, erosion can be only approximately characterized by a simplified time independent approach.

The most accepted view is that the first stage in erosion shows little or no weight loss and represents plastic deformation of the surface and initiation of fatigue cracks. This stage is followed by a second stage in which material loss appears and increases rapidly with time. This second stage merges into a third stage in which the rate of weight loss is at a maximum and relatively uniform over a period of time. This, in turn, merges into a later stage (or stages) in which the erosion rate diminishes and can or cannot tend toward another uniform value. Whatever the precise cause of this decrease in erosion rate may be, it is usually associated with rather general and severe damage to the surface, which through geometrical effects alone may result in an effective alteration of the impingement conditions.

It is assumed that the uniform rate of the third stage is the most meaningful in predicting the total erosion in the steam turbine. This assumes that the bulk of the erosion of the blades takes place during this third stage. The time periods of the first and second stages are short compared with the total operating time. Turbine designs which demonstrate severe enough erosion rates in the third stage to become fourth stage terminal cases will suffer from a lack of customer interest and disappear. In any case, from a design point of view, using a third stage rate is a conservative assumption.

CEGB ${ }^{(21)}$ has measured the erosion from samples of Stellite 6 and 68 (an erosion shield material often used in steam turbines) subject to
multiple stage of erosion rates for these Stellites and other steam turbine materials in the form:

$$
\begin{equation*}
\frac{\Delta W_{m}}{\Delta W_{w}}=k\left(V_{n}-V_{c d}\right)^{n} \sec \theta \tag{6}
\end{equation*}
$$

where:
$\Delta W_{m}$
is the mass of material removed per unit mass of impinging water
$\Delta W_{w}$
$V_{n}$
is the component normal to the impacted surface of velocity of impact
$V_{c d} \quad$ is a critical or threshold velocity below which erosion is negligible
$\theta \quad$ is the angle between the impact velocity vector and the normal to the surface
$k, n$ are empirical constants
CEGB data ${ }^{(32)}$ for Stellite 6 and $6 B$ are plotted in Figure 1.2-27. The $\sec \theta$ correction is ignored because the angles of impact at which the data were taken were always within 30 degrees of the normal to the surface. The correlation of Figure 1.2-28 thus gives the erosion in terms of two out of three of the independent variables of primary importance.

A correlation for the third independent variable, drop size, is also derived from CEGB data. This correlation uses the observation that the threshold velocity of normal impact below which erosion is negligible appears to be a regular function of drop size.
Assume that:

$$
v_{c d} \boldsymbol{\alpha} \sqrt{\frac{1}{D}}
$$

where $D$ is the diameter of the impinging drops. As shown in Figure 1.2-28, the correlations are good.


Figure 1.2-27 Stellite Erosion Rates - Data from
CEGB Reduced Normal Velocity in wes.
$\left(V_{m}-V_{c d}\right)$
Yos.

The data of Figure 1.2-28 were taken using a stainless steel. Since there is insufficient spread to attempt a similar correlation in drop sizes in the data reported for the Stellites, it is assumed that the form for the Stellites would be approximately the same as for stainless steel with a different empirical constant relgting the proportionality between $V_{c d}$ and $D^{-1 / 2}$. This yields the expression:

$$
V_{c d}=\sqrt{1155 / D}
$$

where:

$$
\begin{aligned}
& D \quad=\text { drop diameter, } \mathrm{ft} \\
& V_{c d}=\text { threshold velocity, } \mathrm{ft} / \mathrm{sec}
\end{aligned}
$$



Figure 1.2-28 Correlation of CEGB Data by use of "Critical Velocity"

The foregoing expression used in conjunction with Figure 1.2-27 is then arithmetically sufficient to calculate material removal rates from Stellite 6 B in steam turbines, if the states of the impacting fluid are known.

To our knowledge there are no data giving structural material removal rates by repetitive impact of drops of alkali metals or mercury that are quantitatively useful in terms of the impingement of stator-collected liquid on the rotor blades of metal vapor turbines. Therefore, correlating functions of the CEGB steam-water data have been extended to include the physical properties of liquids and a structural material strength by use of a hypothetical impact and damage model.

The basis of the model is hydrodynamic. It assumes that in multiple impact tests of the type reported by the CEGB (and in turbines subject to multiple impact damage) that the impacted material is covered by a thin liquid layer. It presumes that this layer accounts for the changes in threshold velocity that cause erosion (on a given structural material) observed as a function of impacting drop diameter and accounts for the increases in rate of material removal with an increase in velocity above a threshold velocity. The liquid layer may accomplish this through the protective nature of a film overlaying the surface and/or by providing a lubricated surface whereby the liquid outflow from the impact can occur more readily. This latter action will allow an earlier release of the impact pressure on a wet surface than on a dry surface. The model treats the eroded material as a black box characterized by its Vickers Hardness, but does not answer the question as to why, relative to their Vickers Hardness, cobalt and titanium base alloys are generally more erosion resistant than iron or nickel base alloys, and these in turn are more resistant than cemented carbides. (33) The erosion rates used here are the maximum rates of erosion observed in what is normally called the third stage of erosion when erosion is depicted as a four-stage process.

The equations developed are as follows:

$$
\begin{gathered}
\frac{m_{m}}{m_{l}}=\left(\frac{\ell}{17}\right)\left(\frac{\rho_{m}}{\rho_{\ell}}\right)\left(\frac{p_{l} U_{n}^{2}}{2 S}\right)\left(\frac{U_{n}}{C_{0}}\right)^{2}\left(1-\frac{U_{c d}}{U_{n}}\right) \\
U_{c d}=K\left(\frac{S}{\rho_{\ell} C_{0}}\right)\left(\frac{\delta_{c d}}{D}\right)^{n}
\end{gathered}
$$

For the particular CEGB apparatus the correlating film thickness $\delta$ is given by:
$\delta=\sqrt{\frac{3 \mu D_{s}}{4 \pi \rho_{l} U_{s}}}$

## where

C is the acoustic velocity in undisturbed drop liquid - $\mathrm{ft} / \mathrm{sec}$
$D_{s}$
is the effective diameter of the erosion sample, assumed equal to blade height for small space turbines examined - ft

D is the impinging drop diameter - ft
$m_{m}$ is the mass material eroded - slugs
m
is the mass of liquid impinged - slugs
$U_{n} \quad$ is the normal velocity of drop impact $\mathrm{ft} / \mathrm{sec}$
$U_{w} \quad$ is the blade or erosion sample average peripheral velocity - $\mathrm{ft} / \mathrm{sec}$
$U_{c d}$ is the threshold velocity of normal impact to cause erosion - $\mathrm{ft} / \mathrm{sec}$
$S \quad$ is the material hardness as measured by the Vicker's Diamond Point method. (Note: Vicker's Hardness, VPN or DPN, is normally given in $\mathrm{kg} / \mathrm{mm}^{2}$. For use in these equations it should be converted to the system of units being used. In the case of Figure 1.2-29, the units are $P$ in slugs $/ \mathrm{ft}^{3}, \mathrm{C}$ in $\mathrm{ft} / \mathrm{sec}, \delta$ in ft , d in $\mathrm{ft}, \mathrm{U}$ in $\mathrm{ft} / \mathrm{sec}$, and VPN in $\mathrm{kg} / \mathrm{mm}^{2 \mathrm{o}} \mathrm{d}$
$\delta$ is the depth of the liquid layer over the eroded material - ft

- is the effectiveness of impingement process - dimensionless
$P_{f} \quad$ is the density of the undisturbed liquid-slugs $/ \mathrm{ft}^{3}$
$P_{m}$ is the density of the eroded material prior to erosion - slugs $/ \mathrm{ft}^{3}$
$\mu \quad$ is the viscosity of the undisturbed liquid - $\mathrm{lb}-\mathrm{sec} / \mathrm{ft}^{2}$

Based on the CEGB data ${ }^{(32)}$ for iron and nickel base alloys, $\in \sim 0.45$; for cobalt base alloys of the stellite type $\epsilon \sim 0.12$. The threshold velocity correlation for the same materials is given in Figure 1.2-29.


Figure 1.2-29 Threshold Velocity Correlation

### 1.3 RESULTS OF SEVERAL TURBINE EROSION ANALYSES

### 1.3.1 Comparative Erosion Potential of NAS5-250

Cesium Turbine and Potassium Turbine Conceptual Designs

The two wet vapor furbine conceptual designs were originally created under contract NAS5-250. These turbines are (1) a two-stage turbine for cesium working fluid and (2) a six-stage furbine for potassium working fluid. Both turbines were deșigned to produce about I MW shaft output at $24,000 \mathrm{rpm}$ when exhausting to a $1420^{\circ} \mathrm{F}$ temperature condenser. Discussion of the original design criteria and design implementation is in Reference 3. Cross-sectional views of the turbines are shown in Figures 1.2-5 and 1.2-6; and information on design operating conditions is given in Paragraph 1.2.3. The com-
parative erosion analysis is confined to the last rotors of the two turbines since vapor moisture content is highest at the back end of the turbines.

### 1.3.1.1 Potential for Mechanical Removal from Last Rotor Blades

The conditions of impact on the last rotors were estimated by the methods outlined in Section 1.2.0. The results of these various fluid-dynamic calculations for the two turbines are given in Appendix 1 C .

To use the Section 1.2.4.5 correlation of CEGB material removal data, the thickness of the liquid films on the nose and leading edges of the rotor blades must be estimated. Undoubtedly, these films of liquid are not uniform over the surface of the region of maximum impingement but vary from essentially a residual film thickness up to rivulets. For purposes of these calculations, it is assumed that the film is essentially a residual film. (This is a conservative assumption since the thinner the film, the lower the threshold velocity for mechanical material removel.) This is the basis of the film thickness calculation used in establishing the correlation of the CEGB data. By analogy with the correlation calculation

$$
\delta=\sqrt{\frac{3 \mu h}{4 \pi \rho_{\ell} U_{w}}}
$$

where
$h \quad$ is the blade height from hub to tipft
$\mathrm{U}_{\mathrm{w}} \quad$ is the blade tip velocity $-\mathrm{ft} / \mathrm{sec}$
and
${ }^{\rho}{ }_{\ell} \quad$ and $\delta$ are as previously defined.
For the turbines examined the film flow using the thicknesses calculated from the foregoing equation is less than 20 percent of the total flow rate of impacting moisture. Table 1.3-1 gives the threshold velocities and film thicknesses calculated
for the potassium turbine sixth rotor blade tips and the cesium turbine second rotor blade tips. It is assumed that the material of the blades has a VPN $=$ 260. This is a characteristic value for TZM, which is often mentioned as a candidate structural material for alkali metal vapor turbine blades. The values are for the drops of maximum diameter calculated to hit these rotors. Also given are the expected maximum impact velocities of these drops with the rotor blades.


From Table 1.3-2, it can be seen that for both turbines the calculated threshold velocity to cause mechanical damage is substantially above the estimated maximum normal impact velocities of the largest drops. Therefore, it is concluded that mechanical erosion damage to the rotor blades of these turbines is not likely to be a problem. The margin for error in this statement is considerably greater for the cesium turbine than it is for the potassium turbine.

| TABLE J.3-2 <br> last rotor blades dissolution in a potassium and a cesinm furbine |  |  |
| :---: | :---: | :---: |
|  | NAS 5-250 Potoulum Tubint Sixth Rotor | NAS 5-250 Conium Turting Second Rotor |
| Bulk fluid Tomperature - ${ }^{\circ} \mathrm{K}$ | $1060^{\circ} \mathrm{K}$ | $10.55^{\circ} \mathrm{K}$ |
| Solution Rate Corstant (a) - ( $\mathrm{em} / \mathrm{rec}$ ) | $1.1\left(10^{-4}\right)$ | $0.95\left(10^{-4}\right)$ |
| Daposition Rate on Rotor Blade Neses (ma)-gm/ $\mathrm{cm}^{2} / \mathbf{w c}$ | 0.079 | $0.0 \%$ |
| Rotor Blade Material | T2M | IZM |
| Averope Solubility of ${ }^{\prime \prime}$ i and Zr , pem | 63. | 63. |
| Volume Froction Ti a $\mathbf{Z r} \mathbf{( k )}$ | 0,0124 | 0.0124 |
| Dersity of Liquid - $\mathrm{gry} / \mathrm{cm}^{3}$ | 0.688 | 1.415 |
| $k a:-a n y c^{2} / \mathrm{rec}$ | $9\left(10^{-7}\right)$ | $1.67\left(10^{-6}\right)$ |
| $\delta_{i}$ (bosed on $\mathrm{I}_{\mathrm{i}}$ \& 2r) mils/1000 howr | 9.6 | 8.5 |
| Average Solubility of Mo, ppm | 0.2 | 0.2 |
| Volume fraction Mo (k) | 0.987 | 0.987 |
| $\mathrm{kaj} \mathrm{i}^{-\mathrm{gm} / \mathrm{cm}^{2} / \mathrm{sec}}$ | $7.1\left(10^{-5}\right)$ | $1.33\left(10^{-4}\right)$ |
| B (bosed on Mol mily/ 1000 hour | 0.09 | 0.07 |

### 1.3.1.2 Potential for Rotor Blade Dissolution

The chemical dissolution of material from the last rotor blades of the two NAS5-250 turbines has been calculated using Equation 4 and Figure 1.2-25 of Section 1.2.4.5. This method assumes that the rate of material loss is controlled by the rate at which material can cross the solid-liquid interface and that if selective leaching of the more soluble alloy constituents occurs, erosion surface regression will be at the rate set by selective leaching along grain boundaries. Other assumptions are (1) blade material is TZM, (2) the dissolution rate constant, $a$, is the same as that of $3045 S$ into lithium as given by Figure 1.2-25 for both cesium and potassium, and (3) the solubility of the alloy constituents is the same in cesium as potassium. Substantiation of these assumptions has not been demonstrated.

The results of these calculations are shown in Table 1.3-2. In this table there are two sets of thickness removal ( $\delta$ ) values. The first set assumes that the soluble trace constituents, Ti and Zr , leach preferentially at grain boundaries, and the weakened structure resulting is immediately broken off by the impinging liquid to the depth of trace element removal. The second set assumes that the trace elements are held in place by the principal constituent molybdenum, and that the rate of surface regression is controlled by the rate of dissolution of molybdenum. The 300 fold difference between $\delta$ values for the two sets is unfortunately indicative of the uncertainty in absolute dissolution rates in potassium or cesium turbines on a calculation basis.

### 1.3.2 Erosion Trends in Central Station Steam Turbines

The low pressure ends of present day central station steam turbines are designed so that some stator discharged drops impact the rotor blades near the tips at velocities sufficient to cause erosion damage. This is particularly true of the last rotor blades. There is considerable economic incentive to use higher and higher tip speeds in these low pressure ends. For this reason it has been of interest to estimate the probable change of erosion in central station turbines last rotor blades with increase in tip speed.

The results of such an investigation are shown in Figures 1,3-1 andl.3-2. This is a generalized investigation using a stylized turbine and is not intended as design information. To produce these two curves, estimates of moisture collection, drop diameters, and impact velocities of the drops hitting


Figure 1.3-1 Maximum Erosion Velocities at Last Rotor Blades of Central Station Steam Turbines
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Figure 1.3-2 Damaging Moisture Impact Rates on Noses of Last Rotor Blades of Central Station Steam Turbines
the last rotor blades were made using the methods of Section 1.2. In addition, it has been assumed that the threshold velocity for stage 3 erosion moves in a regular way with drop diameter and film thickness as correlated in Section 1.2.4.5, even though the absolute velocities of drop impingement in the postulated turbines are substantially higher than in the CEGB tests and the impinging drops are on the whole substantially smaller in diameter.

Figure $1.3-1$ is a plot of maximum erosion velocity versus last rotor tip speed with parameters of the spacing between stator and rotor along the path of the vapor flow. The turbines are all designed to have a mean diameter ratio of stator spouting velocity to a rotor blade speed of 1.0 . The maximum erosion velocity is defined as the maximum normal impact velocity of the maximum diameter drop discharged from the stators minus the calculated stage 3 erosion threshold velocity for the maximum diameter drop.

Figure $1.3-2$ is a plot of damaging moisture impact rate per unit of blade length versus last rotor tip speed with parameters of the bulk flow moisture level at the exit of the last stator. The damaging moisture is that fraction of the stator collected and discharged moisture contained in drops of sufficient diameter to have a calculated stage 3 threshold velocity below the normal impact velocity of these drops on the rotor blade at the tip. Also, it is assumed that only that moisture directly collected by the stator row is available for discharge from the stators. All moisture collected by the upstream rows of the turbine has been removed at the moisture removal parts prior to the inlet of the last stator row.

In these two curves are plotted three points representing actual steam turbines in service. While these are actual turbines, the points are still calculations and not measurements. These turbines are not identical to the stylized study turbines but are close enough for discussion purposes. All three turbines experience an acceptable level of last rotor blade erosion damage. The field reports on these turbines are qualitative in nature. It appears that Toledo Bayshore No. 3 has the lowest erosion rates of the three. Probably the Rowe Yankee Atomic Turbine has the highest rates of the three. This is consistent with Figures 1.3-1 and 1.3-2.

Toledo BayshoreNo. 2 and No. 3 turbines have substantially lower damaging moisture impact rates than does Rowe Yankee Atomic. This should be more than enough to compensate for the higher maximum erosion velocities calculated for Toledo Bayshore No. 2 and No. 3 versus Rowe Yankee Atomic. A reduction in erosion rate between Toledo Bayshore No. 2 and No. 3 can be accounted for by a decrease in maximum erosion velocity through greater stator to rotor spacing along the flow path direction.

It can be said, on the basis of Figures 1.3-1 and 1.3-2, that if very wet vapor furbines for nuclear power plants of the Yankee Atomic type are to operate at last rotor blade tip speeds of the order of $2000 \mathrm{ft} / \mathrm{sec}$ that: (1) the flow path spacing between last stator and rotor will have to be increased substantially, or (2) al most all the the moisture directly collected on the last stator blades will have to be removed before it can discharge into the path of the rotor blade tips, or (3) a more erosion resistant material than Stellite 6 will have to be employed, or (4) some way of providing better atomization of stator discharged liquid will have to be found.

### 1.3.3 Erosion Potential of Sunflower Mercury Turbine

The Sunflower turbine is a small mercury vapor turbine developed by TRW for NASA as a part of the Sunflower space power plant. A brief tabulation of design point parameters for the Sunflower turbine is given in Section 1.2.3.

In the overall study, the Sunflower turbine examination was the most interesting of all. The model of erosion created during the study is largely based on experimental information on the behavior of water and water vapor in apparatus of appropriate size for large central station steam turbines. The Sunflower turbine operating experience afforded an opportunity to check the reasonableness of the model in terms of a very tiny turbine operated on a vapor and liquid with physical properties quite different from those of water.

The most interesting observation made during the Sunflower analysis arose out of the size of the turbine. The nominal stator to rotor axial spacing in this turbine is only 0.6 mm (or 2 mm along the path of flight of the stator discharged liquid). In addition the axial spacing tolerance band for these turbines is $\pm 0.3 \mathrm{~mm}$, or from turbine to turbine the axial spacing could vary from 0.3 mm to 0.9 mm . From the analysis this is a significant variation. As illustrated in Figure 1.2-18 at the nominal axial spacing of 0.6 mm , there is not, on a calculated basis, sufficient time for all the third stator discharged primary drops that are unstable (those $>90$ microns) to breakup before reaching the rotor inlet plane. If the axial spacing is reduced to 0.3 mm ( 0.5 referred disruption distance) the maximum diameter drop impacting the third rotor will more than double in size.

As shown in Figure 1.2-18, at the nominal 0.6 mm axial spacing all drops with diameters greater than about 120 microns will break up into small drops. An erosion threshold velocity calculation for the Sunflower last (third) rotor blade tips has been carried out using this 120 micron drop diameter. The calculation used the threshold velocity correlation of Figure 1.2-28. The presumed liquid film thickness at the rotor blade tips was calculated in the same manner as the erosion comparison of the NAS5-250 potassium and cesium turbine designs.

The result is given in the following table and is compared to the ADROP code calculated maximum normal impact velocity. The Sunflower rotor blade material is $\mathrm{Ph} 15-7 \mathrm{M}^{\circ}$ A handbook value of hardness for this material has been used in the calculation.

| SUNFLOWER TURBINE MAXIMUM DIAMETER DROP EROSION THRESHOLD VELOCITY |  |
| :---: | :---: |
| Maximum Drop Diameter, microns | 120. |
| Film Thickness, microns | 3.9 |
| Threshold Velocity of Normal Impact (to cause erosion, ) cm/rec; VPN $=500(R C=49)$ | 5320. |
| Maximum Normai Impact Velocity, $\mathrm{cm} / \mathrm{sec}$ | 4980. |

As can be seen the threshold velocity and the maximum normal impact velocity of the largest and slowest (highest rotor impact velocity) drops predicted to impact the Sunflower turbine last stage rotor blades are about the same. This indicates that little erosion was to be expected in the Sunflower turbine if the axial spacing between stator and rotor was equal to or greater than the nominal value of 0.6 mm .

The experimental observations with respect to erosion of the Sunflower turbines indicates a marginal situation in agreement with the model calculations. For example, a photograph ${ }^{(35)}$ of the third (last) rotor blades of Sunflower CSUI-3 indicates average erosion depths on the blades leading edges as great as $1 / 64$ inch and one blade appears to be cut back at the tip by as much as $1 / 32$ inch. This was after only 2,348 hours of operation. On the other hand, visual observation (4) of the third stage rotor blades of Sunflower CSUI-3A after 4, 329 hours of operation did not reveal erosion.

TRW ${ }^{(35)}$
ascribed the improvement between CSUI-3 and CSUI-3A to (1) reductions in boilercarryover and reductions in inlet nozzle plenum condensation and (2) redesign of the third stage nozzle to reduce mismatch. The third stage nozzle exit area of CSUI-3 is reported to have been 25 percent oversize. This oversize nozzle would lead to flow separation. In terms of the erosion model one can view this as an effective increase in the trailing edge thickness of the stator vanes. Because the nominal stator to rotor axial spacing in this turbine is only 0.6 mm , only a few mils increase in the stator effective trailing edge thickness is required to cause a dead space extending to the rotor inlet. Such a dead space will prevent secondary breakup of stator discharged drops. As a result, drops considerably larger than the 120 microns predicted here would impact the rotor blades. In addition the rotor on CSUI-3 might have been as close to the stator as 0.3 mm . Even without flow separation this tight spacing would have largely suppressed the secondary atomization process.

It seems possible that if the axial spacing had been a millimeter longer, the erosion of the CSUI-3 third rotor blades could have been as negligible as it was on CSUI-3A.

### 1.4 CONCLUSIONS AND RECOMMENDATIONS

An analytical model has been constructed that follows, step-by-step, the history of the condensation collection, movement, impingement, and material removal by moisture in wet vapor turbines. The equations of the model are sufficiently detailed to allow calculation of numerical values of the erosion of turbine rotor blades.

The model has been used to examine the erosion in steam, mercury, and potassium turbines on which there is operating experience. With respect to steam and mercury turbines, where the primary mechanism of material removal is mechanical, the estimated erosion can be considered to be in agreement with observed erosion. For steam and mercury turbines, the overall model appears to be adequate for at least order of magnitude turbine erosion estimation in absolute terms and to be quite accurate where relative comparisons between turbines are concerned. With respect to potassium turbines, where it appears likely that the primary mechanism of material removal is chemical dissolution, the material removal calculation step in the erosion model is uncertain by, at least, two orders of magnitude. Unfortunately, the experimental results from operation of different potassium turbines are equally ambiguous.

Cesium vapor turbines will be less prone than potassium vapor turbines to material removal by the mechanical aspects of impingement erosion. However, in neither cesium nor potassium turbines should the purely mechanical aspects be of any great concern provided the liquid flowing along the turbine's casings is removed periodically. There should be little difference in blade erosion by chemical dissolution between cesium and potassium turbines designed for equivalent duty.

Three general rules in wet vapor turbine design that should be followed to minimize blade erosion are: ( 1 ) the turbine aerodynamic design should give well ordered flow with no gross separation in any of the turbine passages; even small local separations such as those associated with trailing edges of blades should be minimized, (2) the spacing between the stator and rotor rows of a turbine must be large enough to permit the complete atomization of stator discharged liquid, and (3) build-up of liquid flowing along the turbine casing should be minimized by periodic removal of this liquid.

It is recommended that further experiments in atomization of liquids from furbine stators be conducted. These experiments should be aimed at characterizing the total sprays so produced rather than in an examination of the detail processes as such.

It is recommended that additional experiments on material removal rates by liquid drop impact be done. The experimental information should be obtained under widely varying but carefully controlled and accurately reported velocities, angle of impingement, liquid and target temperatures, and impinging drop diameters for selected candidate turbine blade materials and comparison working fluids. Tests using the alkali liquid metals as the impinging fluid are particularly recommended. These investigations should be more oriented toward obtaining empirical engineering information of quantitative use to the turbine designer, rather than to a fundamental understanding of the complex material removal processes.

APPENDIX IA
ROW-BY-ROW DESIGN CHARACTERISTICS OF LARGE STEAM TURBINES USED AS EXAMPLES
TABLE 1A-1
ROWE YANKEE ATOMIC STEAM TURBINE

|  |  |  |  |  |  |  | kee Sten |  | , | 保 |  | ata * |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ROW NUMEER | ROTOR | STATOR | ${ }_{\text {ROTOR }}^{\text {Bm, }}$ | 8F GTATOR | ROTOR | $\begin{aligned} & \text { Sh } \\ & \text { STATOR } \end{aligned}$ | $\square$ | $\begin{array}{\|l\|} \hline \text { STATOR } \\ \hline \end{array}$ | $\int_{\text {ROTOR }}^{3 H}$ | $\begin{array}{\|l\|l\|} \hline \text { SHA } \\ \text { STAIOR } \\ \hline \end{array}$ | $\left\lvert\, \begin{aligned} & \text { WOROR } \\ & \text { ROR } \end{aligned}\right.$ | A. STATOR | ${ }^{3} /{ }^{3 n}$ notor | $\begin{array}{l\|l\|l\|} \hline \text { 3nd } \\ \text { STATOR } \end{array}$ | $\begin{array}{\|l\|l\|} \hline \text { R } \\ \text { ROTOTOR } \end{array}$ | $\begin{array}{\|l\|l\|} \hline \text { R } & \begin{array}{l} \text { 2nd } \\ \text { STATOR } \end{array} \\ \hline \end{array}$ | hotor | ${ }_{\text {lata }}^{\text {litatar }}$ | INLET |
| EFFECTIVE BLADE heIGHT, (inehen) | 40.00 | 37.44 | 27.23 | 24.46 | 21.01 | 19.47 | 15. 07 | 14.04 | 12.71 | 11.81 | 10.57 | 9.98 | 9.15 | 8.47 | 7.42 | 6.84 | 6.49 | 6.30 | 7.55 |
| effective mean diAmeter (fiches) | 117.50 | 118.40 | 110.64 | 109.41 | 106.01 | 104.78 | 100.13 | 90, 54 | 9. 77 | 95.25 | 93. 50 | 92. 51 | 91.35 | 90.27 | 89. 28 | 88.64 | 88.35 | 88, 10 | 89.35 |
| average gauging | 0.600 | 0.421 | 0.433 | 0.341 | 0.341 | 0.279 | 0.330 | 0.291 | 0.270 | 0.266 | 0.300 | 0.286 | 0.278 | 0.274 | 0.271 | 0.268 | 0. 24 A | 0.231 | -- |
| EXIT FLOW ANGLE | 37.0 | 25,0 | 25.6 | 20.0 | 20.0 | 16.2 | 19.2 | 16.9 | 15.7 | 15.4 | 17.5 | 16.6 | 16.1 | 15.9 | 16.1 | 15.5 | 14.4 | 13.4 |  |
| STATIC PRESSURE, | 0.89 | 1.515 | 2.313 | 3.411 | 5.072 | 6.573 | 8.745 | 10.695 | 13.331 | 16.367 | 19.386 | 22.749 | 26.473 | 30.521 | 34. 932 | 39.879 | 45.345 | 51.931 | 59.2 |
| MOISTURE COntent | 0. 152 | 0.140 | 0.130 | 0. 120 | 0.100 | 0.100 | 0.0911 | 0.0846 | 0.0788 | 0.0693 | 0.0630 | 00.0550 | 0.0500 | 0.040 | 0.0880 | 0.0310 | 0.0240 | 0.0170 | 0.0100 |
|  | 97.5 | 115.9 | 131.5 | 146.5 | 162.8 | 174.1 | 187.0 | 196.4 | 207.1 | 217.5 | 226.3 | 234.9 | 243.2 | 251.3 | 259.0 | 286, 8 | 274.9 | 283.4 | 292.0 |
| SPECIFIC VOUME, (Cpff | 318.9 | 194.5 | 131.9 | 92.6 | 66.7 | 51.19 | 39.59 | 33.03 | 27.11 | 22.56 | 19.39 | 16.81 | 14.68 | 12.93 | 11.50 | 10.25 | 9.11 | ${ }^{\text {a. }} 08$ | --- |
| $\underset{\substack{\text { Jfo Ve } \\ \text { (folocity, }}}{\text {, }}$ | 1133. | 1057. | 1016. | 1026. | 857.0 | 905. 7 | 779.8 | 811.5 | 800.0 | 74.2 | 727.3 | 709.7 | 700.6 | 686.5 | 692.7 | 699.0 | 705.4 | 689.1 | $\cdots$ |
| MEAN WHEEL SPEED (fpe **) | 922.8 | 929.9 | 869.0 | 959.3 | 832.6 | 823.0 | 786.4 | 73.9 | 760.0 | 748.1 | 734.4 | 726.6 | 717.5 | 709.0 | 701.2 | 69\%. 2 | 693.9 | 69.0 | --- |
| TIP WHEEL SPEED, (fpa) | 1237.0 | 1224.0 | 1088.8 | 1051.4 | 997.6 | 975.9 | 904.8 | 884.2 | 880.3 | 840.8 | 817.9 | 305.0 | 789.3 | 75. 5 | 759.5 | 749.9 | 746.9 | 741.4 | $\cdots$ |
| inlet flow angle TO NEXT ROW, (dogreas) | 90.0 | 88.27 | 83.92 | 73. 32 | 95.34 | 79.52 | 97.74 | ${ }^{89.62}$ | 87.36 | 98.72 | 100.5 | 103.1 | 103.1 | 104.8 | 100.94 | 97.2 | 93.7 | 97.8 | 90.0 |
| INLET VELOCITY TO NEXT ROW (dogrees) | 69. | 456. | 453. | 37. | 297. | 266. | 265. | 242. | 222. | 203. | 224. | 210. | 202. | 19. | 198. | 192 | 180. | 165. | --- |
| GLADE REMNOLDS NO. <br> $\times 10^{-3}$ *** | 1.5 | 5.9 | 2.2 | 7.9 | 3.4 | 8.2 | 5.7 | 6.1 | 7.6 | 6.4 | 5.3 | 6.3 | 5.2 | 11.6 | 8.4 | 6.2 | 9.5 | 14.7 | $\cdots$ |
| STEAM FLQW $\left(p p h \times 10^{-3}\right)$ | 801.1 | 801.1 | 801.1 | 901.1 | 801.1 | 801.1 | 801.1 | 801.1 | 801.1 | 801.1 | 904.9 | 904.9 | 904.9 | 904.9 | 904.9 | 904,9 | 904.9 | 904.9 | 904.9 |
| CENTRIFUGAL FOMCE, <br> G': MEAN DLAMETER tip olameter | $\begin{aligned} & 5400 . \\ & 7220 . \end{aligned}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 4050. |  |  |
| axial space stator EXIT TO MOTOR INLET (inchen) | 1.9 |  | 1.7 |  | 1.1 |  | 0.6 |  | 0. |  |  | . 5 |  | . 5 |  | . 5 |  | 0.5 |  |
| trailung sdge THICKNESS (nchov) | 0.066 | $0.077$ | 0.065 | 0.063 | 0.080 | 0.055 | 0.045 | 0.015 | 0.045 | 0.015 | 0.038 | 0.0125 | 0.037 | 0.010 | 0.038 | 0.010 | 0.033 | 0.010 |  |
| blading material | 12\% Chr | nramium Stoal |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| stelute shields | $\mathrm{V}=$ |  | Yen |  | You |  | Ym |  | You |  | Yal |  | No |  | No |  | No |  | No |

[^3]TABLE 1A-2
TOLEDO EDISON BAYSHORE NUMBER 2 STEAM TURBINE LOW PRESSURE END MISHORE UNIT NO. 2


TABLE 1A-3
TOLEDO EDISON BAYSHORE NUMBER 3 STEAM TURBINE LOW PRESSURE END
MYSHCRE UNINO. 3
MEAN DLMMETRCACUUTION

| ROW NO. | 6th ROTOR | 6th STATOR | $\begin{aligned} & \text { Sth } \\ & \text { ROTOR } \end{aligned}$ | 5th STATOR | $\begin{aligned} & \text { 4th } \\ & \text { ROTOR } \end{aligned}$ | 4th STATOR | $\begin{aligned} & \text { 3rd } \\ & \text { ROTOR } \end{aligned}$ | 3rd STATOR | $\begin{aligned} & \text { 2nd } \\ & \text { ROTOR } \end{aligned}$ | $\begin{aligned} & \text { 2nd } \\ & \text { STATOR } \end{aligned}$ | $\begin{aligned} & \text { lst } \\ & \text { ROTOR } \end{aligned}$ | $\begin{aligned} & \text { lat } \\ & \text { STATOR } \end{aligned}$ | INIET |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| TIP DIANETER | 114.00 | 109.829 |  |  |  |  |  |  |  |  |  |  |  |
| Tf dankien | B5. 586 | 84, 170 | 75.354 | 73.663 | 68.578 | 67.800 | 66,099 | 65.134 | 64.650 | 63.973 | 63.688 | 63.293 |  |
| EFFECTIVE MEAN DIAMETER | 85. 58.4 | 29.44 |  | 24.2 | 33.0 | 32.6 | 31.0 | 30.2 | 29.5 | 28.5 | 26.6 | 25.2 |  |
| aVERAGE GAUGING (percent) | 46.4 | 29,4 | 33.60 | 24.2 | - |  |  |  |  | $16^{\circ} 34$ | $15^{\circ} 26^{\prime}$ | $14^{\circ} 30^{\prime}$ |  |
| EXIT flow Angle | $33^{\circ} 06$ | $10^{\circ} 10^{\prime}$ | $19^{\circ} 38^{\text {t }}$ | $14^{\circ} 0^{\circ}$ | $19^{\circ} 16^{\prime}$ | $19^{\circ} 02{ }^{\prime}$ | $18^{\circ} 04^{\prime}$ | 17035 | $17^{0} 09$ | $16^{\circ} 3$ | 150 |  |  |
| (dagres) |  |  |  | 4.468 | 7.38 | 10.430 | 14. 168 | 18.645 | 24.140 | 30.792 | 39. 128 | 48.596 | 60.097 |
| EXIT STATIC PRESS, (palo) | 0.491 | 1.457 | 2.632 | 4.408 | 7,38 |  |  |  | 0.0 | 0.0 | 0,0 | 0.0 | 0.0 |
| MOISTURE CONTENT | 0.0886 | 0.047 | 0.241 | 0.0013 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |  |  |  |  |
| gemplotature | 79 | 114.7 | 136. 4 | 157.5 | 227.9 | 282.6 | 334.7 | 383.4 | 431.6 | 479.3 | 528.2 | 57.3 | 621.6 |
|  | 597.9 | 272.8 | 130.9 | 81.6 | 55.1 | 42.1 | 33.2 | 26.8 | 21.8 | 18.0 | 14.9 | 12. 57 |  |
| (c//lb) | 1708.2 | 1376.2 | 1335.4 | 1346.9 | 1199.9 | 1133.8 | 1121.4 | 1108.1 | 1108. 1 | 1105.6 | 1078.5 | 1056.9 |  |
| $(\mathrm{fp})$ |  |  |  | 1157.1 | 1077.2 | 1053.7 | 1038.3 | 1023.1 | 1015,5 | 1004.9 | 1000.1 | 994.2 |  |
| MEAN WHEEL SPEED $\left(\mathrm{f}_{\mathrm{p}}\right)$ | 1343.46 | 1322.16 | 1160.7 | 113.1 |  |  |  |  |  |  |  |  |  |
| TIP WH ( $\mathrm{f} p \mathrm{p}$ ) | 172 |  |  |  |  |  |  |  |  |  | 84.10 | $90.0{ }^{\circ}$ |  |
| INLET FLOW ANGLE | $91^{\circ}$ | $80.6{ }^{\circ}$ | $65.3{ }^{\circ}$ | $88.8{ }^{\circ}$ | $86.5{ }^{\circ}$ | $18.1{ }^{\circ}$ | $84.9{ }^{\circ}$ | $90.01^{\circ}$ | $80.6{ }^{\circ}$ | $62.4{ }^{\circ}$ | 84.1 | 90.0 |  |
| INIET VELOCITY NEXT ROW | 936 | 407 | 453 | 361 | 304 | 374 | 374 | 339 | 332 | 316 | 292 | 265 |  |
| (tpp) |  | 311181 | 318932 | 318932 | 333607 | 333607 | 333607 | 333607 | 354364 | 354364 | 354364 | 351364 | 354364 |
| STEAM FLOW (pph) | 311181 | 31781 |  |  |  |  |  | 5. 134 | 4.591 | 3.973 | 3.609 | 3.293 |  |
| EFFECTIVE BLADE (height-inches) | 28.474 | 25.650 | 15.474 | 13.663 | 9. 538 | 7.080 | 6.00 |  |  |  |  |  |  |
| LEADING EDGE RADIUS (Inchea) | 0.075 | 0.125 | 0.075 | 0.075 |  |  |  |  |  |  |  |  |  |
| EXIT EDGE RADIUS (Inchem) | 0.030 | 0.000 | 0.0225 | 0.025 |  |  |  |  |  |  |  |  |  |
| BLADE WIDTH (inches) | 3.50 | 5.00 | 2.414 | 3. 560 |  |  |  |  |  |  |  |  |  |
| AXIAL SPACE (Inches) | 2.5 |  |  |  |  |  |  |  |  |  |  |  |  |
| number of glades pet row | 120 | 78 | 120 | 80 |  |  |  |  |  |  |  |  |  |
| MAXINUMM THICKNESS (inches) | 0.377 | 0.857 | 0.423 | 0. 585 |  |  |  |  |  |  |  |  |  |
| CORO LENGTH (inches) | 4.395 |  |  | 5.560 |  |  |  |  |  |  |  |  |  |
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## APPENDIX IC

## RESULTS OF DETAILED FLUID-DYNAMIC ANALYSIS OF BLADE PASSAGE FLOWS OF NAS5-250 POTASSIUM AND CESIUM TURBINES

### 1.0 CONDENSATION

### 1.1 Potassium Turbine

The results of the condensation performance calculations for the six-stage potassium łurbine are shown in Table 1C-I. In this case the inlet vapor is superheated and remains superheated through the first stator row. The Wilson point occurs just before the exit of the third rotor blade row at approximately 7.3 percent moisture content. The expansion rate $\frac{1}{\bar{p}} \frac{d p}{d t}=\dot{P}$ at the Wilson point is approximately $5000 / \mathrm{sec}$, $P$ is pressure and $t$ is time. The expansion process approaches full thermodynamic equilibrium in the fourth stator row and remains in equilibrium through the fifth stator. These calculations were, therefore, terminated at the fifth stator row.

The rapid expansion at the Wilson point produces relatively small droplet sizes as shown in Table IC-2. The mean droplet radius at the exit of $5-R$ and 6-S are estimated on the basis of equilibrium condensation to be 0.238 and 0.243 microns, respectively. In this turbine there is no appreciable difference in mass flow rate between the condensing and equilibrium flow calculations. The condensation calculation is sensitive to the values of liquid surface tension used. A calculation for this turbine, using a 25 percent increase in surface tension values, shifted the point of initial condensation to the fifth rotor row.

The results of the present calculations can be compared in a qualitative manner with the results of Goldman and Nosek, (9) in which saturated potassium vapor was expanded in a convergent-divergent nozzle. Although their results are somewhat inconclusive, it appears that condensation occurred when the ratio of pressure to initial saturation pressure was between 0.31 and 0.33 at an axial distance of about 3 inches from the nozzle inlet. In the present calculations, condensation was predicted at a pressure to initial saturation pressure ratio of 0.4 . The axial distance from the inlet was about 3.5 inches. The somewhat earlier condensation, in terms of pressure ratio, in the turbine as compared to the supersonic nozzle is to be expected because of the lower expansion rate.

The droplet size results can be compared with those obtained by Linhardt. (15) His analysis predicts a droplet radius of 0.05 microns for 10 percent exit moisture in his test No. 4. Test Numbers 2, 3, and 4 had the same stagnation condition and the same nozzle except for length. With critical flow in the nozzle, the conditions at the condensation point would be unchanged due to the additional length of the nozzle. Thus, for the same conditions at the Wilson point, the droplet radius at the nozzle exit would be expected to be proportional to $\left(y_{e}\right)^{1 / 3}$, where $y_{e}$ is the moisture fraction at the nozzle exit. Viewed in this way, the results of Linhardt's Test No. 3 corrected to 10 percent moisture would give a radius of 0.06 micron; Test No. 2 would give a 0.26

TABLE IC-1

|  | $\begin{aligned} & \text { Static } \\ & \text { Pressure } \\ & \left(\mathrm{lb} / \mathrm{in}^{2}\right) \\ & \hline \end{aligned}$ | $\qquad$ | Axial Velocity <br> ( $\mathrm{ft} / \mathrm{sec}$ ) | Equilibrium Moisture ( $\mathrm{lb} / \mathrm{lb}$ ) | Condensed Moisture ( $1 \mathrm{~b} / \mathrm{lb}$ ) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Inlet | 171 | 2543 | 358 | Superheoted | - |
| 1-5 | 144 | 2442 | 404 | Superheoted | - |
| 1-R | 121.5 | 2348 | 417 | 0.014 | 0 |
| 2-5 | 102.7 | 2261 | 415 | 0.029 | 0 |
| 2-R | 86.2 | 2176 | 413 | 0.046 | 0 |
| 3-5 | 72.2 | 2093 | 417 | 0.058 | 0 |
| $3-R$ $4-5$ | 59.0 | 2017 | 409 | 0.073 | 0.001 |
| $4-5$ $4-8$ | 47.0 | 2093 | 443 | 0.086 | 0.079 |
| 4-R 5 $5-5$ | 36.8 78.5 | 2037 | 460 | 0.105 | 0. 100 |
| 5-5* | 28.5 | 1977 | 466 | 0.125 | 0.120 |

TABLE 1C-2

## FOG PARTICLE SIZE DISTRIBUTION FOR SIX-

 STAGE POTASSIUM TURBINE| Group | Number (dropz/ $/ \mathrm{b}$ ) | Rodius (micrans) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 3-R | 4-5 | 4-R | 5-5 |
| 1 | $2.7 \times 10^{19}$ | 0.186 | 0.297 | 0.31 | 0.32 |
| 2 | $5.2 \times 10^{11}$ | 0.173 | 0. 288 | 0.30 | 0.31 |
| 3 | $1.6 \times 10^{12}$ | 0.157 | 0. 277 | 0.29 | 0.30 |
| 4 | $3.7 \times 10^{12}$ | 0.142 | 0.267 | 0.28 | 0.29 |
| 5 | $7.3 \times 10^{12}$ | 0. 127 | 0.257 | 0.27 | 0.28 |
| 6 | $2.2 \times 10^{13}$ | 0. 110 | 0.248 | 0.26 | 0.27 |
| 7 | $5.8 \times 10^{13}$ | 0.089 | 0. 235 | 0. 25 | 0.26 |
| 8 | $1.5 \times 10^{14}$ | 0.066 | 0.222 | 0.236 | 0.247 |
| 9 | $3.9 \times 10^{14}$ | 0.040 | 0.209 | 0.224 | 0.235 |
| 10 | $1.3 \times 10^{15}$ | 0.0015 | 0.189 | 0.208 | 0.218 |
|  | Mean 8 | 0.065 | 0. 200 | 0.215 | 0.229 |

* Calculations discontinued
micron radius. The present calculations fall between these limits, but again are not directly comparable due to differences in the expansion rate and initial conditions.


### 1.2 Cesium Turbine

The results of the condensation calculations for the cesium turbine are given in Tables 1C-3 and $1 \mathrm{C}-4$. The Wilson point occurs just before the exit of the first stator. The equivalent moisture at the Wilson point is approximately 0.046 , and the expansion rate $P$ is $1.9 \times 10^{4} / \mathrm{sec}$.

TABLE 1C-3
CONDENSATION RESULTS FOR CESIUM TURBINE

|  | $\left(\stackrel{P}{(\mathrm{in} \cdot}{ }^{2}\right)$ | $\stackrel{\top}{\left(\mathrm{O}_{\mathrm{F}}\right)}$ | Volociry Relative to Blode ( $41 / \mathrm{sec}$ ) | $\begin{gathered} Y_{e} \\ \text { Equilibrivm } \\ \text { Moisture } \\ \text { (tb/b) } \\ \hline \end{gathered}$ | $\underset{\substack{\text { Y } \\ \text { Condensted }}}{ }$ Moisture |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Stagnation | 411. | 2440 | 0 | $200{ }^{\circ} \mathrm{F}$ superheat | --.-- |
| Static Inlet | 399. | 2415 | 216.5 | $177^{\circ} \mathrm{F}$ wuperheat | ----- |
| Exit 1 - 5 | 171.5 | 1822 | 1147. | 0.045 | 0.021 |
| 0.024 inch into 1-R | 176. | 1878 | 592 | 0.043 | 0.039 |

TABLE 1C-4
FOG PARTICLE DISTRIBUTION AT EXIT FROM 1-S CESIUM TURBINE

| Group | N <br> $($ drop/ 1 b$)$ | Orop Rodius <br> (microns) |
| :---: | :---: | :---: |
| 1 | $3.4 \times 10^{10}$ | 0.089 |
| 2 | $1.2 \times 10^{17}$ | 0.087 |
| 3 | $3.6 \times 10^{11}$ | 0.085 |
| 4 | $1.7 \times 10^{11}$ | 0.082 |
| 5 | $6.2 \times 10^{12}$ | 0.079 |
| 8 | $1.9 \times 10^{13}$ | 0.076 |
| 7 | $6.5 \times 10^{13}$ | 0.072 |
| 8 | $2.1 \times 10^{14}$ | 0.068 |
| 9 | $7.7 \times 10^{14}$ | 0.063 |
| 10 | $4.5 \times 10^{15}$ | 0.055 |
| 11 | $7.1 \times 10^{15}$ | 0.048 |

[^4]It is seen that the drops are quite small due to the rapid expansion. The drop size is also relatively uniform and will become more uniform as the condensation proceeds. The thermodynamic description of the flow used resulted in critical flow occurring at approximately $1000 \mathrm{ft} / \mathrm{sec}$, a slightly lower value than results for equilibrium flow. The mean droplet radii at the exit of $1-\mathrm{R}$ and 2-S are estimated to 0.089 and 0.097 microns.

### 2.0 AXISYMMETRIC FLOW DOWNSTREAM OF THE BLADE ROWS

The fluid conditions such as pressure, temperature, density, velocity, and angle of flow with respect to blade height for the last or latter stages of the two turbines are given in Tables $1 C-5$ and $1 C-6$. Table 1C-5 covers the last stage of the two-stage cesium furbine. Table 1C-6 covers the fifth and sixth stages of the six-stage potassium turbine.

It will be noted in Table IC-5 that there is recompression in the second-stage rotor of the cesium turbine at the hub of the blade. The pressure level at the inlet to the rotor hub is 26.74 psia and increases to 34.99 psia at the exit. In the turbine erosion analysis, the flow disorder (flow separation at the trailing edge of the rotor blade at the hub) is of no concern since there are no stages downstream of the second stage in the cesium turbine.

However, this same recompression at the hub was present in the fifth stage of the original conceptual design of the potassium turbine as set forth in Contract NAS 5-250. (This is not to be taken as a criticism of the work under Contract NAS 5-250. The designs were more than adequate as representative descriptions of potassium and cesium turbines for the nuclear Rankine cycle power system studies conducted.) Since our calculations indicate that there will be collected moisture as early as the fourth stage of the potassium turbine, the original design has been modified to increase the hub-to-tip ratios in the latter stages. This gives a slight fluid expansion at the hub, as will be noted in Table 1C-6. Elimination of flow separation in the fifth stage is necessary to profect the sixth stage from erosion difficulties.


TABLE IC-6
POTASSIUM TURBINE-FLUID PROPERTIES ALONG THE HEIGHT OF THE BLADE-FIFTH AND SIXTH STAGES


### 3.0 VAPOR BOUNDARY LAYER ON SURFACES OF BLADES

Calculated values for the potassium furbine are shown in Table 1C-7 for the boundary layer thickness and form factor at the trailing edge of the sixth stator blade row, $3 / 4$ blade height position. Values are also shown for the Reynolds No. based on chord length, the momentum thickness, the skin friction coefficient, and the shearing stress. These quantities are local blade surface values for the trailing edge position and are based on conventional turbulent boundary layer relationships.

Similar calculations performed on the second stator blade row of the cesium turbine are tabulated in Table IC-8. The Reynolds No. and shearing stress ( $\tau$ ) are much higher in the cesium turbine due in large part to the high vapor density, roughly twelve times that in the back end of the potassium turbine. The low boundary layer thickness in the cesium turbine, approximately half the thickness in the potassium turbine, is associated with the high Reynolds Number 4.

TABLE 1C-7
POTASSIUM TURBINE-CALCULATED BOUNDARY LAYER PROPERTIES AT THE TRAILING-EDGE OF THE BLADE

|  | Sixth 5lator Blode at $3 / 4 \mathrm{ha}$ igh ponition <br> Presule Side | $\begin{aligned} & 0=7.75 \mathrm{in} . \\ & 1=0.77 \mathrm{in} . \\ & R_{*}=0.8 \times 10^{5} \end{aligned}$ <br> 5uction side | Totol |
| :---: | :---: | :---: | :---: |
| \%/8 | 0,0009\%9 | 0.0050094 | 0.0059190 |
| H | 1.300 | 1. 825 |  |
| 1*/1 | 0.0011885 | 0.0091427 | 0.103249 |
| $0 / 1$ | 0.008086 | 0.31300 | 0.40369 |
| (in.) | 0.006901 | 0.024103 | 0.061084 |
| $\pi$ | 6.666 | 2.424 |  |
| R.* | 162. | 892. |  |
| $c$ | 0.0083 | 0.00233 |  |
| (ppan) | 3.57 | 1,00 |  |





### 4.0 DOWNSTREAM WAKES

Calculated results for the sixth stator blade of the potassium turbine and for the second stator blade of the cesium furbine are shown in Tables 1C-9 and $1 \mathrm{C}-10$. As shown, the wake properties quickly change downstream of the trailing edge, where there is little change beyond $0,20 x / l$. Note also that while the wake thickness ( $\delta$ ) continues to increase

TABLE 1C-8
CESIUM TURBINE-CALCULATED BOUNDARY LAYER PROPERTIES

beyond $2 x / l$, the velocity with in the wake, $V(y)$, is nearly the same as that of the free stream since
where

$$
\begin{gathered}
V(y)=V(x)\left(\frac{y}{\delta}\right)^{1 / n} \\
\left(n=\frac{2}{H-1}\right) \gg 1
\end{gathered}
$$

Thus, the downstream flow is roughly axisymmetric from about 20 percent of the chord length distance downstream of the blade by this model of the process. The low wake thickness of the cesium turbine, about half that of the potassium turbine, is associated with the high vapor density, high Reynolds No., and low boundary layer thickness at the blade trailing edge.

Wake calculation results are also shown in Figures $1 \mathrm{C}-1$ through $1 \mathrm{C}-4$ in slightly different form. These curves give the wake velocity with respect to the distance, and normal to the distance, along the streamline downstream of the blades. These curves are used to estimate the atomization and acceleration of the moisture particles in the interval (both time and distance) between the stator and rotor, To compensate for the finite trailing edge thickness in these calculations, the trailing edge wake is treated mathematically as a dead space 4.8 trailing edge thicknesses in length, joined ro a zero trailing edge thickness wake at a discontinuity and represented by a vertical line on the curves.

TABLE 1C-9
POTASSIUM TURBINE-RESULTS OF BLADE WAKE CALCULATION FOR SIXTH STATOR BLADE, 3/4 BLADE HEIGHT POSITION

| $x / 2$ | H | $\hat{0}$ | $0{ }^{\circ}$ | (inches) | $\stackrel{2}{H-1}$ | $\left\lvert\, \frac{1-(1+n)(2+n)}{n}+\right.\text { (inches) }$ | $\left(\begin{array}{r} V(x) \\ (f t / s e c) \end{array}\right.$ | $\left\|\begin{array}{c} v(\mathrm{f}) \\ (\mathrm{fr}) \\ \mathrm{sec}) \end{array}\right\|$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Presure Side |  |  |  |  |  |  |  |  |
| 0. (1.e.) | 1. 300 | 0.00250 | 36.1 | 0.000700 | 6.66 | 0.00698 | 767. |  |
| 0.039 | 1. 169 | 0.00251 | 34.9 | 0.000702 | 11. 82 | 0.01059 | 755. |  |
| 0.078 | 1.130 | 0.00251 | 34.6 | 0.000702 | 15.40 | 0.01305 | 749. |  |
| 0.156 | 1.095 | 0.00251 | 34.6 | 0.000702 | 21.0 | 0.01700 | 746.5 | 5 |
| 0.234 | 1.078 | 0.00251 | 34. 6 | 0.000702 | 25.6 | 0.0202 | 746.5 | $\cdots$ |
| 0.312 | 1.067 | 0.00251 | 34.6 | 0.000702 | 29.8 | 0.0331 | 746.5 | S |
| 0.394(rot. inl.) | b. 080 | 0.00251 | 34.6 | 0.000702 | 33.3 | 0.0256 | 746.5 | 2 |
| Suction Sido |  |  |  |  |  |  |  |  |
| O.(t.e.) | 1.825 | 0.01380 | 38.1 | 0.00388 | 2.424 | 0.0241 | 767. | $\bar{\lambda}$ |
| 0.039 | 1. 390 | 0.01393 | 34.9 | 0.00391 | 5. 13 | 0.0332 | 755. | $\frac{}{>}$ |
| 0.078 | 1. 285 | 0. 1393 | 34.6 | 0.00391 | 7.01 | 0.0403 | 749. |  |
| 0. 156 | 1.202 | 0.1393 | 34.6 | 0.00391 | 9.90 | 0.0503 | 746.5 |  |
| 0. 234 | 1, 162 | 0.1393 | 34.6 | 0.00391 | 12.32 | 0.0606 | 746.5 |  |
| 0.312 | 1. 140 | 0.1393 | 34.6 | 0.00391 | 14.30 | 0.0680 | 746.5 |  |
| 0.394 (rol. inl.) | 1. 122 | 0.1393 | 34.6 | 0.00391 | 16.40 | 0.0764 | 746.5 |  |

TABLE IC-10
CESIUM TURBINE-RESULTS OF BLADE WAKE CALCULATION FOR SECOND STATOR BLADE, 3/4 BLADE HEIGHT POSITION

| $x / 1$ | H | $\hat{1}$ 0 | $a^{\circ}$ | (inches) | $\begin{gathered} n \\ 2 \\ \hline \mathbf{n}-\mathrm{T} \end{gathered}$ | $\begin{gathered} \\ \hline 0-(1+n)(2+n) \\ \hline \begin{array}{c} n \\ \text { (inches) } \end{array} \\ \hline \end{gathered}$ | $\left\lvert\, \begin{gathered} V(x) \\ (f) / s e c) \end{gathered}\right.$ | $\begin{aligned} & V(\mathrm{y}) \\ & \mathrm{f} / \mathrm{sec}) \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Treswure Stide |  |  |  |  |  |  |  |  |
| 0.(t.e.) | 7. 315 | 0.002142 | 25.9 | 0.0003063 | 6.35 | 0.00296 | 876. |  |
| 0.0426 | 1.171 | 0.002160 | 23.8 , | 0.0003089 | 11.70 | 0.00460 | 863. |  |
| 0.0854 | 1. 128 | 0.002160 | 23.2 | 0.0003089 | 15.62 | 0.00576 | 856. |  |
| 0.171 | 1.093 | 0.002150 | 23.2 | 0.0003089 | 21. 50 | 0.00759 | 856. |  |
| 0.256 | 1.078 | 0.002160 | 23.2 | 0.0003089 | 25.65 | 0.00888 | 856. |  |
| 0.342 | 1.066 | 0.002160 | 23. 2 | 0.0003089 | 30. 30 | 0.01030 | 858. | $=$ |
| 0. 480 (rot. inl. $)$ | 1.055 | 0.002160 | 23.2 | 0.0003089 | 36.35 | 0.01217 | 856. | 을 |
| Suction Side |  |  |  |  |  |  |  |  |
| O. (t.e.) | 1.685 | 0.01253 | 25.9 | 0.001792 | 3.01 | 0.01199 |  | $\stackrel{5}{8}$ |
| 0.0426 | 1. 320 | 0.01270 | 23.8 | 0.001816 | 6.25 | 0.01738 | 863. | 3 |
| 0.0854 | 1.238 | 0.01270 | 23.2 | 0.001816 | 8.40 | 0.02112 | ${ }^{856 .}$ | 3 |
| 0. 171 | 1.169 | 0.01270 | 23.2 | 0.001816 | 11.83 | 0.02725 | 856. |  |
| 0.256 | 1.138 | 0.01270 | 23.2 | 0.001816 | 14.50 | 0.03202 | 856. |  |
| 0. 342 | 1. 117 | 0.01270 | 23.2 | 0.001616 | 17.10 | 0.03669 | 856. |  |
| 0. 480 (ror. inl. | 1.097 | 0.01270 | 23.2 | 0.001816 | 20.63 | 0.04304 | 856. |  |



Figure 1C-1 Potassium Sixth Stator Wake Pressure Side Velocity


Figure 1C-2 Potassium Turbine Sixth Stator Wake Suction Side Velocity


Figure 1C-3 Cesium Turbine Second Stator Wake Pressure Side Velocity


Figure 1C-4 Cesium Turbine Second Stator Wake Suction Side Velocity

### 5.0 DEPOSITION OF MOISTURE ON THE SURFACE OF BLADES

### 5.1 Inlet Edge Deposition

The calculated portion of drops collected on the nose of the sixth stator blade row of the potassium turbine is given parametrically in Figure 1C-5. Two methods of calculation are used that do not agree. In the summary of collected moisture for the two turbines the curve used is that generated from Gyarmathy's data, ${ }^{(8)}$ because his data gives reasonable agreement with steam furbine collection information presented by Smith, et al. (16)


Figure 1C-5 Potassium Turbine Portion Collected on Nose of Sixth Stator Blade

For a 0.48 micron radius fog particle, the NACA ${ }^{(34)}$ curve gives. 2 percent collection on the inlet edge compared to 2.8 percent collection by the Gyarmathy curve. Also, by the NACA curve, fog particles of less than 0.2 micron radius are not collected.

Similar calculations performed for the second stator blade of the cesium turbine are shown in Figure 1C-6. Similar to the potassium turbine results, fog particles of less than 0.2 micron are not collected according to the NACA curve, but by the Gyarmathy curve I percent of the fog particles are collected for the 0.2 micron radius size.

In the cesium calculation, Figure $1 C-6$, there is a greater difference with respect to the NACA curve and the Gyarmathy curve than in the potassium calculation, Figure 1C-5. This is due to the fact that the NACA data account for the change in Stokes' Law drag with Reynolds No. while the Gyarmathy curve does not. As the Reynolds No. is higher in the cesium turbine, a larger difference is shown by the curves.


Figure 1C-6 Cesium Turbine Portion Collected on Nose of Second Stator Blade

### 5.2 Concave Surface Deposition

The calculated results for concave surface deposition on the sixth stators of the potassium turbine are shown parametrically in Figure IC-7. Similar results for the second stators of the cesium furbine are shown in Figure 1C-8. These figures give the portion of the moisture present in the bulk flow that is collected as a function of condensate particle radius. As shown by the curve sketches, the portion collected is specified by the inlet width of the band ( $\zeta$ ), with in which all particles impinge on the blade with respect to the blade pitch. The band width cannot exceed the space between blades (pitch minus inlet edge blockage) which accounts for the breaks in the curves. For equal condensate particle radii, a somewhat higher portion of moisture will be collected by the cesium turbine than by the potassium turbine.


Figure 1C-7 Potassium Turbine Portion Collected on Concave Side Sixth Stator Blade
5.3 Quantity of Damaging Moisture Impacting Last Row Rotor Blades

As a first approximation, it will be assumed that the only potentially damaging moisture that will


Figure 1C-8 Cesium Turbine Portion Collected on Concave Side of Second Stator Blade
impact the last rotor blades of these turbines is that collected by the last stator. The calculated amount of moisture collected by the sixth stator blades and subsequently impacting the sixth rotor blades of the six-stage potassium turbine is given in Table 1C-11. Similar information is given for the last (second) stage of the cesium turbine in Table 1C-12.

TABLE 1C-11

## SIX-STAGE POTASSIUM TURBINE - SIXTH STAGE MOISTURE INVENTORY

| Flow Napor Plue Liquid) | $9100 \mathrm{~kg} / \mathrm{hr}$ |
| :--- | :--- |
| Bulk Moisture Sixth 5 mator | $14.3 \%$ |
| Bulk Moisture, Average Fog Particle Rodius | 0.24 micron |
| Portion of sulk Moisture Collected, Sixth Stator | $2.6 \%$ |
| Collected Moisture Impacting Sixth Rotor | $34 \mathrm{~kg} / \mathrm{hr}$ |
| Average Local Rate of Impact of Collected Moisture | $167 \mathrm{gm} / \mathrm{cm} / \mathrm{hm}$ |
| Average Local Collecied Maisture Impact Rate/10,000 Hours | $1670 \mathrm{~kg} / \mathrm{cm}$ |

TABLE 1C-12
TWO-STAGE CESIUM TURBINE - SECOND
STAGE MOISTURE INVENTORY

| Flow (Vopor Plus Liquid) | $31,500 \mathrm{~kg} / \mathrm{hr}$ |
| :---: | :---: |
| Average Bulk Moisture, Second Stator | 12.8\% |
| Qulk Moisture, Average Fog Porticle Radius | 0.093 micron |
| Collected Moisture Impact Rote, Second Srator | $26.2 \mathrm{~kg} / \mathrm{hr}$ |
| Collected Moisture Impact Rote | $294 \mathrm{gra} \mathrm{cm} / \mathrm{hr}$ |
| Local Callected Moistura Impast Rate/l0,000 Hous | $2940 \mathrm{~kg} / \mathrm{cm}$ |

It is useful to compare these results with those calculated for the Yankee Atomic Plant steam turbine, where the calculated average local moisture impaction rate per 10,000 hours was $802 \mathrm{~kg} / \mathrm{cm}$ for the last stage of the low pressure turbine.

### 6.0 STATOR BLADES COLLECTED MOISTURE ATOMIZATION AND TRAJECTORIES

The moisture potentially damaging to the rotor blades collects from the bulk stream, runs to the aft edge, departs this edge as primary drops, and is caught up in the wake of the stators where additional atomization takes place and acceleration is to a fraction of bulk stream velocity.

### 6.1 Atomization

The primary drops that have the best chance to survive the passage between stator and rotor are those deep in the suction side wake. Given in Table 1C-13 are the time of flight, the initial Weber Number, the time to droplet destruction, and the mass mean diameter of the resulting secondary drops for a range of primary drops departing the second stator of the cesium turbine. Information about the primary drops leaving the sixth stage of the potassium turbine is given in Table 1C-14.

It can be concluded from these results that no drops greater than 5 microns in diameter will reach the second rotor and most, if not all, of the drops will be under 3 microns in diameter. In the case of the potassium turbine a few drops reaching the sixth rotor could be as large as 100 microns in diameter.

TABLE 1C-13

> SECONDARY ATOMIZATION IN CESIUM TURBINE - SUCTION SIDE WAKE STREAMLINED AT Y/Y $=0.01$ SECOND STATOR

| Primary Brop Diameter (microns) | Time of Flight (4 sec) | $\begin{aligned} & \text { Weber } \\ & \text { Number } \\ & \text { (max.) } \end{aligned}$ | Time to Complete Dropiet Destruction ( 4 sec ) | Mass Mean Diampere of Secondory Drops Fincrons) | Remorks |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 43 | 10 |  |  | No diruption |
| 5 | 58 | 24 | I. 3 | 0.450 |  |
| 10 | 87 | 49 | 2.5 | 0.533 | Disuplion |
| 25 | 82 | 122 | 6.6 | 0.800 |  |
| 50 | 9 | 244 | 13.0 | 0.658 |  |
| 100 | 120 | 488 | 26.2 | 0.721 |  |
| 200 | 148 | 976 | 52.2 | 0.822 |  |
| 300 | 161 | 1464 | 78.4 | 0.880 | " |
| 400 (max) | 173 | 1952 | 104.6 | 0.922 | * |

However, most, if not all of the drops will be under 60 microns in diameter. The average mass mean diameter drop calculated for the atomized liquid of the sixth stator of the potassium turbine is $\mathbf{4 0}$ microns.

TABLE 1C-14
SECONDARY ATOMIZATION IN POTASSIUM TURBINE - SUCTION SIDE WAKE STREAMLINED $Y / Y_{0}=0.01$ SIXTH STATOR

| Pimary Drop Diempter (microns) | Time of Flight ( H BC C ) | Weber <br> Number (max.) | Ilme to Complete Dropiet Destruétion $(1) \mathrm{sec})$ | Most Mean Diameler of Secondary Drop (microns) | Remarks |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\frac{10}{}$ | 98 | 2.2 | 6.6 | ----- | No dirruption |
| 20 | 118 | 4.4 | 13. | ----- | - |
| 50 | 149 | 11.1 | 32. | ----- |  |
| 75 | 165 | 15.2 | 48. | ---- | (7) |
| 100 | 179 | 22.2 | 64. | ----- | - ${ }^{\text {( }}$ |
| 200 | 212 | 44.4 | 128 | ----- | Disuption |
| 400 (max) | 255 | 88.4 | 256 |  |  |

### 7.0 DROP IMPACT VELOCITIES RELATIVE TO THE ROTOR BLADES

Table IC-15 summarizes impingement results on the second stage rotor blades of the cesium turbine for drop diameters of 0,2 , and 5 microns. Two representative wake positions $\left(\mathrm{Y} / \mathrm{Y}_{0}\right)$ and blade heights were investigated for the suction and pressure sides of the second stators. The values given in Table IC-15 are at the rotor inlet; $V_{d}$ is drop velocity relative to the preceding stators, and ${ }^{d} W$ is the velocity relative to the rotor blades. In this turbine, the velocity $W_{d^{\prime}}$ somewhere on the radius of the rotor blade nose is a normal velocity of impact. As can be seen the maximum normal drop impact velocities are quite low and cover only a narrow range of velocities. This is because the drops are accelerated to a very substantial fraction of the stator discharge vapor velocities.

TABLE 1C- 15

## SECOND STAGE ROTOR DROP IMPINGEMENT SUMMARY - TWO STAGE CESIUM TURBINE

| Wake Position $\mathrm{Y} / \mathrm{Y}_{0}$ |  | Drop Diameler (microns) | 3/4 Blode Haight |  | Blode Tip |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\nabla_{d}\left(\frac{p}{p}\right)$ | $\underline{W_{d}(\mathrm{Pm})}$ | ${ }^{(14 p s)}$ | $\xrightarrow{W_{d}(f / 4)}$ |
| Suction | 0.01 |  | 0 | 685 | 273 | 632 | 296 |
|  |  | 2 | 665 | 268 | 614 | 300 |
|  |  | 5 | 560 | 267 | 517 | 338 |
| Suction | 0.2 | 0 | 796 | 321 | 735 | 294 |
|  |  | 2 | 780 | 313 | 720 | 292 |
|  |  | 5 | 665 | 268 | 614 | 300 |
| Pressura | 0.01 |  | 753 | 299 | 695 | 281 |
|  |  | 2 | 740 | 293 | 683 | 291 |
|  |  | 5 | 625 | 263 | 576 | 311 |
| Preture | 0.2 |  | 822 | 338 | 758 | 299 |
|  |  | 2 | 810 | 330 | 747 | 296 |
|  |  | 5 | 700 | 278 | 846 | 293 |

Figure 1C-9 shows maximum impact velocities of drops colliding with the nose of the blades of the sixth rotor of the six-stage potassium turbine for representative drop diameters of 25,50 , and 75 microns. The impact velocities are plotted as a function of blade height fraction where the height fraction is 0 at the hub and 1.0 at the blade tips. As for the cesium turbine, somewhere on the nose these impacts are normal to the blade surface. In the potassium turbine, these maximum velocities occur for drops accelerated along the wake streamline at $Y / Y_{0}=0.01$ of the suction side of the sixthstator wake.

For comparison purposes the maximum impact velocities calculated for 400-micron diameter drops impacting the ninth rotor of the low pressure end of the Yankee Atomic Plant steam turbine are also shown in Figure 1C-9. A 400-micron diameter drop is about the largest expected to impact the ninth rotor of the Yankee turbine. As can be seen, the maximum drop diameters and impact velocities are much larger in the steam turbine than in either of the alkali metal vapor turbines.


Figure 1C-9 Maximum Impact Velocities on Six Stage Potassium Turbine

## SECTION 2

## FLUID -DYNAMIC COMPUTATIONAL PROCEDURES

### 2.1 BACKGROUND

As reported elsewhere in this report, while erosion in wet vapor turbines takes place locally, the conditions leading to the erosion involve the total thermodynamic and fluid-dynamic history of the working fluid from the time it enters the turbine. The many processes that require analysis are given, again, in block diagram form in Figure 2.1-1. This Section 2 gives an account of the basis of analysis and analytical procedures used in examining the detail fluid-dynamic process leading to the erosion. The processes covered in this Section 2 are indicated in Figure 2.1-1.


Figure 2. 1-1 WANL Turbine Blade Erosion Model

### 2.2 TURBINE PERFORMANCE WITH DETAILED HISTORY OF CONDENSATION* (NUDROP Condensation Code)

### 2.2.1 Background

The purpose of this condensation study is to analytically predict the condensation point in wet vapor turbines and to determine the drop size distribution, including effects of molecular association on the condensation and flow processes. The approach is similar to that first developed by Oswatitish (1) and improved by others. $(2,3)$ The method consists of simultaneous solution of the continuity, energy, momentum, and state equations. writfen for the turbine geometry, including a description of nucleation and growth processess to determine moisfure content and drop size. The present study provides the thermodynamic description of the flow process by using the virial equation of state gnd enthalpy relations derived by Ewing, et al. (4)

The numerical solution is by an ALGOL computer code which has been used on a Burroughs B-5500 computer.


The nucleation theory due to Katz, Saltsburg, and Reiss $(5)$ is used to describe the nucleation

[^5]The change in moisture due to growth of a particular group of drops is

$$
\begin{equation*}
\frac{d y_{i}}{d z}=4 \pi \quad \rho_{L} N_{r i} r_{i}^{2} \frac{d r_{i}}{d z} \tag{24}
\end{equation*}
$$

The total rate of change of moisture fraction, including surface condensation and atomized drops originating by surface condensation, is

$$
\frac{d y}{d z}=\frac{d y_{N}}{d z}+\sum_{\text {all }} \frac{d y_{1}}{d z}+\frac{d y_{b}}{d z}+\frac{d y_{b o}}{d z}+\frac{d y_{a b s}}{d z} \text { (25 }
$$

The liquid temperature is taken as the weighted overage of the drop temperature of the various groups, or

$$
\begin{equation*}
r_{L}=\frac{1}{y_{c}} \sum_{\text {all proups }} y_{1} T_{r i}=T+\frac{\Delta T}{y} \sum_{\text {all groves }}\left(1-\frac{r_{\text {crit }}}{T_{1}}\right) y_{i} \tag{26}
\end{equation*}
$$

The energy equation includes the rate of change of liquid temperature. Rather than by differentiating Eq. 26, the rate of change is obtained from the present and previous values of liquid temperature obtained in the integration process. This approximation is justified since the moisture energy change is small compared to the total energy change.

## - State Equations

From the work of Ewing, et al, $(4,7)$ it appears that an accurate equation of state can be obtained either by use of the virial equation or by an association model. The virial equation of state was chosen since it is generally available for use in obtaining the thermodynamic properties of wet vapors. In the case of cesium and potassium the state equations (References 4 and 7) fit the experimental PVT data with an average deviation of +0.26 percent. The virial equation of state has the form

$$
\begin{equation*}
\frac{P V}{R_{0} T}=1+\frac{B}{V}+\frac{C}{V^{2}}+\frac{D}{V^{3}}+\frac{E}{V^{4}} \tag{27}
\end{equation*}
$$

where $B, C, D$ and $E$ are functions of temperature only. These functions have the form

$$
\begin{align*}
& \log _{10}|B|=B_{1}+B_{2} / T+\log _{10} T, B<0  \tag{28}\\
& \log _{10} C=C_{1}+C_{2} / T+C_{3} / T^{2}  \tag{29}\\
& \log _{10}|D|=D_{1}+D_{2} / T, D<0 \tag{30}
\end{align*}
$$

and

$$
\begin{equation*}
E=E_{1}=\text { Constant } \tag{31}
\end{equation*}
$$

where $B_{1}, B_{2}, C_{1}, C_{2}, C_{3}, D_{1}$ and $D_{2}$ are constants for a particular vapor. If is convenient to express the equation of state in terms of the compressibility, which gives

$$
\begin{equation*}
z_{c}=1+\frac{B}{V}+\frac{C}{V^{2}}+\frac{D}{V^{3}}+\frac{E}{V^{4}} \tag{32}
\end{equation*}
$$

## - Property Equations

The various physical and thermodynamic properties required in the flow and nucleation' calculations are computed from the following equations.

The saturation pressure equation developed in References 4 and 7 has the form

$$
\begin{equation*}
\log _{10} P_{5}=a_{1}+a_{2} / \top+a_{3} \log _{10} T \tag{33}
\end{equation*}
$$

where $a_{1}, a_{2}$, and $a_{3}$ are constants for a given metal vapor. By rewriting this equation for the saturation temperature corresponding to the vapor pressure $\mathrm{P}_{\mathrm{P}}$, subtracting the two equations and linearizing, the following approximate relation between supercooling, supersaturation pressure ratio, and temperature can be obtained:

$$
\begin{equation*}
\Delta T=\frac{-A_{0} T}{\Delta_{0}-a_{3}+\frac{a_{2}}{T \log _{10} e}} \tag{34}
\end{equation*}
$$

Surface tension of the liquid is correlated by an equation of the form:

$$
\begin{equation*}
\sigma=o_{0}\left(1-\frac{T}{T_{c}}\right)^{1.25} \tag{35}
\end{equation*}
$$

The liquid density at saturation pressure is correlated in References 4 and 7 by

$$
\begin{equation*}
p_{L}=p_{0}-p_{1}(T-460)-p_{2}(T-460)^{2} \tag{36}
\end{equation*}
$$

The enthalpy of the vapor derived from the virial equation of state in References 4 and 7 is

$$
\begin{align*}
h_{g} & =h_{g}^{0}-\frac{R_{0} T}{M J}\left\{\frac{1}{V}\left[B-T\left(\frac{d g}{d T}\right)\right]-\frac{1}{v^{2}}\left[C-\frac{T}{2}\left(\frac{d C}{d T}\right)\right]\right. \\
& \left.=\frac{1}{V^{3}}\left[D-\frac{T}{3}\left(\frac{d D}{d T}\right)\right]+\frac{1}{v^{4}}\left[E-\frac{T}{4}\left(\frac{d E}{d T}\right)\right]\right\} \tag{37}
\end{align*}
$$

where

$$
\begin{equation*}
h_{g}^{o} h g_{0}-h g_{1} T-h g_{2} \exp \left(-h g_{3} / T\right) \tag{38}
\end{equation*}
$$

with $\mathrm{hg}_{0}, \mathrm{hg}_{1}, \mathrm{hg}_{2}$, and $\mathrm{hg}_{3}$ constants.
For calculating the enthalpy of vaporization the enthalpy of saturated liquid is expressed $(4,7)$ by

$$
\begin{equation*}
h_{L}=h_{L O}+h_{L 1} T+h_{L 2} T^{2}+h_{L 3} T^{3} \tag{39}
\end{equation*}
$$

The enthalpy of vaporization of the supersaturated vapor is obtained by

$$
\begin{equation*}
h_{f g}=h_{g}-h_{L} \tag{40}
\end{equation*}
$$

The specific volume of the vapor mixture is approximated by

$$
\begin{equation*}
v_{m} \cong x v=\frac{x V}{M} \tag{41}
\end{equation*}
$$

The specific heat at constant pressure is given in References 4 and 7 by

$$
\begin{align*}
& C_{p v}=C_{p v}{ }^{o}-\frac{R}{M J}\left(1-X_{C 1}+\frac{T X_{C 2}}{V}\right) \\
& \text { where }  \tag{42}\\
& X_{C T}=\frac{\left(Z_{c}+T \frac{\partial Z_{c}}{\partial T}\right)^{2}}{\left(1+\frac{2 B}{V}+\frac{3 C}{V^{2}}+\frac{4 D}{V^{3}}+\frac{5 E}{V^{4}}\right)}  \tag{43}\\
& x_{C 2}=\left\{\left(T \frac{d^{2} B}{d T^{2}}+\frac{2 d B}{d T}\right)+\frac{1}{2 V}\left(T \frac{d^{2} c}{d T^{2}}+\frac{2 d C}{d T}\right)\right.  \tag{44}\\
&\left.+\frac{1}{3 V^{2}}\left(T \frac{d^{2} D}{d T^{2}}+\frac{2 d D}{d T}\right)\right\}  \tag{45}\\
& C_{p v}^{o}=C_{p o}+C_{p i} \exp \left(-C_{p} 2^{T}\right)
\end{align*}
$$

## - Association

The discussion of association is in terms of a method which successfully handled the association of cesium and potassium vapors. The molecular compositions of cesium and potassium are deduced from PVT data in References 4 and 7. The data indicate that potassium vapor consists primarily of monomer, dimer, and tetramer species, wherecs cesium probably also contains species of still higher order. The molecular species reactions are represented by a series of independent equilibria of the type

$$
\begin{equation*}
i k=k_{i} \tag{46}
\end{equation*}
$$

and the equilibrium constants are defined by

$$
\begin{equation*}
k_{i}=\frac{N_{i}}{N_{1}^{i}\left(\frac{P}{P_{a}}\right)^{i-1}} \tag{47}
\end{equation*}
$$

Of the total vapor molecules, the fraction' $\bar{N}_{1}$ exists as a monomer, and the remoinder $1-\bar{N}_{1}$, is assumed to exist as a dimer. The partial pressure of the monomer is the mole fraction $\overline{\mathrm{N}}_{1}$ times the mixture pressure, or

$$
\begin{equation*}
P_{1}=N_{1} P \tag{48}
\end{equation*}
$$

The association is evaluated at both actual pressure and saturation pressure to obtain the ratio of partial pressure required in the nucleation expressions. The equilibrium constants $k_{2}$ and $k_{4}$ are expressed as functions of :emperature in References 4 and 7 as follows:

$$
\begin{equation*}
\log _{10}\left(k_{2}\right)=k_{20}+k_{21} / \tau \tag{49}
\end{equation*}
$$

and

$$
\begin{equation*}
\log _{10}\left(k_{4}\right)=k_{40}+k_{4} / T \tag{50}
\end{equation*}
$$

The apparent equilibrium constant of dimerization $\bar{k}_{2}$, when all association is taken to be dimerization, can be expressed as a power series in terms of pressure and the true equilibrium constants:

$$
\begin{align*}
\overline{k_{2}} & =k_{2}+\frac{2 k_{3} P}{P_{a}}+\frac{3 k_{4} p^{2}}{P_{a}^{2}} \\
& -\frac{2 k_{2} k_{4} P^{3}}{P_{a}^{3}}+\ldots \tag{51}
\end{align*}
$$

Then, the fraction of total atoms which remains as the monomer $\bar{N}_{1}$ is obtained from

$$
\begin{equation*}
\bar{k}_{2}=\frac{\bar{N}_{2}}{\left(\bar{N}_{1}\right)^{2}\left(\frac{p}{P_{0}}\right)} \tag{52}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{N}_{2}=1-N_{1} \tag{53}
\end{equation*}
$$

Solution for $\bar{N}_{1}$ from these two equations gives

$$
\begin{equation*}
\mathbb{N}_{1}=\frac{-1-\sqrt{1-\frac{4 P \overline{k_{2}}}{P_{a}}}}{\left(\frac{2 P \overline{k_{2}}}{P_{a}}\right)} \tag{54}
\end{equation*}
$$

- Flow Equations

The flow through the turbine is described by one-dimensional flow equations. The flow is assumed to have uniform velocity and pressure across the flow area; thus curvature of flow path and radial pressure gradients due to rotation have been neglected. The description is intended to describe the mean diameter flow conditions. The differential form of the continvity, energy, and state equations are as follows:

$$
\begin{aligned}
& \frac{1}{A} \frac{d A}{d z}+\frac{1}{W} \frac{d W}{d z}-\frac{1}{v} \frac{d v}{d z}+\frac{1}{x} \frac{d y}{d z}=0, \\
& \frac{W^{2}}{\int g}\left(\frac{1}{W} \frac{d W}{d z}\right)+x \frac{d}{d z}\left(h_{g}\left(V_{c} T\right)-h_{f g} \frac{d y}{d z}+y C_{p L} \frac{d T_{L}}{d z}=0,\right. \\
& \text { and } \\
& \frac{1}{P} \frac{d P}{d z}+\left(1-\frac{v}{Z_{c}} \frac{d Z_{c}}{\partial V}\right)\left(\frac{1}{v} \frac{d v}{d z}\right)-\left(1+\frac{T}{Z_{c}} \frac{\partial Z_{c}}{\partial T}\right)\left(\frac{1}{T} \frac{d T}{d z}\right)=0
\end{aligned}
$$

It should be noted that the enthalpy change cannot be described by the form $C_{p} d T$ since enthalpy is pressure or volume deppndent due to association reactions. The extra terms in the state equation arise from the use of the virial equations of state where the compressibility $Z_{\varepsilon}$ is a function of $T$ and $V$. For an ideal gas, $Z_{c}=\epsilon$ and the partial derivatives of $Z_{c}$ are zero.

The momentum equation for a stream tube can be written as

$$
\begin{equation*}
\frac{W}{g} \frac{d W}{d z}=-v_{m} \frac{d P}{d z}-v_{m} F \tag{58}
\end{equation*}
$$

where $F$ is the friction force per unit volume of the flowing mixture. For an isentropic flow the change in enthalpy is $d h=v_{m} d P$. If it is assumed that irreversibilities (friction losses) are proportional to isentropic enthalpy change, the expression

$$
-v_{m} F=\left(1-\eta_{P}\right) \frac{d h_{s}}{d z}=\left(1=\eta_{P}\right)\left(v_{m} \frac{d P}{d z}\right)
$$

is obtained, and the momentum equation becomes

$$
\begin{equation*}
\frac{W}{g} \frac{d W}{d z}=-\eta_{P} v_{m} \frac{d P}{d z} \tag{59}
\end{equation*}
$$

For a given value of $\eta \mathrm{p}$ the description is that of a constant local condifion expansion process; namely, for each increment in isentropic enthalpy drop, the fraction ( $1-\eta_{p}$ ) appears as a friction loss which is converted to heating of the flow, and the remaining fraction $\eta_{p}$ is the net gain in kinetic energy.

In the solution of the flow equations the quantities $P, T, v$, and $W$ are treated as dependent variables with other quantities as independent variables. Simultaneous algebraic solution of the flow equations for the changes in $P, T, v$, and $W$ gives

$$
\begin{align*}
& \text { the following: } \\
& \frac{1}{W} \frac{d W}{d z}=\frac{\Delta w}{\Delta_{0}}  \tag{60}\\
& \frac{1}{v} \frac{d v}{d z}=\frac{1}{W} \frac{d W}{d z}+\frac{1}{A} \frac{d A}{d z}+\frac{1}{x} \frac{d y}{d z}  \tag{61}\\
& \frac{1}{P} \frac{d P}{d z}=-\left(\frac{W^{2}}{g}\right)\left(\frac{1}{W} \frac{d W}{d z}\right) /\left(P \times \vee \eta_{P}\right)  \tag{62}\\
& \text { nd } \frac{1}{T} \frac{d T}{d z}=\frac{\frac{1}{P} \frac{d P}{d z}+\left(1-\frac{V}{Z_{c}} \frac{\partial Z_{c}}{\partial V}\right)\left(\frac{1}{v} \frac{d v}{d z}\right)}{\left(1+\frac{T}{Z_{c}} \frac{\partial Z_{c}}{\partial T}\right)}  \tag{63}\\
& \Delta_{0}=P \times v \pi_{p}\left[\frac{w^{2}}{J g}\left(1+\frac{T}{Z_{c}} \frac{\partial Z_{c}}{\partial T}\right)+\times 4\right]-\frac{W^{2}}{g} \times T \frac{\partial}{\partial T}\left(h_{\theta}(V, T)\right)  \tag{64}\\
& \theta=T\left(1-\frac{V}{Z_{c}} \frac{\partial^{Z}{ }_{c}}{\partial V}\right) \frac{\partial}{\partial T}\left(h_{g}(V, T)\right) \\
& +V\left(1+\frac{T}{Z_{c}} \frac{\partial Z_{c}}{\partial T}\right) \frac{\partial}{\partial V}\left(h_{g}(V, T)\right) \tag{65}
\end{align*}
$$

and

$$
\begin{align*}
\Delta_{w}=P \times v p_{P} & {\left[\left(1+\frac{T}{Z_{c}} \frac{\partial Z_{c}}{\partial T}\right)\left(h_{f g} \frac{d y}{d z}-y C_{p L} \frac{d T_{L}}{d z}\right)\right.} \\
& \left.-\phi\left(\frac{1}{A} \frac{d A}{d z}+\frac{1}{x} \frac{d y}{d z}\right)\right] \tag{66}
\end{align*}
$$

- Turbine Description

The turbine geometry is required to compute the flow cross-sectional area. The passage for each blade row is described as the annular area between concentric truncated cones, with modification to account for blade thickness and blade angles. The axial cross-sectional area is

$$
\begin{equation*}
A_{a}=\frac{\pi}{4}\left(d_{2}^{2}-d_{1}^{2}\right)\left(1-\frac{t_{b}}{t_{b s}}\right) \tag{67}
\end{equation*}
$$

The diameters and blade thicknesses are given by

$$
\begin{align*}
& \begin{aligned}
& d_{1}=d_{1 i}+\left(d_{10}-d_{1 i}\right) z / L \\
& d_{2}=d_{2 i}+\left(d_{20}-d_{2 i}\right) z / L \\
& \text { and } \\
& t_{b}=t_{b i}+\left(t_{b m}-t_{b i}\right)\left(1-\frac{z}{L}\right) \frac{4 z}{L}
\end{aligned} \tag{68}
\end{align*}
$$

The blade shape is assumed to have a parabolic contour so that the local angle is

$$
\begin{equation*}
\cot \beta=\cot \beta_{1}+\left(\cot \beta_{0}-\cot \beta_{1}\right) z / L \tag{71}
\end{equation*}
$$

and the local gauging is

$$
\begin{equation*}
\sin \beta=\frac{1}{\sqrt{1+\cot ^{2} \beta}} \tag{72}
\end{equation*}
$$

The cross-sectional area normal to the local flow direction is

$$
\begin{equation*}
A=A_{\mathrm{o}} \sin \beta \tag{73}
\end{equation*}
$$

The flow velocity relative to the blade is

$$
\begin{equation*}
w=U_{a} / \sin \beta \tag{74}
\end{equation*}
$$

The changes in area with axial position are obtained by differentiating the above expressions.

## - Approximation Method for Supersonic Exit Velocities

Special techniques are required to continue stepwise numerical integration of the flow equations through the transition from subsonic to supersonic
flow due to the singularity in the flow equations at the critical point. An approximate method is derived which permits computation to proceed for flow through the throat of a convergent-divergent passage. Briefly, the method is to continue the numerical calculation until the critical point approaches some arbitrary amount, say $\mathrm{W}=0.95 \mathrm{C}$ $\qquad$ At this point special equations are employed toritbtain the flow properties at the critical point and at some point iust past the throat where the flow is supersonic. The stepwise integration can then be continued.

The following assumptions are made to extrapolate the flow variables from the subsonic to the supersonic state.

1) The enthalpy change of the condensate is neglected.
2) The value of $\eta_{p}$ is maintained at the original value for the particular nozzle.
3) The condensation can be calculated from the supercooling at the beginning and $\cdots_{c}$ end points.
4) Certain vapor properties during the extrapolation are defined by their effective values at the starting point of the extrapolation.

The flow equations described in a previous section can be integrated in a manner similar to the case of isentropic expansion of an ideal gas except that condensation terms are also included.

The critical point occurs when the denominafor of the solution for $\frac{d w}{d z}$ is equal to zero, namely when $\Delta_{o}=0$, as defined by Eq. 64. Rearranging the expression for $\Delta_{0}$ and setting $\Delta_{0}=0$ to find the critical speed gives

$$
\begin{equation*}
P_{x}^{2} v_{\eta_{P}}\left(1-\frac{W^{2}}{c_{c r i t}^{2}}\right)=0 \tag{75}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{c r i t}^{2}=\frac{R_{0} \gamma_{\eta} g T}{M} \tag{76}
\end{equation*}
$$

$$
\dot{y}_{\eta}=\frac{M x}{R_{0}}\left[\frac{V z \frac{\partial h_{g}(V, T)}{\partial f}+\frac{V T_{z}}{T} \frac{\partial h_{g}(V, T)}{\partial V}}{\frac{T}{P \vee \eta_{p}} \frac{\partial h_{g}(V, T)}{\partial T}-\frac{T_{z}}{T}}\right]
$$

Thus, the critical point is reached when $W=$ $C_{\text {cr.ir }}$ where $C_{\text {crit }}$ is defined by Eq. 76 and where $\gamma_{\eta}$ cris assumed to brit a constant calculated from the properties at the initial state point of the extrapolation. The symbols $V_{z}$ and $T_{z}$ are defined by equations 80 and 81.

For smooth flow transition through the critical point, the numerator in the solution for $\frac{d w}{d z}$ must be zero simultaneously with $\Delta_{0}=0$. This requires that $\Delta_{w}=0$, which from Eq. 66 is found to occur when
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$$
\begin{equation*}
\frac{1}{A} \frac{d A}{d z}-\left(\frac{T_{z} h_{f g}}{\phi}-\frac{1}{x}\right) \frac{d y}{d z}=0 \tag{78}
\end{equation*}
$$

$\therefore$. Since $d y$ is positive during an expansion and the term in parentheses is also positive for $x$ near 1 , the critical point must occur at a location where dA is positive, that is at some point past the throat of the passage. For the present work the assumption is made that the critical point occurs at the throat, so that the minimum area is taken as $A^{*}$.

The flow equations will now be integrated by defining a number of pseudo properties which are held constant during the extrapolation. From the first assumption (page 2-7) above, the term $\overline{\mathrm{d}} \mathrm{T}_{\mathrm{L}}$ is se $\dagger$ equal to zero in the energy equation 56. $\overline{d z}$ Eliminating $\frac{d P}{d z}$ and $\frac{d W}{d z}$ from the momentum, energy, and state equations 56,57 , and 59 gives
$\frac{1}{T} \frac{d T}{d z}+\left(\frac{V^{-v}}{\phi_{T} T_{z}}\right) \frac{1}{v} \frac{d v}{d z}+\left(\frac{d h_{f g}}{P_{v \eta_{p}} \phi_{r}{ }^{-T} T_{z}}\right) \frac{1}{x} \frac{d x}{d z}=0$
where

$$
\begin{equation*}
V_{z}=\left(1-\frac{V}{Z_{c}} \frac{\partial Z_{c}}{\partial V^{\prime}}\right) \tag{80}
\end{equation*}
$$

[^6]\[

$$
\begin{align*}
T_{z} & =\left(1+\frac{T}{Z_{c}} \frac{\partial Z_{c}}{\partial T}\right)  \tag{81}\\
\phi_{V} & =\frac{V J \frac{\partial h_{g}(V, T)}{\partial V}}{P_{V} \eta_{P}} \tag{82}
\end{align*}
$$
\]

and

$$
\begin{equation*}
\phi_{T}=\frac{J T \frac{\partial h_{g}(V, T)}{\partial T}}{P \vee \eta_{p}} \tag{83}
\end{equation*}
$$

Defining

$$
\begin{equation*}
k_{\eta}-1=\frac{\phi_{V}^{+} V_{z}}{\phi_{T}-T_{z}} \tag{84}
\end{equation*}
$$

and

$$
\begin{equation*}
\lambda_{\eta}=\frac{J h_{f g}}{P \vee \eta_{P}\left(\phi_{T}-T_{z}\right)} \tag{85}
\end{equation*}
$$

and assuming $k_{\eta}$ and $\lambda_{n}$ are constant during the extrapolation of their initial values, Eq. 79 can be integrated to give

$$
\begin{equation*}
\frac{v}{v_{1}}=\left[\frac{T}{T_{1}}\left(\frac{x}{x_{1}}\right)^{\lambda_{\eta}}\right] \frac{1}{1-k_{\eta}} \tag{86}
\end{equation*}
$$

where the subscript 1 refers to values at the starting point of the extrapolation.

Also assuming $T_{z}$ and $V_{z}$ are constant during the extrapolation, the state equation 57 can be integrated to give

$$
\begin{equation*}
\frac{P}{P_{1}}=\left(\frac{T}{T_{1}}\right)^{T_{z}}\left(\frac{v}{v_{1}}\right)^{-V_{z}} \tag{87}
\end{equation*}
$$

Integration of continuity equation 60 gives.

$$
\begin{equation*}
\frac{A}{A_{1}}=\frac{\left(\frac{v}{v_{1}}\right)\left(\frac{x}{x_{1}}\right)}{\left(\frac{W}{W_{1}}\right)} \tag{88}
\end{equation*}
$$

Substituting the expression for $\frac{1}{v} \frac{d v}{d z}$ from Eq. 79 into the energy equation 56 yields

$$
\begin{equation*}
\frac{W}{J g} \frac{d W}{d z}+C_{\eta} \frac{1}{T} \frac{d T}{d z}+h_{\eta} \frac{d x}{d z}=0 \tag{89}
\end{equation*}
$$

where

$$
C_{\eta}=x\left[T \frac{\partial h_{g}(V, T)}{\partial T}-\frac{V}{\left(k_{\eta}-I\right)} \frac{\partial h_{g}(V, T)}{\partial V}\right] \text { (90) }
$$

and

$$
\begin{equation*}
h_{\eta}=h_{f g}-\frac{\lambda_{\eta}}{k_{\eta}-T}\left(V \frac{\partial h_{g}(V, T)}{\partial V}\right) \tag{91}
\end{equation*}
$$

By assuming the values of $C_{\eta}$, and $h_{\eta}$ to be constant at their initial values, Eq. 89 can be integrated to give

$$
\begin{equation*}
\frac{w^{2}}{2 g J}+C_{\eta} T+h_{\eta} x=\frac{W_{1}^{2}}{2 g J}+C_{\eta} T_{1}+h_{\eta} x_{1} \tag{92}
\end{equation*}
$$

At the critical point, $W^{2}=C_{\text {crit }}^{2}=C_{\eta} R_{o} g T / M$. Then, denoting the temperature at the critical point by $I^{*}$, the energy equation at the critical point gives

$$
\begin{equation*}
\frac{T^{*}}{T_{1}}=\frac{1+\frac{W_{1}^{2}}{2 g J C_{\eta} T_{1}}+\frac{h_{\eta}}{C_{\eta}^{T} 1}\left(x_{1}-x^{*}\right)}{1+\frac{\gamma_{\eta} R_{o}}{2 M J C_{\eta}}} \tag{93}
\end{equation*}
$$

Equations 86, 87 and 76 written at the critical point then give

$$
\begin{align*}
& \frac{v^{*}}{v_{1}}=\left[\frac{T^{*}}{T_{1}}\left(\frac{x^{*}}{x_{1}}\right)^{\lambda_{\eta}}\right]^{\frac{1}{1-k_{\eta}}}  \tag{94}\\
& \frac{P^{*}}{P_{1}}=\left(\frac{T^{*}}{T_{1}}\right)^{T_{z}}\left(\frac{v^{*}}{v_{1}}\right)^{-v_{z}} \tag{95}
\end{align*}
$$

and

$$
\begin{equation*}
w^{*}=\sqrt{\lambda_{\eta} g \frac{R_{0} T_{1}}{M}\left(\frac{T}{T_{1}}\right)} \tag{96}
\end{equation*}
$$

The critical area ratio can then be found from

$$
\begin{equation*}
\frac{A^{*}}{A_{1}} \frac{\left(\frac{v^{*}}{v_{1}}\right)\left(\frac{x^{*}}{x_{1}}\right)}{\left(\frac{W^{*}}{W_{1}}\right)} \tag{97}
\end{equation*}
$$

Provided $x^{*}$ is known, Eqs. 94, 95, 96, and 97 define the conditions at the critical point in terms of those at the start of the extrapolation.

An iteration technique is required to determine $x^{*}$ to complete the description of the critical point
conditions. It is assumed that the condensation rate is proportional to the supercooling rate for the drops that already exist and no new drops are formed. Let the supercooling at the start of the extrapolation be $\Delta T_{1}$, and at the critical point, $\Delta T^{*}$. The average superccoling rate is

$$
\begin{equation*}
\Delta \bar{T}=\frac{1}{2}\left(\Delta T_{1}+\Delta T^{*}\right) \tag{98}
\end{equation*}
$$

and the average condensation rate is

$$
\begin{equation*}
\left(\frac{d y}{d z}\right)=\left(\frac{d y}{d z}\right)_{1}\left(\frac{\Delta \bar{T}}{\Delta T}\right) \tag{99}
\end{equation*}
$$

Integrating and expressing the results in terms of $x$ gives

$$
\begin{equation*}
x^{*}=x_{1}-\left(\frac{d y}{d z}\right)_{1}\left(\frac{\Delta T}{\Delta T}\right)\left(z^{*}-z_{1}\right) \tag{100}
\end{equation*}
$$

From the geometry, $z^{*}$ is known as the location of $A_{\text {min }}$. A value of $\Delta T^{*}$ is assumed and $x^{*}$ is calculated. Then $\mathrm{T}^{*}, \mathrm{v}^{*}$, and $\mathrm{P}^{*}$ are calculated and the value of $\Delta T^{*}$ is found from Eqs, 33 and 34. When $\Delta T^{*}$ matches the assumed value, the critical point is specified. Then, it is necessary to compare the value of $A^{*}$ with the actual minimum area $A_{\text {min }}$. If $A^{*}$ and $A_{\text {min }}$ are not within a specified tolerance, the inlet velocity is corrected and calculations begin anew at the tubine inlet. When $A^{*}$ and $A$ agree, the extrapolation is continued to a point post the throat in the case of a convergent-divergent pas- ? sage, or the extrapolation ends at the throat for $a^{--}$ convergent passage. Let $A_{2}$ be the area at this point to which the extrapolation takes place. The Mach number at this position is estimated by approximate expression to start the iteration, or

$$
\begin{equation*}
M_{2}=\sqrt{\frac{2\left(A_{2}-A_{\min }\right)}{A_{\min }\left(3-k_{\eta}\right)}} \tag{101}
\end{equation*}
$$

Then $x_{2}$ is found from

$$
\begin{equation*}
x_{2}=x^{*}-\left(\frac{d y}{d z}\right)\left(z_{2}-z^{*}\right) \tag{102}
\end{equation*}
$$

The values of $T_{2}, v_{2}, P_{2}, W_{2}$ and $A_{2}$ are then found with Eqs. $93,94,95,96$, and $97{ }^{2}$ rewritten in terms of conditions at position 2. Thus,

$$
\begin{equation*}
\frac{T_{2}}{T_{1}}=\frac{1+\frac{w_{1}^{2}}{2 g J C_{\eta} T_{1}}+\frac{h_{\eta}}{C_{\eta}^{T}}\left(x_{1}-x_{2}\right)}{1+\frac{M_{2}^{2}\left(y_{\eta} R_{0}\right)}{2 M J C_{\eta}}} \tag{103}
\end{equation*}
$$

$$
\begin{align*}
\frac{v_{2}}{v_{1}} & =\left[\frac{T_{2}}{T_{1}}\left(\frac{x_{2}}{x_{1}}\right)^{\lambda_{\eta}}\right]^{\frac{1}{1-k_{\eta}}}  \tag{104}\\
\frac{P_{2}}{P_{1}} & =\left(\frac{T_{2}}{T_{1}}\right)^{T_{z}}\left(\frac{v_{2}}{v_{1}}\right)^{-v_{z}}  \tag{105}\\
\frac{W_{2}}{W_{1}} & =\sqrt{\gamma_{\eta} g \frac{R_{0} T_{1}}{M}\left(\frac{T_{2}}{T_{1}}\right)} \tag{106}
\end{align*}
$$

and

$$
\begin{equation*}
\frac{A_{2}}{A_{1}}=\frac{\left(\frac{v_{2}}{v_{1}}\right)\left(\frac{x_{2}}{x_{1}}\right)}{\left(\frac{W_{2}}{W_{1}}\right)} \tag{107}
\end{equation*}
$$

If $A_{2}$ does not agree with the desired value, $M_{2}$ is corrected until $A_{2}$ converges. These properties are then used as inputs to continue the stepwise integration process. Each type of moisture, including surface condensate, is assumed to increase in the same proportion during the extrapolation, and these new values are also required as inputs for continuing stepwise integration.

- Expansion from Stagnation to Static Inlet Conditions

The inlet to the turbine is specified by the stagnation temperature $T_{0}$, and the axial velocity $U_{a o}$ at the first stator inlet. In the case where the inlet is supersaturated, the inlet temperature $T_{0}$ is obtained from its value corresponding to the equilibrium state as $P_{5}$ and $T_{5}$ and moisture fraction $y$ by using the relationship:

$$
\begin{equation*}
T_{o}=T_{s}-\frac{y^{h_{f g}}}{\mathrm{C}_{\mathrm{pv}}} \tag{108}
\end{equation*}
$$

The expansion from stagnation to static conditions at the inlet is evaluated by the same technique used in the extrapolation. The values of $\mathrm{C}_{\eta}$ and $k_{\eta}$ are evaluated at the inlet stagnation state, which is analogous to state point 1 in the extrapolation. The static temperature is obtained from

$$
\left.T=T_{0}-U_{a 0}^{2} /(2 g\lrcorner C_{\eta} \sin ^{2} \beta_{1}\right)
$$

The specific volume is obtained from

$$
\begin{equation*}
v=v_{0}\left(\frac{T}{T}\right)^{\frac{1}{1-k_{n}}} \tag{110}
\end{equation*}
$$

and the pressure from the state equation using the values of $v$ and $T$ to evaluate the compressibility.

### 2.2.3 Method of Solution

The numerical solution to the problem consists of integrating the continuity, energy, state, and momentum equations $60,61,62$, and 63 for the area change obtained from the turbine geometry and the rate of change of condensate as determined by the nucleation and growth expressions. A stepwise integration is performed using the ICEADAMS integration procedure listed in Appendix B. Basically, the order of calculation is as follows. Knowing the properties $T, P, V$, and the velocity $W$ at a point, the property equations are used to calculate

The association expressions are then used to obtain $k_{2}^{\prime}, P_{1}, P_{1 s^{\prime}}$ and $A_{1}$. The turbine description gives $\frac{d A}{d z}$. The nucleation expression gives $\dot{J}$ and $\frac{d N_{i}}{d z}$
for the group of droplets being formed at the present value of z . The droplet growth and surface condensation expressions are evaluated to obtain $\frac{{ }^{d i}}{d i}$, $\frac{d T_{L}}{d z}$, and $\frac{d y}{d z}$. These calculations then provide the required data to calculate $\frac{d T}{d z}, \frac{d P}{d z}, \frac{d v}{d z}$, and dW which are used to obtain the new values at the $\overline{\mathrm{dz}} \mathrm{n}$ of the integration step. This brief description is intended only as an overall view of the calculation routine.

A listing of the computer code is given in Appendix $A$. The list of input quantities is given in Appendix $C$ in the order required by the code. A flow chart for the code, showing the major control and logic, is provided in Appendix D. The correspondence between the code symbols and the text symbols is given in the nomenclature. Appendix E gives a description of the function and use of the control variables not included in the text.

### 2.2.4 Sample Turbine Calculation Results

The computer code was run for a three-stage potassium turbine. The numerical input data used are listed in Appendix C, except for the turbine geometry description which is presented in Table 22-1. The stagnation inlet state is defined by $T=$ $2010^{\circ} \mathrm{R}, \mathrm{P}_{\mathrm{o}}=30.2 \mathrm{psia}=4349 \mathrm{lb} / \mathrm{ft}^{2}$, and $\mathrm{x}=0.99$. The inlet is assumed to be supersaturated, and the inlet temperature corrected for moisture content by Eq. 108 is $T_{\text {t }}=1982.9^{\circ}$ R. The summary of calculation results provided by the computer printout is shown in Table 2.2-2, and the output nomenclature when the mean radius is in feet and units are given in Table 2.2-3. A typical printout is shown in Table 2.2-4 for the conditions at the exit of the second stator with corresponding nomenclature and units given in Table 2.2-5.

The value of $y$ calculated by the computer program requires correction due to variable specific heat between supercooled and saturated state points. The value of $y_{e}$ is obtained from

$$
y_{e}=y+\frac{\Delta T C_{p v}}{h_{f g}}
$$

where $y_{e}$ is the equivalent moisture, and $C_{p v}$ is the specific ${ }^{e}$ heat at the supersaturated state. $p v$ The correction to be applied is

$$
y_{e}^{\prime}=y+\frac{\left(y_{e}-y\right)}{2}\left[1+\frac{\left(c_{p v}\right)_{s a t}}{c_{p v}}\right]
$$

The value of $C_{p y}$ is obtained from the computer printout and $\left(C_{p v}\right)^{v}$ sat may be obtained from any suitable source of thermodynamic property values for the specific turbine fluid. For this particular example, see Reference 4. In Table 2.2-2, the value of $\mathrm{C}_{\mathrm{pv}}$ is $0.36 \mathrm{Btv} / \mathrm{Ib}-{ }^{\circ} \mathrm{o}_{\mathrm{R}}$, and $\left(\mathrm{C}_{\mathrm{pv}}\right)_{\text {sat }}$ is found to be 0.28 . Thus, the corrected equilibrium moisture content is 0.102 and the tabulated value is 0.105 . The correction is larger when greater supercooling exists. The correction required on the value of $y_{e}$ does not affect any other calculations in the program.

## EXAMPLE TURBINE GEOMETRY FOR THREESTAGE POTASSIUM TURBINE

| Row | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Infer Mean Diameter (in) | 7. 693 | 0. 080 | 8.17 | 8.68 | 8.80 | 9.27 |
| Inliar slade Height (to.) | 0.605 | 0.772 | 0.68 | 1.076 | 1.04 | 1.59 |
| Oulle) Maon Dimeter (In.) | B. 98 | 9. 17 | 8. 68 | 8.80 | 9.22 | 9.31 |
| Outle Blode Helght (fn.) | $0 . m 2$ | 0.86 | 1.076 | 1.04 | 1.59 | 1.53 |
| Exponiton Efficloncy ( $n_{p}$ ) | 0.95 | 0.80 | 0.95 | 0.80 | 0.60 | 0.10 |
| Axial Lengt (t) | 0.1166 | 0.081 | 0.095 | 0.0903 | 0.101 | 0.0083 |
| Intet Angle (degreen) | 9 | 26.41 | 124.72 | 30.19 | 21, 32 | d7. 0 |
| Outier Angle (in) | 14.5 | 154.65 | 16.70 | 152:34 | 21.55 | 146.95 |
| Blode Plich (im) | 0.650 | 0.41 | 0.572 | 0.455 | 0.64 | 0.557 |
| Edge Biode Thicknes, (in.) | 0.012 | 0.0725 | 0.012 | 0.012 | 0.01 ? | 0.012 |
| Mlade Velocity (1/3ec) | 0 | 641 | 0 | 689 | 0 | 734 |
| Maximum Blade Thickness (in, ) | 0.12 | 0.16 | 0.100 | 0.154 | 0.170 | 0.125 |

The Wilson point occurred at $z / L \cong 0.63$ inch in the second stator row at a corrected equivalent moisture content of 7.4 percent. The expansion rate at the Wilson point was approximately $P=2500 / \mathrm{sec}$.

The Wilson point occurred at a supersaturation pressure ratio of 2.32. With all other parameters fixed, the classical nucleation theory would predict a critical supersaturation ratio of about 2.13. In the present case this will shift the Wilson point slightly within the second stator.

The turbine geometry used has a diffusertype section in the first part of the second rotor, causing the flow to return to the saturation state. The condensation zone in which nuclei growth occurred was located in this portion of the second rotor and the flow remained near the saturated state throughout the remainder of the turbine.

The results of the present calculations can be compared in a qualitative manner with the results of Goldman and Nosek ${ }^{(8)}$ in which saturated potassium vapor was expanded in a convergent-divergent nozzle. Although their results are somewhat inconclusive, it appears that condensation occurred when the ratio of pressure to initial saturation pressure was between 0.31 and 0.33 at an axial distance of about 3 inches from the nozzle inlet. In the present example, condensation is predicted at a pressure/inlet saturation pressure ratio of 0.324 .

TABLE 2.2-2

## COMPUTER OUTPUT SUMMARY SHEET FOR THE THREE-STAGE TURBINE EXAMPLE

summary of kesults of condensation calculations

| HON | T | P | vv | * | UA | YE | Y 5 | $r$ | hmean | NTHIAL |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 1970.7 | 4324.7 | 10.03 | 333.4 | 333,4 | 0,00000 | 0.00000 | 0.00000 | $0.00009+00$ | 0.000un+00 |
| 1 | 1786.4 | 2705.9 | 22.19 | 1375.3 | 343.3 | 0.06189 | 0.00000 | 0.00000 | 0.00000400 | 0.0000**00 |
| 2 | 1731.1 | 2336.8 | 25,20 | 1036.1 | 452,4 | 0.07921 | 0.00000 | 0.00000 | 9.93179-08 | 1.4163世+12 |
| 3 | 1685.1 | 1300.9 | 94.28 | 1484.4 | 426.0 | 0.10519 | 0.00000 | 0.06805 | 9.94, 40-07 | $4.21300+10$ |
| 4 | 1712.8 | 1114.3 | 36.52 | 1146,3 | 333.9 | 0.11004 | 0.00000 | 0.10182 | 1.14010-06 | $4.2 / 360+14$ |
| 5 | 1666.5 | 784.0 | 19.06 | 1232.9 | 452.6 | 0.13338 | 0.00000 | 0.12930 | 1.2300-00 | 4.2136-14 |
| 6 | 1601.4 | 534.1 | 107.95 | 1146.1 | 624.0 | 0.15442 | 0.00000 | 0.14664 | 1.2162F-06 | $4.2130+14$ |

TABLE 2. 2-3
NOMENCLATURE AND UNITS FOR COMPUTER OUTPUT

| wit | Codo Symbol | Text Symbol | Unis |
| :---: | :---: | :---: | :---: |
| RめW | 5 | Blode row indax | --- |
| T | 1 | 1 | " |
| P | P | P | $1 \mathrm{~b} / \mathrm{m}^{2}$ |
| vv | vV | $u$ | $5^{3 / 16}$ |
| w | w | w | firec |
| UA | UA | $u_{0}$ | H/Rec |
| YE | yecuilib | $r_{\text {e }}$ | --- |
| Y5 | rsurface | $y_{b}+y_{b c}+y_{\text {abs }}$ | --- |
| r | Ysum | $y$ | --- |
| RMEAN | RMEAN | $F\left(\frac{3_{y}}{L^{4}+2 N_{r i}}\right)^{1 / 3}$ |  |
| nteral | nteral | $\underline{\mathrm{N}} \mathrm{N}_{1}$ | $16^{-1}$ |

An earlier condensation in terms of pressure ratio, in the turbine as compared to the supersonic nozzle, is expected due to the lower expansion rate.

According to Linhardt, condensation in his tests occurred upstream of the nozzle throat. This would imply a ratio of condensation point pressure to inlet saturation pressure ratio greater than 0.5 . This is contrary to the Goldman and Nosek experiment and theoretical calculation.

The droplet size resylts can be compared with results obtained by Linhardt ${ }^{(9)}$. His analysis of his experiment predicts a droplet radius of 0.05 microns for 10 percent exit moisture in his test No. 4. His tests 2,3 and 4 had the same stagnation condition and the same nozzle except for length. With critical flow in the nozzle, the conditions at the condensation point would be unchanged due to the additional length of the nozzle. Thus, for the same conditions at the Wilson point the droplet radius at the nozzle exit is expected to be proportional to $\left(y_{e}\right)^{1 / 3}$, where $y_{e}$ is the moisture fraction at the nozzle exit.

TABLE 2. 2-4

## COMPUTER OUTPUT INTERMEDIATE SUMMARY SHEET FOR THE SECOND STATOR EXIT

| CUUNT $22$ | $\begin{array}{r} \text { SIEP SIZE M } \\ 2.50000000004 \end{array}$ | $\begin{array}{r} 7 \\ 4,55000000-02 \end{array}$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $1.36086840^{\text {P }}$ | $1.685110+03$ | $\begin{aligned} & \text { SP, VOL: }=V \\ & 4,427550+01 \end{aligned}$ | $1.484400+03$ | $\begin{gathered} U=A \times 1 A L \\ 4.265 כ 7 P+02 \end{gathered}$ | $\begin{aligned} & 2 \text {-COMPRESS } \\ & 9.04912 \text {-01 } \end{aligned}$ |  |
| $\begin{array}{r} \text { DP } \\ -1.146339+05 \end{array}$ | -2.499280+04 | OV $2.980060+03$ | $\begin{array}{r} 0 \mathrm{H} \\ 9.738360+04 \end{array}$ | $\begin{array}{r} -(D P / D T) / P \\ 3.59311 P+U 4 \end{array}$ | $\begin{gathered} \text { AREAA } \\ 2.872590+01 \end{gathered}$ | $\begin{array}{r} \text { DA/A } \\ -3.344850=01 \end{array}$ |
| DELTAT $\text { B. } 648616+01$ | TLIGUlD $1.771018+0 \mathrm{~J}$ | $\begin{array}{r} \text { LAMBDAO } \\ 5.16223 e=01 \end{array}$ | $\begin{array}{r} \text { LAMHUAI } \\ 4.72643 P-01 \end{array}$ | $\begin{array}{r} \text { JOUT } \\ 1.3 ל 27 a f=07 \end{array}$ | $\begin{array}{r} \text { RCRITICAL } \\ 6.93401 P-09 \end{array}$ | $\begin{array}{r} \text { DN/DC } \\ 1.3095 \mathrm{ge}=08 \end{array}$ |
| $1.956640-01$ |  | K2मRIME $2.073200-01$ | HFG $0.404270+02$ | $\begin{array}{r} \text { CPVO } \\ 1.270008-01 \end{array}$ | $\begin{array}{r} \text { CYV } \\ 3.608820=01 \end{array}$ | $\begin{array}{r} \text { SIGMA } \\ 4,218 \cup 1 \mathrm{EOU} \end{array}$ |
| TOTAL MOISIURE 6.80549*-02 | $\begin{aligned} & \text { HAKTIAL PI } \\ & 1.216030403 \end{aligned}$ | $\begin{array}{r} \text { QUALITY } \\ 9.319450-01 \end{array}$ | MEAN KADIUS $9.94566 p=07$ | TUTAL DKUFS $4.273560+14$ | $\begin{aligned} & \text { K29KIME SAT } \\ & 1.999700=01 \end{aligned}$ | $\begin{array}{r} 51 \mathrm{NBEIA} \\ 2.873 \mathrm{BIP}=01 \end{array}$ |
| $\begin{array}{r} r=E 0 U 1 L I B \\ 1.051920-01 \end{array}$ | $1.157720^{H 6}+03$ | $\begin{array}{r} \mathrm{HL} \\ 3.172950+02 \end{array}$ | $\begin{array}{r} 456 \\ 5.404270+02 \end{array}$ | $\begin{array}{r} \text { UELU } \\ 1,622100+00 \end{array}$ | 1.064179+U8 | $\begin{array}{r} 1-M+2 \\ 5.940870-02 \end{array}$ |
| $\begin{array}{r} Y B=Y \quad B L A D E \\ 0,00000 H+00 \end{array}$ | $\begin{array}{r} Y B D=Y C A S E \\ 0.00 O O U N+O U \end{array}$ | $\begin{gathered} \text { YABSEYATUMIZED } \\ 0.0000 U P+00 \end{gathered}$ | $\begin{array}{r} \text { YSURFACE } \\ 0.000009+00 \end{array}$ | $\begin{array}{r} \text { NATOMILE } \\ 0.00000 P+00 \end{array}$ |  |  |
| KDUP | MOISTUNE | Number | RAUIUS | DMDISTUNE | ONUMHER | DKAOIUS 0.48182480006 |
| 1 | 1.24722710003 | $1.41032279+12$ | 1.78198119-06 | 1.415ל714世-U2 | 0,0000000P+00 | 4818248 |
| 2 | 3.0/55897e\%u3 | $1.5449487 \theta+12$ | 1.75008040006 | $3.46906166-07$ $2.25393146=02$ | $0.0000000 p+00$ $0.00000009+00$ | H.2627470日-06 |
| 3 | $1.20080100=03$ | $3.2210567 p+12$ $6.5642729+12$ | $1.32061459=06$ $1.2466311 p=06$ | 2.2816629F-02 | $0.0000000 p+00$ | 8.64339240-06 |
| 4 | 2.05847198=03 | $6.5642729+12$ $1.59408210+13$ | $1.2473318 p=06$ 1.1733189 | $9.68210468-02$ | 0.0000000p+00 | $4.05637970=06$ |
| 6 | 4.101510089 9.0587305 | 4.2679487p+13 | 1.09454749=06 | $2.37045039=01$ | 0.0000000e+00 | 9.5472175e=06 $1.0251852 \theta=05$ |
| 7 | 2.12440674-02 | $1.33423084+14$ | 9.94536549-07 | $6.56962400-01 ~$ $0.54548800=01$ | $0.0000000 p+00$ $0.0000000 p+00$ | $1.10785558-05$ |
| 8 | 2.5938509P=02 | 2, $20516090+14$ | 8.99056010-07 | $9.54548809=01$ $0.0000000+00$ | 0.00000000e+00 | 0.0000000e+00 |
| 9 | $0.0000000 p+00$ | u, $00000000+00$ | 0.00000000+00 | $0.0000000 p+00$ $0.0000000+00$ | $0.00000000+00$ | $0.0000000+50$ |
| 10 | $0.00000000+00$ | $0.0000000 p+00$ | $0.00000000+00$ | 0.0000000e+00 | 0.0000000.+00 |  |

Viewed in this way, the results of Linhardt's test 3 corrected to 10 percent moisture would give a radius of 0.06 microns while Linhardt's test 2 would give a 0.26 micron radius. The present calculations indicate a mean radius of 0.35 microns at 10 percent moisture. The larger size is consistent with the lower expansion rate.

### 2.2.5 Discussion

The results obtained by the condensation code have been in general agreement with the limited experimental data available for comparison. The
variable with the greatest influence on the location of the Wilson point is the surface tension. It appears that the correlation used provides satisfactory agreement and is suggested for use until further experimental data are available.

The computer code performance has been satisfactory for subsonic turbine analysis. On occasion, choking flow conditions have been encountered in turbines designed for subsonic flow. This difficulty is due to the relatively simple blade profile and blade thickness expressions which are not general enough to give the same flow area as an actual blade when the actual blade thickness is used in

TABLE 2. 2-5

NOMENCLATURE AND UNITS FOR COMPUTER OUTPUT

| THe | Code Symbol | Text Symbol | Unlts |
| :---: | :---: | :---: | :---: |
| CQUNT | CWUNT | Staps innea last output | - |
| STEP SIZE H | H | Stop ilv: | $f$ |
| z | 2 | z | A |
| 7 | P | P | $1 \mathrm{~b} / \mathrm{ft}^{2}$ |
| $T$ | 1 | 1 | ${ }^{\circ} \mathrm{F}$ |
| 5P. VøL.-V | W | $v$ | $\mathrm{fr}^{3 / 16}$ |
| w | w | w | $\mathrm{ft} / \mathrm{soc}$ |
| U-AXLAL | 4 | $\mathrm{U}_{0}$ | $\mathrm{ft} /$ sec |
| z-cympress | zC | $\mathrm{Z}_{\mathrm{c}}$ | --- |
| DP | DP | di/d | $1 \mathrm{t} / \mathrm{fl}^{3}$ |
| DT | DT | dT/dz | ${ }^{0} \mathrm{k} / 76$ |
| DV | OWV | dv/dx | $\mathrm{fl}^{2} / \mathrm{tb}$ |
| DW | DW | dW/dx | 1/rec |
| -PP/DTVP | DD\% | $1 / \mathrm{pdp} / \mathrm{dt}$ | 1/rec |
| ArEMA | AREAA | ${ }_{0}$ | $\mathrm{in.}^{2}$ |
| DA/A | DA | I/A de/dz | --- |
| DELTAT | deliat | $\Delta T$ | ${ }^{\circ} \mathrm{R}$ |
| TLGOUD | TLG | ${ }_{1}$ | ${ }^{\circ} \mathrm{R}$ |
| LAMEOAD | LAMBEAO | ${ }^{1}$ | --* |
| Lammat | Lamboal | ${ }^{\mathbf{A}} 1$ | $\cdots$ |
| गбб | D¢T | j |  |
| reritical | RCRIT | ferlt | A |
| DN/DZ | NEU | $\mathrm{J}_{\mathrm{N}} \mathrm{N}$ | 1/1b 9 |
| K2 | K2 | ${ }^{*} 2$ | 1/0 ${ }^{\text {m }}$ |
| K4 | $\mathrm{K}_{4}$ | $\mathrm{k}_{4}$ | $1 / \mathrm{mm}^{3}$ |
| K2 PRIME | K2 Prime | $k_{2}$ | 1/om |
| HFG | HRS | $\mathrm{h}_{\text {fg }}$ | $\mathrm{Br} / 1 \mathrm{lb}$ |
| civo | CPVO | $\mathrm{c}^{8}{ }_{p v}$ | $\mathrm{Cm} / 16^{\circ} \mathrm{R}$ |
| CN | CNT | $c_{p v}^{p v}$ | $\mathrm{Btu} / 1 \mathrm{l}^{\circ} \mathrm{R}$ |
| SIGMA | SIGMA | - | $\mathrm{tb} / \mathrm{ft}$ |
| 107AL monsture | YSUM | $\boldsymbol{r}$ | -- |
| Partual P |  | ${ }_{1}$ | H/ft ${ }^{2}$ |
| GUALITY | x | $\times$ | --- |
| MEAN RADIUS | RMEAN | $\bar{t}=\left(\frac{3 y}{4-A_{L} I N_{H^{2}}}\right)^{1 / 3}$ | $f$ |
| TøTAL DRøPS | NTDIAL | $\mathrm{N}_{\mathrm{ti}}$ | 1/16 |
| K2 Prime SAT | K2 PRIMES | $\mathrm{k}_{2}$ of matrotion | 1/am |
| Sindeta | SINE | $\sin A$ | - |
| $Y$ - Eculife | Yequile | $y_{\text {\% }}$ | --- |
| HG | He | $h_{0}$ | bu/b |
| HL | HL | $h_{1}$ | 30/1b |
| HFG | HFG | ${ }_{6}{ }_{60}$ | tma/t |
| 0eld | DEL¢ | $\Delta_{0}$ | $8 \mathrm{BL} \mathrm{h} / \mathrm{lb}$ |
| DEW | oaw |  | $\mathrm{ma} / \mathrm{lb}$ |
| 1-M'2 | DE.pos | $1-W^{2} / c_{\text {ert }}$ | --- |
| YI = YRLADE | YB | $v_{b}$ | -- |
| $Y$ Y $¢$ = Y CASE | Yes | $r_{\text {bo }}$ | $\cdots$ |
| YAB5 = VATDMIZED | YASS | $\mathrm{V}_{\text {abo }}$ | -- |
| Ysurface | ysurface | $y_{b}{ }^{+y_{b o}}{ }^{+y_{b c}}$ | -- |
| NATøMIZE | NATOMize | Number of atomized dropa | 1/16 |
| group | 1 | Index denothog group | -- |
| MOISTUE |  | $y_{1}$ | - |
| number | NL [1] | $\mathrm{N}_{\mathrm{r}}$ | 1/1b |
| Radius | 2L. [1] | 1 | f |
| DmøISTUE | or [1] | $d^{1} /$ / 6 | 1/4t |
| DNUMEE | DNL [1] | $\mathrm{ON}_{\mathrm{r}} / \mathbf{/ d x}$ | 1/64-Ib |
| dradius | DRID [1] | $d_{\text {d }} /$ dt | - |

the expressions. This difficulty is overcome by decreasing the blade thickness. The blade heights used should also correspond to the actual flow areas.

In the present version of the program, the inlet angles to blade rows are modified to line up with the relative velocity vector at the inlet to the blade row. The incidence angle effect could be approximated by assuming that an additional blade row exists between each actual blade row to provide the expansion or compression effect of non-zero incidence.

The code has a provision for extrapolating through the critical point from subsonic to supersonic flow. After one such extrapolation, subsequent blade thicknesses must be modified to accommodate the flow, since no provision for shock waves is included. The code has a provision for automatically adjusting blade thickness; however, the code did not converge in the case of a cesium turbine analysis.

The subsonic-supersonic transition worked smoothly when the correct blade thickness was supplied as input. Careful description of the flow areas at the throat and exit of a supersonic blade row is required to obtain a desired exit velocity since an increase in Mach number from 1.00 to approximately 1.10 will occur for a change in the exit-to-throat area ratio from 1.00 to 1.01 .

In summary, the code has performed satisfactorily for subsonic turbines but requires careful input to obtain desired area ratios for turbines hoving supersonic flow.

## 2．2．6 Nomenclałure

| Tost 5 ymbol | Code Symbol | Definition－Linls |
| :---: | :---: | :---: |
| A | － | Flow crou－sectionsl oroc，$\left(H^{2}\right)$ |
| ${ }_{4}$ | areas | Axtal cros－sectional ares，（n）${ }^{2}$ ） |
| $A_{1}, A_{2}$ | ${ }^{4} 1.42$ | Flow erses－uctlonol oreo at poinh land 2，（fit） |
| ${ }^{\text {min }}$ n | AMAN | Mintmum flow crow nection，（fi） |
| $4{ }^{4}$ | － | Critical minhmum flow cross section，（ $\left(1^{2}\right)$ |
| $\mathrm{ar}_{0} \mathrm{C}_{2} \mathrm{c}_{3}$ | APS，APS1，APS2 |  |
| B， $\mathrm{Br}_{1} \mathrm{~B}_{2}$ | 日，B1，B2 | Contionts in virial equation of stow，（ft ${ }^{3} / \mathrm{b}$ mole）， （－），（ R ） |
| $c, c_{2}, c_{2}, c_{3}$ | C，Cl，C2，C3 | Comslonts in virial equation of store， $0 t^{3}, \mathrm{fb}$ mole $)^{2}$ ． （－），（ N$),\left(\mathrm{R}^{2}\right)$ |
| $c_{\text {crit }}$ | CCaIt | Critical apead of mixiture，（th／wec） |
| $C_{\text {PL }}$ | CPL | Specific heot of Ilquid，（th／$/ 6^{\circ} \mathrm{R}$ ） |
| $c_{p y}$ | CPN | Spucific heat of vopor， 0 mo／$/ 1 \mathrm{~b}^{\circ} \mathrm{n}$ ） |
| $c_{\text {pi }}$ | CPV | Tempergovre sependent trom in axprestion for C ， （ $\mathrm{Br} / / \mathrm{lb} \mathrm{k}$ ） |
| $C_{p O} C_{p 1}, C_{p 2}$ | $\underset{A C P 2}{A C P O},$ | Constonth dafining $C^{\circ}{ }^{\circ}$ a a fumetion of $T$ ， $\operatorname{DiN} /$ <br>  |
| $C_{1}$ | CETA | Effective pacilic hect（bun／ $\mathrm{b}^{\circ} \mathrm{R}$ ） |
| D， $\mathrm{D}_{1}, \mathrm{D}_{2}$ | D，DT，D2 | Constonh in viflal equation of ivale，$\left(\mathrm{m}^{3} / \mathrm{Ab}\right.$ moles）${ }^{3}$ ． （－），（P） |
| $\mathrm{d}_{1,} \mathrm{~d}_{11}{ }^{\text {d }}{ }_{10}$ | DIAI，DIAII， DIA1 ${ }^{0}$ | Hub pasage diametor，of stoge Inlet，of afoge outhet，角） |
|  | $\begin{aligned} & \text { DIA2, DIA2I, } \\ & \text { D\|A2 } \varnothing \mathbf{1} \end{aligned}$ | Hip pasoge diamster，af shoge inlet，at aloge ouflat，（h） |
| $\mathrm{E}_{\mathrm{F}} \mathrm{E}_{1}$ | E，ET | Cansionts in virial aquation of stote（ $\mathrm{fr}^{3} / \mathrm{lb}$ mole $)^{4}$ |
| F | － | Friction forceser unit valume of flow，（15／f7） |
| 9 | G | Accaleration of grovily，（th／$/ \mathrm{sec}^{2}$ ） |
| ${ }^{\text {a }}$ a | HABS | Heat tromifor cosffleimt，atomized moistury， <br>  |
| ${ }^{\text {amb }}$ | HAMB | that mansby coefficient，waing to amblent， （ $\mathrm{OM} / \mathrm{sec} \mathrm{fi}^{-}{ }^{\mathrm{R}}$ ） |
| Hb | HB | Heat yantifer coafficient on blade surface， $8 \mathrm{sh} /$ Hect $\mathrm{ff}^{-}{ }^{\circ} \mathrm{R}$ ） |
| $h_{c}$ | － |  |
| ${ }^{h_{6}}$ | HFG | Latent heal of roporization，（ $\mathrm{Bm} / \mathrm{lb}$ ） |
| $\mathrm{k}_{6}$ | HG | Entroley of wepor，（bu／nb） |
| $h_{g}{ }^{\text {d }}$ | hag | Entholpy of monomer species，（an／hb） |
| $h_{g^{g}} h_{g^{\prime}} p^{\prime} h_{g^{2}}$ | AHG，AHGI AHG2，AHG3 | Constrons defining remperature dependence of <br>  |
|  | HL |  |
| $h_{\text {LO }}^{h_{L I}}$ | AHL，AHLI， AHL2，AHI 3 |  <br>  |
| $\mathrm{H}_{1}$ | HETA | Eficctiyg heat of waporizotion，wee Eq．91， （ $\mathrm{An}, / \mathrm{lb}^{\mathrm{b}} \mathrm{R}$ ） |
| $\pm$ | J |  |
| J |  | Nucifoction rate，（ $1 / \mathrm{Ft}^{3} \mathrm{vec}$ ） |
| $k$ | － | Chemicel symbal for potassium |
| $k_{1}$ | K2， k 4 | Equillisaliom constons for speciec $1=2,46 \mathrm{~mm})^{1-1}$ |
| $\mathbf{k}_{1,0} \mathbf{k}_{\mathbf{k}, 1}$ | $\begin{gathered} \text { AK2, AK21, AKA } \\ \text { AK41 } \end{gathered}$ | Constranty defining tomperecture dependence of $\left.k,(-),\left(\rho_{R}\right),(-), \rho_{R}\right)$ |
| $k_{2}$ | K2FRIME | Apporent mquiltitium contiknt，$(6 \mathrm{~mm})^{-1}$ |
| ${ }_{4}$ | xV | Vapor themal conductiviy（Bu／wee $f^{\circ} \mathrm{R}$ ） |
| ${ }^{*}$ | KETA | Effecrive polytrople mporiment，$(-)$ |
| 2 | $\checkmark$ | Length along chord，（tt） |
| L | lengthe | Axial lenoth of blade rom；（t） |
| ＊ | － | Mas flow rote，（1b／wec） |
| M | M | Molecular maight of monomer vapor，（tha／l mole） |
| $\mathrm{M}_{2}$ | ${ }^{\mu} 2$ | Mach number ot point $2,(-)$ |
| $\mathrm{N}_{0}$ | NO | Arogadro＇s number，（moleculestib mola） |
| $\mathrm{N}_{1}$ | － | Molal concentution of ppectos $1,(-1$ |
| $\mathrm{N}_{1}$ | NIPRIME | Apporent molof concentration of peclei 1，（－） |
| ${ }^{\mathrm{N}}{ }^{\prime}$ | NL［I］ | Droplek per pound in growp 1，（1／b） Stratic preanro，（ab／ $\mathrm{T}^{2}$ ） |
| $\mathrm{P}_{0}$ | PATM | Amporpherle prosirict conversion constont， （ $1 \mathrm{~b} / \mathrm{hr}^{2} / \mathrm{om}$ ） |
| $P_{1}$ | － |  |
| Pff | peff |  |
| ； | PD¢T | Exponition rote dofined by $\frac{1}{\mathrm{p}} \frac{\mathrm{dP}}{\mathrm{d}},(1 / \infty \mathrm{m})$ |
| $P^{\circ}$ | P ${ }^{\text {d }}$ | miet slognation presure，（ $\mathrm{lb}^{2} / \mathrm{f}^{2}$ ） |
| $\mathrm{P}_{1}$ | PIS | Porticl presure of mencrier at whuction geswe cortorponding to vopor memperonsto， $0 \mathrm{~b}, / \mathrm{H}^{2}$ ） |
| $\%$ | PRANDI | Prandilt number，（t） |

Nomenclature（Continued）

| F | cs | Solurotion prosiure at voper temparahue，$\left(\mathrm{ab} /\left(\mathrm{t}^{2}\right)\right.$ |
| :---: | :---: | :---: |
| $\dot{Q}$ | － | Heat monafer rate io blode surfoce，（bum／mec） |
| $R_{0}$ | k0 | Univaral deat consiont，（ $\mathrm{F}-\mathrm{Hb} / \mathrm{lb}$ mola ${ }^{\circ} \mathrm{R}$ ） |
| r | RECF | Mecovery foctor，（t） |
| $r$ | HMEAN | Readius of mear droplat，（ft） |
| ${ }^{\prime \prime}$ | Mes | Alomixad doop radius，（il） |
| rert | RCRIT | Criticol rediun，（1）］ |
| $r_{1}$ | ${ }^{\text {RL L }}$［1］ | Droplet redius of group I，（1） |
| 5 | － | Pwinelve of flow pounge，（t） |
| I | $\dagger$ | Vapor temperohire，（ ${ }_{\text {R }}$ ） |
| $\tau_{\text {omb }}$ | TAMs | Ambient iempanature，${ }^{( } \mathrm{R}$ ） |
| ${ }_{\text {c }}$ | TC | Criticof mapor temperotura，（ ${ }^{\prime}$ R |
| $\mathrm{T}_{\mathrm{L}}$ | TL |  |
| ${ }_{\text {I }}$ | TEMP和 | Hlet stogration temperarax，（ ${ }^{\prime}$ ） |
| $\mathrm{T}_{\text {rece }}$ | trec | Adiabotle tecavery temperefura，（eR） |
| $\mathrm{T}_{\mathrm{ri}}$ | － | Temperature of droplots in grav $I,\left({ }^{\prime} \mathrm{R}\right.$ ） |
| ${ }_{\text {T }}$ | tsat |  |
| $\mathrm{T}_{2}$ | $\pi$ |  |
| $\mathrm{T}^{*}$ | － | Temperature al critioal point，（R） |
| $\mathrm{T}_{1}, \mathrm{~T}_{2}$ | OLT， 72 | Tempereitre of point 1，2，（R） |
| $\Delta T_{1} \Delta T^{*}, \Delta T_{1}$ | DELTAT，－ ©LDOELTAT，TOS | Supercooiling，ot criliteal point，at point ？ average during extropolation，（ $\mathrm{P}_{\mathrm{R}}$ ） |
| $t$ | － | 7me，Sec） |
| ${ }^{\text {t }} \mathrm{b}^{\prime} \mathrm{bl}^{\prime} \mathrm{tbm}$ | THICKB， THICKBE， thickimax | Blode Hlekress，of troge infat，meximum blade thickneu，年） |
| ${ }^{6}$ | bladespace | alode upocing at meen dizamerer，（i） |
| if | － | Thicknes of flow chames），（1） |
| $U_{0}, U_{\infty}$ | un，uald | Axtoi valocliy of wopor，at inlet，（h／soc） |
| v，vm | W，－ | Specific volume of ropor，of mixnee（ $\left.n^{3} / \mathrm{Mb}\right)^{-}$ |
| ${ }^{*}$ | － | Spectitc volume of vopor al erlicol point（ft ${ }^{3}$／b） |
|  | OLW，V2－ | Specife valuy of vaper of point 1,2 ，of inlet stagmation（ Fr ／$/ 5$ ） |
| $v$ | v | Molol peeific vehume of vopor，（ $\mathrm{rr}^{3} / \mathrm{lb}$ mole） |
| $v_{1}$ | vz | Mromator，see Eq．B0，（－） |
| $w_{1} w_{1}, w_{2}$ | w，¢LDw，wz | Stream valocity relotive to blode，at point 1，2 （ $\mathrm{t} / \mathrm{mec}$ ） |
| $w_{\text {crit }}$ | － | Weight of critical sixe droplat，（ib） |
| $x_{1} x_{1} 1^{\prime} x^{\prime} \times{ }^{*}$ | $\begin{aligned} & x_{1} \phi L D x, x 2 \\ & x \operatorname{STAR}, x 2 \end{aligned}$ | Yapor quollty，at point 1，at point 2，at čritical polnt，（ $\mathrm{lb} / \mathrm{lb}$ ） |
| $\mathrm{x}_{\mathrm{c} 1}, \mathrm{x}_{\mathrm{C} 2}$ | $\mathrm{x} \subset 1, \mathrm{x} \subset 2$ | Abbreviations，wee Eqt． 43 and 41，（－2，fir ${ }^{3} / \mathrm{lb}$ mole） |
| $y$ | Ysum | Malisure froction，（ -1 |
| $y_{\text {abs }}$ | Yabs | Molithre froction atomized from blode，（ - ） |
| $y_{t} y^{\prime} y_{b c}$ | Ys，yble | Motinura froction on blader，cosing，$(-)$ |
| $\dot{Y}_{6}$ | － | Rote of condensete formation on blades，（0b／wec） |
| Yo，Y＊＇ | yequis，－ | Equivolent equilibrium malitere，correctod value，（－） |
| $y_{1}$ | MY［1］ | Moistures frection of group $1,(-)$ |
| ${ }^{\prime} \mathrm{N}$ | － | Motitura frection due to formation of stoble dropleh， （－） |
| ${ }_{1}$ | 21 | Peromater in muciootion expresilon，（－） |
|  | 2 C | Comproatibility，（－） |
| $z_{1} z_{i}, z_{2} z^{*}$ | $\text { z, } \quad \text { IUNZ, z2, }$ | Axial eoordinate，at point 1 ，at point 2，af criticol point，（f） |
| A 4，\％ | BETA，BETAF， betad | Blode ongle，at inlet，at exit，（depreer） |
| ${ }^{1}$ | GETA | Effective specilic heat ratlo，（ - ） |
| $\Delta_{0}$ | DELD | Ablaviation，see Eq．64，（Bin fi／lb |
| ${ }^{\text {a }}$ w | DELW | Ablraviation，wee Eq． 66 （ $\mathrm{m} / \mathrm{m} / \mathrm{f}$ ） |
| ＊ P | Etar | Local expantion afflelency，$(-)$ |
| ${ }_{0}, A_{1}$ | Lambolo Lambid | Logarithmile nepersoturation prosure rotio， for monomer，$(f)$ |
| $\cdots$ | Leta | Exponent ln extropolotion，mede．85，（－） |
| ${ }^{\prime}$ | NeUV | Kinematic vicosity of vapor， $\mathrm{ff}^{2} / \mathbf{\mathrm { sec }}$ ） |
| － | － | Absolute viscosily，（ $\mathrm{b}_{6} / 17$－sec） |
| 1 | RHAL | Densty of mivroted liould，（1b／ti） |
|  | ARHD，ARH $\varnothing$ I， ARHS 2 | Constonts defining tmemperaturs dependence of $\mathrm{L}+\frac{\mathrm{fb}}{\mathrm{f}^{3}} \cdot \frac{\mathrm{lb}}{\mathrm{ft}^{3} \mathrm{O}_{\mathrm{F}}}, \frac{\mathrm{lb}}{\mathrm{~A}^{3 \mathrm{o}_{\mathrm{F}}^{2}}}$ |
| － | SIGMa | Surfoce＊mulon，（1b／A） |
| $\%$ | SIGMAg |  |
| 4 | PHID | Abtreviation，wee Eq．65，（bu／Ab） |
| 4 | Phit | Abbreviotion，mee Eq．83，$(-)$ |
| ＊ | PHIV |  |

### 2.2.7 References

1. Oswatitsch, K., and Z. Angew, Math. U. Mech., Vol. 22, pp. 1-14 (1942).
2. Hill, P. G., H. Witing, and E. P. Demetri, "Condensation of Metal Vapors During Rapid Expansion," Trans. ASME (Heat Transfer), Vol. 85, Part C, pp. 303 to 314 , November 1963.
3. Gyarmathy, G., "The Basis for a Theory of the Wet Steam Turbine," Juris-Verlag Zurich, 1962.
4. Ewing, C. E. et al, "High Temperature Properties of Potassium," U. S. Naval Research Laboratory, Report NRL 6233, September 24, 1965.
5. Katz, J. L., H. Saltsburg, and H. Reiss, "Nucleation in Associated Vapors,"

North American Aviation Science Center, SCPP-65-32, May 18, 1965.
6. Eckert, E. R. G., and R. M. Drake, Jr., Heat and Mass Transfer, Mc Graw-Hill, New York, N. Y., 1959, pp. 211, 257-260.
7. Ewing, C. T., et al, "High Temperature Properties of Cesium," U. S. Naval Research Laboratory, NRL 6246, Sept. 24, 1965.
8. Goldman, L. J., and S. M. Nosek, "Experimental Nozzle Expansion and Flow Charaeteristics of Potassium Vapor," NASA TN D3209.
9. Linhardt, H. D., "Potassium Condensate Droplet Size Defermination," Aeronutronic Division, Philco Corporation, U-3709, August 1, 1966.

## LISTING OF COMPUTER PROGRAM

```
09:17:23 THURSDAY, SEPTEMBER 28, 1967
BEGIN STUDY OF CONOENSATION OF ASSOCIATING VAPORS IN TURBINESS
    FILE OUT PRINT 4(2, 15);
    FILE IN READER(2, 10);
    REAL ARRAY ROTOR, DIAMI, HEIGHTI, DIAMO, HEIGHTO, BETAIN, BETADIT,'
        BSPACE, ETAPI, EI; UB, THICKBOI, THICKRMAXICOII8J;
    REAL ARRAY OLOF, OLUCASE[0:54];
    INTEGER COUNT, EQNS, GROUPS, GROUPMAX, GROUPO, GROUPPRINT, I, S,
        STAGES, N, NZ;
    REAL ARRAY JS, MY, DTL, ORLO, ONL, GMY, RL, RLD, RLD, WR, NLIOI25J)
    BOOLEAN WILSON, WILSONO, RESTART;
    LABEL LABELV, EXIT, SKIPV:
    LABEL NEWSTAGE;
    BOOLEAN EXTRAPOLATEU;
    REAL ARRAY ASAVE(0:100):
    REAL ARRAY S[0154];
    INTEGER ARRAY [ASE[0:25];
CDMMENT OECLARATIONS;
    LABEL ENTERICE, INITIAL;
    LABEL LABELICE;
    LABEL CHECKSTAR:
    REAL ARRAY OT, OP, UVY, OW, TUA, DYE, OYS, OY, ORMEAN, ONTCO:181:
    REAL ACPO, ACPI, ACPZ, AREAA, AHFG, AHFGI, ARHO, ARHOI, ARHDZ, AKZ,
        AK21, AK4, AK4I, B, B1, B2, RDOT, RODOT, BPRIME, BPPRIME,
        GLADESPACE, APS, APSI, APSZ, GETAI, C, C1, C2, C3, CPL, CPV, CPVO,
        COTB, CTTBT, CTTBD, CDNT, CDDOT, CPRIME, CPPRIME, CNSB, CALLCD.
        JOL⿻, D, DI, DZ, DODT, DODIT, OA, DIAZ. DIAZI; DIA2O, UIAI, DIAII,
        DIAIO, OAREAA, OBETADZ, DELG, NTLIO, DDRIME, DPPRIME, DZDT, DZOV,
        DELTAT, DYSUM, DELN, DW, OH, DT, OVV, CALLC, HMIN, HMAX, DELOS, DMF
        - PHIV, PHIT, PHIP, KETA, LETA, PHIG, GETA, CCRITSO, DLDW, OLDVV,
        OLOP, OLOT, OLOZ, OLDDELOS, OLOOHGOV, OLDPXVN, OLDOMGOT, OLDVZ,
        OLOTZ, OLUX, OLDV, OLDAREA, AMIN, ZMIN, PF, OLOGROUPS, TSTART,
        YSTARV, WSTARW, ASTARA, ERKORA, M2, T2, N2, VVZ, A2, 22, ZF, TSAT,
        PRAVOTL, RECF, TR, TAMA, HAMG, SOA, REYNOLNS, HR, OYB, DYBO, RABS,
        YABS, DYABG, HARS, YB, YBO, YSIJRFACE, VATOMIZE, YF, SOAO, E, EI, G,
        GAMMA, H,'HFG, J, JOUT, JCHIT, JINC, HG, HGO, HL, OHGOOT, DHGDY,
        DHGUV, YEQUILIB, AHG, AHGI, AHGZ, AHG3, AHL, AHLI, AHLZ, AHL3, LETA
        , HETA, TD, TDS, DYDZ, XSTAR, PSTARP, ERROT, PHIO, AAI, X2, OLMHFG,
        OLTUYDZ, OLODELTAT, SUSPEND, NOSURF, JOI, JO2. KV, KZ, KA, KZPRIME,
        K2PAIMES, LENGTHB, LNPA, LAMBOAO, LAMBDAI, M, ML, MACH, NO. NEII,
        NEIIV, NEFF. NIPRIME, NIPRIMES, NTOTAL, P, PI, PI, PS, POOT, PATM,
        PISE PEFE, PXVN, PO, RELB, \triangleBSB, PHI, RO, RI, RHOL, RCRIT, SINA,
        SIGMA, SIGWAO, TB, TBP,T, TZ, THICKB, THICKBO, THICKBMAX, TC, SMP,
        TLSUM, TL, TEMPO, TLOLO, UA, V, VV, VM, W, W2G, X, XCI, XC2, XCPVT,
        ULO, YSUMN, DYSUMN, YTOTAL, YSUM, AETAO, VZ, ETAP, RMEAN, ZCE, Z,
        ZO, Z1, ZC, GAMA;
    FORMAT
            FEXTRAI(X25, "EXTRAPOLATION OUTPUTN/X15,MOLD",X25,MNEWN//XX3,"7n,
                XII,E14.7,XIG,E14.7/X3,Non,X11,E14.7,X14,E14.7,X3,NTN,XII,E14.7.
                X14,E14.7/X3,"WN,X11,E14,7,X14, E14,7/X3,"XN,X11,E14,7,XI4,E14,7,
```



```
    LIST LEXTRAICOLOZ, Z, OLOP, P, OLOT, T, OLOW, W, OLOX, X, OLODELTAT,
        DELTAT, OLDVV, VVJ;
    FORMAT
            FTHICK("NEW THICKNESS = *,EIA.7/)!
    LIST LEXTRACKETA, CETA, TSTART, VSTARV, WSTARW, ASTARA, CCRITSQ,
        GETA, AZ, ZC, S):
```

```
    FORMAT
```



```
        "A*/A", X2;'NW-CRIT*2 "/XI,7EI2.4//XI,XB,NGETA", X10,NA2", XIO,"ZC"
        ,X11,"S*/XI,4E12.4//);
    FORMAT
        FEXTRAZ(XIO,
*ATTEMPTED EXTRAPOLATION-MINIMUM AREA DOES NOT MATCH, RETUKN TG INLETN
    //X10,NOLOZ WAS ",F15.5." OLDN WAS",F15.5/I'
FORMAT
    FGEOM(XI5,* TURBINE GEOMETRY TAB!MLATIONM///MROWM,X3, MOIA, =INm,
        "HEIGHT=IN",X2, "OIA.-OUT", X2,"HEIGHT-O",X3,"ETAPN,X3,"LENGTH",
        X1,"BETA=IN",XI,"BETAOUT",X1,"BLADESPACE*,X3,"THICKBO UBN,X1,
        "THICKBMAX"/CI3:4F10.4,F7.3.FO.4,F8.2,F5.2,F11.4,F10.4, fa,F10.4/
        /))
LIST GEOMIFIR S* I STEP I UNTIL STAGES DO[S, OIAMITSI, HEIGHTITSJ,
    DIAMO[S], HEIGHTO(S), ETAPI(S), LI[S], BETAIN[SI, HETADUT(S),
    BSPACE[S], THICKBOI(S], UB[S), THICKBMAXI(S)])S
FORMAT
    FSUMYPX20,"SUMMARY OF RESULTS OF CONDENSATION CALCULATIONS"///
```



```
        "Y";X7,"RMEAN", X6,"NTOTAL"//(13,2F8.1,FR.2.2FR.1,3F9.5,2&12,4/f)
        \prime)!
    LIST LSUMY(FOR S+ O STEP I UNTIL STAGES DO[S, OT[SI, OP[SI, OVVISI,
    OW[S], OUA(S), OYE[S], OYS[S], OY(S], DRMEAN(S), OVT(S)]);
LIST LADAM(H, CALLC, HMAX, HMIN, RELB, ABSB);
LIST LMAINI(UAO, TEMPO, PO, LENGTHB))
LIST LMAINZ(M, RO, KV, NEUV, JCR!T, JINC, J, UB(SI);
LIST LMAIN3(BI, B2, C1, C2, C3, O1, D2, E1):
LIST LMAINA(ACPO, ACPI. ACPZ, ARHO, ARHOI, ARHOZ)J
LIST LMAIN5(CPL, APS, APSI, APS2, AK2, AK2I, AKG, AKaI)S
LIST LMAINSA(AHG, AHGI, AHGZ, AHG3, AHL, AHLI, AHL2, AHL3)J
LIST LMAINGCOIAII, UIAIU, DIAZI, DIAZO, bETAI, RETAI, bLADESPACF,
    THICKBU);
LIST LMAINGAGSTAGES. FDR S* I STEP I UNTIL STAGES DTIROTORISI, MIAMI
    [S], HEIGHTI[S], GIAMD(S), HE[GNTO(S), ETAPI[S), LI(S), UB[S].
    gETAIN[S], HETAOUT[S], BSPACE[S;, THICKROI[SJ, THICKEMAXI[S])]):
LIST LMAINTGTHICKBMAX, PATM, TC, SMD, STGMAO, ETAP, GROUPMAXI:
LIST LMAINTA(PATM, TC, SNP, SIGMAO, GRDJPMAX)'
LIST LMAINACOME, ERGORA, ERMDT, AAI, SUSPENO, NNSURFJ;
LIST LMAING(S, P, T. VV, UA, W):
LIST LMAINII(TAMR, HAMG, FAMS);
FORMAT
    FA2("A2=",E14.7);
LIST LAESTARTGGROUPS, FAR I* I STEP I UNTIL GRDUPS JO[RLU(II, NI.EII,
    , YSUM, TLIALD, VV);
FORMAT
            FWAINIGX3. X2A, "INPUT CONSTANTS AVD PARAMETERS"//XX,X9, "UAG",XT,
            "TEYPG", X10,"PU",X6,"LEVTHR"/X7,4E12.4//),
        FMAIN\ (X3, X11,"M", X10,"RU",X1r,"KV",XR,"NEUV",X3,MJ=CRITTCAL",X2,
```




```
            \10,"n2",x10,"E!"/X3,BE1つ.4//),
        FWAIV4(X3,XB,"\triangleCPO",XR,"ACPI",XR,"ACDO",XS,"ARHO",X7,NARHN!",XT,
            "AR4ח2"/x3.hE!?.4//\.
        F*AIMSCX7,YG,"CPL",XO,"AHG",XE,"APS1",X8,"APS2",Xg,"AK2",Xg,
```




```
            "AHLI",XA,"AHL2",X8,"AHL3"/X3,RF12,4//),
```



```
            X7,"HETAIT, X2,"BLADESPACF", X5,"THICK&OM/X3,RE12,4//),
        FMATNG(X7, X9, "UME",X6, "EMRORA",XT, "ERRDT",X9,"MAI", X5, "SUSPEMD",
            X6,", \S'PF"/X3,6E12.4/),
        FMAINIOCXS""XSTAK=",F12,6,X5,"DFLTATSTAR=",F12,5,X2,"OYDZ=",F14,5
            /),
        FWAINI!(X3,X4,"TAMRIEtT",X4,"MAMRIENT",X&,"RABS"/X3, 3EI2,4//),
        FMAIN7(X7,X3,"THICKBMAX", XR,"HATM",XIO,"TC",XO,NSMFM,XG,"SIGMAOM.
            X9,"EYAO",X4,"GRNUPMAX"/X3,7F12,4//),
```

```
    FORMAT
        FHESTART(XA, "GROUPS",X!3,"I",X12,"RL",XI2,"NL",XG,"MU!STIJRE", XT,
        "TLIQUI7",X12,"VV"/2J14.5E14.5/(x15.114.2E14.7/)/1)!
    FDRMAT
        FADAM(X25,"ICE=AUAMS PARAMETERS"//X5,X13,"H",X9,"CALLCN,X10,
        "HMAX ", XG,"HMIN", X10,"RELG",X10,"ARSA"/X5,65:4.8//)!
    FORMAT
        FAREA(/"AMINz",E12.4,"ZMIN=",E12.4,"AEXIT=",E12.4);
    FORMAT
        FSTG(X5,X12,"PPn,X12,"VV",X13,"Tm,X10,"CETA",X10,"GETA",X10,
        "KETA M, XG,NPHIPN/X5,7E\4.5/1)!
    FDRMAT
        FMAINQCXI5,"STATIC PROPERTIES AT INLET OF BLADE ROW NO.",I2//XI,
        X11,"Pn, \11,"T", X10,"VV",X10,"U4",X11,"WN/X1,5E12.41:
Is B ICEADAMS
COMMENT BEGIN ICE-ADAMS;
    PROCEOURE BOXA(Z, Y. DY);
    value z;
    REAL Z;
    ARRAY Y. DY(*);
    BEGIN
        LAGEL LABELC, LABELG, SKIPGSTART, SKIPGROUPS, VANISH, GSTART:
COMMENT BEGIN Y TRANSLATIONS
        FUR N. I STEP I UNTIL GRUIPMAK ON
            BEgIN
                    N2+ N+GROUPMAX:
                    N([N]+Y[N];
                    RLO[N]+ Y[N2];
                END;
        W+ Y[EQNS-3];
        P. Y[EONS-2];
        T. Y(EQNS-1];
        vv* y[EavS);
COMMENT TURGINE JESGRIPTIOV:
        UIAI* OIAII+(DIAIJ-DISII) \Z/LFNGTHB!
```



```
        THICKB+ TH(CXBO+(THICKHMAX=THTCKRO)X(1-Z/LENGTHB)\times4\timesL/LENGTHR;
        AKEAA* PIX(OTA2*2-DIA!*2)*(1-THICKB/ALADESPACE)/4;
```



```
            Z-DIAI* ) )-4x(THICKHMAX-THICKAO)*(1-2\timesZ/LFNGTHB)/(LENGTHRX(
            HLADESPACE-THICKA));
        C\TB* COTRI + (COT&I-COTBI)*Z/LENGTHB;
        SINB+ 1/STRT(1+CUT3*2);
        UAETAUZ+(SINZ*2x(COTBM-COTAI)/LENGTHQ)\timesCOTB*(-1);
COMMENT **** CALC AXIAL VELOCITY!
            HA+ WXSINB;
            UA+ UAREAA+DAETADZ;
COMMENT V IS FT*3/LH=MOLE;
    V. VVXMS
COMMENT CALC Z AND CPV:
    R+-EXP((91+82/T)/ML+LN(T));
    C+ExP((Cl+(E2+C3/T)/T)/+L))
    O+-EXP(SOI+J?/T)/WL);
    E* E1;
    BUDT*&(1-(B2)/(MLXT))/T;
    CUOT+-(C2+2\timesC3/T)/(MLXT*2))
    ODOT*-D2/(T*2XML);
    BODOT+((2\times82)/(MLXT)=1)/T*2)
    CDDOT+(2\times(2+6\timesC3/9)/(MLXT*3):
    ODDOT+(2XD2)/(MLXT+3);
    BPRIME+ 5xGDOT;
    BPPRIME* BX(ROOT*2*BDDDT);
    CPRIME. CXCDIT;
    CPPRIME* CX(COOT*2*CDDOT);
    DPRIME* DXOODT;
    OPPRIME. OX(DOOT*2+DDOOT);
    ZC+1+(((E/V+O)/V+C)/V+B)/v;
    DZDT+(((DPRIME)/V+CPRIME)/V BPRIME)/V;
    OZDV+-(((4\timesE/V+3\timesD)/V+2\timesC)/V+B)/V+2;
```

```
    CPVO* ACPO+ACPIXEXP(-ACP\overline{Z/T))}
    XC1+(ZC+T\timesDZOT)*2/((()(5\timesE/V+4\timesD)/V+3\timesC)/V+2\timesR)/V+1);
    XC?+C(TXOPPRIME + 2XDPRIME)/(3XV) +CPRIME TXCPPRIME/2)/V + 2XRPRIME T TX
    BPPRIME!
    CFV+CPVO-(RO/(MXJ))\times(1-XC1+T\timesXCZ/V):
    HGO+ AHG+AHGIXT+AHG2XEXP(-AHG3/T);
    OHGODT. AHGI +AHGZXAHG 3 XEXP(-AHG3/T)/F゙&2!
    OHGDV + (ROXT/A)\times(UZDV +T\times((OPRIME/V+CPRIME)/V +BPRIME)/V*2)/J;
    OMGOY + DHGODT + (ROXT/M) X(OZDT + (ZC-1)/T-2\times((OPRIME/(3\timesV)+CPRIMF/2)/
    V +BPRIME)/V-T\times((DPPRIME/(3\timesV)+CPPRIME/2)/V+BPPRIME)/VI/JS
COMMENT
    CALC RHOL,HFG,ANO SIGMA;
    HG+ HGO+(ROXT/M)\times(ZC-I-TX((DPRIMF/(3\timesV)+CPRIME/2)/V+BPRIME)/V)/JI
    HL+AHL+AHLIXT+AHL2XT*2+AHL 3 XT* 3;
    HFG+(HGOHL);
    RHOL+ARHO+ARHOIXT+ARHO2XT:2;
    SIGMA+ SIG4AOX(I-T/TC)=SMP;
COMMENT CALE SATURATION PRESSURE AND T:
    PS+ EXP((APS+APSI/T)/ML+ADS2\timesLN(T)+LNPA);
    LAMBDAO+ LN(P/PS)'
    DELTAT+LAMBDAOXT/(APS2-LAMBDAO-APSI/(MLXT))S
COMMENT CALC OF ASSDCIATION AT P AND T:
    K2+ EXP(`(AK2+AK21/T)/ML);
    K4+ EXP((AK4+AK41/T)/ML);
    K2PRIME* K2+K4X(P/PATM)*2\times(3-2\timesK2\timesP/PATM))
    NIPRIME+(S\RT(I+4\timesP\timesK2PRIME/PATM)-1)/(2\timesP\timesK2PRIME/PATM)\
    P1+ PXNIPRIME;
COMMENT CALC OF ASSUCIATION AT PS ANDT;
    K?PRIMES+K2+K4\times(PS/PATM)=2\times(3-2\timesK2\timesDS/PATM))
    N1PRIMES+(SORT(1+4XPSXK2HRIMES/PATM)-I)/(2XPSXK2PRIMES/PATM)!
    PIS. PSXNIPRIMES:
        LAMBOAI+ LN(PI/PIS);
COMMENT SURFACE CDNOENSATIDNJ
        PRANOTL+ NEUVXCPV/(KVXGXVV);
        TSAT+ T+DELTAT;
        RECF* PRANDTL:(1/3);
        TW+T+RECF\timesW*2/(2\timesGXJ\timesCPV)+NOSURFXTSAT;
        IF TSAT>TR TMEN
            REGIN
                TF+(RLAOESHACE-THICKB)/12;
                    SO4* 2/(TF\timesSINB);
                    SOAUH 1?/BLADESPACE;
                RLYNOLJS* 2XTFXW/NEIIV;
                AB+0.0? 3XKVXREYNOLПS*0.8XDRANITL*N.4/(2XTF);
                OYA. SJAXHBXVVX(TSAT-TR)/(HFGX\A );
                    DYGO+(SNAUXHBXVY/(MFGXUA)) X(TSAT-TQ+HAMBX(TSAT-TAMK)/HR)
        END
        ELSE
            OYH+ DYBOL D;
        IF UELTAT>O THEN
            8EGIN
                HAFS+KV/(HABS+2.35\timesNETV/SORT(GXROXT/M)):
                    DYABS & TXYABSXIVFLTATXHAHS/(RABSXRHOLXHFGXUA):
                ENO;
COMMENT WHEN PI/PIS < \ VANIIR IS SIIPERHEATED;
        IF LAMRUA:<O THE.*
            IF CASE[1]=O THEN
                    GD TJ SKIPGRDURS
                Else
                    BEGIN
                    RCRIT* O;
                    G1) TO LAAELC;
                    EN);
```

```
    COMMENT CALC OF NUCLEAT!ON FATE,
    NEFF+NO:
    PEFF+ P1+2\times(D-H1)\times30RT(2);
    MCRIT. 2XSIGMAXM/(RHOLXROXTXLAMBMAI);
    ZO. VEFFXSQRT(? KGXSIGMAXYOXM/DI)/(RH\capLX(ROXT) & 2);
    71+1SXPT\timesNOX(SIGMAXM/(NUXT))=3/(3XR4DL* 2×M);
```



```
    IF CASE[1]=0 THEN
        GO TU SKIPGROUPS;
    NEU* JDOTXVVXX/UA;
    LABELC:
    COMMENT CALC OF UROP GHOWTIN AND NUMBER:
        IF GKOUPSC2 THEN
        GD TO GSTART;
    FOR I* I STEP I UNTIL GRUUPS-I OD
        BEGIN
            RI* RL[I]* RLO[I]*HLD[I];
            IF LAMSOAI<O.1 THEN
            GO TO LAGELG;
            IF RISO.5XRCRIT THEN
                BEGIN
                    NL[I]* DRLD[I]* RLD(I)* RLO[I]* O)
                    GO TO VANISH:
                ENO:
LABELGI IF RI>O THEN
                BEGIN
                            DTL[I]+(I-RCNIT/RI)\timesNELTAT:
                    DRLU[I]+ KVX.JTL(I)/((1+2.38\timesNEUV/(RINSORT(GXROXT/M)))
                            \times(UAXRMOLXRIXHFG));
                END:
VANISHI DNLII]+O;
            WR[I]+4\timesPIMRHOLXRI.3/3;
            MY[II+ WR[I]XNLII];
```



```
        ENO;
GSTART: I* GRDIIPS;
    If CASE[I]=0 THEN
        DRLO[I]* )MY[I]* UrJL[I]* O
    ELSE
        BEGIN
            DRLD[!]+ 0;
            ONL{I]& NEU;
            RL[I]* RLO[{]+HLU[I];
            *R[I]+ 4\timesPI\timesPHOL\timesRL[!]*3/3!
            DMY(I)+ WR[I]\timesDML[!];
            MY(I)+ WR[I]XNL[I]!
        ENU:
SKIPGSTART: FOR I GROURS+I STEP I UNTIL GROUPMAX DO
        URLD[!]+ DMY[!]+ DML[I]+ O;
    YSLMM DYSUM* TLSUM* UYSUMN* YSUMV. O;
    FUR I* I STEP I UNTIL GROIOSS NO
        BEGIN
            OYGUMN+ DYSUMN+[IMY[I];
            YSIMMN+ YSUMV+MY[I];
            TLSUA* TLSUM+MY[I]XOTL[I]B
        Evj:
SKIPGROUPSI DYSUM& DYSUMN+UYB+UYBO+DYARS;
    YSUM+ YSIMN+YB+YB0+YABS;
    TL* IF YSUM=0 THEN T ELSE T&TLSUM/YSIIM;
    OTLIO+(TL-TLOLD)/H;
    X& I-YSUM:
```

```
COMMENT FLOW EQUATIONSJ
    T<* 1+T*O2OT/ZCJ
    VZ* I-VXOZOV/ZC;
    PXYN+ PXXXVVXETAP:
    XCPVT+ XXCPVXT;
    W2G+ W*2/G3
```



```
    DELOS+ DELO/(PXYNX(XXTXV\angleXDHGOT T T ZXXXVXDHGOV));
    IF DELOS<DME AND Z<ZMINXLENGTHA THEN
        GO TD CHECKSTAA;
    OFLW* PXVNX((HFGXI)YSUM-YSUMXCPLX\capTLIQ)XTZ + (-DA-OYSUM/X) K(XXTXVZX
    DHGUT+XXTZXV\timesDHGOV));
    DW+(UELW/DELD)XW)
    OW+(UEVV/ODW/W+OAREAA+DEETADZ+DYSIMM/X);
    OVV+ VVX(OW/W+I)AREAA+O
    OT* TX(DP/P+VZ\timesDVV/VV)/TL!
COMMENT GEGIN INVERSE Y TRANSLATION;
    FDR N* I STEP 1 UNTIL GRUUPMAX OT
            BEGIN
                        N2-N+GROUPMAXZ
                        Y[N]+NL[N])
                    Y[N2]* RL.O[N]:
                    OY[N]+ DNL[N];
                    DY[N2]* DRLD[N]!
            ENDS
        Y(EQNS=3)*W3
        OY[EQNS-3]* OW;
        Y(EONS-2)* P)
        OY(EQNS-2)* OP)
        Y[FONS-1]* T;
        UY(EQNS-1). DTS
        Y[EQNS)& VV:
        DY{EQNSJ* DVVI
COMMENT ENU INVERSE TRANSLATION;
    END BOXAS
    PNDOCEDUHE BOXB(Z, Y, DY):
    VALIIE Z!
    REAL Z;
    ARRAY Y, OY[*]J
    BEGIN
        LAAEL ALLSAME:
        IF JUOT<JCRIT ANO CASE[1]=O THEN
        gu TO AlLSAmE:
    IF WILSONO THEN
        WILSSN& IF JOUT>JCRIT ANO JOOT>JO? AND JDOT>JOI AND JDOT>JOLO
        THEN FALSE ELSE TPUE
    ELSE SON: IF JDUT<JOLD AND JOOT<JOI ANO JDOT<JO2 THEN TRUEE ELSE
        WILSON+
        FALSF:
    IF WILSONO THEN
        BEGIN
            IF wILSON THEN
            GO TO ALLSAME
            ELSE
                    BEGIN
                I* GROUPS:
                    CASE[!]+1;
                    JS[I]+ JJOT;
                        RLU(IJ. KCRIT;
                    go tu allsame;
                    ENO;
```

```
        ELSENO
            IF WILSON THEN
                BEGIN
                GROUPS+ GROUPS+1;
                GO TO ALLSAME;
            ENO;
    I+ GROUPS;
    F JDOT>JS[I]xJINC THEN
        BEGIN
            GR\capUPS+ GRUUPS+1;
            I+ GRDUPS;
            CASE(II)+1;
            JS[II+ JOUT;
            RLM[I]+ RCKIT;
        ENO;
ALLSAME: IF GRIUPS>GRUUPMAX THEN
        GROUPS+ GMDUPMAX;
        YB+ \dot{Y}+MXUYE;
        YHO& YBO+HXOYBO;
    YABS + YABS+HXDYABS:
    YSURFACE+ YB+YBO+YABSI
    NATOMIZE* 3XYABS/(4XPIXRNOLXRABS*3)!
    J02* JO1:
    JUI+ JOLD!
    WILSOND+ WILSON;
    JULD* JDחT;
    TLOL.O+ TL;
    CUUNT- COUNT+1;
    DLOW+W;
    OLDVV. VV;
    OLOP. P;
    OLOT+ T;
    OLDZ+ Z;
    OLDDELOS* DELOS;
    ILDDHGOV* DHGOV;
    OLDPXVN+ PXVN;
    OLODHGDT+ OHGDT;
    OLOVL+ VZ;
    ILOTL+ TZ;
    CLOX+ X;
    OLDV. V;
    GLDAREAT AREAAXSINB;
    OLDDELTAT* OELTAT;
    OLDHFG+ HFG;
    OLODYDZ& O:
    FUR I + I STEP 1 UNTIL GROUPS-1 ON
        OLUDYDZ+ OLOOYOZ+DMY[I];
ENO BOXB;
PROCEOURE GOXC(Z, Y, DY);
ValuE 2;
REAL Z;
ARRAY Y, DY[*);
BEGIM
    FIJRMAT
```



```
        *"Z-CDMPRESS"/X5.6E14.5//);
    FDRMAT
```



```
            ""ARFAA",XO,"DA/A"/X5.7E14.5//);
        FIQM4T
            FC3(X5,X8,"DELTAT",X7,"TLIOUITH,XT, "LAMBDAON,XT,NLAMBDA1",X1O,
            "JDUT",X5,"KCRITICAL",K9,"DN/OZ"/X5,7514.5//);
```



```
        FC4(X5,X1?,"K2",XI2,M54N14.5//);
    gURMAT
        FC5(XG,"TOTAL MOISTURE",X4,"PARTIAL PI",XT,"OUALITYN,XB#
            -1EAN RADTUS", X3."TOTAL OROPS",X3,"KPPRIME SATH,X7,"STNBFTA",
            <5.7514.5//);
        FIIRMAT
        FCSA(X5,X5,"Y=EOUILIG", X12,"HG",X12,"HL",X11,"HFG",X1O,"ORLO",
        X10, WDELWN,X0,NI=M+2"/X5,7E14.5/1);
    FJRMAT (%)
```



```
    FORMAT
    FC6(X5:X9,NGRUUPN,X6, MOTSTURF,*)
        *)
    URMAT
```



```
        MYSUQFACE",X6, NNATOMIZEN/X5,5EI4,5//):
            "YSUQFACE",YG, YABS, YSURFACE, NATNMIZE):
LIST LCTCYB, YBO, YABS, YSURFACE, NATNMINE), STEP IJNTIL GROUPORINT DO[I, MY(II, NLII), RLP
    I-IST LCG(FOR I* ONL[IJ. ORLUTIJJ):
    II, DMYEII, ONL[IJ. ORLUTIJJ);
```



```
    GHOUPPRINT* IF GRIUPS<GROIIPMAX
YEQUILIB+ YSUM+C
NTOTAL + yTOTAL+O:
FURI+ I STEP I UNTIL GRDUPS=I DN
        BEGIN
            NTOTAL+ NTUTAL+NL(I):
            YTOTAL+ YTOTAL+MY[I];
        ENO:
        IF NTOTAL>O THEN (SALPIXRHOLXNTOTAL))*0.3333333;
        RMEAN&(3XYTOTAL
        WHITE(PRINT[PAGE]);
        WRITE(PRINT, FCO, COUNT, H, Z);
        WRITE(PRINT, FCI, P, T, VV,W, UA, ZC):
        WHITE(PRINT, FC2, DP, OT, DVV, DM, PDOT, AREAA, OA);
        WRITE(PRINT, FC3, DELTAT, TL, LAMBDAO, LAMBDAI, JNOT, RCRIT, NEU)
            ; K\, K2PAIMF, HFG, CPVO, CPV, SIGMA)I
```



```
        WHITE:PRINT, FC5, YSUM, PI, X, RMEAN, HTG, OELO, OELW, OELOS):
        WRITESPRTNT, FCSA, YEOUILIB, HG, HL, HFG, OELO, OELW, DELOS):
        WRITE(PRINT, FCT, LCT);
        WRITE(PRINT, FCG, LCA);
        CUUNT+ O:
        CALLC+ IF LENGTHB-Z<CALLC THEN(LFNGTHB-Z) ELSE CALLCD;
        IF Z\LENGTHB THEN
        BEGIN
            YABS* YSURFACE:
            YB+ YBO. O;
            OT(S]+ T;
            OP[S]+P;
            avV[S]+ VVI
            OW[S]+W:
            OUA[Sj+ UA:
            OYE(Sj* YEOUILIB)
            OYS[S]+ YSURFACE
            OY(S)* YSUM;
            ORMEAN[S]+ RMEAN:
            ONT(S)* NTUTAL;
```

```
            IF GROUPS>O THEN
            FDR It 1 STEP 1 UNTIL GROUPS DO
            RLD[I]+ RL[I]:
        COSB+ COS(UETAOXPI/18O);
        IF ROTQR[S]=0 THEN
            PHI+ ARCTAN((WXLOSB*UR[S+I])/UA) <180/PI
            ELSE
                PHI* ARCTAN((WXCOSB+UB(SI)/UA)\times180/PI;
            BETAI+ QO-PHI;
            S+ 5+1;
            IF S>STAGES THEN
                CO TO EXIT;
            BETAIN[SJ+ BETAI;
            GO TO NEWSTAGE;
                END:
END HTXC;
PROCEDURE BNXD(Z, Y, OY);
value z;
HEAL Z;
ARRAY Y, OY[*];
BEGIN
    FLRMAT
            FU1(X5,"FAILEI) AT Z=",E\5.5,X5,FH=",E!5.5);
    FURMAT
```



```
            "MACH",X3,"Z-COMPRESS"/X5,7E14.5//)'
    FURMAT
```



```
            "DEL""",X1\cap,"YSUM"/X5,7E14.5//2;
    FURMAT
            FO4(X5,"TL= ",E14.4,Xb,"TLOLD= ",E14.4/);
    WHITE(PRT\T, FDI, Z, H);
    WHITECPRTNT, FUZ, P, T, VV, W, US, MACH, ZC)!
    WHITE(PRTNT, FU}, OP, חT, UVV, DW, DFLU, DELW, YS(JM);
    WHITE(PRTNT, FDA, TL, TLULU):
    GU TO EXIT:
END HOXD;
COMMENT MAIV PROGRAM;
    G* 32.17!
    NO+2.7320+26!
    PI* 3.1415926531
    ML+ 0.434294482!
    J* 778)
    RO4 1545)
    PATMF 2116.8;
    READ(REAOER,/, H, CALLC, HMAX, HMIN, RELB, ABSB, DME, ERRORA, ERROT,
        AAI, RESTART, WILSOND, EXTRAPOLATED, SUSPEND, NOSURF, JCRIT, JTNC,
        GROUPMAX, B1, R2, CI, C2, C3, D1, D2, EI. AK2, AK2I, AKa, AK4I,
        ACPO, ACPI, ACP2, ARHD, ARHDI, ARHDZ, AHG, AHGI, AHGZ, AHG3, AHL,
        AHL1, AHL2, AHL3, APS, APSI, APS2, M, TC, SIGMAO, SMP, CPL, KV,
        NEUV, TAMB, HAMB, RABS, UAO, PO, TEMPO)'
    REAO(READER,/, LMAINGA);
    IF RESTART THEN
        READ(READER,/, LRESTART);
    CLOSE(REAOER, RELEASE);
    WRITE(PRINT(PAGEJ))
    WRITE(PRINT, FGEOM, GEOM);
    WRITE(PRINT(PAGEJ))
    CALLCO* CALLC:
    JS(O)* JCRIT/JINCS
    LNPA+ LN(PATM):
INITIALI P* PO:
    T* TEMPD;
    UA* UADS
```

```
CDMMENT CALCULATE INITIAL SPECIFIC VOLUME;
    IF RESTART THEN
        GO TO SKIPVS
    ETAP* ETAPI(1);
    K2. EXP((AK2+AK2I/T)/ML))
    K4+EXP((AK4+AK4I/T)/ML);
    K2PRIME+K2+K4X(P/PATM)*2\times(3-2 KK2XP/PATM):
    N1PRIME+(SORT(I&AXPXK2PPRIME/PATM)-1)/(2\timesP\timesK2PRIME/PATM)J
    ZC+1/(2-N1PRIME);
    VV. ZCXROXT/(PXM)S
LABELV& V+ VVXM;
    B+-EXP(CB1+B2/T)/ML+LN(T))}
    C+EXP((Ci+(C2+C3/T)/T)/ML))
    D.-EXP((DI+D2/T)/ML))
    E* EII
    ZCE+1+(((E/V+D)/V+C)/V+B)/V;
    IFABS(ZCE=ZC)>0.0005 THEN
        BEGIN
            ZC. ZCE;
        VV+ LCXROXT/(PKM):
        GO TO LABELV;
        ENDS
W* UAO/SIN(BETAIN(1]\timesPI/1BO)3
VV* V/MB
X* I= YSUM:
BOOT*(1-B2/(MLXT))/T;
8ODOT+((2\times82)/(MLXT)-1)/T*2)
CDOT+=(C2+2\timesC3/T)/(MLXT+2))
CODOT+(2\timesC 2+6\timesC 3/T)/(ML\timesT*3))
000T+=02/(T-2\timesML)!
ODDOT*(2\times02)/(MLXT*3);
GPRIME* BXEOOT)
BPPRIME* 8X(BOOT*2+BODOT);
    CPRIME CXCOOT:
    CPPRIME* (X(COOT*2+CODOT):
    OPRIME* DXDOOT;
    UPPRIME + OX(ODOT +2+UODOT);
    DZOT+(((UPRIME)/V+CPRIME)/V+QPRIME)/V)
    OZDV+-(((4\timesF/V+3\timesD)/V+2\timesC)/V+8)/V*2)
    UHGOUT + AHGI +AHG? XAHG 3 XEXP(-AHG3/T)/T*2B
    OHGDV+(ROXT/M)\times(DZDV+T\times((DPRIME/V+CPRIME)/V+BPRIME)/V+2)/J)
    OHGDT+ OHGODT+(ROXT/M) \(DZDT+(ZC=1)/T-2\times((OPRIME/( 3\timesV)+CPRIME/2)/V +
    BPRIMEI/V-T\times((OPPRIME/(3XV)+CPPRIME/2)/V+BPPRIME)/V)/J;
    PXVN& PXXXVVXETAP;
    TZ* 1+TXDZDT/ZC;
    VZ+1-V\timesOZOV/ZC:
    PHIV. XXVXDHGDVXJ/(PXVN))
    PHIT+(TXXXDHGDTXJ)/PXVN:
    PHIP+(PHIVXTZ+PHITXVZ)/(PHIV+V7))
    KETA+ 1+(PHIV +VZ)/(PHIT=TZ)!
    CETA* XXOHGDT-XXV\timesDHGDV/((KETA-1)XT))
    PHIG. XX(OHGDTXYZ+Y\timesDHGDV\timesTL/T);
    GETA+(PHIGXM/RO)/(TXXXDHGDT/PXVN=TZ/J);
    T* TEMPD=W*2/(2\timesGXJXCETA)S
    VV* VVX(T/TEMPO)*(1/(1-KETA)))
    V+ VVXM;
    PP* POX(T/TEMPO)*PHIP)
    B+-EXP((81+B2/T)/ML+LN(T)))
    C+EXP((C1+(C2+C3/T)/T)/ML)S
    D+-EXP(?U1+D2/T)/ML)!
    E+ E1J
    2C+1+(((E/V+D)/V+C)/V+B)/V;
    P+ ZCXROXT/(MXVV): PP, VV, T, CETA, GETA, KETA, PHIP)'
    WRITE(PRINT, FSTG, PP, VV, T, CETA, GETA, KETA, PHIP)'
```

```
SkIPvi S* O;
    OT(S)* Ti
    OP(S). P;
    OVV(S)* VV;
    uw[S]+w;
    DUA(SI+ Ua;
    OYE(S)+ YEQ|ILIR;
    OYS(S)+ YSURFACE;
    OY[S]* YSUM,
    URMEAN[SJ+ RMEAV;
    ONTESj+ NTOTAL;
    S+ 1;
    bETAI* beTATN[1];
    FOR I- I STEP I UNTIL GROUPMAX DO
        BEGIN
            N2* groupMaXtI;
            CASE(II)+ 0;
            F[N2]+ F[1]* 0;
        END;
    If restart then
        FOR I+ I STEP I UNTIL GRUUPS DN
            CASE[i]. 1;
        If restart tmen
        FOR I* 1 STEP I UNTIL GRDIJPS DO
            BEGIN
                    F[T]+ NL[I];
                    N2+ I +GROURMAX;
                    F(N2)+ RLO[!);
                    RLn[I]+ 0;
                ENT:
    groumg - GRDIIPS:
NEwSTAGE: Z* 0;
    olalic oiami(S)-helgmti(S);
    DIA1(J* UIAMO[S]-hEIGHTO(S)B
    DIAZI+ DIAMI[S]+MEIGHTI(S);
    DIAP() viAmO(S)+HEIGMTO[S];
    hETAU+ HETAMUT[SJI
    BLADESPACE+ bSPaCE(S);
    THICKAO* THICKBDICSJ;
    LENGTHE* (ITSI;
    ETAPG ETAPI[S]!
    THICKBMAX. THI RMAXI(S);
    wRITE(PAINT(PAGEj):
    WRITE(PRINT, FADAM, LADAM)S
    WRITE(PRINT, FMAINI, LMAIVI);
    mRITEPPRIMT, FMAINZ, LMA:N2J,
    mmite(print, fmainz. L:ha!nz);
    WRITE(PRIMT, F:AINA, LMAINA);
    mR:TE(PRINT, FMATN5, LMAINS):
    kirite(PRInt, FMAIN5A, LMAINSAJ:
    WRETE(PRIHT, FMAING. LMA!NG)S
    WRITE(PRINT, FMAINT, LHAINT)S
    HRITE(PRINT, FMAING, LMA[NB)!
    WriTE(PRINT, FMAINII, LMAIN!i):
COMMENT CALC OR CONSTANTS AND INITIAL CONDITICNS:
    SINS+ SIN:K?+ PINB[TAO/I80)!
    catsur cos(x2)/S:NE;
```



```
    corbI+ Cos(k2)/SINB;
    N+ UA/S:NH;
    EGNS* 4+2xGRGupmax;
    FOR I* O STEF : UNTIL 100 00
```

```
        BEGIN
            2F. I/100;
            OIAI+ DIAII+(OIAIO-CIAII)XZF!
            OIA2+ OIAZI+(U!A20-0!AZI)XZF;
            THICKB* THICXUO+(THICKBMAX-THICKBO)X(I-ZF) \AXZFS
            ~REAA+ PIX(DIAZ*2-OIAI*2JX(I-FHICKB/BLADESPACE)/AJ
            COTB+COTRT+(COTBO-COTGI)X2F)
            SINB+1/SNRT(1+COTB*2);
            ASAVE[I]+ AREAAXSING;
            IF ZF=0 THEN
            AMING AREAAXSINBS
    IF AMIN>AREAAXSINH THEN
            BEGIN
                    MMIN* AREAAXSINB:
                    ZMIN+ ZF;
                ENO:
            ENO:
    KRITE(PASIT, FAKEA, AMINP 2MIN, ASAVE[100J)3
COMMENT INITIALIZATION EEGINS;
ENTERICE! NRITE(PAINT(PAGE\)I
    WRITE{PR!NT, FMAIN9, LKA!N9);
    FOR I* I STEP I UNTIL GROUPMAX DO
        BEGIN
            N2+ GROUFMAX+I;
            OLDCASE[I)+ CASE[I]:
            r[v2]+ RL[:];
            RLD(I)+ 0:
            F[I]* NLII])
            ENO;
        F(EONS-3)+W;
        F[EONS-2]+P;
        F[EQNS-1]* Tb
        F[EONS)+ VV:
        FOR 1* 1 STEP 1 UNTIL EONS UO
            OLDF[I]* F[I];
        OLDGRDUPS F TRDUPS;
LAGELICE: CALLC* IF LENGTHH-L<CALLC THEN(LENGTHA=Z) ELSE CALLCO!
    ICEADAMSCEQNS, 7, H, CALLC, HMAX, HMIN, RELQ, AGSH, F, BOXA, BOYR,
        BOx(C, BOXD);
CHECKSTAR&
COMMENT THTS SECTIUN CHECKS AND CDRRECTS INLET OR EXTRAPOLATES PAST
            THE THROAT TO SUPERSONIC CINDITION;
        BEGIN
            REAL. MUMMYS
            LAREL MZCHANGE, REXS, SKIPZ, ADJHSTGEOMETRY, AZCHANGE;
            PHIV* OLOXXOLOVXlILODHGDVXJ/OLOPXVN;
            PMIT* OLNTXDLDXXULODHGOTXJ/OLOPXVN;
            PH:P+(PHIVXOLDIZ+PHITXOLOV!.)/(PHTV+OLOVZ);
            KETA* 1+(PHIV+OLOVZ)/(PHIT-OLOTZ);
            CETA+ OLOXXOLODHGOT=OLDXXILDVXOLNOHGOV/((KETA-I)\timesOLDT);
            PHIG+OLDXX(OLODHGDTXOLDVZ+OLDVXMLODHGOVXOLUTZ/OL\capT):
            GETA+(PHIGXM/RO)/(OLDTXOLOXXOLODHGOT/OLOPXVN=OLDTZ/J);
            CERITSQ+ GXGETAXROXOLUT/M:
            PWIO+ OLOTXOLOVZXDLDUHGOT+OLOVXOLDTZXOLDOHGDV:
            LETA+ JXMLOHFGXOLOX/(OLDPXVNX(PHIT-OLOTZ));
            HETA+ OLDHFG=LETAXDLOVKOLOOHGDV/(KETA-I);
            TO- OLDDELTAT;
REXS: OYDZ+(OLOOYDZXTD/OLDUELTAT)XSUSPFND:
    XSTAH+ DLOX=OYDZ×(ZMINXLENGTHG-OLDZ):
    TSTART+(1+NLDW*2/(2\timesGXJXCFTAXOLDT)+HETA\times(OLDX-XSTAR)/(CETANOLDT))
            ((1+ROXfETA/(2\timesMXJ\timesCETA));
            VSTAQV+(TSTARTX(XSTAR/OLUX)*LETA)*(1/(I-KETA))S
            PSTARP+(TSTART)*OLDTZ#VSTARV*(-OLOVZ);
```

```
    WSTARW+ SQRT(CCRITSQXTSTART)/CLDW;
    ASTARA+ VSTARVXXSTAR/(WSTARWXOLDX):
    T: OLDTXTSTART;
    PS+EXP((APS+APS1/T)/ML+APS2XLN(T)+LNPA)S
    LAMBDAO* LN(PSTARFXOLOP/PS):
    DELTAT* LAMBDAOXT/(APS2-LAMBDAO-AP51/(MLXT)):
    TUS+(OLONELTAT+DELTAT)/2;
    IF ABS((TOS-TD)/JLDDELTAT)>ERRDT THEN
        BEGIN
            TD. TDS:
        GO TO FEXS*
    ENO)
H&ITE(PRINT:P&GEJ)S
WRITE(PRINT, FMAINIO, XSTAR, OELTAT, OLDDYDZIS
IF EXTRAPQLATED THEN
    GO TO AOJUSTGEOMETRY;
    IF दBS!ASTARA=AMIN/OLDAREA)>ERRORA THEN
        BEGIN
            UAOM UAOXAMIN/(ASTAAAXOLDAREA)J
            WRITE(PRINT, FEXTRA?, OLDZ. OLDW):
            GROUPS+ 0:
            FOR I4 ! STEP ! UNT:L GROUOMAX DO
                R!(I)* CASE[IJ* NLETJ.OJ
            WILSÖD+ FALSE;
            GO TO INITIAL:
        ENO;
EXTKAPOLATED+ TRUE;
BLOAREA* AMIV/ASTARA:
IF ZMIN<0.OS AND ASAVE[1OD]/AMIN>I.OI THEN
    BEGIN
            AZ+(I+AAI) XAMIN;
            FOR I* 100N2MIN STED & UNTIL IOO OO
                    IF ASAVE[II-AZ>0 THEN
                BFGIN
                    ?2+:(I-(ASAVE(;]-A2)/(ASAVE(I)-ASAVE(I-:)))/100)x
                            EENGTMB;
                            X2. XSTAR=SUSFENDX(DYDZX(1-ZMIN)XLENGTHB)XOELTAT/
                                    olodeztat;
                                    M2* SQRT(2x(AA:)/(3-KFTA))+1)
                    GU TO m2CMANGE;
                END;
        ENU;
    MZ4 IF ASAYE(1OOJ>AMIN THEN I +SORT(2X;(ASAVE(IOO)/AMIN-I))/(3*
    KETA)) ELSE:;
    Z2+ LENGTHB;
    X?&-SUSPENOXOLOOYOZX(1-ZMIN;XLENGTHEXOELTAT/OLODELTAT+XSTARS
M2CHANGE: T2+ OLOTX(1+ULON*2/(2\timesGXJXOL\TXCFTA)+HETAX(OLOXOX2)/(CEYAX
    |LOT):/(1+GETA\timesRO\timesM2*2/(7\timesM\timesJ\timesCETA));
    H2+ M2XSTRT(GETAX&OXG*T2/M);
    VV2* OLCVVx((TE/ULOT)\times(X2/OLDX)*LETA)*(!/(1-KETA));
    AZ. OLOAREAXOLDKXVV2x×2/(OLOVVXULDXXWZ):
    WRITE(PRJN:, FAZ, A2);
    IF ZMIN<O.OB ANO ASAVE[1OOJ/AMIN>1.OI THEN
        OEGIN
            IF(A2-AMIN*(I +AAI))/AZ>ERRMGA THEN
    BEGIN
        MZ. 1+(M2-1) \SORT(AMINXAAI/(A2-AMIN)) \0.90)
        GO TO M2CHANGE!
    END:
FOQI+100\times2MIN STEP I UNTIL 100 DO
    BEGIN
        If ASAVE[!]-AZ>O THEN
```

```
                    BEGIN
                    22*((I-(ASAVE[I)-A2)/(ASAVE[I]-ASAVE[I-1]))/100
                    ) XLENGTHBS
                    GO TO SKIPZ;
                    END
            ELSE
                22* LENGTHAS
            END;
SKIPZ: Z* Z2:
            T+ T2;
            W+ N2;
            VV* VVZ;
            V. MXVV;
            B+-EXP((B1+B2/T)/ML+LN(T))!
            C+EXP((C1+(C2+C3/T)/T)/ML);
            O+EEXP((DI+O2/T)/ML);
            E* EI!
            ZC+1+(((E/V+D)/V+C)/V+B)/V;
            P+ TCXRONT/V;
            PS+EXP((AHS+AHSI/T)/ML+APS2XLN(T)+LNPA))
            LAMBOAOH LN(P/PS))
            OELTAT* LAMSDAOXT/(AFS2-LAMBOAO-APSI/(TXML));
            X+ x2;
            YSIJM+ {=X2!
            IF OLOX<1 THEN
            BEGIN
                FOR I - I STEP 1 UNTIL GRDUPS-1 DO
                    RL[1]+ RL[I]\times((1-x2)/(1-OLOX))*(1/3))
                YBO+YBDX(1-X2)/(1-DLDX))
                Yg+ YBx(1-X2)/(1-0LDX):
                YABS+YABSX(1-X2)/(1-OLDX);
            END:
                TLSUM+ O;
                FORITI STEP I UNTIL GROUOS-I DO
            BEGIN
                MY(I]*NL[I)\times4\timesPIXRHOL*RL[I)* 2\times(RL[II-RCRIT)\timesOELTAT/3
                !
                    TLSUM+ TLSUM+MY[II;
            END:
        TLOLDG YL* IF YSUA=O THEN T ELSE T+TLSUM/YSUMS
        HN:TE(PRINT{PAGEJ;)
        HRITE(PRINT, FEXTRAI, LEXTRAISSG
        WEITE(PRINT, FEXTRA, LEXTRA);
        GO TO ENTERICES
ENO:
SIN8+COS(PIXBETAO/I8O)/COT80)
Z- OS
T+ T2!
H+ W2I
yv*VY2;
V+MXVVJ
E+nExP({B:+B?/T)/ML+L.N(T) )
C+E: E%((C1+(C2+C 3/T)/T)/ML);
O+-EXP((01+02/T)/HL))
E+E!;
ZC+ 1+(((E/V+D)/V+C)/V+B)/V)
P+ 2C\timesROXI/V;
FSo EXP((APS+hPS:/T)/HL+APSZXLN(T)+LNPL);
LAMBDAO-LN(P/PS):
OELTAT. LAMBDAOXT/(APS2#LAMBDAO-APSI/(TXML)))
x+ x2)
YSUM+ 1-X2:
IF OLOX<I THEN
```

```
    BEGIN
        FOR IA I STEP I UNTIL GROUPS-1 OU
        RL[1]+ HL[11)X((1-X2)/(1-ULOX))=(1/3))
    YABS YSURFACE+YSUNFACEX(1-X2)/(1-OLOX)S
    YB+YBO+ O:
    END;
UA+ WXSINBJ
OT(S)+ ?!
OP(S)+ P!
OVV[S]& VV)
OW(S)+ H;
OUA[SJ+ IFA:
OYE\Sj* YEQUILIB)
QYS(S)+ YSURFACE)
OY(S). YSUM;
GRMEAM[S) & RMEAN]
GNTESJ* MTOTAL!
CUSO* COS(SETAOXHI/ISOSS
IF ROTOR[SJ=O THEN
    PHI* ARCTAN{{WxCOS&-UB{S+1])/(WXSTNB) )}\times{00/P
        ELSE
            PHI+ ARCTAN((WXCOSB+UO(SI)/(W\timesSINA))\\{RO/PI;
        HETAI+ 9O-PHI;
        5+ 5+1;
        WRITE(PRINT[PAGE]);
        WHITE(PRIVT, FEXTRAI, LEXTRAI);
        WHITE(PRINT, FEXTRA, LEXTFA);
        IF S>STAGES THEN
            go TO EXIT;
        BETAIN(S)* BFYAI;
        TLSUM+ 0;
        FURIt 1 STEP 1 UNTIL GRUIJPS-1 ON
            BEGIN
                    MY[I]* NL[I]\times4\timesPI\timesR4OL\timesRL[T]*2\times(RL[I]=RCRIT)\timesOELTAT/3;
                    TLSUM+ TLSUM+MY[I];
                ENO;
        TLOLO+ TL+ IF YSUM=0 THEV T ELSE T TLSUM/YSU'A;
        G! TIN NENSTAGE;
AUJUSTGEOMETRY: IF ABS(AMIN/OLIOAREA=ASTARA)\ERQDRA THEV
            BEGIN
```



```
                TBP+ TR=0.7x(ASTARAxחL\capAREA/AM|N=1)x(BLADESPACE-TB);
                THICKBMAA + THICKBO+((THP-THICKB\cap)/(ZMIVX(I-ZMIV)))/4;
                    WHTTEGPRJNT, FTHICK, THICKRMAXI:
            IF THICKHMAX<O THEV
                    AEGTN
                            GO Ti] EXIT;
                    END:
                    FOR I* 1 STEP I UNIIL EGNS OO
                    F[I]+ GLDF[I];
            GRIUPS+ OLIJGUUUPS;
            GOR I+ I STEP I UNIIL GROUONAX UO
                    CASE[II* DLDCASE[I]:
            Z4 n;
            gu TO LabElice;
        END
    E!SF
                BEGIN
                    M2. IF ASAVE[100]>AMIN THEV 1 + SORT(2)((ASAVE(IOOG/AMIN-1))/
                    (3-KETA)) ELSE 1;
                    Z2+ LENGIHN;
                    X2+-SUSFFNUXOLUDYGLX(I~ZMIN)XLENGTHGXDELTAT/OLUDELTAT+XSTAR
                        ;
A2CHANGE: T2+ OLDTX(1+OLTN*2/(2XGXJXOLDTMCETA)+HETAX(OLDX-XZ)/(CETAX
                OLOT))/(1+GETAXROX42*2/(2\times4xJ\timesCETA));
```

```
W2+ M2XSQRT(GETAXROXGXT2/M)S
YY2* OLDVYX((T2/OLUT)X(X2/DLDX)*LETA)*(1/(1-KETA))!
OLDAREA+ AMIN/ASTARA;
A2. OLDAREAXOLOWXVV2XX2/(OLOVVXOLDXXW2):
WRITE(PRINT, FAZ, A?);
IF(A2-ASAVE(100])/AZ>ERRORA THEN
    BEGIN
        M2+1+(M2-1)\timesSQRT((ASAVE(100)-AMIN)/(A2-AMIN)) *0.9951
        GO TO A2CHANGE:
    END:
SINB* COS(PIXBETAO/180)/COTBOS
Z. O;
T* T2S
W+ W2;
VV. VV2s
V+ MXVV;
B+-EXP((BI+日2/T)/ML+LN(T)):
C+ EXP((C1+(C2+C3/T)/T)/ML);
D+-EXP((D1+02/T)/ML);
E+ E1;
ZC+ 1+(((E/V+D)/V+C)/V+B)/V;
P+ 2CXPONT/V;
PS+EXP((APS+APS1/T)/ML+APS?XLV(T)+LNPA);
LAMBDAOL LN(P/PS):
OELTAT* LAMBDAOXT/(APS2-LAMBDAO-APSI/(TXML));
X+ X2;
YSUM+ 1-X2;
If OLDX<1 THEN
    BEGIN
        FOR I* I STEH I UNTIL GROUPS DO
            RL[I]+ RL[I]\times((1-X2)/(1-0LDX))*(1/3);
        YABS* YSURFACE+ YSURFACEX(1-X2)/(1-DLDX))
        YB+YBO+ O;
    END;
    UA+ WXSINB;
    YEQUILIB+ YSUM+CPVXOFLTAT/HFG;
    OT(S)+ T:
    OP(S)+ P;
    ovv(S). vv;
    OW(SJ* w;
    OUA(S)+ UA;
    GYE(S)* YEQUILIB:
    GYS(S)+ YSURFACE)
    OY(S]* YSUM;
    ORMEAN[S)+ RMEAN;
    ONT(S]* NTUTAL;
    COSB+COS(BETAOXPI/180);
    IF ROTOR(S)=0 THEN
    PHI+ ARCTAN((W\timesCOSB-UB(S+1))/(W\timesSINB))\times18O/HI
ELSE
    PHI+ ARCTAN((WXCOSB+UB(S))/(WXSINB))\times180/PI)
BETAI* QO-PHIS
5* S+1]
TLSUM4 OS
FOR I* I STEP 1 UNTIL GRDUPS-1 DO
    BEGIN
```



```
            }
            TLSUM+ TLSUM+MY[I];
    ENO:
```

```
    TLOLO+ TL* IF YSUM=O THEN T.ELSE T + TLSUM/YSUMS
    WR!TE(PRINT, FEXTRAI, LEXTRAI)S
    WRITE(PRINT, FEXTRA, LEXTRA):
        IF SOSTAGES THEN
            GO TO EXIT:
        BETAINISJ* BETAI;
            GO TO NEWSTAGEJ
                ENO:
    END:
EXITI WRITE(PRINT(PAGEJ);
    WRITE(PRINT, FGEOM, GEOM)S
    WRITE(PRINT(PAGE\);
    WRITE(PRINT, FSUMY, LSUMY):
END.
```

APPENDIX 2.2B

## LISTING OF ICEADAMS INTEGRATION

 PROCEDURE```
NROCENIJRF. ICEADAMS(N,T,H,CALLC,HMAX,HMIN,RELB,AGSH,XO,
    BUXA,WOXH,BHXC,BOXII);
COMMENT
M=NU. HF EOIIATINNS, 203U10N
T=INOEPENUEHT VARIAGLF, SET IT=INITIAL T WHFN ICEAOAMS IS FIRST CALLEO, 263UIUR.
H=STFH SIZE, SET II = SUGGESTED SIFP SIZE WHEN ICEADAMS FIRST CALIED, 2OBUIUS
CALLC= CHANGE IHV AETWEEN CALIS ON HOXC, 2634.11?
HHAX=MAXTMUM STFP ST7F LCCEPTARLE, 263U11?
HMTG=MIMIMHM STEP SIZE ACCEPTABLE, 263U114
RFLHENAXINHM ACCEPTARIE RELATIVE ERKOR, 263011A
AFSb=HIXIMUN ACLEFTAHIE FFHOR, 263C11R
XC=VFCTUR DF INITIAL VALUES OF L,FPFNDEAI VARIARLES, 2036.120
ALXM(T,A,F)=PA「ICECLIRE GIVING THF XOLT VECTOFOIN F,WHEN CALLED WITH THE 263U12?
```



```
    INUEFENNENT VAKIAPLE I, ?63U12%
HCXR(T,A,F)=FROGEOUKE CALIEO AFTEH EACH SUCCESSFUL INTEGRATINN STEP, 263U?O9
FHXC(T,X,F)=PRUCEOURE CALLED AFIFF I HAS TVCREASED BY NCALLC* SINCF
HfGIMAING CF ICEAIIAMS L'R SIACE LOXG WAS LAST CALLED,
&LXU(T,X,F)=FKCLEDUKE (ALIEN WHEN SUCCESSFUL IMTEGRATIDN STEP CANAOT GF 26302OL
    MaUE hIIHC:VT RFOUCIRG STEP SIZE PELUW HRIN:
    2630207
CIENMFAT AUAMS SGLUES A SYSTEM OF FJGST URDER UIFFERENTIAL EGUATIOAS RY A
    4TH OKOER ALANS P-C METHOU. STARTING IS EY RUNGE-KLTTAS
LCMPEAT MEI AND GEIL ; 2630?09
VALLEFELE,AFSH,HMIA,N; 160010A
```



```
REAL HOIIN;
G\RAY XC(*);
OHOCELURE ACXAPGIXF,ROXC,BUXD1 160U112
byGIN
IATEGRG I,J,A,R;
```



```
LFHEL SII,S??,S33,54A,55S,566,RITN')
    ARKAY X,K,F[U15,O:N],E,XP(0:N]!
CGANEAT SET UP INITIAL VALUES;
FOKItI SIEP I UNTIL A DC
y[1,1]+xO[I]!
HOUND+T + CALLC = .OIXHMIN:
HILTFST+14.2XRELB;
```

```
AFSTEST+14.EXAFSH:
PACIGF+RELR/ABSt;
LH+hEIIEST/2OU;
H+?.ONH;
GOMIEET RUNGA-KUTTA STAKTI'T, METHON;
S:1:A+7;
8+2;
SZPIFUR J*A STER & UNTIL B OD
BEGIN
```



```
FOM I*I SIEP I UNTII.N NO
BEGIN
K(1,\]+H!F[J-1,1): 2620109
x[J,i]+K{J-j,l]+0.SxK[1,I]ENO: 262U111
TTEMF+[+0.5xH;
Hi\X!TTH:H\mu,X:J,*),F(J**J)! 160U124
FOR I+1 STEP & UNTIL N OU
MEGIN
n[2,1]+H\timesF[J,I]; 2620!15
X:{J,1]+X[J-1,1)+0.5xK[2,1] ENO: 202011?
H|YA(TTE゙AP,X[J,*],F[J,*)); 1600:24
far iol STEP: UNTIL N DO BEGIN
{{3,1]+H\timesF{(J,1];
Y+T+H;
H(1), (T,X[J,* l,F[J,*]); 160U:26
FHR INI SIEP 1 UNTIL.N DO BEGIN
h[4,[]+H\timesP(J,1];
X[J.!]+x[J-1+1]+0.16666667\times(K[1, J]+2.0\times(K[2,I]+K[3,1])+K[4,1])}
2620701
2020?03
ENO: ENU;
IFG=2 THEN HFGIN
533:
```



```
2620705
ZOHMERT XHCIT=UGUBLE INIEHVAL RESUILT IO BE USEO IN ERROR ANALYSIS;
=ODHMESH
H+O.5\timesH;
```



```
H+3)
G| I! S22 ENO;
IT | = 3 THEN HEGIN
COHATNY IS ACCUKACY CR:TERYON MET;
J+3;
S4दiFOR SEI STEP I UNTIL N DO BEGIN
```




```
If {\I]< AHSTHST THFH
ETll+r(1]mFACTUR ELSE
IEG:! I*T-M;
```



```
G0 TG S11 ENO;
G(. TG: SJ3 ENU;
ENT;
If J = b IHE: filite Se,f;
A&4; F:+4;
GC |l: SE2 EAD;
C(MHFAT SHGLLG AAY GF ThE STARTING VALUES HF PRINTED DUT'
T+T-3.0\timesH;
F!& jez,3,4 [O tegia.
T+T+H; 1601204
UM\timesH(T,X[J,*),F[J,*]); 
UMXH(T,X[J,*J,F[J,*I); 1PHONG THENHEGJN
    HCIXC(T,XFJ,*),F(J.*)); 1600?10
    HIUNO+BNUNI +CALLIFFNIS
UMXH(T,X[J,*J,F[J,*I); 1PHONG THENHEGJN
1600217
```

```
ET.O;
CgimNENT HEGIN Al.AmS mfthGiUJ
$55:
Hf,XA(T,X(4,*),F[4,*)); 1600214
H|F j+1 SlEF 1 LNTIL P: UN
XP[1]+Xi4,I]+0.04]AGROTXH\times(55.0XF[4.I]@ 262U217
    59.UXF[3,1]+37.0XF(2,1]=9.0\timesF[1,1])! 2620?19
T&T+H;
H(XA(T,XF,F(5,*));
FCH I+1 SIEF I UNTIL NTM
```



```
J45; 6[% S44;
Set:
F[IR T+1 SIEP I WNTIL N CO HEGIN X[A,J]+X[5,I];
```



```
H|xt(T, \{a,*],F(4,*]);
If I? Hilim, THEN HE.C[ti
H!x(`T,^|4,*),F(4,*));
BM|AD)&मu(WI)+CAI.I.C &NO;
CIMREMT TEST WHHTHKH INTEGVAL CAN RE DOUBLEOS
GOR I+I STEPJ LNTII MO HEGIN
If EllJ> LA THLN (GO S55 ENDI
If (AL.LC<(DI*2XH) Ph (BDUAOQT)<CI (IR OI>HMAX THEN GO TO 555;
FIR I+I STEP I UNTIL A: DO X[1,I]+X(A,I])
1600307
H+4.0x+1;
G(1 S11;
RHTM: (NE OF ICERMAAS)
```



APPENDIX 2.2D
PROGRAM FLOW CHART


## DESCRIPTION OF INPUT CONTROL VARIABLES

The use of the following control variables in the computer code is as follows:

AAI The extrapolation from subsonic to supersonic flow in the first blade row having critical flow is from area $A_{1}$ to area $A_{2}$ where $A_{2}=A_{\min }(1+A A I)$.
DME Defines the minimum value of ( $1-W^{2}$ / $\mathrm{C}_{\text {crit }}{ }^{2}$ ) which is allowed before extrapotation is initiated.

EERDT Maximum allowable difference between assumed and calculated $\Delta T$.

ERRCRA Maximum allowable value of ( $A^{*}$ $\left.A_{\text {min }}\right) / A_{\text {min }}$ which permits extrapolation to occur.

EXTRAP $\varnothing$ - Input of TRUE means a previous blade LATED row has critical flow, and requires the program to adjust blade thickness to accommodate the flow.

GR UUP The maximum number of droplet groups
MAX permitted. (Code limits GR $\varnothing$ UPMAX to moximum value of 25 .)

JCRIT The value of $j$ must exceed the value of JCRIT before the counting or growth of drops is begun, except that surface condensation may occur independently.

RESTART Input of TRUE permits input of additional data necessary to continue calculation from a prior run. For example, an error was contained in the data for blade row 4. Calculations could be continued from the results at exit of blade row 3 used as input for Blade row 4. Input of FALSE causes inlet properties to be treated as stagnation conditions.

SUSPEND Input of 0.0 freezes the amount of condensate during extrapolation. Input of 1.0 causes condensation to occur during extrapolation at a rate proportional to $\Delta T$.

WILS $\varnothing$ N $\varnothing$ Input of TRUE when restarting after the Wilson point has occurred in a previous blade row. Otherwise, input is FALSE.

JINC A new group of droplets is initiated each time $j$ increases by the factor JINC.

N $\varnothing$ SURF Input of 1.0 causes all surface condensation to be neglected. Input of 0.0 causes surface condensation to be included.

### 2.3 TWO-D AXISYMMETRIC FLOWS BEHIND BLADE ROWS IN WET VAPOR TURBINE*

### 2.3.1 Background

This report is designed to be used in conjunction with NASA CR-710 (Reference 1) to give the user sufficient information to allow utilization of the NASA Performance Computer Code for Axial Flow Turbines as modified at WANL. The modified code is written entirely in FORTRAN IV for the CDC 6600 computer. But the code should be capable of being used with appropriate control cards on any computer having at least 32 K of core storage.

The following sections of the report give: the applicability and modifications made from the original code, definitions of the input and output nomenclature, a method for making the code input applicable for wet vapor turbines, suggestions for further possible future modifications, three sample problems illustrating the usage of the code, a FORTRAN listing of the entire code, and control cards showing proper deck setup. No attempt is made to discuss the method of calculation of turbine performance or to give computer flow diagrams since these topics are adequately covered in Reference (1). The modifications made to the code do not significantly change the original program logic or capability. These modifications for the most part were necessary to enable the code to accurately calculate wet vapor turbine performance. Ideal gas turbines can still be analyzed as well as air breathing fossil fuel burning turbines for which the code was originally designed.

### 2.3.2 Intent of Code

- Applicability of Code and Limiting Assumptions

The principal purpose of the original code as written by E. E. Flagg ${ }^{(1)}$ is to provide a complete performance map of axial flow turbines suitable for use in air breathing fossil fuel fired jet engines. In the process of accomplishing this end, the code calculates the two-dimensional bulk flow conditions fore and aft of the turbine rows.

[^7]1. Description and Scope of Modified Code
a) Axial flow turbines.
b) $U_{p}$ to 8 stages.
c) Up to 6 radial sectors (although only 5 are usually used for reasons of symmetry).
d) Each sector is a quasi-one-dimensional element with the properties at the radial centers of these sectors being joined, utilizing simple radial equilibrium at the stator and rotor exits.
e) Semi-perfect gas properties (gas constant and specific heat ratio) are assumed and are input at the entrance and exit of each blade row. Provision is also made to simulate changes in gas flow rates at the entratse and exit of each blade row. Energy balance effects are simulated by changing the values of the gas constant and specific heat ratio.
f) The turbine geometry may be either input as a passage distributed area (SPA and RPA)* or as effective exit vector flow angles (SDEA and RDEA). The assumption that the effective exit flow angles are approximately equal to the design blade exit angles is usually valid. Mandatory inputs are the diameters of the root (DR) and tip (DT) for the entrance and exit of each blade row and the stator and rotor design inlet angles (SDIA and RDIA) for each of the radial sectors.
g) Even though there are two subroutines (L $\varnothing$ SS 1 and L $\varnothing S S$ 2) which are capable of calculating losses by a total pressure loss coefficient method, the values for the coefficients of the series expansion are not generally known. (See page 11 of NASA CR-710.) The standard method is to input the values of optimum recovery coefficients for stator and rotor (SREC and RREC) together with exponents to be used in the event of both negative and positive (EXPN and EXPP) incidence. (See page 10 of NASA CR-710 for equations used.)

[^8]h) Separate cases may be run for various turbine speeds by merely changing the RPM and indicating that is a change case ( $S T G C H=0.0$ ).
i) The FORTRAN IV code calculates a performance map for the case of a given turbine at a particular RPM by in effect varying the exit back pressure. The output for each "iteration" (i.e., value of back pressure) gives flow rates, velocities, flow angles, temperatures, pressures, densities, Mach numbers, efficiencies, and work done both for an overall stage output and also row-by-row output for each of the radial sectors. An exact choke point is found during the calculation of the performance map and the turbine back-pressure is effectively further reduced until the discharge annulus area is choked af the pitchline sector (assuming AACS = 1.0). A single performance point can be obtained by simply setting all pressure ratio increments (DELC, DELL, and DELA) to zero. This is the usual case when fixed operating conditions are known at design.
i) The gas flow at the entrance to the first stator is assumed to have uniform radial temperature, pressure, and velocity. The flow is further assumed to be exactly aligned with the turbine axial direction (i.e., no tangential velocity component).

- Modifications to Code

As stated previously, as originally programmed the code was principally intended for analysis of JP-4 burning, air breathing jet engines. Internal to the code is a subroutine for calculating the thermodynamic properties of reacted JP-4-air mixtures. It also had a capability to input thermodynamic properties which was extended as required by the method used in determining the performance of wet vapor turbines. It was decided that the thermodynamic properties fore and aft of each blade row would be inputted in terms of representative values for the particular working fluid and its state. The variables to be input would be the ratio of specific heats at constant pressure to that at constant volume and Boyles and Charles law gas constant. The internals of the program are then used to calculate effective specific heat and various other effective
thermodynamic properties.
The following modifications were made in the code:

1) Wherever the Boyles and Charles gas low constant RG appeared in the code, it was replaced by a two-dimensional variable RV ( $I, K$ ) with proper choice of axial blade position I and stage number $K$ to correspond to the location in the turbine for which the calculation is being performed.
2) A change was made in the input NAMELIST formaf to allow reading in of a variable RV. Also a modification was made to read in reference values for the gas constant, temperature, pressure, and specific heat ratio all at standard sea level conditions. Formerly the code contained these values for air internally in a DATA statement. But since gases other than air will be used, it was thought useful to include a capability for inputting these values for each case rather than requiring a recompilation whenever a different working fluid was used.
3) The output was expanded to print out the values for the flow, $\gamma$ (ratio of specific heats), gas constant, and RWG (the ratio of the flow at a particular station to turbine inlet flow). To insure that these variables were being properly handled within the code, decreasing values of $\gamma, R V$, and RWG were fed in. The output was found to be consistent after a slight change in the logic.
4) Since values for $\gamma$ and RV are now fed in for all cases, the subroutines to calculate $\gamma$, RG, and $C_{p^{\prime}}$ are superfluous since they would never be called upon. If by inadvertently omitting the inputting of $\gamma$ and/or RV and subsequently a subroutine for calculating its value is entered, then an error message was added which would print out the words "SUBR $\varnothing$ UTINE ( ) HAS BEEN CALLED UP $\varnothing$ N" followed by a string of costerisks so that attention would be immediately drawn to the error. The (__) is filled in by the name of the subroutine being called. After the error message is printed out, the calculation is allowed to proceed using properties for air, water and JP-4 fuel.
5) On page 193 of NASA CR-170 the statement:
$21 \operatorname{PTP}(1, K+1)=\operatorname{PTBAR}(K) *((\operatorname{TTRA}(1, K) /$ $\operatorname{TTBAR}(K))$ ** E 3 ST2A 153
was found to be incorrect and should read:

$$
\begin{aligned}
& 21 \operatorname{PTP}(1, K+1)=\operatorname{PTBAR}(K) *(\operatorname{TT2A}(1, K) / \\
& \operatorname{TTBAR}(K)) * * E 3
\end{aligned}
$$

6) On page 208 of NASA CR-710 the statement:

ASOH = SQRT (GAM ( $1, K$ ) * $G$ * RG * STTSO(L) ) INST 175
was found to be incorrect and should read:

$$
A S O H=S Q R T(G A M(1, K) * G * R G * S T T S O(L))
$$

7) Any cards from the original code which had to be removed rather than modified were denoted by a comment card with the words "CARD DELETED" followed by a string of asterisks.
8) As an aid in debugging a computer run, an option was added to allow the printout of when entry or exit was made from each subroutine. This enables the user to examine the program logic as an aid in determining where discrepancies occur. This option is not recommended for other than de bugging runs since a large amount of output results.

### 2.3.3 Nomenclature for Input and Output of Modified Code

- Input Definitions *

1) "TRUE" or "FALSE" card depending on whether or not a listing of when an entrance and exit is made from each subroutine is desired. This card is input only once per case.
2) Two heading cards of 60 characters each inputted only once per case.
3) Constants input once per case:

| Code Nome | Dofinition | Unin |
| :---: | :---: | :---: |
| STAGE ** | Stoge identification number | - |
| STGCH | Fiog indicating whether following doro is for the banic cose (1.0) or for a change cole (0.0) | - |
| TIN | Turbine inlet total temperoture | ${ }^{3}$ |
| PTN | Turbine inlat total presure | pelo |
| walr | Water to alr ratio (not usad in modified code); should be input as 0.0 | -.. |
| Falr | Fuel to air ratio (not uned in modified code); thould be input os 0.0 | - |
| PTPS | Plichline pepsurase ratio (trotol to static) acrose first storor for $0^{\text {th }}$ colculation. This ratio is incremented by DELC, DELL, or DELA for next calculation | -- |
| DELC | First try of incrament to PTPS | $\cdots$ |
| DELL | Increment to PTPS ofter firct stator hor cifical flow ond olvo when ehoke iteration is complete | -- |
| dela | inciement to PTPS when lost rotor is chaked | - |
| STG | Number of stoges in turbine (8 moximum) | --- |
| SECT | Number of rodial rectors (o moximum) | $\cdots$ |
| EXPN | Exponent of cosine term for negotive incidence used in colculating on inlat recovery foctor (ree poge 10 of Reference 1) | $\cdots$ |
| EXPP | Exponent of cosine term for positive incidence uned in colculating an inlat recovery foctor (sees poge 10 of Reference I) | $\cdots$ |
| PAF | Profile averaging fork (either 0.0, 1.0, or 2.0); gives the next stoge inlet conditions for either: unfform (0.0) at the overepe value of the preceding stoge, of the rodial suctor proffiles ( 1.0 ) of prassure ond temperature of the preceding stoge, or a third option which keaps the exit total temperoture radial profile ond "smooths" (2.0) the exil total pressure profile from the preceding stoge | -- |
| SLI | Stoge loss indicator ( 0.0 means that recovary, efficiency, and flow confficients are inputed for each stoge; 1.0 meons that they are inputed only once ond are omumed constont throughout the rurbine) | - |
| AACS | Diseharge annulus orea choke stop which is the maximum limir for the Purbine exit axial Moch number of the pitchIne sactor. This code will continue to decrease the back pressure until this limit is reached (assuming DELC, DELL, and DELA $f 0.0$ ) | -- |
| RPM | Turbine speed | RPM |
| VCTD | Vector diogrom interstape output (aither 0.0 por overall stoge periformonce output only or 1.0 for row-by-row sector performence in oddition to overall stage outpur printout) | $\cdots$ |
| RSL | Gort constiont ot seo lavel stondard conditions | H $\mathrm{lb} / 1 \mathrm{~b}^{\circ} \mathrm{R}$ |
| TSL | Standord lemperatura ot seo level $=518.688$ | ${ }^{\circ} \mathrm{n}$ |
| PSL | Standord pressure at seo level $=14.6 \%$ | psia |
| GAMSL | Specific heat ratio at see level standerd conditiont | --- |
| ENDSTG | 0.0 if more stoge data to follow; I .0 if last stage data has been read in | --- |
| END $J \not \otimes_{B}$ | 0.0 if more cares to follow; 1.0 if all data for oll cones hos been inpur | --- |
| PCNH | Percent station height distribution (example: if 5 equal (in height) radial sectors were desired, then $\mathrm{PCNH}=0.2$, $0.2,0.2,0.2,0.2$ ) | -- |

[^9]4) Axial station input for each stage
(stations $0,1,1 \mathrm{~A}, 2$, and 2 A )

| Code Noma | Definition | Units |
| :---: | :---: | :---: |
| RG | Got censtont | $1 \mathrm{lb} / 1 \mathrm{~b}^{\circ} \mathrm{R}$ |
| gamg | Specific heot ratio | -- |
| D ${ }^{\text {P }}$ | Diameter of reot en hub of turbine | in |
| DT | Diameref of tip of turbine | in |
| pwg | Ratio of sation flow to lurbine inlet flow | -- |

5) Stator radial distributions for each stage (hub to tip sectors)

| Code Nome | Definition | Unis |
| :---: | :---: | :---: |
| SDIA | Stator dasion inlat angia | ( ${ }^{0}$ from oxty) |
| SDEA | Stater effective exit flow angie - should not be inpot if SPA is input | ( ${ }^{\text {a }}$ from axis) |
| SREC | Stator optimum recovery coaffeiont (\%) | --- |
| SETA | Stator afficiency coafficient ( $\mathrm{7}_{5}$ ) |  |
| SCF | Stator flow coefficient ( $C_{i}$ ) | 2 |
| SPA | Stator posioge orea par unit height - should not be input if SDEA is input | in/in |
| SESTH * | Stator ratio of exit blade haight to throot height | -- |

## 6) Rotor radial distributions for each stage

 (hub to tip sectors)WANL MODIFIED
TURBINE COMPUTER PROGRAM
STANDARD OPTION INPUT SHEET
Stort All Input Cords in Column 2
Subroutine Entry and Exit Listing Option (TRUE of FALSE)

Nome (Comment Information)
Title (Comment Informotion)
SDATAIN STAGE =



- Output Definitions


## 1) Station Nomenclature

The axial station numbers $(0,1,1 A, 2$, and 2A) following a parameter refer to the following designations:

| Station Number | 0 | 1 | 14 | 2 | 2 A |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Defintion | Statas inlea | Statace Exir | Rotor inimer | Rotor Exit | Naxt Stoge Stotor Inlet |

Also see Figure 2.3-1 for further clarification of terminology.

In the stage and overall performance output printout several parameters are given in terms of the equivalent parameter referenced to standard sea level conditions. This provides a common basis for comparison of performance maps for different furbine cases.
2) Stage Performance Parameters

| Symbal | Definition | Units |
| :---: | :---: | :---: |
| tibar 0 | Stage average inlet total temperature | ${ }^{\circ} \mathrm{R}$ |
| pibar 0 | Stoge averoge inlet toral pressure | pala |
| WG 0 | Stoge infer total woight flow | $\mathrm{lb} / \mathrm{sec}$ |
| DEL H | Stoge enthalpy drop (energy outpul) | BTU, 16 |
| WRT/P | Srage corrected weipht flow function | $(\mathrm{lb} / \mathrm{sec})\left({ }^{\circ} \mathrm{R} / \mathrm{psia}\right)^{1 / 2}$ |
| dh/tibara | Srage energy function | BTU/16 ${ }^{\text {a }}$ |
| N/RT | Srage corracted speed | SPM/ $\left.{ }^{\text {a }} \mathrm{R}\right)^{1 / 2}$ |
| ETA TT | Stage totol to total effictency | -- |
| ETA TS | Stoge totol to static officiency | --* |
| ETA At | Stoge totel to axial totol afficiency | $\cdots$ |
| PT0/PSI | Stoter tolal to static pramure ratio at pitchline | --- |
| PTBARO/PTBAR2 | Stage overage total to total pressure ratio | --- |
| - Tbaro/pS2 | Stoge overoge total to pitchline stotic pressure rotio | --- |
| PTR2/PS2 | Rotor exit relative total to static pressure ratio ot pitchline | --- |
| TTBAR2/TTBARO | Stage average total to rotal remperature rotio | --- |
| ITRIA/TTBARO | Rotor inlet pitchline relotiva total to stage inlet average total remperature retio | --- |
| WG 1 | Stotor exit totol weight flow | $\mathrm{lb} / \mathrm{sec}$ |
| PS IA | Rotor inlet stotic pressure ot pitchline | psio |
| ITR IA | Rator inlet refotive total remperature ot pitchline | ${ }^{\circ} \mathrm{R}$ |
| PTR 1A | Rotor inlet ralative rotal pressure of pitchline | psio |
| WG IA | Rotor inlet total weight flow | $\mathrm{lb} / \mathrm{sec}$ |
| PS 2 | Rotor exit shotic pressure of pitchline | pric |
| TTBAR 2 | Stage exit average total temperature | ${ }_{\text {or }}$ |
| PTGAR 2 | Stage exit overage total pressure | pria |
| WG 2 | Rotor exit totol weight flow; | $\mathrm{lb} / \mathrm{sec}$ |
| WG 2A | Next stage stotor inlet ratal weight flow | $\mathrm{lb} / \mathrm{sec}$ |
| UPNI | Wheel speed to isentropic velocity rotio at pitch!ine | --- |
| UR/VI | Root wheel speed to pitchline isentropic velocity ratio | --- |
| P51 P | Kinetic energy loading porameter of pitchline, | --- , - |
| PSI \% | Kinetic energy looding porameter at root | --- |
| RXP | Reaction ratio at pitchline | --- |
| RX R | Reaction ratio of root | -- |
| ALPHA 0 | Stotor inlet gos ongle at pitchline | - |
| I STATOR | Stator inlet incidence ongle at pitchline | 0 |
| BETA IA | Rotor inlet gas angle of pitchiline | 0 |


| Symbol | Dafinition | Unith |
| :---: | :---: | :---: |
|  | Rotor infer incidence angle ot pitchlint | - |
| AlPHA 2A | Next stage stator inlet gas angle at pitchline | - |
| deEta R | Rotor root Purning onple | - |
| M 1 | Stator exit Mach number at pitchline | --- |
| M1 RT | Stator exit Moch number at real | $\cdots$ |
| MR 1a | Rotor inlel relative Moch number at pitchline | --- |
| MRIA RT | Rotor inlet relotive Mach number at root | $\cdots$ |
| MR 2 | Rotor exil relotiva Mach number at pitchline | -- |
| MR2 ${ }^{\text {ITP }}$ | Rotor exit relotive Mach number of tip | - |
| E/TH CR | Stage equivalent energy, corracted to stondord inlet critical conditions | BTU/Ib |
| N/RTH CR | Stage equivolent speed, corrected to trandard inlet critical conditions | RPM |
| WRTHCRE/D | Stoge equivalent flow, corract to stondord inlet criticol conditions | 16/soc |

3) Overall Turbine Performance Parameters

| Symbol | Definition | Unis |
| :---: | :---: | :---: |
| PSI P | Ovaroll kinetic enargy looding porametar of pitchline | --- |
| PSIR | Oraroll kinatic energy looding poramater of root | -- |
| DEL H | Overoll entholpy drop (energy output) | BTU/Ib |
| WRT/P | Turbine inlet corrected weight flow function | ( $\mathrm{H} / \mathrm{sec}$ ) $\left(\mathrm{P}^{\mathrm{R} / \mathrm{Ptiol}}\right)^{1 / 2}$ |
| N/RT | Turbine inlet corrected speed | RPM $/\left({ }^{\circ} \mathrm{R}\right.$ ) ${ }^{1 / 2}$ |
| DELH/TIIN | Oreroll energy function | Bru/b ${ }^{\circ}{ }^{\text {a }}$ |
| PTO/PTBAR2 | Overoll overoge totol pressure ratio | --- |
| PTO/PS2 | Overall totol to static pressure ratio at pitchine | --- |
| PTO/PAT2A | Overall total to axial total pressure ratio at pitchline | --- |
| ETA TT | Overall total to total efficiency | -- |
| ETATS | Overall total to static efficiency | --- |
| ETA TAT | Ovarall total to oxial rotol efficiency |  |
| WNE/600 | Turbine inlet equivalent flow-apwed parameter | $\mathrm{tb} / \mathrm{sec}^{2}$ |
| N/RTH CR | Turbine inlet equivalent apeed, corrected to standard inlet eritical conditions | RPM |
| E/TH CR | Orerall equivalent energy, corrected to stondord infet critizal conditions | BTU/lb |

4) Inter-Stage Radial Sector Performance

Parameters

| Symbol | Definition | Units |
| :---: | :---: | :---: |
| DIAM O | Diameter of mid-points of radial sectors at stator inlet | in |
| 110 | Total temperature of stator infet | $0_{8}$ |
| PTO | Total pressure at stator inlet | psia |
| ALPHA 0 | Gos angle (with respect to axial direction) of stotor inler | - |
| I STAT¢R | Incldence angle at stator inlet | - |
| $\checkmark 0$ | Gos velocity (composed of tangential and axial components) at stator inlet | f1/sec |
| VUO | Tongential gos velocity at stotor inlel | 9/8ec |
| VZ 0 | Axial gas velocity ot stotor inlet | f1/sec |


| Symbol | Definition | Unin |
| :---: | :---: | :---: |
| 150 | Stotic temperature at stator infat | ${ }^{\circ} \mathrm{R}$ |
| PSO | Static pressure of stator inlet | psio |
| DENS 0 | Sratic density of stotor inlet | $1 \mathrm{~b} / \mathrm{H}^{3}$ |
| Mo | Moch number ot stator inlet | --- |
| CPO | Specific heat at constant pressure at station inlet | $B T U / 1 b^{\circ} \mathrm{R}$ |
| RG 0 | Gas constont at stator inlet | $1{ }^{1} 16 / 16{ }^{\circ} \mathrm{R}$ |
| gamgo | Rotio of specifle heors at stator inlet | --- |
| awg 0 | Rotio of starion flow to Hurbine inlat flow by definition thit munt be 1.0 at the flrst stator inlet of turbine) | --- |
| WG 0 | Weight flow at stator inier | 16/sec |
| DIAM I | Diameter of mid-polnts of radial seetors at atator exit | in |
| ALPHA | Gos ongle (with reupect to oxial direction) at statore exit |  |
| DEL A | Gas tuming ongle ( $a_{0}+a_{1}$ ) |  |
| vi | Gas velocity (composed of rengential and oxial components (ot stotor exit | flsac |
| VU 1 | Tangential gos velocily of staror exit | 11/sec |
| VZ 1 | Axial gos velocity at stator exit | $\mathrm{ft} / \mathrm{sec}$ |
| TS 1 | Stotic temperature at staler exit | ${ }^{\circ} \mathrm{R}$ |
| PS 1 | Stotic pressure at stotor exil | ${ }_{\text {prio }}$ |
| DENS I | Storic density of stotor exit | $16 / 7{ }^{\text {d }}$ |
| M 1 | Moch number at stotor exit | --- |
| ZWI INC | Zweifel paromatar, incompresible | --- |
| CP S | Stotor pressure cosfflieion, incomprensible | --- |
| CP 1 | Specific heot at constant presure at stator exit | $8 \mathrm{Cu} / 16{ }^{\circ} \mathrm{R}$ |
| RGI | Gas constont of stater exit | $\ldots \mathrm{lb} / \mathrm{lb}^{\circ} \mathrm{R}$ |
| gamg : | Rotio of specific heats at stator exit | --- |
| RWG 1 | Rotio of stator exit flow to turbine inles flow |  |
| wo: | Weight flow ot stator exit | $\mathrm{lb} / \mathrm{sec}$ |
| DIAM IA | Diameter of mid-points of radial sectors of root inla: | in |
| PIR IA | Relative total pressive of roter inlet | pria |
| TTR 1A | Relative total temperature at rotor inlet | ${ }^{\circ} \mathrm{R}$ |
| BETA IA | Relailve gas ongle ot rotor inlet | - |
| - Røtgr | Incidence angle at rotor injet | - |
| R TA | Relative gos velocity of rotor inlet | $\mathrm{ft} / \mathrm{sec}$ |
| ruia | Relative gas tongentiol velocity at rotor inler | $\mathrm{fl} / \mathrm{sec}$ |
| MR IA | Relofive Mach number at rotor inlet | --- |
| UIA | Wheel speed at rotor inler | f1/sec |
| Ps iA | Storic pressure of rotor inlet | prio |
| is iA | Static temperoture ot rotor inlet | ${ }^{\circ} \mathrm{R}$ |
| CP 1A | Specific heat ot constont presure atrotor inlet | BTU/ $16{ }^{\circ} \mathrm{R}$ |
| RG IA | Gas constant at rotor inler. | ff $\mathrm{lb} / 1 \mathrm{lb}^{\circ} \mathrm{R}$ |
| gamg ia | Rotio of specific heots at rotor inlet | --- |
| RWG IA | Rotio of rotor inlet flow to turbine inlet flow | --- |
| WG IA | Weight flow ot rotor inlet | $\mathrm{lb} / \mathrm{sec}$ |
| DIAM 2 | Diometers of mid-points of rodial sectors of rotor exit | in |
| PTR 2 | Relative totol pressure at rotor exit | prio |
| TTR 2 | Relative total temperature at rotor exit | ${ }^{\circ} \mathrm{R}$ |
| BETA 2 | Relative gas ongle ar rotor exir | - |
| daEta | Gos furning angle ( $B_{1 A}+B_{2}$ ) | - |
| R 2 | Relative gor velocity at rotor exit | $\mathrm{ft} / \mathrm{sec}$ |


| Symbol | Definition | Units |
| :---: | :---: | :---: |
| RU 2 | Relative tongential gas velocity at rotor exit | Ft/sec |
| MR 2 | Relative Mach number of rotor exit | -- |
| U 2 | Wheel speed at rofor exit | f1/sec |
| RX | Reaction | --- |
| DELH | Entholpy drop (energy output) | вTU/lb |
| PSIP | Kinatic energy looding porameler | -- |
| ETA Tt | Total to toral effictency | --- |
| eta ts | Total to 1 otic efficiency |  |
| Eta At | Total to oxicl total efficiency |  |
| ZWIINC | Zwaifal porameter, incompresible | --- |
| CPR | Rotor pressure coefficient, incompressible |  |
| PS 2 | Static presme at rotor axit | pria |
| TS 2 | Stotic temperoture of rotor exir | $\mathrm{O}_{\mathrm{R}}$ |
| CP 2 | Specific heat at constont pressure at rator exit | BTU/16 ${ }^{\circ} \mathrm{R}$ |
| RG 2 | Gos constont al rotor exit | $\mathrm{fH} \mathrm{lb} / 16^{\circ} \mathrm{R}$ |
| GAMG 2 | Ratio of specific heats at rotor exit | --- |
| RWG 2 | Ratio of rotor exit flow to turbine inlet flow | --- |
| WG 2 | Weight flow ot rotor exit | lb/sec |
| PT 2A | Total pressure ot injet to next stotor | psic |
| TT 2A | Total temperature at inlet to nexi statar | ${ }^{\circ} \mathrm{R}$ |
| $\checkmark 2 \mathrm{~A}$ | Gas velocity (composed of tongential and oxial compenents) at inlot to next stotor | 41/sec |
| vu2a | Tongential gas velocity ot inlet to next stator | $\mathrm{fl} / \mathrm{sec}$ |
| ALPHA 2A | Gas ongle (with respect to exial direction) of inlet to next stator | - |
| MF 2A | Axiol Moch number of inlet to next stator | --- |
| VZ 2 A | Axial gos valocity ot inlet to next stater | $\mathrm{ft} / \mathrm{sec}$ |
| TS 2A | Static temperoture of inlet to next storor | ${ }^{\circ} \mathrm{R}$ |
| PS 2A | Stotic pressure of inlet to next stotor | prio |
| DENS 2A | Sratic density at inlef to next stator | $\mathrm{lb} / 7 \mathrm{f}^{3}$ |
| $M 2 \mathrm{~A}$ | Mach number ot inlet to next stator | --- |
| CP 2A | Specific hear at constant pressure at inlep to next stator | BTU/16 ${ }^{\circ} \mathrm{R}$ |
| RG 2A | Gas constant at inlet to next stator | (16 $16 / 16^{\circ} \mathrm{R}$ |
| GAMG 2A | Ratio of specific heots ot inlet to nexr srator | --- |
| RWG 2A | Ratio of flow ot inlet to next stator to turbine inlet flow | --- |
| WG 2A | Weight flow at injet to next stator | $\mathrm{lb} / \mathrm{sec}$ |
| 2.3.4 Method for Calculation of Modified Parameters for Wet Vapor Turbines |  |  |
| - Assumptions Used and Development of Equations |  |  |
| for Modified Parameters |  |  |

In wet vapor turbines since there exists two distinct phases (gas and liquid), the usual ideal thermodynamic relationships which are valid for gas turbines are not directly applicable. The approach used to determine the performance of wet vapor turbines involved making a minimum of changes in the code but required modifying the input data
appropriately to closely simulate the thermodynamic processes of a turbine operating within the saturation dome of a T-S (temperafure entropy) diagram. The following method was derived and gives good agreement with the results from the WSD 2-D code as run by Fentress (2).

In order to arrive at a consistent set of relatively simple relationships, the following assumptions were made:

1) The inlet hub and tip diameters for a given blade row are assumed equal to the exit hub and tip diameters from the preceding blade row. The same assumption holds true for the modified $\gamma^{*}, \eta^{*}$, and $R^{*}$. The superscript * indicates that it is a modified value for specific heat ratio, blade efficiency, and gas constant.
2) All inefficiencies are assumed to be lumped into the single blade efficiency parameter $\eta^{*}$. This includes such items as incidence and exit losses and flow coefficients. Consequently EXPP = $\operatorname{EXPN}=0.0, S R E C=$ RREC $=1.0, S C F=R C F=1.0$, RTF $=1.0$, and SESTH $=$ RERTH $=1.0$. The definitions of these computer code terms may be found in Section 2.3.3.
3) The exit gas flow angle from each blade row is taken to be equal to the exit blade angle. Therefore, actual blade exit angles (SDEA and RDEA) are input rather than distributed passage areas (SPA and RPA).
4) Since all energy changes are accounted for in the calculation of the modified parameters, there is no need to take into consideration the decrease in the gas flow rate due to condensation effects. Consequently RWG $=1.0$.
5) Radial variations in $\gamma^{*}, \eta^{*}$, and $R^{*}$ are assumed to be negligible.

In applying the following formulae to determine the modified values of $\mathrm{R}^{*}, \gamma^{*}$, and $\eta^{*}$, care must be exercised to obtain the proper relative velocity either entering or leaving a blade row. See Figure 2.3-1 for clarification of the station terminology used in the example potassium turbine.


Figure 2.3-1 Axial Station Velocity Nomenclature
The initial values for static temperatures, pressures, specific volumes, and velocities are obtained from previous I-D calculations. Definitions of the nomenclature used are given in Section 2.3.4.2

$$
\begin{align*}
& \text { FIFTH STAGE } \\
& R_{0}^{*}=\frac{144 \mathrm{P}_{\text {SO }}{ }^{{ }^{{ }^{\text {S SO }}}}}{}  \tag{1}\\
& r_{0}^{*}=\frac{1}{1-\frac{2 \mathrm{~g}_{0}^{*}\left(\mathrm{~T}_{\mathrm{TO}}-\mathrm{T}_{\mathrm{SO}}\right)}{\mathrm{V}_{0}^{2}}}  \tag{2}\\
& P_{T O}^{*}=P_{S O}\left(\frac{T_{T O}}{T_{S O}}\right) \frac{\gamma_{0}^{*}}{\gamma_{0}^{\star}-T}  \tag{3}\\
& \text { PTPS }=\frac{P_{T 0}^{*}}{P_{S 1}}  \tag{4}\\
& R_{1}^{*}=\frac{144 P_{S 1}{ }^{\vee} S 1}{T_{S 1}} \tag{5}
\end{align*}
$$

$$
\begin{align*}
& r_{1}^{*}=\frac{1}{1-\frac{2 g R_{1}^{*}\left(T_{T O^{-T}}\right)}{V_{S 1}^{2}}}  \tag{6}\\
& { }^{n_{1}}=\frac{T_{T O}-T_{S 1}}{T_{T O}\left[1-\left(\frac{P_{S 1}}{P_{T 0}^{*}}\right) \frac{r_{1}^{*}-1}{r_{1}^{*}}\right]}  \tag{7}\\
& D_{R 1 A}^{*}=D_{R 1}  \tag{8}\\
& D_{T 1 A}^{*}=D_{T 1}  \tag{9}\\
& R_{1 A}^{*}=R_{1}^{*}  \tag{10}\\
& \gamma_{1 A}^{*}=r_{1}^{*}  \tag{11}\\
& R_{2}^{*}=\frac{144 P_{S 2}{ }^{v} S 2}{T_{S 2}}  \tag{12}\\
& T_{T 2 g}=T_{S 1 A}+\frac{\left(r_{1 A}^{*}-1\right)\left(v_{1 A}^{2}+u_{2}^{2}-u_{1 A}^{2}\right)}{2 g r_{1 A}^{*} R_{1 A}^{A}}  \tag{13}\\
& P_{T 2 g}=P_{S I A}\left[1+\frac{\left(r_{I A}^{*}-1\right)\left(v_{1 A}^{2}+u_{2}^{2}-u_{I A}^{2}\right)}{2 g r_{I A}^{*}{ }_{T A}^{*}{ }_{S I A}^{*}}\right]^{\frac{r_{I A}^{*}}{r_{I A}^{*}-1}}  \tag{14}\\
& r_{2}^{*}=\frac{\left.-\frac{1}{2 g R_{2}^{*}\left(f^{*}\right.} \mathrm{T} 2 \mathrm{~g}^{-T} \mathrm{~T}_{22}\right)}{v_{2}^{2}}  \tag{15}\\
& \eta_{2}^{*}=\frac{T_{T 2 g}-T_{S 2}}{\left[\left(\left(1-\frac{P_{S 2}}{P_{T 2 g}}\right) \frac{r_{2}^{*}-1}{r_{2}^{*}}\right]\right.}  \tag{16}\\
& D_{R 2 A}^{*}=D_{R 2}  \tag{17}\\
& D_{T 2 A}^{*}=D_{T 2}  \tag{18}\\
& R_{2 A}^{*}=R_{2}^{*} \tag{19}
\end{align*}
$$

$$
\begin{align*}
& r_{2 A}^{*}=r_{2}^{*}  \tag{20}\\
& D_{R 0}^{*}=D_{R 2 A}^{*}  \tag{21}\\
& D_{\mathrm{T} 0}^{*}=D_{\mathrm{T} 2 \mathrm{~A}}^{*}  \tag{22}\\
& R_{0}^{*}=R_{2 A}^{*}  \tag{23}\\
& \gamma_{0}^{*}=\gamma_{2 \mathrm{~A}}^{*}  \tag{24}\\
& R_{i}^{*}=\frac{144 P_{S I}{ }^{V} S I}{T_{S I}}  \tag{25}\\
& T_{T O g}=T_{S 2 A}+\frac{v_{2 A}^{2}}{\frac{2 g \gamma_{2 A}^{*} R_{2 A}^{*}}{\gamma_{2 A}^{*}-1}} \\
& P_{T O_{g}}=P_{S 2 A}\left(\frac{T_{T O g}}{T_{S 2 A}}\right)^{\frac{\gamma_{2 A}^{*}}{\gamma_{2 A}-T}}  \tag{27}\\
& \gamma_{1}^{*}=\frac{1}{1-\frac{{ }^{2 g R_{1}^{*}\left(T^{T} T O_{g}-T_{S 1}\right.}}{v_{1}^{2}}}  \tag{28}\\
& \eta_{1}^{*}=\frac{T_{T O g}-T_{S 1}}{T_{T O_{g}}\left[1-\left(\frac{P_{S 1}}{P_{T O g}}\right) \frac{\gamma_{1}^{*}-T_{1}}{\gamma_{1}^{*}}\right]} \tag{29}
\end{align*}
$$

The remainder of the expressions for the modified parameters for the rest of the sixth stage are the same as those in Equations (8) through (20). For turbines with more than two stages, the same relationships are repeated for each succeeding stage. Since there is a significant amount of hand calculations involved in obtaining the modified parameters, a small computer program could be written to punch out these values in a format compatible with the input to the modified NASA turbine code.

Nomenclature Used in Calculation of Modified Parameters

| Symbol | Definition | Unis |
| :---: | :---: | :---: |
| $\mathrm{O}_{\mathrm{R}}$ | Root diameter | in |
| $\mathrm{D}_{\mathrm{T}}$ | Tip diameler |  |
| 9 | Gravitationol occalaration (32.2) | $\mathrm{r} / \mathrm{sec}^{2}$ |
| $\mathrm{P}_{5}$ | Static prassure | pria |
| ${ }^{\text {P }}$ | Totol pressure | pria |
| PTPS | Total-to-static pressure ratio across first stator | $\cdots$ |
| R | Gas constant | $f \%{ }^{\circ} \mathrm{R}$ |
| ${ }^{1}$ | Static remperature | ${ }^{\circ} \mathrm{g}$ |
| $T_{T}$ | Total temperature | ${ }^{\circ} \mathrm{R}$ |
| $v$ | Wheel speed | f1/rec |
| $v$ | Gas velocity | fisec |
| ${ }^{\text {s }}$ S | Specific volume | $65^{3} / 16$ |
| $r$ | Ratio of specific heats | --- |
| \# | Ovarall effective blade efficiency | --- |

### 2.3.5 POSSIBLE FUTURE MODIFICATIONS TO CODE

1) With the advent of the CDC 6600 computer and its 65 K core (as compared to the IBM 7094 and its core of 32 K ), it is possible to expand the maximum number of radial sectors to greater than 6 and the maximum number of stages to exceed 8. Of course computer run times would be longer and a different method of printing out data would have to be used.
2) The code could be changed so as to iterate to a desired exit pressure condition automatically by comparing the average turbine exit total pressure with that desired. If the difference between the exit total pressures were not within some given tolerance, the first stator pressure ratio PTPS would be adjusted accordingly.
3) Non-uniform turbine inlet radial distributions in pressure, temperature, and velocity could be achieved by inputting such quantities. The assumption in the code as presently programmed is that the inlet radial distributions are uniform.

### 2.3.6 REFERENCES

1. E. E. Flagg, "Analytical Procedure and Computer Program for Determining the Off-Design Performance of Axial Flow Turbines," NASA CR-710, February 1967.
2. Westinghouse Electric Corporation, Astronuclear Laboratory, Report WANL-PR (DD)-017, January 1967, Contract NAS 7-390.

## APPENDIX 2.3 A

SAMPLE PROBLEMS ILLUSTRATING USE OF CODE
2.3 A-1 NASA Reference Two-Stage Gas Turbine (5 Radial Sectors)

1. Comparison of Results

The sample problem given in NASA CR-710 was run both on the IBM 7094 (II) and CDC 6600 computer. The data output from both machines was in exact agreement to at least the sixth significant figure. The minor discrepancies noted were thought to be due to the difference in the number
of significant places carried in the respective machines. It was found that the sample problem data output given in NASA CR-710 did not exactly correspond to that report's data input. When the data input was appropriately changed, the subsequent output was in substantial agreement (at least to the fourth significant place) with that given in NASA $\mathrm{CR}-710$. No explanation can be given at this time as to why there was not agreement to at least the sixth place. But it is felt that the agreement is more than adequate to satisfy engineering criteria.

## 2. Data Input




| ROOT |  | Statoh railial cistributions |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Pltch |  | T ${ }^{\text {P }}$ |  |
| SDiA $=$ | 25.000 | 22.400 | 20.200 | 18.300 | 16.600 | 0.000 |
| SUEA= | 0. 000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| SPEC= | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 0.000 |
| SETA= | . 970 | -9RO | . 9140 | . .980 | . 970 | 0.000 |
| SCF $=$ | . 925 | . 425 | .925 | . 975 | . 425 | 0.000 |
| SPA $=$ | 30.420 | 36.855 | 43.485 | 50.765 | 54.240 | 0.000 |
| SESTM = 1.010 |  |  |  |  |  |  |
| rutoh hatial oisthigutions |  |  |  |  |  |  |
| RDIA $=$ | 36.600 | 26.400 | 16.100 | 4.600 | -6.100 | 0.000 |
| POEA= | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| RRES $=$ | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 0.000 |
| RETA= | . 919 | .946 | . 946 | .940 | . 919 | 0.000 |
| RCF = | . 900 | . 900 | . 900 | .900 | . 900 | 0.000 |
| RPA $=$ | 43.350 | 48.150 | 52.350 | 55.750 | 58.550 | 0.000 |
| RTF = | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 0.000 |
| RFRTK= | 1.010 |  |  |  |  |  |

3. Listing of Dota Qutput


## 3. Output Data (coritinued)

| ALPMA 24 | 20.327 | -9.2¢9 |  |
| :---: | :---: | :---: | :---: |
| ORETA ${ }^{\text {a }}$ | 116.216 | 86.32\% |  |
| $\cdots 1$ | .83798 | . 64215 |  |
| $\cdots \mathrm{Cl}$ | 1.01118 | . 78439 |  |
| NR la | . 47064 | . 35 ! $>6$ |  |
| MRIA RT | .69181 | - 50438 |  |
| mi 2 | . 64014 A | . 52017 |  |
| MRA TIP | . 69787 | . 61946 |  |
| E/TH CR | 16.272 | 9.692 |  |
| N/RTH CR | $433^{2} \cdot 3$ | 4654.2 |  |
| mrtmeresc | 43.440 | 6A.554 |  |
|  |  | Overall | performance |
| PSIP | .77717 | PSI N | 1.32335 |
| MRT/P | 67.31951 | N/RT | 190.53189 |
| ntomptearz | 2.2499! | PTO/PSC | 2.49144 |
| Eta tT | . 9.3700 | ETA TS | . 86213 |
| WTE/GOC | 3141.641 | N/ATH GR | 4339.324 |


| DEL H | 33.33004 |
| :--- | ---: |
| DELH/TTIN | .04761 |
| PTOAPATZA | 2.36903 |
| FTKTAT | .93477 |
| E/TH CR | 20.89720 |

AASA THO STACE RESA TURYINE CONFUTE
1.00 5041 - 6 UEG. LOSS PKCFILE .9B .946. .977.90.

INTER-STAGE PERFORMANCE


3．Output Data（continued）

| $\begin{aligned} & \mathrm{A} 4 \mathrm{~A} \\ & 1.00 \end{aligned}$ | $\begin{aligned} & \text { Tmo stage ik } \\ & \leq 041 \quad-8 \end{aligned}$ | asa tungine《EFEREACE T DEG．LOSS inter－stis | conruten URoINE pabfile <br>  | $\begin{aligned} & \text { PROGRAN } \\ & .98 \quad .946 \text {, } \\ & \text { ANCE } \end{aligned}$ | ． 977. | ．90， |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Sta la | bcicr inget |  | STAGE 1． |  |  |  |  |
| ojam la | 19．280 | 21.721 | 23． 355 | 25.389 | 27．224 |  |  |
| －Ta 14 | 11．994 | 12．251 | 1く．478 | 12.778 | 13.083 |  |  |
| TTA iA | 637.2 | 339.2 | t42．0 | 6.45 .8 | 650.6 |  |  |
| aEJA 1 | 58.685 | 53.180 | $4 \mathrm{E} .33^{6}$ | 37.306 | 27.212 |  |  |
| ！ROPOR | 8.085 | 9.288 | 8． 236 | 1.704 | 6． 312 |  |  |
| －14 | 754.142 | 656.463 | 51a．03＊ | 493.769 | 433.126 |  |  |
| 时 is | 646．243 | 525.969 | 413.810 | 303.751 | 198.059 |  |  |
| Ma 1A | ． $633 \cdot 0$ | －54564 | ．47064 | －40274 | ． 35060 |  |  |
| $\cup$ IA | 437.407 | 477.155 | 51E．104 | 558．452 | 598.801 |  |  |
| PS 1／ | 9.225 | 10.067 | 10.770 | 11.461 | 12.035 |  |  |
| is is | 589，${ }^{\text {c }}$ | 603．3 | E14．7 | 675.5 | 63.4 |  |  |
| CP IA | ． 23998 | － 23996 | －$\times 3996$ | ． 22996 | ． 23996 |  |  |
| RG 1A | 53.350 | 53.350 | S 3.350 | 53.350 | 53.350 |  |  |
| gang la | 1.40000 | 1.40000 | 1.40000 | 1.40000 | 1.40000 |  |  |
| ang 1＊ | 1.00000 | 1.00000 | 1.00000 | 1.90000 | 1.00000 |  |  |
| ng la | 4.58 .35 | 7.70660 | 8.60273 | $9.79 n 81$ | 10.73712 | ＋ 3.61168 | total flow |
| Sta 2 | acter exil |  |  |  |  |  |  |
| Ola＊ 2 | 19．430 | 21.495 | 23.555 | 25.615 | 27．674 |  |  |
| PTO 2 | 11.947 | 12．223 | 1＜．678 | 12．810 | 13．15＊ |  |  |
| $10^{10} 2$ | $63 t .5$ | 438.8 | C42．0 | 644．3 | 651.4 |  |  |
| QETA 2 | 57．531 | 59.629 | 55.374 | 60.258 | 60.964 |  |  |
| UBETA | 116.215 | 111.417 | 105.115 | 9R． 223 | 84． 175 |  |  |
| － 2 | 7no．cso | 738．440 | 184．765 | 797.550 | 818．486 |  |  |
| R1， 2 | 590.03 J | 630.922 | 658．123 | 642.446 | 115.611 |  |  |
| M 2 | ． 58512 | －htera | ． 64048 | ．68793 | ．084 11 |  |  |
| $\because 2$ | 4.7 .500 | 472.802 | 516.104 | 563.406 | 608.708 |  |  |
| RX | －．00402 | ． 11694 | ．61420 | －3n756 | －38245 |  |  |
| DELF | 21．＋83 | 22.134 | $2 C .182$ | 22.137 | 21.654 |  |  |
| pSt P | 2．9023 | 2.45370 | 2．66493 | $1.7 \times 143$ | 1.44743 |  |  |
| ETA It | ．91413 | ．94184 | .54518 | ．9475？ | ． 92554 |  |  |
| ETA TS | ． 20596 | ．826A1 | －63127 | －67235 | －81639 |  |  |
| eta at | .89419 | ．92233 | ． 52980 | ． 97434 | .91677 |  |  |
| ZWI INC | －1．45326 | －1．ti31 ${ }^{1}$ | －1．42033 | －1．24554 | －1．09099 |  |  |
| cos | －． 16035 | ． 2095 | ． 94051 | －b1F？ | ． 71997 |  |  |
| 15 2 | 9.277 | 9.295 | 5.314 | 9.330 | 4.342 |  |  |
| TS 2 | 595． 7 | 593.3 | $=93.3$ | $503 \cdot 3$ | 585.7 |  |  |
| CH 2 | ． 23996 | ． 23996 | ． 63996 | －23946 | ． 23996 |  |  |
| Re 2 | 53.350 | 53.350 | $5: .350$ | 53.350 | 53.350 |  |  |
| ribucis 2 | 1.40000 | 1.40000 | 1.40000 | 1．4nn00 | 1.40000 |  |  |
| Qwf 2 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 |  |  |
| wi 2 | $t .49415$ | 7.85820 | 8.13514 | 9.10391 | 14.45615 | 43.61166 | total flow |
| ＋1 24 | 10.061 | 10．11？ | 16.122 | 10.149 | 10.138 |  |  |
| ¢1 24 | 609.6 | 6．97．7 | t07．6 | 0n7．7 | 609.7 |  |  |
| $\checkmark 24$ | 402.148 | 404.575 | 409.078 | 404.007 | 394． 169 |  |  |
| vu 24 | 164．783 | 159．53n | 140.017 | $12 \mathrm{H.gOH}$ | 106．46．9 |  |  |
| Alpha 24 | 24．030 | 22.944 | 20.327 | 18.592 | 15.509 |  |  |
| MF 24 | ． 30675 | ．31334 | ，i1636 | －32046 | ． 32044 |  |  |
| $v 2$ 2＊ | 367.151 | 374.404 | 317．978 | 382.924 | 383.670 | ．． |  |
| is 21 | 590．？ | 594.0 | 594.0 | 494.2 | 596.5 |  |  |
| $4 \mathrm{H}^{24}$ | 9.304 | 9.334 | 5.355 | 9.376 | 13.391 |  |  |
| OFPS 24 | ． 04.113 | ． 04241 | ． 04.251 | ． 04.259 | ．04249 |  |  |
| ${ }^{4} 24$ | ． 33598 | ． 34032 | ． 33736 | －33411 | ． 33255 |  |  |
| CP 2a | ． 2388 | ．？3495 | ． 63496 | － 27996 | ．23996 |  |  |
| 2f 25 | 33.350 | 53.350 | 53.350 | 53.350 | 53.350 |  |  |
| Garg 2a | 1.40000 | 1.40000 | 1.40000 | 1.40000 | 1.40000 |  |  |
| D＊G 2a | 1.00000 | 1.00000 | 1.20000 | 1.00000 | 1.00000 |  |  |
| WG 2A | 6．89，15 | 7，85625 | 8.73519 | 9.56391 | 10.45615 | 43.81166 | TOTAL．FLOA |

3. Outpot Dota (continued)



| Sta da | bCtcr inlet |  | Stage 2. |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| otam in | 10.849 | 21.202 | 23.555 | 25.908 | 28.261 |  |  |
| ota la | 7.993 | P.161 | E. 343 | 8.600 | 8.871 |  |  |
| tia in | 57 f .7 | 573.3 | 276.d | 58.1 .8 | 587.6 |  |  |
| GETE ! | 40.535 | 29.960 | 15.343 | -. 545 | -15.815 |  |  |
| 1 fupen | 3.935 | 2.060 | -. 757 | -5.185 | -9.115 |  |  |
| 014 | Eア2.7at | 45.9.435 | -04.233 | 389.963 | 400.905 |  |  |
| Hu 1* | 339.876 | 215.552 | 10t.311 | -3.979 | -109.261 |  |  |
| nR la | .45513 | . 39220 | . 35198 | . 37344 | . 34128 |  |  |
| U : | 414.6 ce | 654.353 | 516.104 | 539,855 | 621.600 |  |  |
| 4514 | 6.530 | 7.341 | 1.559 | 7.970 | 8.209 |  |  |
| 15 1* | 54\%, 0 | 555.2 | 562.9 | $5 \times 9.2$ | 574.3 |  |  |
| CD IA | . 23596 | . 23496 | . 63996 | - 22996 | . 23996 |  |  |
| RG 1A | 53.350 | 53.350 | 53.350 | 53.350 | 53.350 |  |  |
| Gang la | 1.40000 | : .40000 | 1.40000 | 1.40000 | 1.40000 |  |  |
| -wg la | 1.00000 | 1.90000 | 1.09000 | 1.00000 | 1.00000 |  |  |
| -G 1^ | A.56740 | 7.69021 | 8.16394 | 9.79979 | 10.79383 | 43.61164 | total flow |


2.3 A-2 Wet-Vapor Potassium Turbine*(5 Radial Sectors)

1. Calculation of Modified Parameters

Using the equations given in Section 2.3.4, the values for the modified parameters (given in Table 2.3 $\mathrm{A}-1$ ) were calculated by hand and used as data input to the modified NASA turbine code. Only the 5th and 6th stages are analyzed and correspond to stages 1 and 2 in the output listing.

## 2. Comparison of Results from Modified

 NASA Code and WSD CodeTable 2.3A-2 shows a comparison of the results between the 1-D and 2-D codes from WSD and the NASA code using the modified parameters. The total-to-static pressure ratio (PTPS) across the first stator was adjusted until the turbine exit conditions were identical to those obtained in *Described in Reference (2).
the Steam Division codes. The modified parameters were assumed to remain constant during the small changes in PTPS. Unfortunately, a completely consistent set of input data was impossible to be obtained from either Table I or Table II of Reference (2) or

TABLE 2.3A-1

$$
\begin{gathered}
\text { MODIFIED PARAMETERS FOR POTASSIUM } \\
\text { TURBINE }
\end{gathered}
$$

| Station | $\mathrm{D}_{\mathrm{R}}^{*}$ | $\mathrm{D}_{T}$ | R* | $r^{*}$ | $7{ }^{*}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 5.29 | 7.51 | 31.158 | 1.1825 | $\cdots$ | $P_{\text {PO }}=38.828 ;$ PTPS $=1.3619$ |
| 1 | 5.15 | 7.83 | 30.842 | 1.1437 | 0.92577 |  |
| 1A | 5.15 | 7.83 | 30.842 | 1.1437 | - |  |
| 2 | 5.04 | 8.28 | 30.889 | 1.16607 | 0.81662 |  |
| 2A | 5.04 | 8.28 | 30.898 | 1.16607 | $\cdots$ |  |
| 0 | 5.04 | 8.28 | 30.689 | 1.16607 | $\cdots$ |  |
| 1 | 4.89 | 8.62 | 30.828 | 1.144 | 0.94752 |  |
| 1 A | 4.88 | 8.62 | 30.828 | 1.144 | --- |  |
| 2 | 4.50 | 9.10 | 30.763 | 1.1637 | 0.8155 |  |
| 2A | 4.60 | 9.10 | 30.763 | 1.1637 | -- |  |

TABLE 2.3A-2

## COMPARISON OF POTASSIUM TURBINE DATA AT MEAN DIAMETER

| LADE ROWEXIT CONDITIONS | Fourt heter |  |  | Code (1) | Filith Stator |  | $\begin{array}{\|c} \mid-1-D \\ \operatorname{cose}(1) \end{array}$ | Ftith dotor |  | 51.3 ch Stater |  |  | $\left\lvert\, \begin{aligned} & \operatorname{ir} \\ & \operatorname{cost}(1) \end{aligned}\right.$ | Slxith Roter |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\left\lvert\, \begin{aligned} & \text { Plot } \\ & \operatorname{cosec}(1) \end{aligned}\right.$ | NASA Cods (2) |  |  | NASA Code (1) | Difference |  | NHSA Code (2) | Diferenct | $\begin{aligned} & \text { ell-D } \\ & \operatorname{cosen}(1) \end{aligned}$ | NASA Code (2) |  |  | Nasa Code (2) | Diffornew |
| EADE HEIGHT (inch) <br> M坨N OLANET (inch) | 1.11 | 1.11 - | 0.0 | 1.34 | $1.34^{\circ}$ | 0.0 | 1.62 | $1.62 *$ | 0.0 | 1.87 | 1.87 | 0.0 | 2.25 | $2.25 *$ | 0.0 |
|  |  | 6.40 * | 0.0 | 6.49 | $0.40^{\circ}$ | 0.0 | 6.66 | 6.66* | D. 0 | 6.75 | 0.75 | 0.0 | 6.85 | $6.85 *$ | 0.0 |
|  | 6.40 | 6.40 * | 0.0 | 6.49 |  | 0.0 | 6.60 | 6.6 |  |  |  |  |  |  |  |
|  | 64.37 | -- | -- | 64.37(65.03) | 65.03* | +1,000.99 | $64.37(63.65)$ | 63.45 | -1.120.0) | 57.3237.57 | 87.5* | *. $438(0.6)$ | 60.30(58. 98) | 58:\%** | -2.190. ${ }^{\text {9 }}$ |
| ROW ANGLE (bogres) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| STATIC messume (pia) | 37.00 | $\because$ | - | 36.51 | 28, 190 | -1.69 | 22.04 | 21.963 | -0.349 | 19.67 | 19.495 | -0.950 | 16.90 | 16.892 | -0.004 |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| STATLC <br> fenpenatloze | 2058 | -- | -- | 1994 | 1991.9 | -0.105 | 1937 | 1936.7 | -0.015 | 1974 | 191.9 | -0.110 | 1262 | 1882.0 | 0.0 |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| FLOW RATE (14/4ac) | 5.76 | -- | -- | 5.76 | 5.75851 | 0.0 | 5.76 | 5.75951 | 0.0 | 5.76 | 5.75951 | 0.0 | 5.76 | 5.75951 | 0.0 |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Jet velocity ( $\mathrm{m} / \mathrm{wc}$ ) | 103 | -- | -- | 104\%1076.5) | 1071.3 | +4,035+1.37) | 1075(1033. 5 | 1029.4 | -4.34-0.496) | 6) 815 (811.7) | 833.0 | +0.98211.397 | $820(790.6)$ | 779.9 | -4.77(-1.37) |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| GANMM | 1.211 | 3.1835* | -- | 1.203 | 1.1437* | -- | 1.18 | $1.6607^{*}$ | - | 1.195 | 1.1447 | -- | 1.198 | 1.1607 | -- |
| $\begin{aligned} & \text { GAS } \\ & \text { COSSTANT } \\ & \left(\# S_{R)}\right. \end{aligned}$ | 31,51 | 31.136* | -- | 31, 23 | 30.043* | - | 30.98 | 30.664* | - | 30. 00 | 30, 823 ${ }^{\circ}$ | -- | 30. 85 | $30.780^{*}$ | -- |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| EFFICIENCY COFFFICENT FOR UADE ROW | - | -- | -- | - | 0.92377 | - | -- | 0.81562* | -- | $\cdots$ | $0.94757^{\circ}$ | -- | -- | 0. 8155 | -- |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |



Figure 2.3A-1 6 th Stator Blade Exit Angles


Figure 2.3A-2 6th Rotor Blade Exit Angles


Figure 2.3A-3 6th Rotor Exit Jet Velocity
a combination of the two. The difference in the 2-D blade angle distribution from that used in the 1-D calculation is most likely the primary reason that the jet velocities at the mean diameters are not in better agreement.

Figures 2.3A-1 and 2.3A-2 show the slight differences in the angles used in WSD 2-D calculations and those used as input to the NASA code 2-D analysis. Figure 2.3A-3 shows the good agreement between the turbine exit jet


Figure 2. 3A-4 5th Stator Exit Static Pressure
velocities as calculated by both codes. In Figure 2.3A-4 there is also good agreement with the static pressure distributions from the 5th stator exit.

It is therefore concluded that if one performs a hand solution (or uses an appropriate computer code) for a I-D turbine analysis, then this method of using modified $\gamma, R$, and $\eta$ parameters with the NASA code will give a valid and thermodynamically consistent two-dimensional analysis of a turbine operating in the wet vapor region.
3. Data Input

| TUAAlNE COMpuIfR FOOGRam <br> TWC STAGF POIASSIUM TUKGINE <br> FIVE Rallat sectors |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| STaTaln |  |  |  |  |  |  |  |
| STG?.HM | 1.000 |  |  |  |  |  |  |
| Tilns | 2067.300 | PIIN: | 34.828 | WAIn\# | 0.000 | FAIR: | 0.005 |
| PTPS* | 1.377 | OELC: | 0.000 | DELL | 0.000 | UELAK | 0.000 |
| Stifa | 2.000 | SFCT: | 5.060 | ExPAS | 0.000 | EyPru | 1,000 |
| +AFE | 1.000 | SLI: | 0.000 | AACS $=$ | 1.000 | RPM= | 24000,030 |
| VCT!\% | 1.000 | MSL | 37.600 | $15 \mathrm{~L}=$ | 1800.000 | PSL: | 11.203 |
| GANSL $=$ | 1.618 | Enustio | 0.000 | ENOJOA = | 0.000 |  |  |
| INLET HAOIAL Profiles |  |  |  |  |  |  |  |
| PCNH: | -200 | .200 | . 300 | .200 | .200 |  | 0.009 |
| Standarto cption |  |  |  |  |  |  |  |
| Sthgrs | 1 |  | IAL STA | 1 IONS |  |  |  |
|  | STA: $n$ | Sta. 1 | STA.1A | STA. 2 | 2 STA.2A |  |  |
| PG ${ }^{\text {a }}$ | 31.158 | 30.342 | 30.342 | 30.689 | $9 \quad 30.639$ |  | 0.000 |
| GAMGz | 1.182 | 1.144 | 1.144 | 1.166 | $6 \quad 1.166$ |  | 0.000 |
| Dが | 5.27n | 5.150 | 5.150 | 5.040 | - 5.C40 |  | 0.000 |
| DI* | 7.510 | 7.830 | 7.830 | O. 2R0 | - $\quad 8.280$ |  | 0,000 |
| $\mathrm{PR}_{\text {Rú }}=$ | 1.000 | 1.500 | 1.000 | 1.000 | 1.000 |  | 0.000 |
| Stator havial olistributions |  |  |  |  |  |  |  |
|  | FOET |  | F17CH |  | IIF |  |  |
| SDIA $=$ | $0 \cdot 000$ | 0.000 | 0.000 | 0.000 | 0.000 |  | $0.0: 0$ |
| SDEAy | 66.100 | 65.000 | 45.030 | 64.350 | 63.650 |  | 0.050 |
| SRECm | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 |  | 0.000 |
| SETA= | . 926 | .920 | . 926 | .925 | - 1.920 |  | 0.000 |
| SCFa | 1.000 | 1.000 | 1.000 | 1.000 | 1.003 |  | 0.000 |
| Spay | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |  | 0.000 |
| SESTME | 1.060 |  |  |  |  |  |  |


| ROTOM RAOIAL DISTPIHUTIUNS |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| DUJax | 48.850 | -1.500 | 33.080 | 22.000 | 8.500 | 0.000 |
| DDEA: | 61.600 | 62.650 | 63.650 | 64.505 | 65.350 | 0.000 |
| -qEC: | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 0.000 |
| QETA | . 817 | .017 | .817 | . 217 | .617 | 0.006 |
| RCFE | 1.000 | 1.000 | 1.009 | 1.000 | 1.000 | 0.006 |
| FPAE | 0.000 | 0.000 | 0.009 | 0.000 | 0.000 | 0.000 |
| RT5= | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 0.000 |
| QEATHE | 1.000 |  |  |  |  |  |
| Stancall chticn |  |  |  |  |  |  |
| STAGE: | $?$ |  | AXIAL STAI |  |  |  |
|  | Sta. 0 | STA. 1 | STA.1A | STA. ${ }^{\text {S }}$ | STA. 2 A |  |
| RG= | 30.6F9 | 30.478 | 30.329 | $30.7{ }^{3}$ | 30.763 | $0.00^{5}$ |
| gandis | 1.166 | 1.14 .5 | 1.145 | 1.18 .4 | 1.154 | 0.000 |
| DE\% | 5.040 | 4.080 | 4.840 | 4.800 | 4.600 | 0.000 |
| Dis | H.200 | A.t? ${ }^{\text {a }}$ | 8.620 | 9.100 | 9.100 | 0.005 |
| HWGE | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 0.000 |
|  | Statoh favial cistaldutiuns |  |  |  |  |  |
|  | FOOT |  | HITCH |  | TIP |  |
| SUTam | 37.300 | 29.700 | 26.540 | 23.400 | 20.000 | 0.000 |
| SDEAE | 0.900 | 59.250 | 57.570 | 55.450 | 54.150 | 0.000 |
| SAEC: | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 0.000 |
| St TA= | .948 | . 9.42 | . 948 | . 946 | . 948 | C. 0000 |
| SCF\% | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | O.0ng |
| SPA= | 0.050 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| SESTr= | 1.000 |  |  |  |  |  |
| hUTOH haOIAL OIBTHIEUTINNS |  |  |  |  |  |  |
| DCIAs | 32.000 | 10.000 | -2.800 | -20.500 | -35.000 | $0.000$ |
| QUEA= | 52.600 | 56.100 | 58.980 | 01.450 | 63.600 1.000 |  |
| Qecis | 1.000 | 1.000 | 1.000 | 1. 200 | 1.000 .16 | 0.000 |
|  | - P1 | . 416 | . 516 | $+R 16$ 1.000 | 1.200 | 0.050 |
| ¢CF $=$ | 1.000 | 1.000 | 1.000 | 1.000 0.000 | 1.0.000 | 0.000 |
| ppas= | 0.000 | 0.900 | 2.050 | 0.000 | -.000 | 0.0000 |
| HTFE | 1.000 | 1.000 | 1.000 | 1.0140 | 1, 00 |  |
| DERTME | 1.000 |  |  |  |  |  |

4. Ouipui Dutu

NASA TuROINE COKPUTER PRCEAAM


4．Output Data（continued）

| $\begin{array}{r} \text { RX F } \\ A L P H A \\ \hline \end{array}$ | 20404 0.000 | $\begin{aligned} & 12440 \\ & 26.147 \end{aligned}$ |
| :---: | :---: | :---: |
| I STATOF． | 0.000 | －． 353 |
| EETA 14 | 33.910 | －1．564 |
| 1 ROTOF | ． 850 | 1．216 |
| ALPMA 24 | 26.147 | －6．9 5 |
| CBETA | 109.973 | 14.948 |
| $\cdots 1$ | ． 72584 | ． 55060 |
| $\cdots 1$ 日T | ．86583 | ．703」2 |
| NR Ja | .36920 | －29964 |
| －RIA HT | ． 55040 | ．424こ9 |
| MR 2 | ． 68 HGO | ． 52969 |

NASA IURETNE CORPUTEN PRCGRAM
TWC STAGE POTASSIUN TURGJNE
FIVE RADIAL SECTORS
CASE $\begin{gathered}\text { 2．} \\ \text { STAGE FERFOMANC }\end{gathered}$


| NR2 IIF | .75376 | ．65843 |
| :---: | :---: | :---: |
| E／TH CA | 39.307 | 23.242 |
| N／DIMCF | 26270．6 | 27306.5 |
| WRYMCRE／C | 1.405 | 2．853 |


| 以S1 P | ．64847 | $\begin{aligned} & \text { OVELALL } \\ & \text { OSI } \end{aligned}$ | FORNANCE |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| MPT／P | ¢． 74307 | A／bit | 1．19409 | OEL H | 50．R25129 |
| －Toiptrafz | $=.19659$ | －T0／LSく | 37， 24074 | OELM／TTH | ． 02459 |
| FTA TT | ．13219 | ETA TS |  | PTC／PATzA | 2.20133 |
| WNE／GOC | 791．110？ | N／RTH CR | 20．274．92\％ | ETA TAT | ．83138 |

AASA TUFHINE COMFUTEG PROGRAM
two stage potassium turbine
five rauial sectors
CASE É 0
INTER－STAGE PERFOHMANCE

| Sta in | RCTOA InLET |  | STAGE 1． |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| DIAH 1a | 5.41 H | 5.954 | E．490 | 7.026 |  |  |  |
| PTR 1 A | 27.654 | 30.037 | 30.472 | 31.0295 | 31．763 |  |  |
| TTR 1a | 2006.4 | 2008．6 | 2011.4 | 2015．7 | 2020.5 |  |  |
| EETA IA | 48.373 | 42.053 | 33.910 | 22．748 | 9.309 |  |  |
| $\begin{array}{r} \text { I ROTOR } \\ \text { A } 1 \mathrm{~A} \end{array}$ | 4.477 754.850 | .553 644.729 | 555．850 | 2.748 .79888 | 8．8．9\％ |  |  |
| RU 14 | 564.315 | 644.729 431.849 | 555.112 309.689 | 479.687 185.482 | 43.3031 |  |  |
| MR 1 A | .50486 | ．42985 | ． 36420 | 105.482 .31830 | 70.616 .28501 |  |  |
| U iA | 567.371 | 623.501 | 675.631 | 735.760 | $\begin{gathered} 26881 \\ 791.690 \end{gathered}$ |  |  |
| PS 10 | 25.606 | 27．044 | CE．198 | 29.351 | 30.308 |  |  |
| TS la | 1970.3 31545 | 1982.3 | 1991．9 | 20011.2 | 2008.6 |  |  |
| RG 1A | .31545 30.842 | .31545 30.842 | － 31545 | ． 31545 | －31545 |  |  |
| GAMG 1A | 1.14370 | 30.642 1.14370 | 30.142 1.14370 | 30.842 1.14370 | 30.642 1020 |  |  |
| RING 1 A | 1.00000 | 1.00000 | 1．00000 | 1.100000 | 1．14370 |  |  |
| WG 14 | ．96621 | 1.06158 | 1.15544 | 1.24444 | 1.33073 | 5.75839 | TOTAL FLOW |
| Sta 2 | ROTOR EXIT |  |  |  |  |  |  |
| DIAN 2 | 5.364 | 6.012 | E． 660 | 7.308 | 7.556 |  |  |
| PTR 2 | 29.607 | 30.096 | $3 C .660$ | 31.441 | 32．2¢8 |  |  |
| TTA 2 | 20060 | 2009.1 | 2013.0 | 20i8．6 | 2024．8 |  |  |
| BETA 2 | 61.600 | 62.650 | 63.050 | 64.550 | $65.351)$ |  |  |
| UBETA | 109.973 | 104．703 | 91.560 | 87． 29 \％ | 74.739 |  |  |
| R 2 | $9 \mathrm{A2.663}$ | 1002.932 | 1028．350 | 1063.272 | 1100.654 |  |  |
| RU 2 | 864.391 | 890.420 | 921.504 | 960.092 | 1000.535 |  |  |
| MP 2 | 665＊12 | ． 77166 | － 48866 | ．71198 | － 73798 |  |  |
| 112 | 561.716 | 679.575 | 691．433 | 765.291 | 8．33．150 |  |  |
| RX | ．27374 | ． 35918 | ．42914 | ． 49714 | ． 5525 2 |  |  |
| DELH | 32.437 | 32.851 | 33.097 | 33.727 | 32.852 |  |  |
| PSI F | 2.54905 | 2.04519 | 1.74763 | 1.44741 | 1.24504 |  |  |

4. Output Data (continued)

| ETA Tt | .82775 | . 43214 | . 53334 | . H 2774 | - 82585 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Etats | .71574 | . 72458 | . 73422 | . 77985 | . 13811 |
| ETA AT | .79111 | . F0466 | . 41300 | . 81534 | .8.449 |
| ZWI INC | -1.3458A | -1.19694 | -1.66034 | .97090 | .84527 |
| CP ${ }^{\text {a }}$ | . 40976 | . 58675 | 10861 21.963 | 19647 22.019 | 22.05 .8 |
| PS 2 | 21.823 | 21.907 | 21.963 | 22.019 1477.0 | 1437.4 |
| TS 2 | 1934.3 | 1936.5 | 1930.7 | 19770\% | . 27692 |
| $\mathrm{CP}^{\circ} 2$ | $121+42$ | - 37098 | -2that | 3 Br 284 | 30.649 |
| Ef, 2 | 30.6.49 |  | $30.6 R y$ | 3 m ¢ | 30.kn |

masa turethe contuigh fincigam
THO STAGE PDTASEIUM TLPADNE
GIVE RAOIGL SECTOKS
INTEF-SASEGE PERFOAMANCE

4. Ouiput Dema (contirued)

|  | $\begin{array}{cc} \text { CASE } & 0 \\ \text { INTER STAGE PEAFORMANCE: } \end{array}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| STA 0 | Stator inlet |  | Stace 2. |  |  |  |  |  |
| Clam 0 | 5.364 | A.012 | 6.6.0 | 7.308 | 7.956 |  |  |  |
| YT 0 | 1957.3 | 1455.9 | 1855.0 | 1955.3 | 1955.9 |  |  |  |
| PT 0 | 23.655 | 23.566 | 23.492 | 23.480 | 23.473 |  |  |  |
| ALPHA 0 | 32.928 | 20.552 | 26.147 | 23.091 | 20.030 |  |  |  |
| I STATOR | +620 | - $\cdot 110 \mathrm{H}$ | -. 393 | -.309 | 20.030 |  |  |  |
| $v 0$ | 556.6129 | 529.680 | 50 e .471 | 496.706 | 488.8 .99 |  |  |  |
| VU 0 | 302.601 | 261.246 | 224.071 | 194. 201 | 167.386 |  |  |  |
| VZ 0 | 467.379 | 460.772 | 456.437 | 450.011 | 459.137 |  |  |  |
| IS 0 | 1830.3 | 1736.5 | 1930.7 | 1977.0 | 1537.6 |  |  |  |
| PS 0 | 21.P23 | 21.901 | 21.403 | 22.019 | 22.055 |  |  |  |
| DENS 0 | . 05288 | . $1530 \%$ | - 05321 | . 05334 | . 05342 |  |  |  |
| $\cdots$ | . 37293 | .35473 | . 34051 | . 33260 | . 3n721 |  |  |  |
|  | . 27 ¢92 | . 27692 | . 27692 | . 27692 | . 27692 |  |  |  |
| RG 0 | 30.689 | 30.6889 | 30.694 | 30.689 | 30.609 |  |  |  |
| GAFG 0 | 1.16607 | 1.16607 | 1.10007 | 1.1F607 | 1.16507 |  |  |  |
| Rwg o | 1.00000 | 1.00000 | 1.00000 | 1.05000 | 1.00000 |  |  |  |
| WG 0 | . 93714 | 1.03939 | $1.143 \div 2$ | 1. P 5月98 | 1.37940 | 5.75038 | TOTAL | HEOH |
| Sta 1 | STATOR EXIT |  |  |  |  |  |  |  |
| DIAN 1 | S. 254 | 6.002 | t. 750 | 7.49 B | 8.286 |  |  |  |
| ALPHA 1 | 60.900 | 59.250 | 51.570 | 55.850 | 54.150 |  |  |  |
| DEL A | 93.828 | 89.802 | 83.717 | 74.941 | 74.180 |  |  |  |
| V 1 | 972.507 | 8R9.61? | 823.007 | 758.647 | 707.705 |  |  |  |
| VU 1 | 249.749 | 704.538 | 694.656 | 627.834 | 573.632 |  |  |  |
| V2 1 | 472.965 | 454.853 | 441.353 | 425.675 | 414.475 |  |  |  |
| TS 1 | 1847.0 | 1905.4 | 1911.9 | 1918.6 | 1923.9 |  |  |  |
| PS 1 | 18.215 | 18.445 | 14.495 | 20.045 | 20.459 |  |  |  |
| DENS : | . 04485 | . 04044 | .04763 | .04640 | .04967 |  |  |  |
| ZWI N 1 | . 66765 | . 6048 F | . 55860 | . 51402 | .47063 |  |  |  |
| 2WI INC | -1.15624 | -1.17520 | -1.18763 | -1.10704 | - 1.19952 |  |  |  |
| $\mathrm{CP}^{+} \mathrm{S}$ | . 67216 | . 64549 | . 61830 | . 57133 | . 52315 |  |  |  |
| $\mathrm{CP}^{\mathrm{R}} \mathrm{l}$ | . 31340 | - 31340 | . 31340 | -3i3\%0 | . 31340 |  |  |  |
| RG 1 | 30.428 | 30.823 | 30.P.28 | 30.820 | 30.829 |  |  |  |
| GAMG 1 | 1.14470 | 1.14471 | 1.14470 | 1.14470 | 1.14470 |  |  |  |
| RWG 1 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 |  |  |  |
| WG 1 | .90810 | 1.03454 | 1.15778 | 1.27150 | 1.38518 | 5.75840 | TOTAL | FLOW |

```
                    aASa TuftyIME COmFutfre program.
TMO STAGF POTASSIUN TUKHINE
nEan dianfiem calculation
                                    CASE j. 0
                            INTFG-STAGE PERFORMMNCE
```

| STAO | STATOF INLET |  | STAGE 1. |
| :---: | :---: | :---: | :---: |
| DIAM O | 5.290 | 4.400 | 7.510 |
| TTO | 2067.3 | 20¢7. 3 | 2067.3 |
| $\boldsymbol{\mu} \boldsymbol{T}$ | 39.878 | 3. 5 ¢ | 3t.H2d |
| ALPHA 0 | 0.000 | 0.000 | 0.1000 |
| I STATOR | 0.000 | 1). 000 | 0.000 |
| $\checkmark 0$ | 447.396 | 447.396 | 447.396 |
| V1: 0 | 10. 000 | 0.000 | 0.000 |
| V10 | 447.340 | 447.396 | 441.396 |
| TS 0 | 2051.9 | 2051.9 | 2C51.4 |
| is 0 | 36.941 | 34.991 | 36.991 |
| OENS 0 | - 0R332 | - 04332 | . 08332 |
| $\cdots 0$ | . $284 \mathrm{H6}$ | - 280が | - 24686 |
| CH 0 | - 25944 | . 25944 | . 25944 |
| RG 0 | $31.15 H$ | 31.150 | 31.15* |
| GAMG 0 | 1.10250 | 1.10254 | 1.18250 |
| FWG 0 | 1.00000 | 1.00000 | 1.00000 |
| STA 1 | STATOR EXIT |  |  |
| OIAN 1 | 5.150 | 6.490 | 1.830 |
| ALPHA 1 | 69.720 | 6\%.030 | 60.672 |
| UEL A | 69.720 | 6-. 030 | 60.672 |
| $\checkmark 1$ | 1329.131 | 1091.327 | 940.563 |
| V1: 1 | 1246.734 | ¢\%9.319 | 920.011 |
| V2 1 | 460.159 | 460.698 | 460.698 |
| TS 1 | 1955.5 | 1491.4 | 2011.3 |
| PS 1 | 24.344 | 24.198 | 30.458 |
| NENS 1 | . 05012 | - 06609 | .07070 |
| $\cdots 1$ | . 89220 | . 12584 | .62254 |
| 1w1 INC | -. 65076 | -. 76537 | -. 85406 |
| CH S | - AHE 70 | . 83194 | .17374 |
| C.) 1 | - 31545 | - 31545 | . 31545 |
| RS 1 | 30.1842 | 30.842 | 30.442 |
| GAPAGI 1 | 1.14370 | 1.14370 | 1.14371 |
| HW: 1 | 1.00000 | 1.00000 | 1.00000 |

### 2.3A-3 Wet-Vapor Potassium Turbine * (Mean

 Diameter Calculation)1. Comparison of Results

The same modified parameters given in
Table 2.3A-1 are used in the one radial sector (mean diameter) calculation. The results are in good agreement with the 5 radial sector calculation as can be seen by comparing the calculated parameters at the
mean diameter. In the single sector case the hub and tip values are calculated assuming a free vortex distribution.** There is a slight inconsistency in the results in that $\mathrm{P}_{g}, \mathrm{~T}_{S^{\prime}} \rho_{1}$, and $M$ for station 0 of the second stage are not identical to those at station 2A of the first stage. The discrepancies are small and thought not to be significant. At this time there is no explanation for this anomaly. The output format for the mean diameter case is slightly different from that using 5 radial sectors.
2. Data Input

TURBINE COMPLTER PROGRAM
two stage potassium turbine
mean dianeter cal.culation

*Described in Westinghouse Electric Corporation, Astronuclear Laboratory Report WANL-PR(DD)-017, January 1967, Contract NAS 7-390.
** Assumes a constant axial velocity component
2. Data Input (continucd)

| STANUARO CFTION |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| STAGE = | 1 aXIAL STAIIONS |  |  |  |  |  |
|  | STA. 0 | STA. 1 | STA.1A | 5TA. 2 | $\text { STA. } 2 \mathrm{~A}$ |  |
| $\mathbf{R G}=$ | 31.159 | 30.842 | 30.842 | 30.689 |  | 0.000 |
| GAMAI $=$ | 1.182 | 1.144 | 1.144 | 1.166 | 1.166 | 0.000 0.000 |
| OH= | 5.290 | 5.150 | 5.150 | 5.040 | 2.040 | 0.000 |
| DT= | 7.510 | 7.830 | 7.830 | B. 2 HO | 8.260 | 0.000 |
| RWG: | 1.000 | 1.000 | . 1.000 | 1.000 | 1.000 |  |
|  |  | STATOR | haUIAL DI | RIEUTION |  |  |
|  | R00 T | PITCH |  |  | Y1P 0.000 |  |
| SDIA= | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 0.000 |
| SUEA= | 65.030 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| SREC= | 1.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| SETA: | . 926 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| SCF= | 1.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| SPA= | 0.000 | 0.000 | 0.000 | 0.000 | . 000 |  |
| SESTH: | 1.000 |  |  |  |  |  |
|  |  | moton radial distilibutions |  |  |  |  |
| ROIA = | $33.0 \leqslant 0$ | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 0.000 |
| RDEA $=$ | 63.650 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| RRECE | 1.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| RETA $=$ | .817 | 0.000 | 0.000 | 0.000 | O.000 | 0.000 |
| RCF: | 1.000 | 0.000 | 0.003 | 0.000 |  |  |
| RPA = | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |  |
| RTF = | 1.000 | 0.000 | 0.000 | 0.000 |  |  |
| RERTH= | 1.000 |  |  |  |  |  |
|  |  | STANDARO COTION |  |  |  |  |
| Stage= |  | AXIAL STAIIONS |  |  |  |  |
|  | STA. 0 | STA. 1 | STA.1A | SIA. 2 | STA.2A |  |
| RG $=$ | 30.699 | 30.828 | 30.828 | 30.763 | 30.763 | . 0.000 |
| GAMG: | 1.166 | 1.145 | 1.145 | 1.164 | 1.164 | 0.000 |
| OH= | 5.040 | 4.890 | 4.840 | 4.600 | 4.600 | 0.000 |
| DT $=$ | A. 2 on | 8.620 | 8.620 | 9.100 | 9.100 | 0.000 |
| RWG= | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 |  |
|  | ROOT | Statoh | ( Madial distributions |  | 119 |  |
|  |  |  |  | 0.000 | 0.000 | 0.000 |
| SDIA $=$ | 26.540 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| SDEA $=$ | 57.570 | 0.000 | 0.000 | 0.000 | 0.1000 | 0.000 |
| SRES: | 1.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| SETA= | . 948 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| SCF = | 1.000 | 0.000 | 0.000 | 0.000 0.000 | 0.000 | 0.000 |
| SP4: $=$ | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |  |
| SESTH= | 1.000 |  |  |  |  |  |
|  |  | ROT04 | RADIAL DISTRIBUTIONS |  |  |  |
|  |  | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| PUIA RDE | $=2.860$ <br> 58.980 | 0.000 | 0.000 | 0.000 | 0.000 | . 0.000 |
| RSEC= | 1.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| RETA $=$ | . 816 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| RCF $=$ | 1.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| RPA $=$ | 0.000 | 0.000 | 0.000 | 0.000 | 0.600 | 0.000 |
| RTF= | 1.000 | 0.000 | 0.000 | 0.00 |  |  |
| REMTME | 1.000 |  |  |  |  |  |

3. Listing of Dota Output

| NASA TURASHE CORPUTER PROGRLM <br> Two stage potassiu: tubbine <br> a Ean dianeter calculation CASE BE O |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| ttrar 0 | 2067.3 | 1952.6 |  |  |  |
| ptean o | 3\%. ACO | 23.147 |  |  |  |
| wG 0 | 5.177 | 5.117 |  |  |  |
| CEL ${ }^{\text {H }}$ | 33.814 | 19.582 |  |  |  |
| WRI/P | 6.765 | 11.910 |  |  |  |
| Dh/ttanat | .01836 | . 01002 |  |  |  |
| N/RI | 527.449 | 543.173 |  |  |  |
| Eta :T | . 83062 | . 43613 |  |  |  |
| Eta is | .73030 | . 72533 |  |  |  |
| ETA AT | . 00015 | . 83602 |  |  |  |
| NTOAPS1 | 1.377 | 1.212 |  |  |  |
| DTEAPorctanez | 1.675 | 1. $3 \in 2$ |  |  |  |
| PTEAPOAPS? | 1.403 | 1.43 n |  |  |  |
| PTH2/FS? | 1.423 | 1.248 |  |  |  |
| TTAARZ/TtBAFO | . 94451 | .96018 |  |  |  |
| TtRLA/titanco | .97298 | .98317 |  |  |  |
| WG 1 | 5.777 | 5.777 |  |  |  |
| PS IA | 28.199 | $19.1<6$ |  |  |  |
| tir in | 2011.4 | 1920.9 |  |  |  |
| PTR IA | 30.472 | 20.164 |  |  |  |
| WG 1 A | 5.777 | 5.717 |  |  |  |
| FS 2 | 21.540 | 16.219 |  |  |  |
| TTAAH ? | 1952.6 | 185.6 .5 |  |  |  |
| HTEAF ? | 23.167 | $17.0 \mathrm{Cl}^{\text {2 }}$ |  |  |  |
| WG? | 5.777 | 5.717 |  |  |  |
| WG 20 | 5.777 | 5.777 |  |  |  |
| UP/VI | .45?17 | . 61216 |  |  |  |
| UR/VI | . 351.39 | .42713 |  |  |  |
| PSI P | . 30299 | .4H294 |  |  |  |
| PSI ${ }^{\text {a }}$ | 1.48713 | .94392 |  |  |  |
| RX P | .44730 | . 45539 |  |  |  |
| RX $R$ | . 19072 | .10147 |  |  |  |
| alpha o | 0.000 | 28.042 |  |  |  |
| I statoa | 0.000 | 1.542 |  |  |  |
| heta 1 a | 33.910 | -. 209 |  |  |  |
| I ROTOR | . 850 | 2.65 5 |  |  |  |
| ALpha 23 | 28.042 | -1.642 |  |  |  |
| cheta | 97.560 | 58.711 |  |  |  |
| $\cdots 1$ | . 72584 | - 567E8 |  |  |  |
| $\cdots 1$ RT | .89220 | . 73450 |  |  |  |
| nR IA | . 36920 | -31442 |  |  |  |
| NRIA PT | . 56669 | .441t1 |  |  |  |
| mR 2 | . 70879 |  |  |  |  |
| NR2 Tip | . 18183 | . 70431 |  |  |  |
| E/TH CA | 40.532 | 25.366 |  |  |  |
| N/ETH CF | 26274.6 | 27329.0 |  |  |  |
| wRthicae/c | 1.812 | 2.942 |  |  |  |
|  |  | OVERALL PEGFORMANCE 53.38050 |  |  |  |
| PSI P | .68107 | PSI ${ }^{\text {H }}$ | 1.25831 | DEL H DELCMTIN | $\begin{array}{r} 53.36050 \\ .02562 \end{array}$ |
| -nt/p | t. 7650 F |  | 5?7.84974 | DELH/TIIN |  |
| vodptanaz | 2.2810? | PTo/pge | 2.39404 | Flo/fitza | 2.20112 |
| ETATT | .83611 | ETA TS | 26274.585 | $\begin{aligned} & \text { EYA TBT } \\ & \text { E/TH CA } \end{aligned}$ |  |
| aNe/EOC | 793.584 | N/RTH CR | 25274,585 |  |  |

3．Output Data（conlinued）


| Sta IA | HOTOA INLET |  | STAgt 2. |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| DIAMIA | 5.254 | 6.002 | 6.750 | 7.498 | $0.246$ |  |  |  |  |
| PTR 1 A | 19.7 HH | 20.105 | 20.520 | 21.156 | 1940.2 |  |  |  |  |
| TTR 1 A | 1917.0 | 1919.8 | 1524.3 | 1971.7 | 1940.2 |  |  |  |  |
| heta la | 32．348 | 16.646 | －1． 594 | －20．279 | －34．969 |  |  |  |  |
| I hoton | －． 452 | ． 64 H | 1．276 | ． 221 | ． 031 |  |  |  |  |
| －R 1a | 559.846 | 474．153 | 441.522 | 454.016 | 505.793 789.486 |  |  |  |  |
| RU 12 | 299.552 | 136．010 | －14．202 | －157．354 | － 28.842 |  |  |  |  |
| $\mu \mathrm{R}$ 1A | ． 38147 | ．32277 | ． 69968 | －3n76？ | ＋63．518 |  |  |  |  |
| U 1\％ | 550.197 | 62月．527 | 70t． H 5 B | 185．168 | 863.518 20.459 |  |  |  |  |
| PS IA | 18.215 | 18.945 | 15.495 | 20.045 | 20．459 |  |  |  |  |
| TS 1A | 1897.0 | 1905.4 | 1511.9 | 1918.6 | 1923.9 |  |  |  |  |
| CP la | ． 31340 | ． 313411 | ． 31340 | －31340 | －30．428 |  |  |  |  |
| RG ia | 30．428 | 30.6323 | $30 . \mathrm{HzP}$ | 30.828 | 30.828 |  |  |  |  |
| GAMG IA | 1.14470 | 1.14470 | 1.16470 | 1.14470 | 1.14470 1.00000 |  |  |  |  |
| OwG IA | 1.00000 | 1.00000 | 1.00000 | 1．00000 | 1．01000 | 5.75940 | TOTAL | FLOw |  |
| WG $1^{\prime}$ | .90940 | 1.03454 | 1.15778 | 1.27150 | 1.38518 | 5．15040 | プイレ |  |  |
| STA 2 | RCYCR EAIT |  |  |  | 8.650 |  |  |  |  |
| DIAH？ | 5.050 | 5.950 | 6.850 | ？．750 | 8.650 22.300 |  |  |  |  |
| UTO2 | 19.669 | 20.064 | 20.600 | 21.390 | 22．300 |  |  |  |  |
| TTA 2 | 1915．5 | 1919.4 | 1525.2 | 19.74 .4 | 1945.0 |  |  |  |  |
| AETA 2 | 52.600 | 50.100 | 5t．980 | 61.450 | 63.600 |  |  |  |  |
| DBETA | 84.948 | 72.74 b | 51．396 | 41.171 | 28．631 |  |  |  |  |
| － 2 | AE2．758 | 726.616 | 775.865 | R51．203 | 474．085 |  |  |  |  |
| Qu 2 | 542.343 | 603.100 | 66\％．334 | 747.701 | 827.713 |  |  |  |  |
| NH 2 | ．46369 | ． 49354 | ． 52969 | ． 57800 | －6，2726 |  |  |  |  |
| U 2 | 52A．+34 | 673．082 | 71．330 | 911.577 | 905.825 |  |  |  |  |
| RX | ． 221143 | － 33475 | ． 4290 H | .51389 | －57638 |  |  |  |  |
| DELM | 18.960 | 14．896 | $1 E .208$ | 17.619 | 16.959 |  |  |  |  |
| HSI 0 | 1.63020 | 1.19514 | －E9898 | －6：9187 | ． 54219 | －． |  |  |  |
| ETATI | ．85797 | ． 2518 F | －E3HAH | － $\mathrm{Hi776}$ | ．79218 |  |  |  |  |
| ETA TS | ． 74297 | ． 14135 | .72943 | －7n720 | ． 68159 |  |  |  |  |
| ETA AT | ．857 83 | ． H 5155 | ． 63705 | － 81470 | ． 78772 |  |  |  |  |
| ZWI INC | －1．43231 | －1．11191 | －． 66859 | －．67083 | －． 5199 |  |  |  |  |
| $\mathrm{CH} R$ | ． 32764 | .57310 | ． 67447 | ．71551 | ． 70041 |  |  |  |  |
| PS 2 | 16.849 | 14．8A9 | 16.892 | 16．095 | 16.899 |  |  |  |  |
| TS 2 | 1BRZ．4 | 1981．4 | 1t82．0 | 18R2．9 | $19 \mathrm{H4.3}$ |  | － |  |  |
| CH 2 | 2月103 | ．28103 | c8103 | －22103 | －28103 |  |  |  |  |
| QG 2 | 30.763 | 30.763 | 30.763 | 30.763 | 30.763 |  | － |  |  |
| GAMG 2 | 1.16370 | 1.16370 | 1.16370 | $1.1 \times 370$ | 1.16370 |  |  |  |  |
| RwG 2 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1． 1.464800 | 75839 | TOTAL | FLOw |  |
| WG 2 | ． 86346 | ． 99454 | 1．13553 | 1.30005 | 1.46480 | 5.75839 |  |  |  |
| －1 2A | 17.485 | 17.650 | 17.650 | 17.679 | 17.708 |  |  |  |  |
| 1Y 2 A | 1893.3 | 1 $6 \dot{4} 2.7$ | 1＊93．6 | $1405 \cdot 8$ | 1698.6 |  |  |  |  |
| $\checkmark 74$ | 414.913 | 405.754 | 404.864 | 411.799 | 418.240 |  |  |  |  |
| vu 2a | 1.3 .559 | －14．982 | －4t．996 | －63．877 | －78．112 |  |  |  |  |
| ALPHA 7A | 1.473 | －2．323 | －6．451 | －8．924 | －10．764 |  |  |  |  |
| MF 3 A | ． 28163 | －21527 | － 27297 | ．27624 | 410.881 |  |  |  | ； |
| VZ 2 a | 414.691 | 405.261 | 401.894 1582.0 | 406.814 18 ar | 410.881 1884.3 |  |  |  |  |
| TS 24 | 1682.4 | IHEL．${ }^{\text {c }}$ | 1582.0 | 16.095 | 16.899 |  |  |  |  |
| 1S 20 | 16．889 | 10．689 | 16．892 | 16．195 | 16.89 |  |  |  |  |
| OENS 2A | ． 04200 | ． 04201 | .04201 | －04200 | －0414R |  |  |  |  |
| M 20 | ．2917e | .27561 | .87499 | － 27963 | －28390 |  |  |  |  |
| CP 24 | ．28103 | －24103 | －＜A 103 | －2R103 | ． 2 HlO |  |  |  |  |
| RG 2A | 30.763 | 30.763 | 30.763 | 30．763 | 30.763 |  |  |  |  |
| GAMG 2A | 1.16370 | 1.16370 | 1.16370 | $1.1 \times 370$ | 1.16370 |  |  |  |  |
| RwG 2A | 1.00000 | 1.00000 | 1.00000 | 1．0n000 | 1.05000 | 5．75839 | TOTAL | FLOw |  |
| WG＞A | ． 86.146 | .99454 | 1.13553 | $1 \cdot 30005$ | 1.46440 | ¢．7503 |  |  |  |

3. Output Data (continued)

Tro STAGF FOTASSIU TUABINE COHFUTER PROGRAVA NEAN UIANETEG CALCULATIONL
NEAN DIANETEF CALCULATION CASE 3. 0
INTERISTAGE PERFORMANCE

| Sta la | RGTCR IT.LET |  | STAGE 1. |
| :---: | :---: | :---: | :---: |
| DIAM JA | 5.150 | 6.490 | 1.630 |
| PTR 1A | 29.190 | 30.472 | 3 C .116 |
| TTR $1 a$ | 2000.6 | 2011.4 | 2024.7 |
| FETA IA | 56.927 | 33.910 | .007 |
| 1 kotor | $.291$ | . 850 | 1.473 |
| R 1 A | 1144.214 | 555.112 | 460.698 |
| FU $1 A$ | 707.428 | 309.689 | .056 |
| MR IA | . 56669 | . 36920 | . 30493 |
| U IA | c39.306 | 679.631 | 819.955 |
| FS 10 | 24.344 | 27.196 | 30.458 |
| TS 1 A | 1955.5 | 1991.4 | 2011.3 |
| CP 14. | . 31545 | . 31545 | . 31545 |
| RG $1 A$ | 30.842 | 30.842 | 30.842 |
| GAMG 1A | 1.14370 | 1.14370 | 1.14370 |
| RwG 1A | 1.00000 | 1.00000 | 1.00000 |
| STA 2 | RCTOR EXIT |  |  |
| OIAN 2 | 5.040 | 6.660 | 8.280 |
| BETA 2 | 61.327 | 63.650 | 66.283 |
| OHETA | 118.254 | 97.560 | 6t. 290 |
| R 2 | 977.899 | 1057.223 | 1166.653 |
| RU 2 | 日5月.070 | 947.377 | 106t.121 |
| MR ? | .65625 | . 70879 | .76103 |
| 42 | 527.787 | 697.433 | 667.079 |
| RX | -21685 | . 44730 | . 57436 |
| OELH | 33.818 | 33.818 | 33.818 |
| PSIP | 2.97392 | 1.78564 | 1.18905 |
| ETA TT | . 83062 | -R3062 | . 83062 |
| ETA TS | . 73030 | .73030 | . 73030 |
| ETA AT | . $80 \pm 15$ | .80615 | -10615 |
| 7WI INC | -1.54897 | $-1.06034$ | -. 13054 |
| CPR | . 254 AB | . 72431 | .24406 |
| PS 2 | 21.278 | 21.540 | 21.664 |
| TS 2 | 1929.0 | 1932.4 | 1933.9 |
| CH 2 | .27692 | . 27692 | .27692 |
| RG 2 | 30.689 | 30.689 | 30.689 |
| GAMG 2 | 1.16607 | 1.16607 | 1.16607 |
| RWG 2 | 1.00000 | 1.00000 | 1.00000 |
| PT 2 A | 23.187 | 23.187 | 23.187 |
| Tf 24 | 195?.6 | 1952.6 | 1552.6 |
| $\checkmark 2 a$ | 573.834 | 531.667 | 510.506 |
| VU 2 a | 330.283 | 249.944 | 201.042 |
| ALPHA 2A | 35.140 | 28.042 | 23.192 |
| MF 2A | -31487 | -31460 | - 31447 |
| VZ 2 a | 469.253 | 469.253 | 469.253 |
| TS 2A | 1929.0 | 1932.4 | 1933.9 |
| HS ? A | 21.278 | 21.560 | 21.664 |
| 0ENS ? | .05170 | . 05230 | . 05256 |
| M 24 | -38505 | . 35644 | - 34212 |
| $C P$ 2 <br>   | -27t92 | . 27692 | . 27692 |
| AG 24 | 30.649 | 30.689 | 30.089 |
| GAMG 2a | 1.16607 | 1.16007 | 1.16607 |
| RwG 2a | 1.00000 | 1.00000 | 1.00000 |

3. Output Data (contiausd)


| STA 0 | staior inlet |  | state $\quad$ - |
| :---: | :---: | :---: | :---: |
| OIAN 0 | 5.1460 | 6.660 | と.2a0 |
| Tt 0 | 1957.6 | 1852.6 | 1552.6 |
| PT 0 | 23.147 | 23.187 | 23.181 |
| ALPHA O | 35.140 | 24.042 | 24.192 |
| I STATOR | 1.715 | 1.502 | 1.305 |
| 1 voo | 673.434 | 531.667 | 510.504 |
| vir | 330.283 | 249.944 | 201.042 |
| vz 0 | 469.253 | 469.253 | 465.25.3 |
| is 0 | 1924.8 | 1932.4 | 1933.4 |
| PS 0 | 71. 260 | 21.541 | $21.65 ?$ |
| DENS 0 | . 05173 | -19530 | . 652504 |
| $\cdots$ | . 38506 | - 35644 | . 34213 |
| Cr 0 | - 27602 | - 2765 | -27692 |
| Rg 0 | 30.689 | 30.684 | 30.6889 |
| gAMS 0 | 1.16607 | 1.16607 | 1.16607 |
| Hwio 0 | 1.00000 | 1.00000 | 1.00000 |
| STA 1 | statoh fxit |  |  |
| nian 1 | 4.480 | -.750 | E.h20 |
| nlpina l | 65.329 | 5:.570 | 50.945 |
| UEL ${ }_{\text {a }}$ | 100.909 | 45.012 | 74.137 |
| $\checkmark 1$ | 1073.451 | ก35.52\% | 711.146 |
| vi 1 | 975.4.55 | 705.225 | 556.235 |
| V1 1 | $44 \mathrm{H.06} \mathrm{\%}$ | $44 \% .068$ | 44t.064 |
| TS 1 | 1879.2 | 1908.1 | 1520.4 |
| PS 1 | 16.948 | 14.124 | 20.120 |
| Ot.NS 1 | . 04213 | . 04680 | - 04 4n94 |
| $\checkmark 1$ | . 73490 | . 56766 | -48161 |
| ZWI INC | $-1.003 \mathrm{Ht}$ | -1.21163 | -1.31670 |
| CH5 | . 71424 | . 5950.4 | . 484647 |
| CH 1 | .31340 | . 31340 | . 31340 |
| RG; | 30.408 | 30.6894 | 30.420 |
| gras 1 | 1.14470 | 1.146711 | 1.14470 |
| HwG 1 | 1.00000 | 1.00000 | 1.00000 |

3. Output Data (cominued)

> Two stage potasisa ruruine coirliter frograni $\begin{aligned} & \text { Two stage potassiu: turalne } \\ & \text { wenn olameten calculation }\end{aligned}$
> CASE 3. 0
> Intco-stage pertormance

| STA 1a | Rotor inlet |  | SIAGE ? |
| :---: | :---: | :---: | :---: |
| DiAh ia | 4.880 | 6.750 | t.620 |
| pip 1a | 18.936 | 20.164 | 21.189 |
| tra ia | 1905.7 | 1920.9 | 19.1 .0 |
| PETA la | 45.027 | -. 209 | -38.0.30 |
| 1 ROtor | . 940 | 2.651 | -6.043 |
| -10 | 645.339 | 448.011 | 568.840 |
| RU if | 464.433 | -1.633 | - 350.448 |
| NR IA | $4^{441} 181$ | . 30442 | . 38524 |
| $u^{1} 14$ | 511.032 | 706.354 | $9 \mathrm{yc}^{\text {ct. }} \mathrm{Sc}$ |
| FS 1a | 16.94 E | 19.12t | 20.120 |
| TS 1A | 1879.2 | 1908.1 | 1920.4 |
| CP 14 | -31340 | . 31340 | . 31340 |
| Rg is | 30.828 | $30.82 \%$ | 30.828 |
| Gatig la | 1.14470 | 1.14490 | 1.14470 |
| RwG IA | 1.00000 | 1.00000 | 1.00000 |
| Sts 2 | RCtCa Exit |  |  |
| DIAN 2 | 4.600 | 6.850 | 9.100 |
| RETA 2 | 47.552 | 50.980 | CS.p.0t |
| DBETA | 93.519 | 54.771 | 21.776 |
| - 2 | 620.252 | 822.853 | 1034.685 |
| RU 2 | 463.610 | 705.175 | 943.759 |
| MR 2 | -4276H | . 56012 | . 70431 |
| $\cup 2$ | $4 \mathrm{Al.710}$ | 717.330 | 95 C .949 |
| RX | -12058 | . 45559 | . 69732 |
| OELH | 19.562 | 19.562 | 19.582 |
| PSt 9 | 1.90611 | . 98532 | . 56053 |
| ETA IT | . 83613 | -A3613 | - E3A13 |
| ETA TS | . 72633 | - 72533 | .12533 |
| ETA A | . 83602 | .93602 | . 63602 |
| 2WI INC | -1.94035 | -. 88134 | -. 48493 |
| Cr 0 | -. 05500 | . 7034 H | . 69775 |
| PS 2 | 16.218 | 16.219 | 16.219 |
| TS 2 | 1873.7 | 1873.7 | 1473.7 |
| $\mathrm{CH}^{\circ} \mathrm{z}$ | -28103 | . 28103 | く8103 |
| Rf 2 | 30.763 | 30.763 | 30.763 |
| GAMS ${ }^{\text {a }}$ | 1.16370 | $1.163 \%$ | 1.15370 |
| RWG 2 | 1.00000 | 1.00000 |  |
| PT 24 | 17.722 | 17.022 | 17.02\% |
| Tr 2 a | 1886.5 | 1896.5 | 1886.5 |
| $\checkmark 2 A$ | 424.434 | 424.222 | $4=4.146$ |
| VU 2A | -18.101 | -12.155 | -5.150 |
| LPHA 24 | -2.444 | -1.642 |  |
| MF 2A | - 28465 | . 29865 | $\text { . }=\mathrm{AH} 65$ |
| $\checkmark 220$ | 424.047 | 424.047 | 424.047 |
| 15 <br> 15 | 1873.7 | 1873.7 | 1473.7 |
| PS 2A | 16.218 | 16.219 | 16.219 |
| OEAS 2a | . 04052 | .04052 | . 04.052 |
| M 24 | - 28Hg2 | - 2etif 7 | -28月72 |
| CP 20 | . 28103 | -28103 | . 28103 |
| RG ? ${ }^{\text {a }}$ | 30.763 | 37.763 | 30.763 |
| GAAf 2 a | 1.16370 | 1.16370 | 1.16370 |
| DriG ${ }^{\text {en }}$ | 1.00000 | 1.00000 | 1.00000 |

## APPENDIX 2.3B

LISTING OF CODE
The asterisks in the identification columns (73-80) indicate that the card has been changed from the orginal listing given in NASA CR-710. Most of the changes are in format statements so as to make the output nomenclature agree with the names of program variables used in the computer code.


```
    Listing of Code (continued)
        TROIAG=0.0
        G=32.17405
        AJ=77&.101
        ICASE=0
    1 PREVEN=,FALSE.
    REAT)(5,ICO) SHFLAG
    100 FORNAT(1x.L.1)
    IF(SHFLAG) wRITE(6,10000)
10000 FORNGTIIII,39H AN ENTAY KAS EEEN MADE IN MAIN FKOGRAM,
    CALL INIT
    ISCDSE=0
    IF (phevt.g) go ro I
    DO 25 1=1.&
    C5(I)=0.0
    z5 CR(I)=0.0
    PASS=0
    2 PRPC=CS(XN)
    CALI. STAOD
    IF (PHEVEH) GO 1040
    IF(ICHOKE.NF.O) GO TC 3
    jF(SCHIT.EO.l.) SC=SC*1.
    3 call. STAJA
    IF (PHEvEA) OJ ro 40
    LOP1N=0
    4 JUMP=0
    PRPC=CR(KN)
    CALL STAZ
    CH(KN)=HAPC
    IF (PREVER) C'J TO 40
    IF (1,-mF>(1, KN)IE4.5.5
    5 IF (JUMß)G,A,己O
    6 ~ C a l l . ~ S t a z a ~
        If (phevth) GO TO 40
    IF (KA-KSTG)7.9.9
    7KN=KN+1
    LOPIN=O
    Ј ЈиMP=?
    PAOCOCS(KN)
    CNLL STA:
    CS(iNN)EPPPC
    IF (PGEVER) GO TO &O
    If (JUMP;3.3.20
    - call ovhall
    IF (veroll1:12.10
10 call instg
11 pASSEI.
    If (TROIAG)l3.13.12
12 CALL DIAET(O)
13 IF (1.-14F5TOD)2&.2S.19
14 IF (0ELC)24.24.15
15 IF (OEL.1!7.17.16
16 1F(CELPH)24.24,1A
17 IF (CHOKEI己4.lB.2多
18 iSCASErISCASE-1
19 Jl.a(ISORH-1)&H->LSTG
    IF(SC.EU.1.) DELFARDELL
```



```
20 LOFINRI
    KN-LSTG
    IBRC=l.84C
    1PC=0
    IF (KN-1)?1.21,?2
```



## Listing of Code (continued)

```
        KSTG:= STG*.0001
        LOPC=0
        CHOKE=0.
    ICHOKE=0
    ISONHEI
    KN=1
    LSTG=1
    IHRC=1
    LHRC=1
    DELPH=DELC
    SC=0.0
    RC=0.0
    PRPC=0.0
    IPC=0
ISS=0
PTRA=0.0
        test stage luSS incicator
        IFISLI)13.13.11
        11 DO 12 Ial.ISECY
        DO 12 J=1,kSTG
        ETANS(I,J)=FTARS(I.l)
        ETAS(I.J)=ETAS(l,1)
        CFS(I,J)=CFS(I,1)
        ETANR(I.J)=ETARH(!.!)
        ETAF(I,J)=ETAHII.1)
        CFR(1,J)=CFH(I,1)
        TFR(I,J)=TFH(1.1)
        12 contiNuE
            TEST FOR EQUAL SECIORS
        IF(PCNH(1)-1.)16.14.14
        DO 15 I=1,ISECT
        PCNH(I)= 1./SECT
            SET UP SFCTOR HEIGRT, PITCH DTAMETER, ANNULUS AREA,
C PITCHLINE WHEEL SPEED
16 DO 19 K=1.K5TG
        SH0=1)T(1,K)-1)R(I,K)
        SHlxi)T(2.K)-UR(2.K)
        SHIA=UT(3,K)=(JR(3,K)
        SH2=OT(40K)-UA(4,K)
        SH2A=UT(5,K)-DR(5,K)
    DO 10 I=1.ISECT
HO(I|K)=,5*PCNH(I)*SHO
Hl(I.K)=.5*PCNH(I)*SHI
H1A(I,K)=.5*PCNH(I)*S+1A
H2(I,K)=.5*PCNH(I)*SHZ
H2A(I*K)=.5*PCNH(I)*SH2A
IF(1-1)20.2n.17
```

INIT 044
INIT n45
INIT 046
INIT $n 47$
INIT n48
INIT $n 49$
INIT 050
INIT 051
INIT $n 52$
INIT $n 53$
INIT 054
INIT 055
INIT 056
INIT $n 57$
INIT n58
INIT n59
INIT 060
INIT n6l
INIT n62
INIT $n 63$
INIT 064
INIT $n 65$
INIT 066
[N]T 067
INIT ng8
INIT nos
INIT $n 70$
INIT n71
INIT n7?
INIT $n 73$
INIT 074
INIT $n 75$
INIT 076
INIT OT7
INIT 078
INIT n79
INIT nRO
INIT 081
INIT AAS
INIT $n 83$
INIT OA4
INIT $n 85$
INIT 086
INIT ORT
INIT OBA
INIT 089
INIT 090

Listing of Code (continued)


## Listing of Code (continued)

```
32 DO 33 K=1.KSTG 
```



```
        BET2(lok)= HETAZ(I,K)*.0174532B
    33 CSBET2(1,K)=COS(BET2(I,K))
34 DO 35 Kml.KSTG
    DO 35 I=1.ISECT
    PTP(I|K)=PTIN
    PTO(I,K)=PTIN
    PTO(IOK)=PTIN
        ALPHAO(I,K)=0.0
        PTOPSI(I,K)=PTPS
        RADSO(I,K)=ALPHAS(IOK)*.017455328
35 RADHO(I,K)=AETAIII,K)*.01745328
IF(AV(I.J))36.36,37 e*******
36 CALL R(PIIN,TTIN,FAIRIWAIR,RVII.I)) ********
    GAMF =0.0
    GO TO 38
37 GAMF=1.0
38 CALL CHECK(J)
GO TO (39.40) |J
39 GO TO 3
    40 IF(SRFLAG) WAITE (6,20000)
    40 IF(SAFLAG) WAITE(6020000)
    RETURN
100 FORMAT(2BX,GHCASE [5.13H HAS AN ERAOR)
    END
*******
INIT 14]
INIT 142
INIT 143
INIT 144
    INIT 145
    INIT IAR
    INIT 147
    *)
INIT I4A
********
********
*******
********
INIT 153
INIT 154
INIT I55
INIT I56
INIT 157
*******
INIT 160
INIT 16I
```



Listing of Code (continued)

```
10000 FORNAT(44H AM ENTRY WAS BEEN MAOF IN SUQROUTINE INPUT )
    10 READ(5.6669) (NAME(1),I=1.10)
    zo READ(5,6669) (TITLE(I).I=1,10)
        J=0
    30 DO 25 L=1.3A
        DO 25 I=1,6
    25 Y(I,L)=HLANKS
        SESTH=RLANKS
        RERTHERLANKS
        REAU(5.DATA[N)
    40 K=STAGE*.0001
    50 ISECT=SECT*.0001
    60 DO 80 L=1.3日
    7 0 ~ D O ~ 8 0 ~ I = 1 , 6 ~
        IF (Y(I.L).NE.BLANKS) GO TO 71
        Y(I,L)=0.0
        GO TO 80
    71X(I,K,L)=Y(I,L)
    8O CUNTINUE
        IF(SESTH.FO.BLANKS) GC TO 95
    90 SESTHI(K)=SESTH
        GO TU 96
    95 SESTH=O.
    96 IF(FERTH.EQ.GLANKSI GC TO 105
    100 RERTHI (K)=RENTH
        GO TO 110
    105 RERTH=0.
    110 IF (K-1)120.120.130
```



```
        IDELA,STG,SECT,EXPN,EXFP, PAF,SII,AACS,RPM,VCTO,RSL,TSL,PSL,GAMSL********
        2,ENOSTG,ENDJOH,PCNH
        J=J•l
    INPT OT3
    130 WRITE(6,6671) K,RG,GANG.OR,UT,RWG.SDIA,SOEA,SHEC,SETA,SCF,SPA. ****E***
        ISESTH,
        IROIA, ROFA,RHEC, HETA,RCF,RPA,RTF,RERTH
    140 IF (OMEGAS(I,K))160.160.150
    INPT n75
    ****####
    150 WRITE(6.6672)STPLC.SINR,SINMP,SINMN,SCPS,SCPC,SCPQ,SCNS,SCNC,SCNO,INPT OTA
        IRTPLC,RINR,HINMP,RINNA,RCPS,RCPC,HCPQ,HCNS,RCNC,RCNQ INPT n79
    160 J=J*1
    180 AM= J=?*(J/2)
    190 IF (AM)?00.210.200
    200 WHITE(6,6673)
    210 IF (ENOSTG-1.) 30.170.170
    210 IF (ENOSTG-1.)30.170,170
20000 FORNATIIHI,45H AN EXII HAS REEN MADE FROM SUBROUTINE INPUT I
        RETURA
    INPT nAO
    INPT AR
    ARI
    6669 FOMNAT(10AG)
    INPT OR2
    INPT OR3
    INPT OR4
###*****
```

********
INPT $n 43$
INPT $n 44$
INPT $n 45$
********
INPT $\cap \perp 7$
INPT $n 4 A$
INPT 049
INPT 050
INPT 051
INPT $n 52$
INPT n53
-*******
INPT 055
INPT 056
INPT 057
INPT n5R
INPT 059
INPT 060
INPT n6I
INPT 062
INPT 063
INPT 064
INPT 065
INPT $n 66$
INPT 067
INPT OBA
INPT n69
120 WRITE (6.6670) NAMEOTITLE


INPT O73
INPT 175
*******
INPT n77
INPT
INPT $\cap$ RO
INPT $\cap R I$
INPT $\cap$ R3
INPT OR4
*******
********
INPT 186
6670 FORNAT IIHI.24X.24HTUNBINE COMPUTER PRCGRAM/6X,10A6/6X.10A6/2X. INPT NAT

16M AAIREF $10.3,2 \mathrm{x}$.


4.3.7X.5HEXPP=F10.3/2x: 7H PAF=F10.3,2X,6H SLIE*******
EF10.3.3X.5HAACS $=510.3$, $2 X, 5 H$ RPMEF10.3/2X,7H VCTD=F10.3,4X,4HRSL*******
A=F10.3.4X.4HTSL=F10.3.3X,4HPSL=F10.3/2X,7H GAMSL=F10.3.1X,7HENDSTGE******
TEF10.3.1X,7HENOJU甘EF10.3/125x.2IHINLET HADIAL PROFILES *******



23X.EH KG=6(FB.3.2x)/ *******

33X,EH HWG:K(FB.3.2x)//22x.27HSTATUR RAUIAL OISTRIBUTIONS/ INPT n9A
413X,4HROOT. $15 \times, 5$ MPITCR.16X.3HTIP!


$73 X$, HHSESTHEFE.3//22X.ĖGHRUTOR RANIAL DISTRIBUTIONS/ *******


13x, EH HTF=A(FR.3.2x)/3x,GHRERTH=1FH.3/) *******
6672 FORNATI/ $25 \mathrm{X} \cdot 23$ HLOSS CCEFFICIENT ORTIUN/ $22 \mathrm{X}, 27 \mathrm{HSTATOR}$ RADIAL DISTRIINPT 106
IRUTIONS/
INPT 107







$93 x, G H$ RCNG=A(FA.3,2x)) INPT 115
6673 FORNAT (IHI) INDT 116
END
$\begin{array}{ll}\text { INPT } & 116 \\ \text { INPT } & 117\end{array}$

## Listing of Code（continued）

```
    SUhhouTINF stanl
CSTAOL STOl nOl
C ESTABLISH FIRST STATOF EXIT FLOW, ADJUST FLOWS FOR COOLING
    STOl n02
    STOL n03
    AIH IHJFTTION BETWEEN STATIONG O ANC I, FIND INLFT
C NACH NUMHEH ANO IACIUENCF ANGGLE LOSS AT STAATIONOT,
        n04
C NACH NUMHER AND INCIUENCF ANGLE LOSS AT STATIONO,
    ST01 n05
STOl nOK
        REAL MFSTIP
        logical preveh,saflag
        COMNON SRFLAG
        COMNON /SNTCP/G,AJ,PRFC,ICASE,PHFVER,MFSTOP,JUMP,LOPIN,ISCASE,
    IKN,GAMF,IP.SCHIT.PTHA.ISECT,KSTG,WIOL.HFOTOL,PRTOL,TRLOOOPLSTG, S**&&##*
    STO1 nlo
```



```
    3DELHK.DASS.THC.LOPC.ISS
C
    COMNIN /SINTT/HI(6,B)OHZ(O,A),DPO(6,8),OP1(G,H),DPIA(6,8),DPZ(G,B)STOl Ol4
    1.0P2A(0.0),CSALH1(6.8),ALF1(0,8)
    ZRADHU(G,O),ANNI(O,B),ANNZ(G,H),ANNZA(G,O),ANNIA(G,A),U1A(G,A), STOL N1], -,
C
    COMNON /SIHHUT/ HSL.TSL.PSL.GAMSI
    STOl nl8
    STOl nla
    ***&####
    IPTPS,FTIN,TTIN,WAIH,FAIH,MELC,VEIL,DELA,AACS,VCTD,STG,SECT,EXPN, STOI n2I
    ZEXPH,EXPKF, RHM,PAF,SLI,STGCH,FNUJOH,NAME(10),TITLE(10),PCNH(G), **######
```



```
    AETALS(G,G), FTAS(G,B),GFS(G,H), ANOO(G,G),BETAl(G,B), HETAZ(G,A), ETAHSTOI n?. 
    SR(G,H),FTAR(G,H),CFR(E,H),TFR(G,R), ANNCH(G,B),OMEGAS(G,B), ASO(G,R)STOI NZS
```




```
    P,R3(G,N),H4(G,G),HS(6,8),H6(G.8),SESTHI(R),RERTHI(B) STOI NPA
C
    REAL MO
                            STOl กP9
    COMNON /SSTAOI/CPO(B). STO1 n30
    COMNON /SSTAOI/CPO(B). PSO(G.E).VO(6,8),TSO(6,STO1 n. M1
    18),VUO(6,G),VZO(6,8),HHOSO(6,H),OS1(0,8),WGT1(8),TA1(8),WG1(6,8), STO1 n32
    CPDHI(6,&),SI(6,H), CP1(A),PHI)(6,R),TSI(6,8),VI(G,B)STOI n 33
```



```
    DIMFNSIUN TAO(8). TTOTSU(6,E),PPTOPSO(6,8),FFAO(6,8*########
    1),AASO(B,R)
    IF(SRFLAG) WHITE(6,10000)
10000 FORNAT(44H an ENTKY HAS GEEN MADF IN SUGROUTINE STAOI,
    K=Kn
    SCRIT=0.0
    I=IN
    IO=-1
```



```
C
    St01 n37
    St01 n38
c
C
    STn1 n.39
*###めぁ#゙
*****&#*
###क###*
STOl n40
STOl n4l
STOl n4?
```

Listing of Code (continued)

```
    WTI(K)=0.0 STO1 n43
    Jwel
    IF(GAMF)2,2.3
    2 TA1(K)=.95*TT0(IP,K)
    CALL GAMMAIPTIN,TAI(K),FAIR,WAIR,GAM(2,K))
    3 CALL FLOWI(I)
    IF (PREVER) GO TO 26
    WGTI(K)=WGTI(K)*WGI(I*K)
            TEST FOR TIP SECTOF
        1F(ISECT-1)5.5.4
    4 IEI+ID
    IF(I)6,6,22
    22 L=1-10
    PSI(I,K)=PSI(L.FK)*FLOAT(ID)*DPDRI! L.K)*!
    |HI(I,K)+H|l L.K)I/2.
        PTOPSI(I,K)=PTO(I,K)/F5I(IOK)
        IF (PIOPSI(I,K)-1.127.3.3
    27 PTRN=-1.
        PTOPSI(I,K)= 1.0
        GO TO }
    6 10=1
        1=1P.10
        G0 TO 22
C^r: CALCULATE STA O FOF INGIDENCE CURHECTION
    5 IF (JW-1)16,16,18
    16 IF(GAMF)7.7.17
    7GAM(1,K)=GAM(2,K)
    17 EX=(GAM(1,K)-1,|)/GAM(1,K)
    ExI=1./EX
    WGTO(K)=WGT1(K)/HWG(2,K)
    I= 1P
    WGO(I,K)=WGI(I,K)/RWG(2,K)
    FFAO(I,K)=WGO(I,K)*SOHTI TTO(I,K))/(144.*PTO(I,K)*
    |ANNO(I,K)!
    19 J=1
    B CALL PRATIO(FFAO(I,K),GAM(I,K),HVII,K) ,P(OPSO(I,K),PRTOL)
        PSO(I,K)=PTP(I,K)/PTOFSO(IOK)
        TTOTSO(I,K)=PTOPSO(I,K)*#EX
        TSO(I,K)=TTO(I,K)/TTOISO(IOK)
    9 IF(GAMF) 10.10.12
    10 TAO(K)=.5*(TTO(I,K)+TSO(I.K))
        CALL GAMMA(PTIN,TAO(K),FAIR,WAIR.GAM(I,K))
        EX=(GAM(1,K)-1.1/GAM(1,K)
        EXI=1.IEX
        IF(J-1)11.11.12
    1 1
    jxJ+1
    GO TO H
```

STO1 nt3
STOI n44
STOl n45
STOI n4k
stol n4t
STOI n\&A
STOL $n 49$
STOI 050
STO1 $n 51$
STOI $n 52$
STOI 053
STOI 054
STOI 055
STO1 n56
STOI 057
STOI n58
STOI $n 59$
STOI nBO
STOI nGI
STOI nhz
STOI n63
STOL nG4
STOI n65
STOI n6h
STOl nKT
STOL nGR
STOI nk9
STOI 070
STOI nti
STOI n7?
STOI 073
STOI n74
STOI $n 75$
stol n7a
5101 n77
*******
ST01 079
STOI ARO
STOI n81
STOI NAL
STOI nH3
STOL nB4
STOI nAS
STOI ARG
STOI nB7
STOI NRA
STOI ORG

## Listing of Code (continued)

```
    12 CPO(K):RV(1,K)*Exl/AJ
        DO 14 I=1.ISECT
        WGO(I,K)=WG1(I,K)/RWG(2,K)
        pTONOz uTO(1,M
    FFAO(I,K)=WGO(I,K)*SGFT, TTO(I,K))/(144.*PTO(I,K)*
    IANNO(I,K))
    IF(I.EQ.IP) GO 10 2B
    PSO(I,K) = PSO([P,K)
    PTOFSO(I,K)= PTP(I,K)/ PSO(I.K) STOI n98
    28 TTOTSO(I,K)=PTOHSO(I,K)##EX
    TSO(I,K)=TTO(I,K)/TTOISO(I,K)
    13 VO(I,K)=SGRT(Z.*G*AJ*CPO(K)*(TTO(I*K)-TSO(I,K)I)
    AASO(l,K)=SART(GAM(1,K)*G*RV(l,K)*TSO(l,K))
    MO(I,K)=VO(I,K)/AAS\cap(I,K)
    SI(I,K)=ALPHAO(I,K)- FADSU(I,K)
    IF(SI(I.K))P4,24,20
24 EXPS=EXPN
    go to 2.1
20 EXPS=EXPH
    21 PTOFSO(I,K)=(I.*EX*MO(I,K)*ETARS(I,K)*GAM(I,K)*MO(I,K)/2.
    1*(CCS(SI(I,K))*&EXPS))**EXI
    PTO(I,K)=PSO(I,K)*PTOHSO(I,K)
    WGO(I,K)=WGO(I,K)*PTO(I,K)/PTOMO
    WG1(I,K)=WGI(I,K)*PTO(I,K)/PTOMO
    RHOSO(I,K)=144.*PSO(I,K)/(RV(I,K)*TSO(I,K))
    VUO(I,K)=VO(I,K)*SIN(ALPHAO(I,K))
    VZO(I,K)=VO(I.K)*COS(ALPHAO(I,K))
    14 CONTINUE
CONTINUE OF INCIDENCE LCSS CORRECTION LOOP
    WGTI(K)=0.
    I=IP
    ID=-1
    JW=2
    15 GO TO 3
    18 CONTINUE
    WGTO(K) =WGTI(K)/AWG(2,K)
    IF(TRLOOP.EG.O.) GO TC 23
    WRITE(G.1OOn) WGTO(K),WG!)(K), (WGO(L.K),LEI,ISECT)
    WRITE(G.1OOI) (PTOPSOILIK),LEI,ISECT)
    WRITE(6.1n02) (WGI(L.K),LEI,ISECT)
    WRITE(G.1003) (PTOPSI(L.K),L=1,ISECT)
    1000 FORMAT(2X,GH WGTOFFE.3,2X,6H WGTI#Fg.3/2X,6H WGO=6F8.3)
1001 FORNAT (1X,7HPTOHSO=6FÉ,5)
1002 FORNAT(2X.6H wGl=6F8.3)
1003 FORNAT(IX,7HPTOHSI=6FE.5)
    23 CALL CHECK (J)
    GO TO (2b,26),J
    ********
    ST0l n91
c
STO1 n93
```

Listing of Code (continued)
25 CALLOLAGY(1) 26 IFISRFLAG) WRITE 6.20000$)$ 20000 FORMAT (45H AN EXIT HAS BEEN MADE FROM SUBROUTINE STAOI) return END

ST01 137 - + ene** - 5 on*** STO1 139

[^10]
## Listing of Code (continued)



## Listing of Code (continued)

C
C
C
a IF (1P-1) $21,9,21$
9 IF (PAPC) $0.10,22$
9 IF (PAPCIIO.10.22 $\quad$ NREVIUUS PITCH NONCRITICAL
10 PHPC=1.
PTOPSI(IOK)=PTPSIC(K)*(1.••PRTOL)
GO 107
21 IF (HTOPSI(I,K).LE, PTOPSI(IP,K)) GO TO 22
gO TO 12
22 IF (II.EU.I).OR.II.EO.ISECT) SPHIFI.
go TO 11
c
11 continue
VIC(I*K) =SORT(Z.*G*AJ*CPI(K)*TOTIOK)*ETAS(I,K)*(PHIIC(K)
1-1.|/HNIIC(K)
TSIC(I,K)=TTO(I,K)e(1,-ETAS(I,K)*(1.-1./PHIIC(K)))
RHOSIC(I,K)=144.*PTO(I,K)/1 PTPGiC(K)"TSIC(I,K)*RV(2,K))
WGIC(I,K)=HHOSIC(I,K)*VIC(I,K)*ANNI (I,K)*CSALFI(I,K)
wGI(Iok)*WGIC(I.K)
13 CSALIE(I,K)=WGI(I,K)/(RHOSI(I,K)*VI(I,K)*ANNIIIOK))
EFFECTIVE STATON EXII ANGLE
14 ALFIE(IOK)=ATANZ(SURTII.-CSALIE(T, K)*CSALIE(IOK):
ICSALIEIIEK)
go to 16
12 1F: $\quad$ समC=1.115.15.24
24 WGI(I,K) 2 SFF(I,K)\#PTO(IOKI/SOHT(TTOII,K))
GO $10 \quad 13$


FLWI n43
FLWI n44
FLWl $n 45$
FLWI n. 6
FLWI n47
FLWl 048
FLWl 049
FLWI 050
FLWI n51
*******
FLWI 053
FLWl 054
FLWI n55
FLWI n5h
FLwl 057
*******
FLW 105
FLWI n6O
FLWI 06l
FLWI nh?
FLWI nK3
FLWI 064
FLWI 065
FLWl nht
FLWI 067
FLWI nGR
FLWI nK9
FLWI n70
FLWI n71
FLWI n72
FLW1 n73
FLWI $n 74$
F(w) n75
F(w) n76

FLWl n7t
F(W) 79
FLWI nAO
FLwl nHi
FLWI nH?
FLWI OH3
FLWI nH4
FLWI nR5
FLWI nHA
FLWl nAT
FLWI nAB
FLWI nR9

Listing of Code (continued)

```
    CSALIE(I,K)=CSALFI(I,K)
ALFIE(IOK)aALFI(IOK)
SFF(I,K)=WGI(I,K)OSQAI(TTO(I,K)I/PTO(I,K)
16 VUI(I,K)EVI(I,K)OSIN(WLFIE(I,K))
DPORIIIOK)=.OI 388889*hHOSI(I&KIEvUI(I,K)*VUI(I,K)/
    1(G*OP1(I,K))
    VZI(I;K)=VI(IOK)=CSALIE(I,K)
    IF(I.LT.ISECT) GO TO I7
IF(PAPC.EO.1.) PAPC=2.
17 CALL CHECK(J)
GO T0 (19,20)OJ
19 CALL OIAGT(2)
20 IF(SRFLAG) WAITE(6020000)
20000 FORMAT14SH AN EXIT HAST BEEN MADE FROM SUGROUTINE FLOW1 I
RETURN
END
FLW1 090
FLWI n91
FLW) n92
FLWI n93
****日e**
FLWI n95
FLW1 n96
FLW1 n97
FLWI n98
FLWI 099
FLWI 100
FLwl 101
-0.0.e.
-***日,**
*******
FLWl 103
```



## Listing of Code (continued)

```
    A0日A3(I,K) L051 n44
    IF(ASMPO(I,K)-SI(IOK)I3.4.4 LOSI n45
3 WMWSESI(I,K)/ASMPO\1,K)
    AR:ASMPO(I,K)/ASO(I,K)
00 10 8
4 WMWSaI.O
    AR=SI(I,K)/ASO(I,K)
    00 108
5 ASaA4(I.K)
    AC=AS(I,K)
    AO=AG(I,K)
    IF(SI(I,K)-ACMNO(I,K)I6:4.4
6 WMWSESI(IOK)/ACMNO(IOK)
AREACMNO(I,K)/ASO(I;K)
```



```
9 ETAS(I,K)=(I.-(l./(PTOPSI (I,K)*(I.-WOI)*WOI))*EEX)*PHII(I,K)/
I(PHII(I,K)-1.)
CALL CMECK(J)
    IF(SRFLAG) WRITE(6,20000)
20000 FORMATI45H AN EXIT HAS BEEN MADE FROM SUBROUTINE LOSSI)
RETURN
END
LOS1 n44
LOSI n46
LOSI n47
*O 10 8
LOSI 04A
LOS1 n49
LOS1 050
L0S1 051
L051 052
LOS1 053
LOSi n54
L051 n55
LOS1 056
LOS1 057
LOS1 058
LOS1 n59
LOS1 060
LOSI nGI
```



```
-4*******
LOSI n62
LOSI n63
```


## Listing of Code (continued)



Listing of Code (continued)

Listing of Code (continued)

END

Listing of Code (continued)


## Listing of Code (continued)

|  |  | CPW | $n 01$ |
| :---: | :---: | :---: | :---: |
| ${ }_{c}^{c \mathrm{CPw}}$ |  | CPw | 002 |
|  | calculate specific meat fur water vapor | CPW | 003 |
|  | DIMENSION | CPW | 004 |
|  | IXT(7).A(7) | CPW | 005 |
|  | WHITE (t,100) |  | -*** |
| 100 FOHNAT 1//120H SUBROUIINE CPW HAG UEEN CALLED UP |  |  |  |
|  |  |  |  |
| 2***/1 Co***** Cownob |  |  |  |
|  | 1FT-400.)1.2.? | CPW | 006 |
| 1 | TX=400. | CPW | $n 07$ |
|  | G0 10 5 | ${ }^{\text {CPW }}$ | $n 08$ $n 09$ |
|  | [F(3000.-1)3,4,4 | CPW | กn9 |
|  | TX=3000. | ${ }_{\text {CPW }}$ | n10 |
|  | GOTO 5 | CPW | n11 |
|  | TX=T | ${ }_{\text {CPW }}$ | ${ }^{n} 12$ |
| 5 | XT(1) $=$ TX/1000. | CPW | $n 13$ $n 14$ |
|  | 00 6 Ix?.7 | CPW | nl <br> 015 <br> 15 |
|  |  |  | 015 |
|  | CPWX=4.5728R50E-01-4.7007556E-024x (1) $1.6536409 \mathrm{E}=01$ | ${ }_{\text {cow }}$ | ${ }^{n} 17$ |
|  | 1*XT(2)-4.1138066E-02*XT(3)-2.6979575E-02*XT(4)*2.2619243E-02 |  | n17 |
|  |  | CPW | n18 |
|  | RETURN | CPW | $n 19$ $n 20$ |
|  | END | CPW | n20 |

## Listing of Code (continued)

```
    SUBROUTINE PRATIOITFFPGAMX,RX,PTPSOPHTOLI
CPRATIO
C CALCULATE PRESSURE WAIIO
    lOGICAL PREVEH, SMFLAG
    COMMON SAFLAG
    IF(SHFLAG) WAITE(6.10000)
10000 FORNATIG4H AN ENTRY MAS BEEN MAOF IN SUGROUTINE PRATIOI
    A=GAMX/(GAMX-1.)
    R=2./GAMX
    C=(GAMx+1.)/GAMX
    D=TFF*SUKT(HX/(64.3481*A))
    PCHIT=((GAMX+1.)/2.)=#A
    PUP=PCRIT
    PLOm=l.0
    PTRMO=0.0
    1 PTR=(PUN&PLOW)/Z.
    DELFM=S(JHT(1./(1TR**&)-1./(PTA**r))=0
    IF(CELFM)?.3.3
    2 PLOWEHTH
    GO TO4
    3 PUP=PTH
    4 PRE=(PTH-PTHM0)/PTH
    IF (AHS(PRE)-PRTOL)6,6,5
    5 PTRNO=OTK
    gO TO 1
    6 1F(PCNIT-PTH)7,8,0
    7 PTPS=PCHIT
    GO TO }
    8 PTPSEPTH
    9 \text { CONTINUE}
    IF(SHFLAG) WRITE(6,20000)
20000 FORMAT(45H AN EXIT HAS HEEN MAUE FHOM SUGHOUTINE PRATIO)
    RETLRN
    END
PMIO nol
PR10 nOz
PR10 n03
-4******
-*******
*******
-G-***e*
PR10 n04
PR10 n05
PR10 n06
PRIO nOT
PRIO NOA
PR10 nog
PRIO n10
PRIO nll
PRIO n12
PRIO nl3
PRIO nl4
PHiO n15
PAIO nIA
PQ10 nit 
PAlO nlA
PR10 nip
PRIO n20
PA10 n21
PR10 n>?
PA10 n23
PR10 n24
PRIO n25
PQiO n26
-0.4.e-0
***-****
PRIO n27
PQIO n2H
```

Listing of Code (continued)


## Listing of Code (continued)



## Listing of Code (continued)



## Listing of Code (continued)

```
    32 TTRIA(IOK)=TSIA(I,K)*IRTSIA
    RI(I,K)=BETIA(I,K)-RACRO(IOK)
    IF(AI(I,K).GT.1.570796) RI(I|K)=1.570796
    IF(AI(I,K).LT.-1.570796) RI(I,K)= -1.570796
    ]F(HI(I|K))9.9,10
    9 EXPH=EXPN
    go TO 11
    10 EXPH=EXPP
    ll PRPSIA =(1.*ITRTSIA - -.)*ETARH(I,K)*(COSIRI(I,K))**
    |EXP())**EXI
    PTRIA(I,K)EPSIA(I,K)OFRHSIA
    IF (1SECT-1)14,16.14
    14 I=1-10
    IF (1)15.15.13
    15 IO=1
    I=IP.ID
    GO 10 13
    16 CONTINUT
    CALL CHECK(J)
    G0 T0 (17.18).J
17 CALL DIAGT(3)
    18 IF(SAFLAG) WRITE(6.20000)
20000 FORNAT(45H an ExIT HAS bEEN madE FROM SUHROUTINE STAIA I
    RETURN
```


## Listing of Code (continued)



Listing of Code (continued)


## Listing of Code (continued)

```
    lF(ICHOKE,EOGG)PTRS2(IP,K)= PRIP 
    IFIICHOKE,EOGHPTRSZ(IP,K)= PRIP 
    11 PRLOW= PIRS2(IP,K)
    GO TO 13
    GO 10 13
    152(K)=1
    13 WE=1.-WGTZ(K)/WGT2C(K)
    J=J+1
    IF(N-32129.10.18 ST2 n98
    29 IF(ICHOKE-L) 30.31.30
    31 SCRIT= -WE
    GO YO 15
    30 IF(LOPINI14.14.15 ST? 102
    14 PHE=(PTRSP(IP,K)-PTRNC)/PTRSZIIP,K) ST2 103
    IF (AHS(PRE)-PRIOL)17.17.24 ST2 104
    17 CONTINUE
    IF (AHS(WE)-WTOL)15.15.23
    24 PTRNO=PTHSZ(1P,K)
    WGT2C(K)=0.n
    I=IP
    10=-1
    IF (SCNIT)2H.2A.15
    28 PTRSZ(IH,K)E,S@(PRLOW+PRUP) ST2 112
    IF (PTRSZ(IP,K).LE,PRCRIT) PRPC=0.0
    G0 10 3
    23 SCRIT= 1.
```




```
    1L=I.ISECTI ST2 118
    WAITE(6,1001)(PTRS2(LOK),LE1,ISECT) STL 119
1000 FORNAT(2X,2HK=14, EX,GH PRUP=F8.5,2X,6HPRLOW=FB,5,2X,6H
    WAITE(6,1001)(PTRSZ(LOK),L=1,ISECT) WE, GHPRLOW=FB,5,2X,6H WE= ST2 119
    1FB.5,1X,THPHCRIT=FB.5,2X,2HJ=14/
    22X,FH WGT2=F8.3.2X,6HWGT2C=F8.3/
    32x,EH WG?xAFH,3)
1001 FORNAT(2X,6HPTPS2=6F8.51
    25 CALL CHECK(J)
        GO TO (20.21).J
    20 CALL DIAGT(A)
        GO 10 22
    21 CALL LOOP
    22 IF(SAFLAG) WAITE (6,20000)
22 IF(SAFLAG) WAITEI6,20000)
```



```
    RETLRN
        END
    ST2 n92
    ST2 n93
    ST2 094
    ST? n95
    Stz n96
    ST? n97
    ST? 099
    SCRIT= -WE ST2 100
    ST2 101
    ST2 105
    ST? }10
    PTRNO=PTRSZ(1P,K) ST2 107
    GT?C(K):=n=0 ST? 108
    ST2 109
    ST2 109
    ST2 110
    Sr? 111
    5T? 113
    ST? 114
    ST? ll4
    ST2 116
        WE= ST2 120
    ST2 121
    ST2 121
    ST2 }12
    S12
    ST2 125
    ST2 126
    ST2 127
    ST2 12B
    ST? 129
    ST? 129
    *******
    ST2
    131
```


## Listing of Code (continued)



## Listing of Code (continued)


$1 F(I-1 P) 0.3 .6$
3 IF (;AMFIABH5
4 TAZ $(K)=.5 \nmid(f T R Z(I, K) \cdot I S Z(I, K))$
CALL GAMMA(PTHZ $(I, K)$, IAZ $(K), F A I R, W A I H, G A M(4, K I)$
5 EXIIGAM(4,K)/(GAM(4,K)-1.)
EX=1./EXI
CHITICAL PHESSURE hatIO
CALL PHIM(EXI,ETAK(I,K),PHIZC(K), PIASZC(K))
SPECIFIC HEAT AT CCNSTANT PHFSSUKE
6 CPZ $(K)=\operatorname{HV}(4, K)$ EXI/A
HELATIVE EXIT VELCCITY
R2(I.K) =SQRY(2.*G*AJ*CPZ(K)*(TTR)(I, K)-TS2(1.K)))
EXIT HAESSURE
PSZ(I.K) $=$ PTRZ(I.K)/FTRSZ(I•K)
EXIT UENSIIY

IEST CAITICAL PRESSURE RATIO
If ( PTRS? (1,K)-HIAS?C(K))15.7.7
7 IF (IP-I) 2?, $\mathrm{H}, \mathrm{R} 2$
8 IF (PNPC)9.9.1R
9 IF PHPCEl.
PTHSP(I.K) $=P 1 A S Z C(K) *(1 .+P R T O L)$
GOTO 10
22 IF (PTRSZ (I.K).LE.PTOSZ(IH,K)) GO TO 18
GO 10 13
18 IF (II.EU.1).OP.(I.EG.ISECT) SCRII=1.
GO YO 11
11 CONTINUE.

1PW12C(K)-1.1/PHI2C(K))


WG2C(I,K) =RHCSPC(I,K)*H?C(I,K)*ANNZ(I,K)*CSBETZ(I,K)
2 $w$ G2 (I,$K)=w(i) C(I \cdot K)$
GO 1014
13 IF (PKHC=1.115.15.24
24 WG2(I,K)=AFF(I,K)*PIAट(I,K)/S(fRT(TIWZ(I,K))
GO 1014
CVEHEXPANSIOI AFTEN SUPERSONIC FLUW DECHEASE


GO 1016

CHET2t(I*K) =CSHETて(I,K)
$C H E I Z E(I, K)=C S H E T(I, K)$
HETRF $(1, K)=B E T \leq(1, K)$
FLW2 043
EXIT TEMPEKATUHES
FLW2 044
FLW? 045
FLW? $n 46$
FLW2 n47
FLW2 n4A
FLW2 049
$\begin{array}{lll}\text { FLW2 } & n 50\end{array}$
FLW2 ก51
FLw2 052
FLW2 053

FLW? n 55
FLW2 n56
FLW2 157
FLW? n5B
FLW2 n59

FLW? nG1
FLWZ 162
FLW2 063
$\begin{array}{lll}\text { FLW2 } & n 63 \\ \text { FLW2 } & n 64\end{array}$
FLW2 065
FLW2 n66
FLW2 nat
FLW2 nKA
FLW2 nf9
FLW2 n70
FLWZ
FLW?
n71
FLW? n71
FLW2 072
FLW2 073
FLW2 174
FLW2 $n 75$
*******
FLW? 177
FLW2 27 A
FLW2 074
FLW? กHO
FLWZ NAI
FLW2 กA2
FLW? nA3
FLW2 nH4
FLW? nA5
FLW? OHG
FLW? 187
FLWZ nAB
FLW? nA9

## Listing of Code (continued)

```
    RFF(I.K)=wG2(I.K)*SQRI(TTR2IIOK)I/PTR2(I,K) FLWZ n90
    16 RUZ(I;K)=R2(IOK)OSIN(EETZE(I;K)) FLWZ n91
    vUZ(I,K)=RUZ(I,K)-UZ(I,K)
    FLW2 n92
    OPDN2(I,K)= (RHOS2(IOK)*VUZ(I|K)*VUZ(I*K)/(G*DP2(I,K)))*.01388AR9********
    VZ2(I,K)=R2(I,K)*CBETĊE(I.K)
    AS2(I,K)=SQRT(GAM(4,K)*G*RV(4,K)*TS2(I,K))
    V2(I,K)=SORT(VZ2(I,K)*VZ2(I,K)*VII2(I,K)*VUZ(I,K))
    M2(I,K)=V2(I,K)/AS2(I*K)
    MR2(I,K)=R2(I,K)/AS2(I,K)
    MF2(I,K)*MR2(I,K)*CHEI2E(I,K)
    IF(I-LT.JSECT) GO TO 17
    IF(PAPC.EQ.1.) PRPC=2.
17 CALL CHECK(J)
    GO TO (1Y,Z1),J
    19 CALL OIAGP(4)
    21 IF(SHFLAG) WRITE(6,20000)
20000 FORNAT(45H AR EXIT HAS GEEN mAOE FHOM SUBROUTINE FLOW2 )
    RETLHA
    END
    FLW2 n94
    *******
    FLW2 n96
    FLW? n97
    FLW2 n98
    FLW2 n99
    FLW2 100
    FLW2 101
    FLW2 102
    FLW2 103
    FLw2 in4
    ********
    *******
    ********
    FLw2 i06
```


## Listing of Code (continued)



## Listing of Code (continued)

```
    AO=H6(I,K) LOS2 n44
    IF(RI(I.K)-HCMNIA(IOK))5.0.6 LOS2 n45
5 WMWH=HI(I,K)/HCMNIA(IOK)
AR=HCMNIA(JOK)/BSIA(IOK)
GO TO 7
6 WMWF=1.0
AR=FI(I,K)/HSIA(IOK)
7WIAZ=OMEGAR(I&K)*(I.*AR*AR* (AS*AD*(AC*AR*AO))I*WMWR
8 EX=(GAM(3,K)-1.)/GAM(3,K)
    ETAH(I,K)=(1.-(1./(PTHSZ(I*K)*(I.-WIAZ)*WIAZ))**EX)*PHIZ(I*K)/ LOS2 O53
1(PHI2(I,K)-1.)
    CALL CHECK(J)
    IF(SRFLAG) WAITE(6,20000)
*********
```



```
    RETUNA
    END
LOS2 n56
LOS2 057
```

Listing of Code (continued)


```
Listing of Code (continued)
```



## Listing of Code (continued)

```
        ICHOKE=0 LOOP n9l
        MPC=0 LOOP n92
        ISS=0 LOOP n93
        ISS=0
        CHOKE=0.0
        GO T0 17
C TEST PRFVIOUS COMPLETE CALCULATION LOOP n96
    LOOP }09
    13 IF (PASS)15,15.14
    14 ICHCKE=IHRC
        OELPH=.5*DELPH
        LNOP n98
        LOOP 099
        15 JL=(1SOHH-1)*8+LSTG
        PTOHSI(IP.JL)=DTOPSI(1P.JL)-DELP& LOOP 101
        SET INUEX HEGISIERS LOOP 102
C SET INUEX HEGISIERS
    LOOP 102
    16 CONIINUE
        LOPC=LOPC+1
    c SET JUME FOR CHOKE ITEHATION
    17 JUMV=1
        go 10 19
        jumL SET fOR NO CHOKE OR ChOKE COMPLETE
    LOOP }10
        18 JUMP=U LOUP-THACE
C 19 TESTTKLOUP)?1,21,20
    19 IF (THLUUP)?1,21,20
        11SOHNS,LSTGS,SPTPS,PTOPSI(IP,JL),DELPR,DELL,SCRIT,LOPC
    2001 FORNAT(3\times1215/3\times4F10.5,F10.0.1130)
    21 IF(SHFLAG) WHITE(6,20000)
20000 FORNAT(45H AN EXIT HAS GEEN MADE FHOM SUGROUTINE LOOP,
        RETLAN
        ENO
```



Listing of Code (continued)


```
24 IF (GAMFI25.25,26 ST2A n90
25 TAS(K)=.5#(TAl(K)&TAZ(K)) ST2A n91
    PASIK)=,S*(PTO(IP,K)OFTZA(IP,K)) ST2A n92
    CALL GAMMA(PAS(K),TAS(K),FAIR,WATR,GAMS(K)) ST2A n93
    GO 10 27
26 GAMS(K)=.5*(GAM(2,K)+GAM(4,K))
27.EAEGAMS(K)/(GAMS(K)-1.)
    RVBAR(K)=.5*(RV(2,K)&HV(4,K))
    CPS(K)=AVAAR(K)*E4/AJ
28 DELRVU(I,K)=(UIA(I,K)*VUIA(I,K)*II2(I,K)*VU2(I,K))/AJ/G
    MZA(I,K)EVZA(I,K)/SQAI(GAM(5,K)*G*RV(5;K)*TS2A(I,K))
    DELTTETFR(I,K) OELHVO(IOK)/CPS(K)
    TT2A(I,K)=TTO(I,K)-DELTT
    TTTSSA(I,K)=1.O(M2A(IOK)*M2A(IOK)*(GAM(5.K)-1.1/2.1 ST2A ,02
    PT2A(I,K)=PS2A(I,K)*PIPS2A
    MF2A(I,K)=M2A(IOK)*COS(ALF2A(I,K))
    1F (1SECT-1)13.15:13
13 I=I+10
    IF (I)14,14.-12
14 10=1
    I=IP+ID
    G0 10 12
15 CONTINUE
    DO 16 I=1.ISECT
    RW=WGZA(I,K)/WGTZA(K)
    TR=TTZA(I,K)/TTZA(IP,K)
    PR=PT2A(I,K)/PT2A(IP,K)
    SUMT=SUMT +RW*IR
    SUMLT=SUMLT*AW*ALOG(TH) ST2A 118
16 SUMLP=SUMLP&RWGALOG(PH), STRA 119
    E 3=GAM(5,K)/(GAM(5,K)-1.) ST2A 120
    TTBAK(K)=TT?A(IP,K)*gLMT ST2A 121
    PTBAR(K)EPTZAI&P,K)*EXP(SUMI.P&E3*(ALOG(SUMT)-SUMLT)) ST2A l22
    IF (K-KSTG)I7,I&,18 ST2A 123
17 STTO(K*1)=TTHAR(K) ST2A I24
    SPTO(K+1)=PTBAR(K) ST2A 125
    nO 23 I=l.ISECT
ST2A 126
9 SI(I,K+1)=ALFF2A(I,K)- RADSD(I,K+1)
    IF(SI(I,K+1).GT. 1.570796) SI(I,K+1)=1.570796
    IF(SI(I,K+I).LT--1.570796) SI(IOK+1)=-1.570796
    IF(OMEGAS(I,K))&,B,7
7ETARS(I,K+1)=1.0
    EXPSI=0.
    GO 10 117
8 IF(SIII,K+1))19,9,10
9 EXPSI=EXPN
```

ST2A 91
ST24 n92
ST2A $n 93$
ST2A 094
ST2A 095
ST2A 096


- ******

ST24 $n 98$

- ******

St2A 100
ST2A 101
5t2A 102
ST2A 103
ST2A 104
ST2A 105
ST2A 106
STEA 107
ST2A 108
St2A 109
STEA 110
STEA 111.
ST2A 112
ST2A 113
ST2A 114
St2A 115
STRA 116
5T24 117
ST2A 118
ST2A 119
ST2A 121
ST2A 122
STza i24
ST2A 125
ST2A 127
*******
-*******
ST2A 130
ST2A 131
ST2A 132
ST2A 133
ST2A 134
5T7A 135

## Listing of Code (continued)

```
            GO TO 117 ST24 136
    10 EXPSI=EXPP
    117 IF (PAF-1.)19.20.21
    ST2A 137
ST2A 139
    19 PTP(I:K+1) =PTUAH(K)
        PTO(I,K+I)=PTP(I-K*I)
        PTO(I,K+1)= PTP(I|K+1)
        Z/(TTTSPA(I,K))**EXI
            TO(I,K*I)=\THAN(K)
            GO TO 23
C SAVE PROFILES
    20 PTP(I,K+1)=PTZA(I,K)
        PTO(I,K+I)=PTP(I,K+I
        I*(I.*(TTTSZA(I,K)-1.)*ETAHS(I,K+I)*(COS(SI(I*K*I))**EXPSI)I**EXI
        2/(TTTSZA(I,K))**EXI
            G0 10 22
C SMOOTH PRESSURE PROFILES
    21 PTP(IOK+I)#PTHAH(K)*(IT2A(I,K)/TTHAR(K))**E3
```



```
        1*(1.*(TTTS2A(I,K)-1.) ETARS(I.K+I)*(COS(SI(I.K+1))**EXPSI))**EXI ST2A IS5
        2/(TTTSPn(I,K))**EXI
    22 TTO(I,K+I)=1TZA(I,K)
    23 CONTINUE
    18 MFSTOP=MF 2A(IP,K)/AACS
    CALL CHECK(J)
    GO TO (30.31).J
    30 CALL DIAGT(5)
    31 IF(SHFLAG) WHITE(6,20000)
```



```
    FORNATI4SH AN EXIT HIS HEEN MADE FHOM SUBROUTINE STAZA.
RETLHN
    ENO
ST2A 138
)
STRA 141
ST2A 142
ST24,143
ST2A 14*
ST2A 144
ST2A 145
ST2A 146
ST2A 147
ST2A 148
STZA 149
ST2A 150
ST2A 151
ST2A 152
********
ST2A 155
STRA 155
STZA 156
ST2A 157
STZA 15A
ST?A,159
STPA 159
ST2A 160
ST2A 161
STPA 162
********
STEA }16
```

Listing of Code (continued)


## Listing of Code (continued)



## Listing of Code (continued)

```
    EX=GAM(2,K)/(GAM(2,K)=1.)
    CALL PHIM(EX,ETASIL,K),PHIX,PRCRTT) STI N86
    PRUP! PTOPSI(IP:K)=PRCRIT/PTOPSIIL,K)
    1*(1.*PRTUL)
    PRLOWzl.U
    rO TO 10
    9 LCI(K)=LCI(K)+1
    10L = I甘HC . I
    IF(ICHOKL.EO.L) PTOPSI(JP.K) = POUP
    IF(mGT1(K)=WGTIC(K))IC.15.11
    11 PRLUW=PTOPSI(IP,K)
    GO TO 13
    12 PRUP=PTOPSI(IP,K)
    13 WE=l.-WGTI(K)/WGTLC(K)
    J=J*1
    IF(J-32)24.22.?2
    29 1F(ICMOKE-L) 30.31.30
    31 SCRITM -WE
    GO TO 15
    30 IF(LOPIN)14.14.15
    14 PRE=(PTOPSI(IP,K)-PTRNO)/PTOPSI(TP,K)
    1F (AUS(PRE)-PRT|L)21:21.27
    21 CONTINUE
    1F (AHS(WE)-WTOL)15:15.20
    27 PTRNO:मTOPSI(IP&K)
        WGTIC(K)=0.0
        I=IP
        ID=-1
        TF (SCRIT)19.10.15
    19 PTOPSI(IP.K)=.5*(PRLO*&PRUP)
    IF (PTOPSI(IP,K).LE.PKCRIT) PRPC=0.
    GO 10 16
    20 SCRTT= 1.
    15 TF(THLOOP.EO.O.) GO TC 28
22 WHITE(6,IOOOIK,PHUP,PKLOW,WE,PRCRIT,J,WGTI(K),WGTIC(K),(WGIILOK).
    1 L#1.ISECT)
    WRITE(6.1001)(PTOPSI(L,K)OL=1.ISFCT)
1000 FORNATI2X,2HK=I4: SX,6H PQUPEF8.5.jX.6HPRLOWEF8.5.2X,6H WE: ST1 , 22
    1F8.5.IX.7HPNCKITコFB.5.2X,2HJ=I4/ STI 123
    22X,FH WGTIFFR,3,2X,6HMGTIC=FB.3/
    32X,6H WGl=6FB.3)
1001 FORNAT(1X,7HPTONSI=6FE.5)
    28 CALL CHECK(J)
    gO TO (23.24):j
    23 CALL DIAGT(?)
    GO 10 25
    24 CALL LOOP
```

Listing of Code (continued)
25 IF(SKFI.AG) WRITE( 6,20000 )
20000 FORNAT(4bH AR EXIT has beEn made from Subroutine stal RETLRN
*\#\#\#\#\# ******* -******* ST1 133

## Listing of Code (continued)

SUBROUTINE OVRALL OVLL ..... $n 01$
covalall
OVLL nozC DUAPOSE IS TO CALCULAIE STAGE PEpFORMANCE VALUES
OVLL 003
aFPER FLOW ITERATION IS COMPLETEN THROUGH THE LAST STAGE
OVLL nos
OVLL 005
REAL MFSTOP
OVLL 006
logical prever, Srflag ..... -*EE**
CONHON SRFLAG- ******
COMMOH /SNTCP/G,AJ,PRFC.ICASE, PRFVER,MF STOP. JUMP,LOPIN,ISCASE. ..... OVLL 008
IKN.GAMF,IP, SCRIT, PTRNOISECT.KSTG.WTOL,RHOTOL, PRTOL, TRLOOP, LSTG. ..... OVLL 009
2LBRC, IBHC,ICHOKE,ISOAF, CHOKE OPTOPSI (6, 8), PTRS2(6,8).TROIAG,SC.RC. ..... ovll nio
3DELPR,PASS.IPC.LOPC.ISSOVLL 011OVLL NIZ
3U2 ( 6,8 , ANNO $(6,8)$, PTO $(6,8), T T O(6, A), A(P H A O(6,8), P T P(6, B) \quad O V L L \cap 16$OVLL 017
COMNON /SINPUT/ RSL, TSL.PSL.GAMSL. ******
IPTPS, PTIN,TTIN,WAIR,FAIR,DELC,DELL, DELA,AACS,VCTD,STG,SECT,EXPN, OVLL $\cap 19$$5 R(6, A), E T A R(6, B), C F R(E, B), T F R(6, A), A N D C R(6, H), O M E G A S(G, 8), A S O(G, H) O V L L$ n 236, ASNPO ( $6, A$, , ACMNO $(6, E), A I(6,8), A \rho(6,8), A 3(6,8), A 4(6,8), A 5(6,8), A 6(O V L L$ N24
OVLL n27
REAL MO OVLL 028
3.RHOSI $(6,8)$, ALFIE $(6,8), V U I(6,8), V Z 1(6,8), M O(6,8)$, WGTO $(8), W G O(6, B)$OVLL 033REAL MRIAOVLL $n 34$

$2,8), M H \mid A(5, R), T S 1 A(6,8)$ *******

PS2 $(6,8)$, PF $12(6,8)$ OVLL 039C
REAL MR2.M2 •MF2OVLL 040
$1,8), V U 2(6, R), \operatorname{DPDRZ}(6,8), V Z 2(6,8), M R 2(6,8), M F 2(6,8), M 2(6,8) \quad$ OVLL 043REAL MZA.īMFZA$\begin{array}{ll}\text { OVLL } & n 43 \\ \text { OVLL } \\ \text { OHL }\end{array}$OVLL n4s

## Listing of Code (continued)



```
    RW=*G2A(I,K)/NGT2A(K) OVLL OR9
    OELHT(IOK)=DELHVN(I.K)-TFR(IOK) OVLL n90
    nELHTI(I|K)=CPS(K)*TTO(I,K)*(1.-(PT2A(I0K)/PPP(I|K))**E5) OVLL n91
    ETATT(IOK)=OELHT(I,K)/DELHTI(IOK)
```



```
    ETATS(I,K)=OELHT(I,K)/DELHS!(I,K)
    PATZA(I,K)=PS2A(IOK)*(I.*(GAM(5,K)-1.)*MF2A(I,K)*MF2A(I,K)
1/2.1**E3
    DEHATI(I,K)=CPS(K)*TTO(I,K)*(I.-(PATZA(I,K)/PTP(I,K))*EE5)
    ETATAT(IOK)=OELMT(IOK)/DEHATI(IOK)
    OELHTS(K)= NELHTS(K) & R**OELHT(I,K)
    DEHTIS(K) =DENTIS(K)&RO&OELHTI(I|K)
    OEHSIS(K)=DENSIS(K) &RN*UELHSI(I*K)
    DHATIS(K)=DNATIS(K)*R#*DEHATI(IOK)
    6 \text { CONTINUE}
13 SAO(K)EALPHAO(IN,K)*51.2958
    SIS(K)=SI(IP,K)*57.295*
    SB1A(K)= UET1A(1P.K)*51.2958
    SIR(K)=AI(IP,K)*S7.295A
    SAZ(K)=ALF2A(IP,K)*57.2958
    THCN(K)= GAN(I,K)*(GANSL:I.)*RV(1,K)*STTO(K)/
    1(GANSL*(GAM(IOK)*1.1*HSL*TSL)
    EPSI(K)=GAMSL*(IGAM(IOK)&1.)/2.)|EE2/(GAM(),K)*((GAMSL
    1*1.1/2.)**Ell
    DELT(K)=SPTO(K)/NSL
    SETATT(K)=DELHTS(K)/OEHTIS(K)
    SETATS(K)=DELMTS(K)/CEHSIS(K)
    SETAAT(K)=0ELHTS(K)/DRATIS(K)
C **enह** CARO DELETED*********
    SWATP(K)= WGTO(K)*SURT(STTO(K))/SPTO(K)
    SNRT(K) =HPM/SURT(STTO(K))
    SOHT(K)=DELHTS(K)/STTO(K)
    SETHC(K)=OELHTS(K)/THCR(K)
    RTHCHES(JKT(THCR(K))
    SNRTMC (K)=APN/RTHCH
    SWRTED(K) =WGTO(K)*KTNCR*EPSI(K)/DELT(K)
    SPTPTZ(K)=SPTU(K)/PTGAR(K)
    SPTPS2(K)=SPTO(K)/PS2(IP,K)
    ST2TTO(K)=TTGAR(K)/STIO(K)
    STRTTO(k)=TTRIA(IP,K)/STTO(k)
    UPS(K)=,5*(UIA(IP,K)*L2(IP,K))
    UPUPS (K)=UPS (K) UPSS(K)
    OUPLP=OUPUP OUPUPS (K)
    URS(K)=,5*(UlA(1),K)=CK(3,K)/OPlA(1,K).UZ(1,K)-UR(4,K)/DP2(I,K))
    URUHS(K)=URS (K)*URS(K)
    OURUH=OURUR OHURS (K)
    OOELMT=OUELNT*DELHTS(K)
    OVLL n92
    OVLL n93
    OVLL n94
    OVLL n95
    OVLL }09
    OVLL 097
    OVLL n98
    OVLL n99
    OVLL }10
    OVLL 101
    OVLL 102
    OVLL 103
    OVLL IOS
    OVLL }10
    OVLL i06
    OVLL }10
    OVLL }10
    ********
    OVLLA109
    OVLL 110
    OVLL 111
    OVLL IIz
    OVLL 112
    OVLL 113
    OVLL 114
    OVLL 115
    ********
OVLL 117
OVLL }11
OVLL 119
OVLL 120
OVLL 121
OVLL }12
OVLL 123
OVLL 124
OVLL }12
OVLL 125
OVLL }12
OVLL 127
OVLL 128
OVLL }12
OVLL 130
OVLL 131
OVLL 132
OVLL i33
OVLL 134
```

Listing of Code (continued)


## Listing of Code (continued)

```
    OUENTI = CPO*TTO(I,1)*(1.-(PT2A(T,K)/PIP(I.1))**EO)*RW*ODEHTI
    ODENSI = CPO*TYO(I,I)*II,-(PS2A(T,K)/PTP(I,I)I**EO)*RW+ODEHSI
    9 ODHATI = CPO*TO(I,I)*(I.-(PAT2AII*K)/PTP(I,I))**EO)*RW*OOHATI
    OPSIP=G*AJ*ODELHT/12.*OUPUP)
    OPSIH=G*AJ*ODELNT//2.*OURUR)
    OWRTP=SWRTP(1)
    OWNED=SWRTEO(1)*SNRTHC(1)/60.
    ONRTHC=SNRTHC\II
    ONRT=SNHTIII)
    ODHT=ODELHT/TTIN
    OPTOT2=PTIN/PTHAR(KSTG)
    OPTOS2=PTIN/PSP(IP,KSIG)
    OPTATZ=HTIN/PATZA(IP,KSTG)
    OETATI=OUELHT/ODEHTI
    nETATS=OUELHT/OUEHSI
    OETAAT=ODELHT/ODHATI
    OETHC=OOLLHT/THCH(1)
C
    1=1
    WRIIF(G.I000)NAME.TITLE.ICASE.ISCASE
1000 FORNAT(1H1,21X,ZGHNASA TUHBINE COMPUTER PROGRAM /6X,10AG/
    l 6x,10AG/ 30x,GHCASE 13.1H..I3/2Bx.1IHSTAGE PERFORMANCE /19X
    27HSIAGE l.fX,7HSTAGE E,hx,7HSTAGF 3,6x,7HSTAGE 4/ )
        1F(KSTG-4)19.19,18
    18 k5=4
        G0 10 20
    19 KS=KSTG
    20 WFITE(6.10N1)(STYO(K),K=IOK5)
1001 FOHNAT(2x,12H TTAAH 02X,F10.1,3X,F10.1.3X,F10.1,3X,F10.1)
    WHITE(G,1002)(SPTO(K)0K=I.KS)
1002 FOHNAT(2X.12H PTGAR O2X,F10.7.3X,F10.3.3X,F10.3,3X,F10.3)
    WRITE(6,1003)(WGTO(K),KEIOKS)
1003 FOHNAT(7X.1PH NG ORX,F10.3.3X,F10.3.3X.F10.3.3X,F10.3)
    WHITE(b,10n4) (DELHTS(K),KEI,KS)
1004 FOHNAT(2X.12H OEL HEX,F10.3.3X,FIO.3.3X,F10.3.3X,F10.3)
    WHITE (G,1005)(SWRTP(K),NEI,KS)
1005 FORNAT(2X.1?H WHT/P2X,F10.3.3X,F10.3.3X.F10.3.3X.F10.3)
    WRITE(G.1006)(SDHT(K),K=I,KS)
1006 FOHNAT(2X.12H DH/T TEARN2X,F10.5,3X,F10.5.3X,F10.5.3X,F10.5)
    WRITE(6,1007)(SNLT(K),KEI,KS)
1007 FOHNAT(2X,12H N/RT2X,F10.2.3X,F10.3.3X,F10.3.3X,F10.3)
    WRITE(G,100H)(SETATT(K),KEI,KS)
1008
    FORNAT(2X,12H ETA TT2X,F10
1009 FORMAT(2X.1?H ETA TS2X,F10.F.3X,F10.5.3X.F10.5.3X,F10.5)
    WHITE(G,IOIO)(SETAAT(K),K=I.KS)
```

OVLL 181
OVLL isz
OVLL 183
OVLL 184
OVLL 185
OVLL 186
OVLL 197
OVLL 188
OVLL 189
OVLL 190
OVLL 191
OVLL 192
OVLL 193
OVLL 194
OVLL 195
OVLL 196
OVLL 197
OVLL 198
OVLL 199
OVLL 200
OVLL 301
OVLL 702

## *******

OVLL 904
OVLL $>05$
OVLL 206
OVLL 207
OVLL $>O H$
OVLL 309

## *******

OVLL 211

- ******
*******
*あ\#*****
OVLL 215
*******
OVLL 217
*******
OVLL 219
****か**
OVLL 7?1
*******
OVLL 23
*******
OVLL $>25$
*******
OVLL 927

Listing of Code (continued)


## Listing of Code (continued)

```
    WRITE(6.1030)(SIS(K),K=I,KS)
    1030 FORNAT(2X,12H & STATORZX,F10.3,3X,F10.3,3X,F10.3.3X,F10.3)
    WRITE(6,1031)(SB)A(K),K=I,K5)
    1031 FORNAT(2X,12H GETA IA2X,F10.3.3X,FIO.3.3X,FIO.3.3X,F10.3)
    WRITE(6,1032)(SIR(K),K=I,KS)
    1032 FORMAT(2X,12N I RCTOR2X,F10.3,3X,F10.3.3X,F10.3,3X,F10.3)
    WRITE(6,1033)(SA2(K),K=I,KS)
    1033 FORNAT(2X,12H ALPNA 2A2X,F10.3.3X,F10.3.3X,F10.3.3X,F10.3)
    WRITE(G,1034)(DGETAR(K),K=I,KS)
1034 FORMATI2X,12H DHEIA R2X,F10.3,3X,F10.3,3X,F10.3.3X,F10.3)
WRITE(G.In35)(MIS(K),KEI,KS)
1035 FORNAT(2X,12H M 12x,F10,5,3X,F10.5,3x,F10.5,3X,F10.5)
WRITE(6.1n36)(MIRS(K),K=1,KS)
1036 FORNAT(2X,12H MI RT2X,F10.5,3X,F10.5,3X,F10.5,3X,F10.5)
    WHITE(6,1037)(MH]A(IP,K),KEI,KS)
1037 FORNAT(2X,12H NF 1A2X,F10.5,3X,F10,5,3X,F10.5,3X,F10.5)
    WRITE(6.1038)(MR1AR(K), K=I,KS)
1038 FORNAT(2X,12N MRIA RT2X,F10.5,3X,F10.5,3X,F10.5,3X,FIN.5)
    WRITE(6,1\cap39)(MR2(IP,K),K=I,KS)
1039 FORNAT(2X,12H NR 22X,F10.5,3X,F10.5.3X,F10.5.3X,F10.5)
        WAITE(6,1040)(MA2T(K), K=\,KS)
1040 FORNAT(2X.12N ME2 TIP2X,F10.5,3X,F10.5,3X,F10.5.3X,F10.5)
    WRITE(6.1041)(SETHC (K),K=I OKS)
1041 FORNAT(2X,12H E/TF CR2X,F10.3,3X,F10.3.3X,F10.3.3X,F10.3)
    WR1TE(6,1042)(SNRTHC(K),K=I,KS)
1042 FORNAT(2x,12H N/HTH CR2X,F10.1,3x,F10.1,3x,F10.1,3X,F1n.11
    WRITE(G,1043)(SWRTED(K),K=I,KS)
1043 FORNAT(2X,12H WRTHCGE/O2X,F10.3,3X,F10,3,3X,F10.3,3X,F10,3)
        IF (KSTG-KS)22,22.21
    21 WRITE(6.1045)NAME,TIYLE.ICASE.ISCASF
1045 FORNAT(1HI,21X,29HNASA TURBINE COMPUTFE PROGRAM /6X,10A6/
    1 6x,10A6/ 30X,6HCASE 13,1H.113/26X,17HSTAGE PERFORMANCE /19X
        2THSTAGE 5.6X.7HSTAGE E,HX,7HSTAGE 7.6X,7HSTAGE A/,
            I=5
        KS=kSTG
        GO TO 20
    22 WRITETG.1044)OPSIP,OPSIH.OOELHT.OWRTP.CNRT,OOHT,OPTOTR,
        IOPTOSZ, OPTATZ, OETATT, CETATS,OETAAT, ONNED,ONRTHC, OETHC
1044 FORNAT///31X,19HOVERALL PERFORMANCE/7X,9HPSI P
    1F10.5, 5X,10HPSI R
    2F10.5, 5X,10HN/RT
    3F9,5,5X.1OHPTO/PSS F10.5, 5XOHDELH/TTINF10.5/7X.1OHPTO/PTAARZ
    3F9.5, 5X.10HPTO/PS2 F10.5, 5XOHPTO/PAT2AF10.5/7X,9HETA TT
    4F10.5, 5X.1OHETA TS F10.5, 5X9HETA TAT F10.5/7X,9HWNE/600
    EF10.3. 5X.1OHN/RTH CR F10.3. 5x.9HE/TH CR F10.5%)
        IF(SAFLAG) WRITE(6,?O000)
20000 FORNAT(1HI,45H AN EXII MAS REEN MAUE FFOM SUBROUTINE OVRALL)
        RETURN:
```

OVLL 267

- ******

OVLL 269

- ******

OVLL 271
*WE*****
OVLL ? 73

OVLL 275
*******
OVLL 277
-6.日日**
OVLL 279
*******
OVLL 2B1

OVLL ?R3
*******
OVLL pes

- "*****

OVLL 2AT
-******
OVLL 2a9
*******
OVLL 391
*******
OVLL 293
*******
OVLL 395
OVLL 296
OVLL 297
*******
OVLL 299
OVLL 300
OVLL 301
OVLL 302
OVLL 303
OVLL 304



- ******
-*******
****
-******

*******
OVLL 311

Listing of Code (continued)

END

## Listing of Code (continued)



## Listing of Code (continued)

```
    IALFZA(6,8),TT2A(6,A),FTZA(6,8),TTGAR(R),PTBAR(8),STTO(8),SPTO(8), DIGT N46
    ZMZA(G,H),MFZA(6, G),CPCA(B),VZA(G,B),TSZA(6,8),TAS(B),PAS(8),GAMSIBDIGT O47
        3),CPS(B), DELMVD(G;8),GVBAR(A)
C
    IF(SNFLAG) wHITE(6,10000)
10000 FORNATI44H AN ENTRY FAS REEN MAOF IN SUBROUTINE DIAGT I
    WHITE(6.1000)NAME,TITLE
    1000 FORNATIIHI.5X:10A6/6X:IOAG/20X:2OHNASA TUHBINE COMPUTER PROGRAM/
        131X,10HIIIAGNOSTIC)
            IF (M.EU.0) GO TO 10
            GO TO 110,19,11,12,131.m
        10 DO 14 K=1,KN
            WRITE(6,1DOI)K,CPO(K),GAM(I,K)
1001 FORNAT(9X,1HK.I5,9X,3FCP0.F10.3.0X.5HGAMMA;F10.5)
    WRITE(6,1002) (HTP(I,K),I=1,ISECT)
1002 FOKNAT(3X,6H PTP.GF10.3)
    WHITE(6.1003) (PTO(I,K).I=1.IGECT)
1003 FORNAT(3X,GH PTO.6FIO.3)
    WRITE(G.1004) (PSU(I,K),I=1,ISECT)
1004 FOHNAT(3X.6H PSO.6F10.3)
    WRITE(6.1005) (TTO(I,K).I=1,ISECT)
1005 FORNAT(3X,GH TTU.GF10.1)
    WHITE(G.IOOK) ISSO(I,K).I=I.ISECTI
1006 FOKNAT(3X,GF TSO.HFlO.1)
    WRITE(G.IOOT) (VO(I,K).IEI.ISECT)
1007 FOKNAT(3X.6H VO.GF10.3)
    WKITE(G.IOOH) (ALPHAO(I,K),I=I,ISECT)
1008 FOHNAT(3X,GMALPHAO,OF(0.3)
    14 WHITE(h.1009) (SI(I,K),I=I.ISFCT,
            IF (M.EH.O) GO TO 19
            GO 10 lM
        1900 20 K=1,KA
1009 FORNAT(3X.6H SIOAFLO.3)
    WHITE(\hbar.lOIn) K,CP1(K),GAM(2,K)
1010 FOKNAT(GX,IHK,I5,YX,3RCH1,F1O.3.OK,5HGAMMA,F10.5)
    WHITE(G.1011) (OSI(I,K),I=I,ISECT)
1011 FORNAT(3X,GH HSI.hFl0.3)
    WHITE(6.1OI2) (UNOHI(l,M):I=1.ISFCT)
1012 FOHNAT(3X.GH OPDH1,OF10.5)
    WHITE(G.1013) (TSI(I,K),I=1.ISECT)
1013 FOHNAT (3X,GH TSI.GFIO.1)
    WHITE(6,IN14) (*GI(I,KN),I=1.ISECT)
1014 FORNAT(3X,GH WGI:NFIO.3)
    WRITE(O,LOIS) (VI(I,K),I=I,ISECT,
1015 FORNAT (3X,6H VI,6F10.3)
    WRITF(G:IOIG) (ALFIE(l,K):I=1.ISFCT)
1016 FOHNA! (3x,GH ALFIE,GH10.3)
    ********
    DIGT n49
    ********
    ********
    DIGT 050
    DIGT O51
    DIGY n52
    OIGY n52
    OIGT n53
    DIGT 054
    DIGT n55
    DIGT n56
    DIGT n57
    OIGT n5B
    OIGY n58
    DIGT 060
    DIGT OGI
    DIGT nG2
    DIGY nG3
    DIGT n64
    DIGT n65
    DIGT 066
    DIGT nG7
    DIGT n68
    DIGT 069
    DIGT n70
    OIGT n71
    DIGT n72
    DIGT n73
    DIGT n74
    OIGT O75
    DIGT \cap76
    DIGT n77
    DIGT n78
    DIGT O79
    DIGT nRO
    OIGT ORI
    OIGT \capAZ
    OIGT OR3
    OIGT n84
    OIGT n84
    DIGT n86
    DIGT n86
    DIGT OBR
    .OIGT n89
    DIGT n90
```


## Listing of Code (continued)




```
    MOWH(TE(RO1\cap17) (ALFI(IOK),1=1,ISERT) 
    GO TO IH DIGT n93
    11DO 15 K=1.KN
WRITE(6,IOIA) K,CPIA(K),GAM(3,K)
1018 FORNAT(9X,1HK,I5,9X,4FCPIA,FIO,3,&X,5HGAMMA,FIO.5)
1018 FORNAT(9X,IHK,IS,9X,4RCP1A,FIO,3,8X,5HGAMMA,FIO.5)
    1019 FORMAT(IXX,GH PTHIA,GFIO.3)
WRITE(OOIN20) (PSIA(IOK)IIEI.ISECT)
l020 FORNATIBX.GH PSIA.GF(0.3)
    WRITE(G.In?1) (TTRIA(IOK),I=1.ISFCT)
1021 FORNAT(3X.GH TTHIA,GFIO.1)
102I WRITE(G0ID22) (NGIA(IDKI,I=1.ISECTI
1022 FORNAT (3X,GH WGIA,GFIO.3)
    WRITE(G.In?3) (HIA(I,K)PI=I,ISECT)
1023
    WRITE(6.1n24) (HETIA(I,N),I=1.ISFCT)
1024 FORNAT (JXOGH RETIA,GFIU.3)
    15 WHITE(6,10P5) (HIII,K),I=1,ISECT)
1025 FORMAT (3X,GH RI,6FIO.3)
    IF (M.F(J.O) Gn To 12
    go To le
    12 DO 16 KxI.KN
    WRITE(G,In26)K,CPZ(K)PGAM(3,K)
1026 FORNAY(9X,1HK,14,9X,3RCP2,F10.3,9X,5HGAMMA,F10.5)
    WHIIE(6.1n27) (PTRZ(IPK).I=1.ISECT)
1027 FQHNAT (3X,GN PTRZ.GF10.3)
WKITE(6.102F) (HS2(1,K),I=1.ISECT)
1028 FORNAT 13X,GH PS2,GF10.3)
    WHITE(6.102G) (DPORZ(I,K),I=1,ISFCT)
1029 FORNAT (3X,GM DPISR2.6F10.5)
    WRITE(R.l030) ITTR2(ITK):I=1.ISECT)
1030 FORNAT (3X,GH TTH2.6F10.1)
    WRITE(6.1031) (TSZ(I,K).I=1.lSECT)
1031 FORNAT (3X,GH TS2,6F10.11
    WHITE(6.1032) (wG2(I,K),I=1,ISECY)
1032
    FORNAT (3X,6H WG2.6F10.3)
    WRITE(6.1033) (H2(I,K),I=I,ISECT)
1033 FORNAT (3X.GN H2.6F10.3)
    WHITE(6.1034) (HET2E(I,K),I=1,ISECT)
1034 FORNAT (3X,GH BETRE,GF10.3)
    16 WHITE(6.1035) (BETZ(I;K),I=1,ISECT)
1035 FORIMAT (3X,AH UEI2,6F10.3)
    IF (M.E(J.D) GO TO 13
    g0 10 1t
    13 DO 17 K=1,KN
```



```
    DIGT n94
    OIGT n95
    DIGT n96
    DIGT n97
    DIGT n98
    DIGT n99
    DIGT }10
    DIGT 101
    DIGT 101
    OIGT 103
    OIGT 104
    OIGY 105
    OIGT 106
    DIGT 107
    DIGT 10B
    DIGT IlO
    DIGT 111
    DIGT il2
M
OIGT il4
DIGT 115
DIGT 116
DIGT 117
M017 FORMAT(3X,GH ALFI:6F10.3)
1019 FORMAT(3X,GH PTHIA,GFIOK):1=1.1SFCT)
    D1GT n93
    OIGT n96
```

Listing of Code (continued)

```
DIGT 138
    LEK Ol (G,1036)K,CP2A(K),GAM(5,K)
    WRITE(K,1036)K,CP2A(K),GAM(S,K)
1036 FORNAT(9X,IHK,I5.9X,4FCH2A,FIO.3.RX,
    WRITE(h.lO37) (PTZA(IOK),I =
PTZA.6F10.3), SETT
    WHITE(E.103O) (PSZA(IPK),IEI,ISERT)
1038 FORNAT (3X,GH PSZA.6F10.3)
    WHITE(6.1039) (TTRA(IOK).I=I,ISERT)
1039 FOHNAT (3x,6H TVZA.EF10.1)
```



```
    FORNAT (3X,AH TS2A,6+10.1)
    FORNAT (3X,GH WGZA.6F10.3)
    WRITE(0.1n42) (V2A(I;K).I=1.ISECT)
1042 FORNAT (3X,GH VZA.6F10.3)
    WITE(h.l04.3) (ALF2A(I,K),I=1,ISFCT)
1043 FORNAT (3X,GH ALFZA,GF10.3)
    wRITE(6,1044) (SI(IOK),I=I:ISECT)
1044
    FORNAT 13X,GH SIOGFIO.3
    WAITE(A.1045) L.CPS(K).GAMS(K)
1045 FOÜNAT (9X,1HL,15,9X,3HCOS,F10.3.0X.5HGAMMA,F10.5)
    WRITE(6.104K) (HTP(I,L),I=1.ISECT)
    1046 FORNAT (3X,GH PTP,GF10.3)
    WHITE(6.1047) (PTO(I,L).I=I.ISECT)
    047 FORNAT (3X,GH PTO.6F10.3)
    17 WRITE(6,104H) (TTO(I,L),I=1.ISECT)
    048 FORNAT. (3X.6H TTO.6F10.1)
    18 CONTINUE
        IF(SHFLAG) IRITE(6,20000)
20000 FORNAT(IHI,45H AN EXII HAS GEEN MADE FHOM SUGROUTINE DIAGT?
    RETURN
    END
```

DIGT 138
DIGT 139
OtGT 14n
OIGT 141
DIGT 142
DIGT 143
DIGT 144
DIGT 145
DIGT 146
DIGY 147
DJGT 14R
OIGT 149
OIGT 150
OIGT 151
OIGT 152
DIGT 153
OIGT 154
OIGT 155
OIGF 156
DIGT 157
DIGT 158
DIGT 159
DIGT 160
DIGT 161
DIGT 162
DIGT 163
OIGT 164
OLGT 165

- 6 *****

DIGT 166
DIGT 167



## Listing of Code (continued)



## Listing of Code (continued)

```
    STPTO(KS)={保(KS-1:K) IRP(KS-1:K) INST nHZ
    STPTO(KS)=PPP(KS-1,K) INST NAN
    STSI(KS)ZST(KSGOKIESI 205%-245M INST nB4
    STSl(KS)=S((KS-1.K)*gl.295%
    STVO(KS)=\O(KS-1.K)
    STVLO(kS)=vu0(kj-lok)
    STV2O(kS)=v20(kS-l.k)
    SrTSO(kS)=TSO(kJ-1.k)
STPSO(kSS)=PSO(kS-1,K)
STOENO(KS)=144.*STPSO(KS)/(STTSO(KSS)*RV(1,K))
STMO(KS)=MO(KS-1.K)
ST*G1(KS)=WG1(kS-1,k)
SFLOI =SFLOl - STNGI(RS)
STDO1(KS)=001(K5-1,K)
STALFE(KS)=ALFIE(KS-1,K)*57.295B
STIFFLA(KS)=(ALPMAO(KS-1-K)+ALFIE(KS-1.K)):57.295A 
sTVl(KS)=Vl(kS-l,k)
INST n96
STVUl(kS)=\Ul(kS-lok)
STVRI(KS)=V71(KS-1,K)
STTSI(Kj)=TSI(KS-10K)
STPSI(KS)=PSI(KS-I,K)
STDFNI(KS)=AHOSI(KS-LOK)
STMI(KS)=VI(KS-1,K)/(SPRT(GAM(2.K)*G*RV(2,K)*TSI(KS-1,N)I)
    ZS =-2.*ALF1E(KS-1,K) -1.570796
ZwI(NC(KS)=COS! IS INST 103
```




```
CPS(KS)=1.-(STVO(KS)/STV1(KSS)\** 
STWCIA(KS)=mGIA(KS-l,K)
SFLOIA=SFLOIA*STWGIA(NS)
STDF1A(KS)=TP1A(KSS-1,K)
STPTRI(KS)=PTRIA(KS-1PK)
STTPQI(KS)=TTRIA(KS-l:K)
STEETI(KS)=METIA(KS-1OK)*57.2958
STHI(KS)=RI(KS-1,K)*5).2058
STRIA(KS)=R1A(KS-l,K)
INST 106
*******
********
INST 107
INST 104
INST 109
INST 110
STRUIA(KS)=RU1A(KS-1,K)
INST 111
INST 112
STMAIA(KS)=NA|A(KS-1,K)
INST 113
STUlA(KS)=Ula(kS-1,K)
INST 114
INST 115
STPSIA(KS)=PSIA(KS-1,K)
********
STTSIA(KS)=TSIA(KS-1,K)
*******
STWG2(KS)=WG2(KS-1,K)
SFLOZ =SFLO? - STwG2(KS)
STDPZ(KSS)=OPZ(KS-1,K)
*******
************
STHET2(KS)=HET2E(KS-1:K)*57.2958
INST 116
```



```
INST 117
SR2(KS)=H2(KS-1:K)
INST IIA
SGUZ(KS)=QU?(KS-1,K) INST lla
INST 120
```



## Listing of Code (continued)



Listing of Code (continued)


## Listing of Code (continued)

```
    STDP1(L)=1T(20K)
    SN=CPI(IOK)/OT(2,K) INST 252
    STOPIA(L)=OT(3,K)
    R3=CPIA(I,K)/OT(3.K)
    STOPZ(L)=DT(4PK).
    R4=CP2(I,K)/OT(4.K)
    TALF=SIN(ALFI(II,K))*AZ/COS(ALFFI(T,K))
    H5xCPZA(I,K)/UT(5,K)
    GO TO 10
    6 LJx?
    JJ=ISECT•1
8 CALL WOUI'
8 CALL WOU 
    IF(SHFLAG) WRITE(6.20000)
20000 FORMAT(4SH AN EXIT HAS HEEN MADE FROM SUBROUTINE INSTG I
20000 FORMAT(4SH AN EXIT HAS HEEN mADE FROM SUBROUTINE INSTG I
    END
    INST 254
    INST >55
    INST }25
    INST }25
    INST 758
    INST >59
INST 260
INST 261
INST 261
O. IF(SHFLAG)
INST 263
INST 263
INST }26
*******
#*******
INST ?65
INST >66
```

|  | SUBFUUTINE WOUT | WOUT NOL |
| :---: | :---: | :---: |
| cwout |  | WOUT 002 |
|  |  | WOUT 003 |
| C | REAL MFSTOP | WOUT n04 |
|  | LOGICAL PHEVEH, SRFLAG | ******* |
|  | COMMON SAFLAG | - |
|  | COMNON /SNTCP/G.AJ,PRFC.ICASE.PRFVER,MFSTOP, JUMP, LOPIN, ISCASE. | WOUT 006 |
|  | IKN,GAMF, IP, SCHIT, PTHA,ISECT,KSTG, WTOL, HHOTOL, PRTOL, TRLOOP, LSTG. | WOUT $n 07$ |
|  | 2LHEC, IHKC. ICHOKE, ISOAH, CHOKE, PTOPSI(6, \&), PTHS2 (6,8), TROIAG, SC, RC. | WOUT 08 |
|  | SLELPR,PASS.IPC,LOPC.ISS | wout nog |
|  |  | wout nlo |
| C |  | wout nil |
|  |  | WOUT $n 22$ |
|  | ( ${ }^{\text {c }}$ | WOUT nl3 |
|  | SU2 ( 6,8$)$. ANNO ( 6,8$), P \mathrm{P}$ | WOUT O14 |
|  |  | WOUT $n 15$ |
| C | COMNON /SINPUT/ RSL.TSL.PSL.GAMSI | ******* |
|  | IPTPS,PTIN,TTIN,WAIR,FAIH, DELC, DELL, DELA,AACS, VCTD, STG, SECT, EXPN. | WOUT $n 17$ |
|  | 2EXPP, EXPKE, RPM, PAF, SLI. STGCH,FNOJOH, NAME (101, TITLE(10), PCNH(6) |  |
|  |  | 2WOUT n20 |
|  | AETAES $(6, \theta)$, FTAS $(6,8)$, $\operatorname{CFS}(6,8)$, ANNO $(6, H)$, BETA1 $(6, B)$, BETAZ $(6,8)$, ETA <br>  | $\begin{aligned} & \text { Qwout n20 } \\ & \text { wouT n21 } \end{aligned}$ |
|  |  | WOUT n22 |
|  |  | WOUT n23 |
|  |  | WOUT A24 |
|  |  | ¢****** |
| C |  | -t.en*** |
|  |  | - |
|  | $\text { (8),VUO( } 6, R), V Z O(6,8), H H O S O(6,8), P S 1(6,8), W G T 1(8), T A 1(B), W G 1(6, A):$ |  |
|  | 2 CPDHI ( 6,8$), S I(6,8), C^{P 1}(8), P H I 1(6,8), \mathrm{TSI}(6,8), V 1(6, A)$ |  |
|  |  |  |
| C |  | * |
|  | REAL MRIA |  |
|  |  |  |
|  |  |  |
|  |  |  |
| C |  | - |
|  | $P 52(6,8), P+I 2(6,9)$ |  |
|  |  |  |
| C | REAL MR2,M2.NF |  |
|  | COMMON /SFLOW2,TS2 $(6,8), \operatorname{CP} 2(8), R \rho(6,8), \operatorname{RHOS} 2(6,8), \operatorname{BET2E}(6,8), R$ | 6****** |
|  | 1, 8), VU2 $(6,8), \operatorname{OPDR2}(6,4), V Z 2(6,8), M R 2(6,8), M F 2(6,8), M 2(6,8)$ | ******** |
|  | 1, ${ }^{\text {a }}$, VU2(6,8), | 6****** |
| C | REAL M2A,MFZA |  |
|  | COMMON /SSTA2A/WG2A(6, B), WGT2A(B), VU2A(6,8), V22A(6 |  |



Listing of Code (continued)


Listing of Code (continued)

```
    WHITE(6.1011)(STUENO(1).I=LJ.JJ)
    FORNAT IIOH UENS OT 2X:OFIO.5:
    WHITE(6.1012): STMO(1):I=LJ:JJ)
1 0 1 1
```



```
1012 FORNAT (10H
    WHITE(6,1499)(CPO(K),I=LJ.JJ)
1999 FORNAT (10H CP 0.2X.6F10.5)
    WRITE(6.20ON)(RV(1,K),I=LJ,JJ)
2000 FORNAT (1OH HG O.2X,OF10.3)
    WHITE(G.2001)(GAM(I,K),I=LJ,JJ)
2001
    WHITE (t,2002)(HWG(1,K):1=LJ:JJ)
    WHITE (6,2002)(HWG(1,K):1=LJ,JJ)
2002
    IF(ISECT.LE.3)GO TO 1l013
    IF(ISECT.LE,3)GSTMGO(2003)(STWG(I),I=LJ.JJ).SFLOO
```



```
2003 FORNAT (1OH
TOPI(I),l=LJ,Jj)
11013 WHITE(KGIO13)(STOPI(I),l=LJ.JJ)
1013 FORNATI/bX5HSTA I2XIIFSTATOR EXI
    WRITE(6.1014)(STALFE(1),I=LJ.JJ)
    1014 FORNAT (IOH ALPHA 1.2X,OF10.3)
    WRITE(t,IO15)(STDELA(t).I=LJ.JJ)
    1015 FORNAT (10H OEL A.2X,GF10.3)
    WHITE(K,lolK)( STVI(1):I=LJ:JJ)
1016 FORNAT IIOH V 1.2X.GF10.3)
    WHItE(6,1017)( STVUl(I):I&LJ,JJ)
1017FORNAT (10H VU 1.2X.6F10.3)
```



```
1018 FORNA(6,1019)1 STTSIII),I=LJ,JJ)
    WHITE(6,1019)( STTSITI):I=LJ,JJ)
1019 FOFNAT IIOH
    WRITE(6.1064)(STPSI(1).I=LJ.JJ)
    WRITE(6.1064) STPSS PS 1.2x.6F10.3)
106.4
    WHITE(E.1020)(STDENI(1),!=LJ:JJ)
    WHITENT (10H UENS 1.2X,6F10.5)
1020
    FORMAT (1ON}\mathrm{ WHITE(6,1021)I STMI(I):I=LJ:JJ)
1021 FORNAT (1OH M 1.2x,6F10.5)
    WHITE(6.1022)(2wIINC(1).I=LJ.JJ)
1022 FORNAT (10H ZWI INC: 2x.6F10.5)
WHITE(6.102G)( CPS(1),I=LJ:JJ)
1026 FORNAT (1OH CP 5, 2x,OFIO.S
    WHITE(6,2999)( CPI(K):I=LJ:JJ)
2999 FORNAT\IOH
    WRITE(6,3000)(RV(2,K):I=LJ,JJ)
    FORNAT (1OH NG 1.2X.6F10.3)
    WRITE(6.3001)(GAM(2.K),I=LJ,JJ)
```




```
    3002 FONNAT IIGH HWG 1.2x.6F10.5)
```

| wnut nez |  |
| :---: | :---: |
| WOUT $n$ | n63 |
| wOUT n64 ******* |  |
|  |  |
|  |  |
| ******** |  |
| -6***** |  |
| -****** |  |
| ******* |  |
|  |  |
| ******* |  |
| ******** |  |
| - ****** |  |
| - ****** |  |
| - \#****** |  |
| - ****** |  |
| WOUT OKT |  |
| WOUT nAA |  |
| wout ne |  |
| wnut $n 7$ |  |
| wout n71 |  |
| wout n72 |  |
| wout n73 |  |
| WOUT 07 |  |
| WOUT 075 |  |
| wout $n 76$ |  |
| wout n77 |  |
| WOUT 078 |  |
| WOUT 079 |  |
| WOUT nAO |  |
| WOUT OHI |  |
| WOUT AR2 |  |
| WOUT CR3 |  |
| WOIT ORE |  |
| WOUT OH5 |  |
| wout n96 |  |
| ******* |  |
| WOUT กAR |  |
|  |  |
|  |  |
| ******** |  |
| ****** |  |
| ******** |  |
| ******* |  |
| **か**** |  |
| ******** |  |
| - $* *$ |  |

Listing of Code (continued)


## Listing of Code（continued）


1038 FORNAT（10H UUETA． $2 \times .6 F 10.3$ ）
WHITE（6．1039）SR2（1）．I\＃LJ．JJ）
1039 FOKNAT（10M R 2．2X，OF10．3）
1040 FOHNAT $110 H$ HU $2.2 x, 6 F 10.31$
WRITF（6．1041）SMH？（I）：I＝LJ．JJ）
1041 FORNAT（10H MR 2．2X．OF10．5）
WHITE（6．1042）SU？（1）．IELJ•JJ）
1042 FORNAT 110 H 2．2×．6F10．31
WAITE（6．1043）$\quad$ Hx（1）．I＝LJ．JJ）
In43 FOPNAT（10H $H X \cdot 2 \times$ ．6F10．5）
WHITE（0．1044）（5TI）ELH（I），「＝LJ•JJ）
1044 FORNAT（IOH OELHO2X．OF10．3）
WHITE（A， 1 （045）（STPSI（1）：IFLJ•JJ）
1045 FORNAT（1）（1H PSI P． $2 \times .6 F 10.51$ WHITE（A．1046）（SETATT（1）．I＝LJ．JJ）
 WHITF（B．1047）（SETATSII）．1＝LJ．JJ）
1047 FOHNAT $110 H$ ETA TS． $2 \times .6 F 10.51$ WHIIE（6．ln4H）（SETAAT（1）．I天LJ．JJ）
1048 FORNAT IIOH ETA AT：2X．6F10．51 WHITE（大•1044）（RLWINC（1）．I＝LJ•JJ）
1049 FORNAT 110 H 7WI INC． $2 \times 0$ ．6F10．5） WRITE（6．1065）1 CPH（l）．I＝LJ．JJ）
1065 FORNAT（ 1 nH CP R．2X．6F10．5） WRITE（t－？Ot5）（ STPS2（1）．I＝LJ．JJ）
2065 FORNAT（10H PS 2．2X．OF10．3） WHITE（t．2nG6）STTSZ（I），I＝LJ•JJ）
2066 FORNAI（10H IS $2 \cdot 2 \times, 6 F 10.1$ ） WHITE（6．4999）（CP2（K），I＝LJ．JJ）
4999 FORNAT110H CP 2．̈́x．6F10．5） WHITE $(6,500 n)(R V(4, K) \cdot I=L J \cdot J J)$
5000 FORFAT $110 H$ RG $2.2 x, 6 F 10.31$
WRITE（G．SOOI）（GAM（4．K），I＝LJ．JJ）
WOUT 114
WOUT ils
WOUT 116
WOUT 117
WOUT IIR
WOUT 119
WOUT 120
WOUT 121
WOUT 122
wOUT 123
WOUT 124
waut 125
WOUT IPK
WOUT 127
WOUT 128
WOUT 129
WOUT 130
WOUT 131
WOUT 132
WOUT 133
WOUT 134
WOUT 135
WOUT 136
－क．があ＊＊
WOUT T 3A

＊＊＊＊＊＊＊


＊＊＊＊＊＊＊＊

＊＊＊＊＊＊
＊＊＊＊＊＊
＊＊＊＊＊＊＊＊
＊＊＊\＃\＃\＃\＃



＊＊＊＊＊＊＊
＊\＃\＃\＃あれあ

＊＊＊＊＊＊＊
WOUT 141
＊\＃\＃\＃\＃\＃
WOUT 143
＊＊＊＊＊＊＊
WOHT 145

Listing of Code (continued)

```
        WRITE(6,1056)( STVUZA(1),ImLJ.JJ)
    1056 FORNAT (10H VU 2A.2X,6F10.3)
        WRITE(6.l057)(STALF2(1),IELJ.JJ)
    1057 FORMAT (1OH ALHHA 2A.2X,GF10.3)
    WHITE(6,105A)I STMF2A(I),I=LJ.JJ)
    1058 FORNAT (10H MF 2A.2X.0F10.51
    WRITE(0,I059)( STVZZA(I).IELJ.JJ)
1059 FORMAT 110H VZ 2A.2X.6F10.31
    WRITE(6.1060)( STTS2A(1).I=LJ.JJ)
1060 FORNAT 11OH TS 2A.2X,GF10.1)
    WRITE(6.1061)1 STPS2A(1).I=LJ.JJ)
1061 FORNAT (1OH PS 2A.2x,6F10.3)
    WRITE (6,1062)(STDEN2(1),I=LJ.JJ)
1062 FORNAT (1OH DENS 2A.2X,6F10.5)
    WRITE(t.1063)(STMZAII):I=LJ.JJ)
1063 FORNAT (10H M 2A.2X.6F10.5)
    WRITE (6,5999)(CP2A(K):I =LJ.JJ)
5999 FORNAT(10H CP 2A,2X,6F10.5)
    WHITE(6.6000)(RV(5.K):I=LJ.JJ)
6000 FORNAT (1OH HG 2A:2X,6F10.3)
    WRITE(6.6001) (GAM(5.K),I=LJ.JJ)
6001 FORNAT IIDH GAMG 2A,2X,6F10.5)
    WRITE (6,6002)(HWG(5,K):I=LJ,JJ)
6002 FORNAT (1OH HWG 2A.2X;6F10.5)
    IFIISECT.LE.3)GO TO 21000
    WRITE(6,6003)(STWG2A(İ).I=LJ.JJ),SFLO2A
6003 FORNAT (10H WG 2A.2X,GFIO.5.7X.IIHTOTAL FLOW ,FIO.5)
21000 IF(SHFLAG) WAITE(6.20000)
20000 FORNATIIHI.4SH AN EXI! HAS REEN MADE FROM SUGROUTINE WOUT, 
RETLKN
ENO
#*******
```


## Listing of Code (continued)

```
    PHIM nOI
    PHIM nO2
CPHIM LOGICAL PHEVER,SAFLAG
    LOGICAL PHEVER
    IF(SHFLAG) WAITE(6:10000)
10000 FORNATI44H AN ENTHY HAS BEEN MADF IN SUBROUTINE PHIM I
    A = EXI-.5
    R = - (EXI*(1.-EYA)/Z.)
    C = ETA/2.
    C=ETA/2.SQRT(B**2-4.*A*C) //(2.*A)
    TR=ETA/(ETA-X)
    PH = TR**EXI
    IF(SRFLAG) WRITE(6,20000)
GORNAT(45H AN EXIT HAS HEEN MADE FROM SUBROUTINE PHIM,
    RETLKN
    END
```


## APPENDIX 2.3C

CONTROL CARDS FOR WANL CDC-6600 COMPUTER

## A. Control Cards for FORTRAN Deck Setup

|  | Exomple |
| :---: | :---: |
| J\%B Cord | J08, 10. |
| Account Number Card | AS7797. |
| ID Cord | ASD1097, TURBIN, 120, 75000, 01. |
| RUN Card | RUN (P, $/$, , , 14000) |
| LøC Cord* | L¢C, 75000. |
| LGめ Cord | LGФ. |
| End-of-Record Cord | 7/8/9 |
| FORTRAN Deck | PRQGRAM JIM ....... |
| , ' | , |
| , | ' ' |
|  | , ' |
| , | , ' |
|  | , ' |
| , ' | , ' |
| , ' | END |
| End-of-Record Cord | 7/6/9 |
| End-of-Record Card | 7/8/9 |
| Data Deck | FALSE |
| , | , |
| , | , |
| , | , |
| , | , |
| , | , |
| , | , |
| r | $\text { EN'DJg } B=1.0$ |
| End-of-File Cord | 6/7/8/9 |

- The LøC card Is required to initialize the core to zero before compilation and execution.


### 2.4 BLADE SURFACE VELOCITY CALCULATIONS*

### 2.4.1 Background

As a part of the Westinghouse Astronuclear Laboratory analytical investigation of turbine erosion phenomena, calculations are made in the various areas of turbine flow. These procedures include the present calculation to determine the velocity distribution along the suction and pressure side of the turbine blades. Surface velocities from this calculation are then used as input to the ADROP code discussed in Section 2.6.

The purpose of this report is to show how the computer program was used in performing the calculation for the G.E. blade and to compare the results of this calculation with those by other methods. Comments on the use of this program extend the detailed account to include: the modifications for the CDC 6400 machine, the input and output for the G.E. blade calculation, and additional comment on the features of the program.

### 2.4.2 Calculation of G. E. Blade

Calculations were made on the 3rd stage stator blade, mean diameter section, for the G.E., 3 stage potassium turbine. This blade section, shown in Figure 2.4.2-1 is reproduced from Figure 11 of Reference 2.

## Input

The input to the calculation is given by Table 2.4.2-1. Its format is identical to that in Reference 1. The input data are identified by the Figure 2.4.2-2 sketch and by the Description of Input in Reference 1. Note that all linear dimensions given by Table 2.4.2-1 and Figure 2.4.2-2 are ten times the actual blade size.
*W. K. Fentress, Fellow Engineer, Development Engineering Department, Westinghouse Steam Divisions, Westinghouse Electric Corp., Lester, Pa.


Figure 2.4.2-1 Third Stage Nozzle Mean Section
TABLE 2.4.2-1

## INPUT




Figure 2.4.2-2 Geometric Data for the G. E. Blade

## Listing

The program is the same as listed in Reference 1 save for minor mechanical changes to allow for the use of the program on the CDC 6400 machine. For the most part, these changes are in the format statements and in the indexing for the arrays listed in the Equivalence Statements; e.g., variables such as $A(2500,4)$ were changed to equivalent statements involving single indices. The original program used a computer system-dependent plotting package which has been eliminated by deleting reference to subroutine PLOTMY.

## Output

A considerable amount of printout is generated by the program; for the present calculation only a small portion is pertinent. In Reference 1 the items of output are identified by item numbers 1 to 12. Items 4 and 5 are all that is necessary to construct the blade surface velocity curve, Figure 2.4.2-3. Output Item 4 gives the computed velocities at interior mesh points.

A sample of the latter is given in Table 2.4.2-2. The quantity $I A$ refers to the axial coordinate index; thus at IA $=90$ the free stream velocities across the exit plane of the blade section are given and at $I A=1$ the inlet plane velocities are given. In the given problem the approximate average exit velocity is 0.4165 and the average inlet velocity is 0.170 .


Figure 2.4.2-3 Surface Velocities Computed for the G. E. Blade

Item 5 gives the calculated surface velocities based on axial and tangential components. Thus, the referred velocity, with respect to the exit velocity is the ratio of the Item 5 .surface velocity to 0.4165 . Note that the value of velocity at the inlet and exit of the blade, corresponding to $Z \approx 0$ and $Z=8.37$, are taken as 0.170 and 0.4165 in constructing the velocity curve (Figure 2.4.2-3). The referred length, with respect to the axial length of the blade, is the ratio of $Z$ to 8.37. A sample of Item 5 output is given in Table 2.4.2-3.

### 2.4.3 Discussion

The following discusses the use of the program and compares the calculation results with those by other methods.

TABLE 2.4.2-2
SAMPLE OF ITEM 4 OUTPUT


## Program

Machine time for the blade calculation was approximately 2 minutes with the $C D C 6400$ machine. This is in line with a tolerance of $10^{-4}$ (TOLER), an assumed overrelaxation factor ( $\omega$ ) of 1.6, and 2006 mesh points. The tolerance is with respect to the maximum change in stream function in successive iterations, specified by the Item 8 printout as ERROR.

From the printout of ERROR it is evident that the number of iterations increases with decrease in tolerance (ERROR); e.g., 6, 30, 43 and 380 iterations for $1 . \times 10^{-2}, 1 \times 10^{-3}, 6 . \times 10^{-4}$, and 1. $\times 10^{-4}$ tolerance. Here there is a very large increase in the number of iterations between 6 . and $1 . \times 10^{-4}$.tolerance, but this is consistent with the use of a factor ( $\omega$ ) of 1.6 in the calculation. It is shown by the following comparison, with other calculations for the same data, that the choice of the factor has a noticeable effect on the number of iterations, particularly in the region of close tolerance.

| Factor | Number of tierations |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $1 . \times 10^{-2}$ <br> Tolerance | $1 . \times 10^{-3}$ <br> Tolerance | 6. $\times 10^{-4}$ <br> Toleronce | $\begin{aligned} & 1 . \times 10^{-4} \\ & \text { Tolerance } \end{aligned}$ | $\text { 2. } \times 10^{-5}$ <br> Tolemance | $\text { 1. } \times 10^{-5}$ <br> Tolemence |
| 1.949 | 45 | 105 | 106 | 157 | 199 | 213 |
| 1.90 | 24 | 75 | 88 | --- | -- | --* |
| 1.80 | 12 | 40 | 88 | --* | -- | -- |
| 1. 70 | 7 | 30 | 46 | --- | --- | -- |
| 1.60 | 6 | 30 | 43 | 380 | 718 | -- |
| 1.50 | 6 | 30 | 43 | --- | --- | --- |
| 1. 40 | 5 | 31 | 44 | --- | --- | --- |

Note that $(\omega)=1.949$, the optimum factor computed by subroutine SOR, requires less iterations at close tolerance, but generally requires a greater number of iterations at coarse tolerance. Thus the "optimum" factor is only optimum for a large number of iterations, i.e., for close tolerance.
$\times 10^{-4}$ It is probable that a tolerance of 5. to 1. $\times 10^{-4}$ is sufficiently close for most calculations based on the following check. Here calculations were made with $10^{-2}, 10^{-3}, 10^{-4}$, and $10^{-5}$ tolerance and, while the velocity plot for $10^{-2}$ tolerance was noticeably different in the region of the leading edge, there was very little change with respect to $10^{-3}$ and $10^{-5}$ and no visible change with respect to $10^{-4}$ and $10^{-5}$ tolerance.

Actually, several features of the program are not clearly explained by Reference 1.
a) Solution of the Laplace Equation

Referring to Figures 4 and 5 of Reference 1: To solve the Laplace equation it is evident that the boundary conditions must be fully defined. Hence, as the boundary conditions are only defined, explicitly, along the upper and lower blade surface, it is probable that the stream function is specified along the other boundary surfaces by a process of interpolation based on: the stream function at points $B, G, C$ and $F, Q_{i n}$ and $Q_{o u t t^{\prime}}$ and the assumption (certainly in the first approximation) that the inlet and outlet stagnation streamline is straight.

TABLE 2.4.2-3

## SAMPLE OF ITEM 5 OUTPUT


surface velucities badeu un tangential combonents

| $\angle$ | VELOCITY | ANELE (UEG) | * $\times$ |
| :---: | :---: | :---: | :---: |
| -2.6921-010 | 1.5346001 | 90.00 | 1.5396-001 |
| $3.3200-002$ | 2.165c-001 | 75.82 | 2.2432-001 |
| 1,3965-001 | 2,8948-001 | 60.68 | -.5c83-001 |
| 3.4871-001 | 3.2046-001 | 44.59 | ?-2498-001 |
| 6.7758-001 | 3.5449-001 | 33.06 | 1.9339-001 |
| 1.3123*000 | 3.0110-001 | 13.60 | 0.1420-002 |
| 3.0690-000 | -.0548-001 | -11.57 | -R.1419-002 |
| 3.9447-000 | $4.2174-001$ | -22.23 | -1.5454-001 |
| 4.4880 -000 | $4.4058-001$ | -30.27 | -2.2c03-001 |
| 4.8891*000 | 4.4555-001 | -36.94 | -2.6778-001 |
| $5.2107+000$ | 4.4931-001 | -92.34 | -7.4<68-001 |
| 5.4613000 | 4.5iz4-001 | -46.76 | -3.2670-001 |
| 5.7163 .000 | 4.5181-001 | -50.40 | -7.4611-001 |
| 5.92510000 | 4.5178-001 | -53.44 | -7.6c88-001 |
| 6.1138000 | 4.5254-001 | -56.01 | -1.7522-001 |
| $6.2862+000$ | $4.5146-001$ | -58.15 | -3.0348-001 |
| 6.4461-000 | 4.5099-001 | -59.94 | -30y032-001 |
| 6.5958-000 | $4.5165-001$ | -61.45 | -1.9675-001 |
| $6.7369 \cdot 000$ | $4.5144-001$ | -62.77 | -4.0139-001 |
| 6.87080000 | -.b20 0001 | -63.92 | -4.0003-001 |
| 6.9984*000 | 4.3 ise-001 | -64,93 | -900331-001 |
| 7.1206*000 | $4.3231-001$ | -65.84 | -4.1470-001 |
| 7.2378 .000 | 4.5286-001 | -66.73 | -4.1603-001 |
| 7.3502*000 | $4.5209-001$ | -67.60 | -4.1799-001 |
| 7.4577.000 | 4.5124-001 | -68.45 | -4.1471-001 |
| 7.5608*000 | $4.449<-001$ | -64.27 | -4.1286-001 |
| 7.6598*000 | 4.4687-001 | -70.05 | -4.<406-001 |
| 7.7547*000 | 4.4358-001 | -10.78 | -6.1045-001 |
| 7.8460 .000 | 4.3844-001 | -11.3世 | -4.1549-001 |
| 7.9307-000 | 4.3403-001 | -71.84 | -4.1c42-001 |
| 5.0213 .000 | 4.294.j-001 | -12.21 | -4.0680-001 |
| 8.1061 .000 | $4.2 \$ 760001$ | -72.48 | -4.1411-001 |
| 8.1898*000 | 4.1861-001 | -72.68 | -3.9670-001 |
| 8.2726.000 | 4.1344-001 | -72.82 | -7. $4.490-001$ |
| 8.35490000 | $4.1534=001$ | -72.89 | - $7.4702-001$ |
| 8.37004000 | 3.840<-001 | - 40.00 | -3.6602-001 |



## b) Inlet Stagnation Point

Points B and G (Figure 2 of Reference 1) are at the inlet extremity with respect to the axial direction and, by the numerical treatment, the velocity is zero at both of these points. This does not consider that the location of the stagnation point depends on the angle of incidence and, with large incidence can deviate from point $B$ by a notable amount. It appears that the effect of this approximation is to displace the upper and lower velocity curves in the region of the blade inlet, but without affecting the velocity curve downstream of the leading edge region.

The surface velocity plot, Figure 2.4.2-3, compares the calculation results for the G.E. blade with those by the G. E. report (Reference 2) and with those by the Westinghouse Electric anatog. From the general agreement, it appears that the calculation is sufficiently accurate for its intended use in the boundary layer calculation.

### 2.4.4 Conclusions

The NASA computer program (Reference 1) specifies the blade surface velocity with sufficient accuracy for its intended use in the boundary layer calculation. This is shown by comparing the calculation results with those by two other methods of calculation (Figure 2.4.2.3).

### 2.4.5 References

1. A Computer Program for Calculating Velocities and Streamlines for Two-Dimensional, Incompressible Flow in Axial Blade Rows Theodore Katsanis - NASA TN D-3762 January 1967.
2. Three Stage Potassium Test Turbine, Final Design, Vol. 1, Third Design - R. J. Rossbach, et al - NASA CR 72249.

### 2.5 COLLECTION OF CONDENSATE AND MOVEMENT OF CONDENSATE ON TURBINE SURFACES *

### 2.5.1 Nomenclature for Section 2.5

A Shear profile empirical constant
$A_{1}, A_{3}$ Blade geometric constants
a Condensate fog particle deposition constant for blade concave surface

B Shear profile empirical constant
b Condensate fog particle deposition constant for blade nose
$C_{D} \quad$ Fog particle drag coefficient
$C_{f}$ Wall friction drag coefficient, stator blade surface drag coefficient
d Drop diameter, feet or microns
D Turbine housing inside diameter, inches
E Condensate particle collection efficiency
F Indicates relationship between variables
F Centrifugal force on liquid film on rotor blades - lb
$g_{n} \quad$ A function of $K_{c n}$
$\mathrm{G} \quad$ Mass velocity of vapor, $\mathrm{lb} / \mathrm{hr}_{\mathrm{h}-\mathrm{ft}^{2}}$

[^11]

Axial width of blade measured along blade surface - ft , in .
$\$$ Blade geometry parameter, ft
${ }^{a}{ }_{i}$
Angle between normal to turbine ax is and stator inlet velocity vector, degrees
$\delta$
Condensate film thickness, inches, mils, or feet
$\delta^{+} \quad$ Film parameter $=U * / U$
$\zeta$ Inlet width of concave surface capture curve - ft
$\lambda$ A density parameter, dimensionless
$\mu_{\mathrm{v}} \quad V$ iscosity of vapor, $\mathrm{lb} / \mathrm{ft}-\mathrm{sec}$ or (lb-sec)/ft ${ }^{2}$
$\mu_{L^{\prime}} \mu \quad$ Viscosity of liquid, $\mathrm{lb} / \mathrm{ft}-\mathrm{sec}$ or $\mathrm{lb}-\mathrm{sec} / \mathrm{ft}^{2}$
Kinematic viscosity, $\mathrm{H} / \mathrm{p}, \mathrm{ft}^{2} / \mathrm{sec}$
$\rho \quad \mathrm{Mixture}^{\mathrm{f}}$ bulk flow density, $\mathrm{lb} / \mathrm{ft}^{3}$ or slugs/
$\rho_{\ell} \rho_{L}$ Working fluid density as a liquid, $\mathrm{lb} / \mathrm{ft}^{3}$ or slugs/ft ${ }^{3}$
$P_{V} \rho_{G^{\prime}} \begin{aligned} & \text { Working } \\ & \text { slugs } / \mathrm{ft}^{3}\end{aligned}$ fluid density as a vapor, $\mathrm{lb} / \mathrm{ft}^{3}$ or
${ }_{5}$ Wall friction drag per unit area, $\mathrm{lb} / \mathrm{ft}^{2}$
$\sigma \quad$ Surface tension, $\mathrm{lb} / \mathrm{ft}$
$\varphi, \varphi_{1}, \varphi_{2}$ Indicates relationship
$\psi \quad$ Surface tension parameter
$\omega \quad$ Rotor rotative speed - radius $/ \mathrm{sec}$
2.5.2 Deposition of Moisture on the Surface of Blades

- Single Row Collection

When the moisture in the bulk flow is in the form of small spontaneously formed condensate
particles (as in steam or alkali metal vapor turbines), the mechanism of deposition of moisture on blade surfaces is considered to be that of inertial impaction bosed on the macroscopic application of the laws of motion. In this we have followed Gyarmathy ${ }^{(1)}$. While deposition by diffusion of particles (Brownian motion and/or eddy diffusion) is recognized as a possible factor, inertial impaction is thought to warrant first consideration. Even between inertial impaction calculations, as between Gyarmathy and Brun et al ${ }^{(2)}$, there is substantial difference in numerical values which we have been unable to resolve.

The inertial deposition of moisture is considered to be principally on the inlet edge (nose) of the blades and on the concave face of the blades. Therefore by definition the inertial deposition on a single row of blades may be written as:

$$
Q_{\ell}=m Y_{\ell} \quad\left(P_{c n}+P_{c c}\right)
$$

## - Deposition on the Inlet Edge of the Blades

The analysis considers the nose of the blade as a circular cylinder. Thus the impingement of moisture particles is specified by the path of the particles when acted upon by the potential flow about a circular cylinder.

The path and impingement of particles with respect to circular cylinders, based on two-dimensional trajectory calculations and suitable drag coefficients, is given in a number of reports. In addition to Gyarmathy ${ }^{(1)}$ NACA Report 1215 by Brun, et al ${ }^{(2)}$, for example. In the Brun report the data are shown by a non-dimensional plot in terms of the conventional inertia parameter ( $K$ ), a Reynolds Number parameter, and the collection efficiency. (Collection efficiency is the ratio of the width of the free stream capture stream tube, within which all particles strike the cylinder, to the diameter of the cylinder).

In symbolic terms the efficiency of collection may be written:
$E=\frac{2 L}{2 L}=\varphi\left(K_{c n}\right)=\varphi(K, R e)=\varphi\left(\left(\frac{2 \rho^{2} r^{2} V_{r}}{9 \mu_{v} L^{2}}\right), \operatorname{Re}\right)$
or in the Stokes Law region applicable to these miniature moisture drops:

$$
\begin{equation*}
E=\varphi\left(\left(\frac{24}{C_{D} \operatorname{Re}}\right) \quad\left(\frac{2 p_{L} r^{2} V_{r}}{9 \mu_{V}^{2 L}}\right)\right) \tag{2}
\end{equation*}
$$

As the flow about the miniature moisture drops is often in the slip flow regime, it is necessary to correct this formulation for the reduction in drag due to slip flow. Correction is made by multiplying the continuum value of the inertia parameter by the ratio ( $C_{D \text {,slip flow }} / C_{D}$ ) where $C_{D}$ is the conventional drag coefficient for continuum flow. This correction is specified by an empirical expression in terms of Knudsen Number. As shown in Figure 2.5.2-1,
Gyarmathy's expression, $\frac{C_{D} \text {, slip flow }}{C_{D}}=\frac{1}{1+2.53 K_{n}}$,
is a simple approximation to the more complicated Emmons ${ }^{(3)}$ expression. As shown also by this curve, the drag on 0.4 micron radius drops under Yankee turbine conditions is only $45 \%$ of the continuum drag. In fact, the drag on particles will only approach continuum values at approximately 15 microns or greater radius.

Making the slip flow correction to equation 2 and observing that in the Stokes flow regime that $\frac{24}{C_{D} \operatorname{Re}}=1$. yields:

$$
\begin{equation*}
E=\varphi\left(1+2.53 K_{n}\right)\left(\frac{2 \rho L r^{2} V_{r}}{9 \mu_{r} 2 L}\right) \tag{3}
\end{equation*}
$$

By use of the relationship of equation 3, as established in numerical terms by Gyarmathy or Brun et al, the collection effic iency for the nose sections of a turbine row can be calculated. Collection efficiencies have bee $n$ calculated for the noses of the ninth stator blade row, 3/4 blade height position of the Yankee steam turbine, and are shown in Figure 2.5.2-2. As can be seen the data of Gyarmathy predicts higher collection efficiencies than that of Brun et al.


Figure 2.5.2-1 Knudsen Number Corrections

This difference cannot be explained by the fact that the Brun, et al, data account for the increase in Stokes law drag with Reynolds Number, as in this instance the fluid properties are nearly coincident with the Brun curve for zero Reynolds Number. Possibly, the difference could be explained by differences in trajectory calculation, but this calculation is not qualified in Gyarmathy's report.

The portion of the total number of condensate particles in the total flow which are collected by the noses of the blades of a given turbine row is given from simple geometric considerations, as indicated in Figure 2.5.2-3 as:

$$
\begin{equation*}
P_{c n}=\frac{2 L^{\prime}}{S \sin \alpha_{i}}=\frac{2 L E}{S \sin \alpha_{i}} \tag{4}
\end{equation*}
$$

Figure 2.5.2-3 also gives the calculated portion collected by the ninth stator noses of the Yankee turbine. It will be noted that the portion of the total drops collected by the noses of the blades of a row cannot exceed $2 L / S \sin a ;$


Figure 2.5.2-2 Collection Efficiency Ninth Stage Stator Nose Yankee Turbine

- Deposition of Moisture on the Concave Face of the Blade

Generally, the anglysis is performed along the lines of Gyarmathy's (1) approach. The contour of the blade surface is approximated by a polynomial expression. The path of the vapor corresponds to the blade contour and the path of the particles, acted upon by the drag of the vapor, is calculated by trajectory equations. The drag on the particles is by Stokes law with correction for slip flow. By simplifying assumptions of constant vapor velocity with respect to the distance between blades and equal and constant moisture-particle axial velocity, the particle acceleration is described by a linear differential equation. By further assumptions as to boundary conditions, the integrated equation gives the width of the band at the blade inlet, within which all moisture particles impinged on the blade surface. Finally, the ratio of band width to the space between blades gives the amount of the collection with respect to the total moisture approaching the blades.

Thus, by the above assumptions, the collection of moisture is specified by closed form calculation. The detail derivation follows:

The concave surface of the blade is approximated by the third degree polynomial (see Figure 2.5.2-4)

$$
\begin{equation*}
F(x)=A_{1} x+A_{3} x^{3} \tag{1}
\end{equation*}
$$



Figure 2.5.2-3 Portion Collected Ninth Stage Stator Nose Yankee Turbine


Figure 2.5.2-4 Collection of Moisture on the Concave Side of the Blade

The coefficients are specified by the inlet angle and the exit point as:

$$
\begin{equation*}
F^{\prime}(0)=A_{1}=\left(S_{\theta}-\$\right) / W \tag{2}
\end{equation*}
$$

$$
\begin{equation*}
F(W)=S_{\theta}-\$+A_{3} W^{3}=S_{\theta} ; A_{3}=\$ / W^{3} \tag{3}
\end{equation*}
$$

Assume that the path of the steam is the same as the blade surface shape; then, the path and direction of the steam flow is:

$$
\begin{equation*}
F(X)_{s}=A_{1} X+A_{3} X^{3} \tag{4}
\end{equation*}
$$

$$
\begin{equation*}
F^{\prime}(X)_{s}=A_{1}+3 A_{3} X^{2} \tag{5}
\end{equation*}
$$

where constants $A_{1}$ and $A_{3}$ are as defined by equations 2 and 3 , and the subscript $s$ is for the vapor.

The path of the moisture particles is related to that of the vapor by the conventional trajectory equations:

$\dot{v}_{a}=\frac{C_{D} R_{\theta}}{24} \frac{C_{D, \text { slip flow }}}{C_{D}} \frac{9 \mu_{s}}{2 \rho_{L} r^{2}}\left(U_{a}-V_{a}\right)-$ oxial
where U and V are the absolute vapor and particle velocity.
Assume that the vapor and particle axial velocity are equal and constanf:

$$
u_{a}=V_{a}=\text { const }
$$

By this assumption the particle acceleration is described in equation 6, and noting that:

$$
\begin{align*}
& U_{t}=V_{a} F^{\prime}(X)_{s}  \tag{7}\\
& V_{t}=V_{a} F^{\prime}(X)_{L}  \tag{8}\\
& V_{t}=V_{a}^{2} F^{\prime \prime}(X)_{L} \tag{9}
\end{align*}
$$

where subscripts $v$ and $L$ are for vapor and moisture particles. By substituting in equation 6:

$$
\begin{equation*}
W F^{\prime \prime}(X)_{L}=\left(1 / K_{c}\right)\left(F^{\prime}(X)_{s}-F^{\prime}(X)_{L}\right) \tag{10}
\end{equation*}
$$

where $K_{c c}$, the inertic parameter, is as follows:

$$
\begin{equation*}
K_{\varepsilon}=\frac{24}{C_{D} R_{e}} \frac{C_{D}}{C_{D, \text { slip flow }}} \frac{2 \rho_{L} r^{2} V_{a}}{9 \mu_{s} W} \tag{11}
\end{equation*}
$$

Substituting in equation 5 yields:

$$
\begin{equation*}
W F^{\prime \prime}(x)_{L}+\left(1 / K_{c}\right) F^{\prime}(x)_{L}=\left(1 / K_{c}\right)\left(A_{1}+3 A_{3} x^{2}\right) \tag{12}
\end{equation*}
$$

This is the final differential equation of motion for the moisture particles.

Integrating equation 12 gives the following general solution:
$F(x)_{L}=C_{1}+C_{2} e^{-x\left(W K_{c}\right)}+A_{3} x^{3}-3 A_{3} W K_{c} x^{2}$

$$
\begin{equation*}
-\left(A_{1}+6 A_{3} W^{2} K_{c}^{2}\right) x-W K_{c}\left(A_{1}+6 A_{3} W^{2} K_{c}^{2}\right) \tag{13}
\end{equation*}
$$

Constants $C_{1}$ and $C_{2}$ are determined by the following boundary conditions:

1) the direction of flow of the vapor and moisture particles is the same at the blade inlet position; thus, by equation 5, $F^{\prime}(0)=F^{\prime}(0)=A_{1}$.
2) the end point position of the capture particle curve is coincident with the blade surface point at the trailing edge; thus by equation $3, F$ $(W)_{L}=F(W)=S_{\theta}$.

Solving for $C_{1}$ and $C_{2}$ and substituting in equation 13 gives the following equation for the capture particle curve:
$F(x)_{L}=\delta A_{3} w^{3} K_{c}{ }^{3}\left(1-e^{-1 / K_{c}}\right)+A_{3}\left(x^{3}-w^{3}\right)-3 A_{3} K_{c} w\left(x^{2}-w^{2}\right)$

$$
\begin{equation*}
+\left(A_{1}+6 A_{3} K_{c}^{2} w^{2}\right)(X-w)+S_{\theta} \tag{14}
\end{equation*}
$$

The inlet width of the capture band is specified by the value of equation 14 for the inlet of blade as:
$F(0)_{L}=6 A_{3} K_{c}{ }^{3} W^{3}\left(1-e^{-1 / K_{c}}\right)-A_{3} W^{3}+3 A_{3} K_{c} W^{3}$

$$
\begin{equation*}
-\left(A_{1}+6 A_{3} K_{c}^{2} w^{2}\right) w+5_{\theta} \tag{15}
\end{equation*}
$$

Substituting for $A_{1}$ and $A_{3}$ (equations 2 and 3) in equations 14 and 15 gives the final equations for the capture particle curve and for the referred inlet width of the band.

$$
\begin{align*}
F(x)_{L} / S= & 6 K_{c}^{3}\left(e^{\left(-1 / K_{c}\right)(X / W)}-e^{-1 / K} K_{c}\right)+(X M)^{3}-3 K_{c}(X / W)^{2} \\
& +\left(\left(S_{\theta} / S\right)+6 K_{c}^{2}-1\right)(X W)+3 K_{c}-6 K_{c}^{2}  \tag{140}\\
F(0)_{L} / 8= & 6 K_{c}^{3}\left(1-e^{-1 / K} K_{c}\right)-6 K_{c}^{2}+3 K_{c} \tag{15a}
\end{align*}
$$

$F(0)_{L} / 8 \approx 3 K_{c}: K_{c}<.03 \approx 3 K_{c}-6 K_{c}{ }^{2}: K_{c}<.10$
where the inertia parameter $K_{c c}$ is:

$$
K_{c}=\frac{24}{C_{D} R_{e}} \frac{C_{D}}{C_{D^{\prime} \text { slip flow }}} \frac{2^{p} L^{r^{2} V_{a}}}{9 \mu_{s} W}
$$

Note that the referred inlet width of the band is, in effect, the referred collection efficiency.

The above equations consider the blade surface shape as by a third degree polynomial. A similar development assuming the surface as by a second degree polynomial gives the following equation for the inlet referred width of the capture band:

$$
\begin{equation*}
F(0)_{L} / \hbar=2 K_{c}^{2}\left(e^{-1 / K_{c}}-1\right)+2 K_{c} \tag{16}
\end{equation*}
$$

$$
\begin{equation*}
F(0)_{L} / \delta \approx 2 K_{c}: K_{c}<.05 \tag{16a}
\end{equation*}
$$

where $K_{c c}$ is as before.
Equations 15 a and 16 are plotted and shown in figure 2.4.2-5.


Figure 2. 5. 2-5 Referred Collection Efficiency on the Concave Side of the Blade

The calculation of collection drops on the concave side of the Yankee turbine ninth stator blade is illustrated by the following point calculation:

Moisture drop size: 0.4 micron radius $=$ $1.311 \times 10^{-6} \mathrm{ft}$ radius

Fluid Properties: $\rho_{L}=1.935$ slugs $/ \mathrm{ft}^{3}{ }^{\prime} \mu_{V}$ $=2.4 \times 10^{-7} \mathrm{lb}-\mathrm{sec} / \mathrm{ft}^{2}, \mathrm{~V}_{\mathrm{a}}=456 \mathrm{ft} / \mathrm{sec}$

Blade geometry: $W=0.715 \mathrm{ft}, \mathcal{\delta}=0.566 \mathrm{ft}$, $S=0.485 \mathrm{ft}$

Inertia parameter:

$$
\begin{equation*}
K_{c}=\frac{24}{C_{D}^{R_{e}}} \frac{C_{D}}{C_{D, \text { slip flow }}} \frac{2 \rho_{L} r^{2} v_{a}}{9 \mu_{s} W}= \tag{00445}
\end{equation*}
$$

where:

$$
\begin{aligned}
& \frac{24}{C_{D}^{R_{e}}}=1 \text {, assuming Stokes' law drag } \\
& \frac{C_{D}}{C_{D, \text { slip flow }}}=1 / .44=2.275 \text { (Figure 2.5.2-1) }
\end{aligned}
$$

The blade surface shape in this instance is closely approximated by the average between a 2 and 3 degree polynomial. Hence, the referred efficiency is specified by the average curve value, or by the average of equations $15 b$ and $16 a$ :

$$
F(0) L_{L} / 8 \quad 2.5 K_{c}=.0111
$$

The inlet width of the capture curve

$$
\zeta=\left(F(0)_{L} / \$\right) \$=.00629 \mathrm{f}
$$

The portion of drops collected with respect to the total number approaching the blade is the ratio of the band width to the blade pitch.

$$
\text { Portion }=5 / 5=.013
$$

Calculation results for the Yankee steam turbine are shown in figure 2,5.2-6. This figure gives the portion of moisture collected as a function of drop size. As shown by the curve sketch, the portion collected is specified by the inlet width of the band ( $\zeta$ ), within which all particles impinge on the blade with respect to the blade pitch. The band width cannot exceed the space between blades (pitch minus inlet edge blockage) which accounts for the break in the curve at 93.5 percent. Collection by Gyarmathy's data is 20 percent less in the range -0.4 micron drop radius. The difference is due to the fact that Gyarmathy specifies the blade shape by a quadratic expression compared to a higher order curve fit which, in this instance, better matches the blade.


Figure 2.5.2-6 Portion Collected; Concave Side, Ninth Stator Yankee Turbine

- Simplified Model of Single Row Collection

The general collection analysis does not give a completely closed form result.

The foregoing analysis has been recast by approximations to give a closed form result which may be more useful in making observations about turbine moisture collection.

Following Section 2.5.2.1 the expression for inertial deposition on a single row of turbine blades is:

$$
\begin{equation*}
Q_{\ell}=m Y_{\ell}\left(P_{c n}+P_{c c}\right) \tag{I}
\end{equation*}
$$

$$
\begin{align*}
& P_{c n}=\frac{2 L}{S \sin a_{i}} \quad \varphi_{1}\left(K_{c n}\right)=\frac{2 L}{S \sin a_{i}} \quad \varphi_{1}\left(1+2.53 K_{n}\right)\left(\frac{2 e_{g} r^{2} v_{r}}{9 \mu_{v} 2 L}\right) \\
& P_{c c}=\frac{g}{5} \varphi_{2}\left(K_{c c}\right)=\frac{g}{5} \varphi_{2}\left(1+2.53 K_{n}\right)\left(\frac{2 e_{t} r^{2} v_{a}}{9 \mu_{v} W_{r}}\right) \tag{2}
\end{align*}
$$

Equation 1 may be written, using continuity of flow, for collection of condensate fog particles on a single blade as

$$
\begin{equation*}
q_{b}=\frac{Q_{\ell}}{N_{b}^{\ell} b}=\operatorname{SS} V_{a} Y_{\ell}\left(p_{c n}+P_{c c}\right) \tag{4}
\end{equation*}
$$

and since

$$
\begin{equation*}
e y_{l}=e_{v}\left(\frac{1-x_{v}}{x_{v}}\right) \tag{5}
\end{equation*}
$$

then

$$
\begin{equation*}
q_{b}=e_{v} s v\left(\frac{1-x_{v}}{x_{v}}\right)\left(p_{c n}+p_{c c}\right) \tag{6}
\end{equation*}
$$

From numerical examinations of concave surface collection it can be observed that for the range of condensate particle sizes likely to be encountered in turbines (for concave surface collection),

$$
\begin{equation*}
\varphi_{2}\left(K_{c c}\right) \sim a K_{c c} \tag{7}
\end{equation*}
$$

where $a$ is the order of the polynomial expression needed to adequately describe the boundary of a tangential cross section of the concave surface of a particular blade in rectangular coordinates.

It can also be observed from numerical examination of the blade nose collection that, if the particle radius is between 0.4 and 2 microns in large steam turbines, a good approximation for nose collection is

$$
\begin{equation*}
\varphi_{1}\left(K_{c n}\right) \sim b K_{c n} \tag{8}
\end{equation*}
$$

where $b$ is a constant.
Substitution of Eq. 8 in Eq. 2 and Eq. 7 in Eq. 3 with further substitution of these results in Eq. 6 and simplifying and rearranging gives
$q_{b} \approx \frac{e_{l} \bar{r} v_{r}\left(1+2.53 k_{n}\right)}{Q}\left(\frac{2 e_{v} \bar{r} v_{r}}{\mu_{v}}\right)\left(\frac{1-x_{v}}{x_{v}}\right)\left[b+a \frac{g}{W_{r}} \sin ^{2} a_{i}\right]$
(9)

One of the more interesting observations which can be made from Eq. 9 is that the amount of moisture collected ( $q_{b}$ ) per unit of blade height is independent of blade size for geometrically similar blade tangential cross sections.* This says that between two turbine blade rows of equal height and geometrically similar tangential cross sections, the row with the smallest blade chords will collect the most total moisture when operating under the same working fluid conditions. If the smaller row has a chord one-half that of the larger, the moisture collected by the larger will be onehalf that collected by the smaller, i.e., the same collection per blade but half as many blades in the larger row for geometrically similar tangential cross sections.
*The cross section in a plane with one direction generally in the turbine axial direction and the other direction normal to corresponding diameters at the blade row inlet and exit stations.

The foregoing conclusion offers a definitive experimental way to check the basic premise that the dominant mechanism of collection is by inertial impaction rather than by eddy or molecular diffusion. Deposition by diffusion is proportional to the surface area, and the surface areas of the two hypothetical blade rows are equal.

A corollary to the Eq. 9 observations is that, other things being equal, big turbines could collect proportionately less moisture than small turbines and the amount of damaging impact liquid per unit of exposed rotor blade surface will reduce with an increase in turbine size.

The Knudsen number $K_{n}$ in Eq. 9 is defined by

$$
\begin{equation*}
K_{n}=\frac{0.6275 \mu_{v}}{r e_{v} \sqrt{g_{c} R T}} \tag{10}
\end{equation*}
$$

With $\mu_{v}$ in $\mathrm{lb} / \mathrm{ft}-\mathrm{sec}, r$ in microns, $\rho_{v}$ in $\mathrm{Ib} / \mathrm{ft}^{3}$, and T in ${ }^{\mathrm{V}} \mathrm{O}_{\mathrm{R}}$, Eq. 2 becomes

$$
\begin{equation*}
K_{n}=\frac{5.35 \times 10^{3} \mu_{v}}{e_{V}^{\bar{r}} \sqrt{T}} \tag{11}
\end{equation*}
$$

Substituting Eq. 11 into Eq. 9, using the same set of units as for Eq. 11, yields

$$
\begin{align*}
q_{b}= & 2.36 \times 10^{-12} e_{L}-v_{r}\left(1+\frac{1.354 \times 10^{4} \mu_{v}}{e_{r} \bar{r} \sqrt{T}}\right)\left(\frac{e_{v} \bar{v}_{r}}{\mu_{v}}\right) \\
& \left(\frac{1-x_{v}}{x_{v}}\right)\left(b+a \frac{8}{W_{r}} \sin ^{2} a_{i}\right) \tag{12}
\end{align*}
$$

where $q_{b}$ is in $\mathrm{lb} / \mathrm{ft}-\mathrm{sec}$ and $V_{r}$ is in $\mathrm{ft} / \mathrm{sec}$.
Let $N_{b}=$ number of blades per row, and $h=$ blade height in feet; then, the total amount collected per row is given by

$$
\begin{array}{r}
Q_{L}=2.36 \times 10^{-12} e_{L} T V_{r} h N_{b}\left(1+\frac{1.35 \times 10^{4} \mu_{v}}{e_{v} \bar{r} \sqrt{T}}\right)  \tag{13}\\
\left(\frac{e_{v} \bar{r} v_{r}}{\mu_{v}}\right)\left(\frac{1-x_{v}}{x_{v}}\right)\left[b+a\left(\frac{8}{W_{r}}\right) \sin ^{2} a_{i}\right]
\end{array}
$$

The constant a in Eq. 13 was taken to be 2.5. The constant $b$ was evaluated from Gyarmathy's calculations $(1)$, from which it was determined that

$$
\begin{equation*}
g_{n}=\varnothing\left(K_{c n}\right)=\frac{b}{2 K_{c n}} \tag{14}
\end{equation*}
$$

where $b$ is approximately equal to unity.* For some Westinghouse-type turbine geometries, $\$ / W_{r}=1.0$ for stators, and $\$ / W_{r}=1,25$ for rotors.

Substituting these values into Eq. 13 for
stators:

$$
\begin{align*}
Q_{L}= & 2.36 \times 10^{-12}-v_{r} h N_{b} e_{L}\left(i+\frac{1.354 \times 10^{4} \mu_{v}}{e_{v} \bar{r} \sqrt{T}}\right)  \tag{15}\\
& \left(\frac{\Gamma v_{r} \rho_{v}}{\mu_{v}}\right)\left(\frac{1-x_{v}}{x_{v}}\right)\left(1+2.5 \sin ^{2}{a_{i}}_{i}\right)
\end{align*}
$$

and for rotors:

$$
\begin{align*}
Q_{L}= & 2.36 \times 10^{-12-}-V_{r} h N_{b} Q_{L}\left(1+\frac{1.354 \times 10^{4} \mu_{v}}{e_{v} \bar{r}}\right)  \tag{16}\\
& \left(\frac{\Gamma_{r} V_{r} \rho_{v}}{\mu_{v}}\right)\left(\frac{1-x_{v}}{x_{v}}\right) \quad\left(1+3.125 \sin ^{2} \sigma_{i}\right)
\end{align*}
$$

- Comparison of Experimental and Calculated Moisture Collection
A. Smith of Parsons Company has published the results of water extraction tests on a scale model of a Parsons steam turbine. ${ }^{(4)}$ These tests were run on a four-stage machine with the water extraction between the third and fourth stages. The theoretical amount of moisture present at the exit of the third stage was varied by changing the amount of superheat in the vapor at the turbine inlet. Smith's data are shown as $X$ 's in Figure 2.5.2-7. This is a plot of theoretical moisture against the portion of the theoretical moisture collected. Superimposed on this figure is a curve representing theoretical calculations of the portion of moisture which would be collected by the Yankee steam turbine ninth stage stator if the turbine were operated to provide the varying amounts of theoretical moisture. In addition, the conditions and geometry are also adjusted to make the Wilson Point (at some location ahead of the ninth stator) occur at a value of $\{1 / P\} d p / d t$ of pressure and $d P / d t$ is the rate of change of this pressure with time at the Wilson Point.

[^12]

Figure 2.5.2-7 Calculated and Experimental Turbine Moisture Collection

The only "real " point on the calculated curves is that marked at $13.5 \%$ theoretical moisture, (1) considering the actual operation conditions and geometry of the Yankee furbine. If a line is drawn from this point through Smith's data, there is apparently excellent agreement. However, the calculations are for collection on a single turbine row, whereas Smith's data represent collection on a varying number of turbine rows and fractions thereof. That is, the Wilson Point in Smith's turbine is moving toward the front end of the turbine as the amount of theoretical moisture available at the third stage exit rises. Therefore, the collecting surface area subject to the condensing region is increasing. The moisture collected at the drain port between third and fourth stages probably represents that collected on less than one row for $3 \%$ theoretical moisture and on up to two or more rows for $8 \%$ theoretical moisture. This explains why the slope of the data points is substantially greater than the slope of the calculated lines. If the drain ports in Smith's experimental turbine are catching nearly all of the moisture collected on the blades and if the blade sections, spacing, and amount of turming of the experimental turbine rows are quite similar to that of the ninth stator of the Yankee furbine, then the theories of condensate spontaneous nucleation and deposition (taken together) somewhat over-estimate the actual amounts of moisture being collected in steam turbines. However, in the absence of definite knowledge on these points, no change in the present steam models of spontaneous nucleation and collection is indicated.

### 2.5.3 Movement of Moisture on Blade Surfaces

- Movement on Rotor and Stator Blades

The movement of collected moisture over the blade surfaces is not a critical part of the overall erosion model with respect to numerical precision. The main value of the analysis is in pointing out certain variables which may be neglected and in the added qualitative understanding of one of the sequences of events leading to turbine blade erosion. A most important conclusion which can be drawn from the analysis is that the carryover of collected moisture from stage to stage will be negligible in a well-drained turbine because the flow of liquid on the rotor blades is essentially radial. The liquid is therefore slung from the tip against the outer casing and can be efficiently collected by suitable drain slots. Another conclusion is that the liquid flow on the stators is essentially along the vapor streamlines.

In this analysis, it is assumed that the collected moisture forms a continuous film controlled by the laws of viscous flow. Generally, the thickness and velocity of the moisture film are based on the force balance between the viscous shear of the film, vapor stream friction, and centrifugal force. The force on such a film from the radial pressure gradients in the turbines examined is small compared to the other forces mentioned. It is also assumed that the moisture collects only on the concave side of the blades for purposes of numerical calculation. (Collection on the convex sides through the action of secondary flows is neglected.) This is a conservative assumption since it places a higher liquid load per unit of surface on the blade than is probably actually present. Since different procedures are involved for the stator and rotor blade calculations, the discussion is by separate topics.

- Rotor Blade Moisture Transport Model \& Results

The main equation, based on the NavierStokes equations, relates the centrifugal force to the viscous shear of the film. This assumes that the flow is in the radial direction and is only acted
upon by the centrifugal force. The error in this assumption is shown by calculating the axial force on the film (due to steam friction) and the axial film velocity for the ninth stator of the Yankee turbine.

Assuming 2 percent moisture collection, the axial velocity is 0.88 fps compared to 6.5 fps velocity in the radial direction, corresponding to a 7.8 degree angle of flow with respect to the radial direction. Assuming the flow is in the radial direction only and disregarding the low order terms, the Navier-Stokes equations reduce to:
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where the body force $F$ is the centrifugal force.
Integration with boundary conditions as specified by a parabolic velocity distribution gives:

$$
\begin{equation*}
\frac{F y^{2}}{2}-F \delta y=-\mu u \tag{1}
\end{equation*}
$$

The mass flow and velocity are specified by continuity as:

$$
\begin{align*}
& d \dot{m}_{L}=p_{L} Z u d y \\
& u=\frac{1}{p_{L}} Z \frac{d \dot{m}}{d y} L \tag{2}
\end{align*}
$$

Combining (1) and (2) and integrating force gives:

$$
\frac{F \delta^{3}}{3}=\frac{\mu}{\rho_{L}^{Z}} \dot{m}_{L}
$$

Substituting for the centrifugal force: $P_{L} \omega^{2} r$ gives the final expression for $\delta$ at the tip of the blade:

$$
\begin{gather*}
\delta=\left(\frac{3 \mu_{L} \dot{m}_{L}}{z \rho_{L}^{2} r w^{2}}\right)^{1 / 3}  \tag{3}\\
\bar{u}=\frac{\dot{m}_{L}}{\rho_{L} Z \delta}=\left(\frac{\dot{m}_{L}^{2} r w^{2}}{3 \rho_{L} z^{2} \mu_{L}}\right)^{1 / 3} \tag{4}
\end{gather*}
$$

This assumes that the flow is uniformly distributed over the surface of the blade.

The calculation also assumes a parabolic velocity distribution with film thickness. The latter assumption is for calculation purposes and could be improved upon by detailed investigation of the amount and distribution of moisture. As to the width of the film, the film thickness and mass average velocity at the tip of the blade are inversely proportional to the $1 / 3$ power and $2 / 3$ power of the film width respectively; thus, the film thickness and mass average velocity would be 1.26 and 1.59 times the calculated values, for full width, if the film extended over half the width of the blade. In the case of radial distributions, with a triangular distribution of film thickness along the height of the blade, the centrifugal force $F$ would be roughly 0.58 , the film thickness 1.2 , and the velocity 0.83 times the calculated values for constant radial thickness. As to the moisture flow ( $\dot{m}_{\mathrm{L}}$ ), the film thickness and velocity are directly proportional to the $1 / 3$ power and $2 / 3$ power of the flow.

TABLE 2.5.3-1

## YANKEE TURBINE, EIGHTH ROTOR LIQUID FLOW

|  | $\dot{m}_{t} \times 10^{4}$ | $8 \times 10^{5}$ | $\overline{\mathrm{v}}$ fps | $\mathrm{Re}_{\mathrm{i}}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0.005 | 0.215 | 1.59 | 2.58 | 7.65 |
| 0.010 | 0.43 | 2.02 | 4.11 | 15.3 |
|  | 0.86 | 2.52 | 6.49 | 30.6 |
| 0.050 | 2.15 | 3.44 | 12.0 | 76.5 |
| 0.100 | 4.30 | 4.31 | 18.9 | 153.0 |

Using the expressions just developed, parametric calculations for the eighth rotor of the metric calculations for the eighth
are shown in Table 2.5.3-1. The parameter varied is the fraction ( $\epsilon$ ) of equilibrium moisture collected since this quantity depends upon inputs from the rest of the model. Note that the film velocity ( $\bar{u}$ ) is the mass average at the tip of the blade.

## - Stator Blade Moisture Transport Model \& Results

The main equation, based on the viscosity expression, relates the viscous shear to the axial force due to the steam friction drag and the impingement of the moisture particles. It is assumed that there is a linear velocity distribution with film thickness and that the flow per unit blade height (at the $3 / 4$ section) is the average unit flow along the height of the blade. This assumption could be improved upon by detailed investigation of the radial distribution. The viscous shear in the liquid film is given by:

$$
T=\mu_{L} \frac{\partial u}{\partial y}
$$

assuming a linear velocity distribution:

$$
\begin{equation*}
\tau=\mu_{L} \frac{u_{\text {max }}}{\delta}=\frac{2 \mu_{L} \bar{u}}{\delta} \tag{5}
\end{equation*}
$$

where $\delta$ and $\bar{u}$ are the film thickness and mass average velocity. The flow of liquid is by continuity:

$$
\dot{m}_{L}=\rho_{L} Z \delta \bar{u}
$$

and

$$
\begin{equation*}
\bar{v}=\frac{\dot{m}_{L}}{p_{L} Z \delta} \tag{6}
\end{equation*}
$$

at the blade exit position assuming that the flow is evenly distributed over the distance $Z$ (see sketch that follows).


Combining (5) and (6) gives

$$
\begin{equation*}
\delta=\left(\frac{2 \dot{m}_{L} \mu_{L}}{\rho_{L} Z_{T}}\right)^{1 / 2} \tag{7}
\end{equation*}
$$

The viscous shear on the film is due to the drag of the vapor and the force of the impinging drops, i.e.,

$$
\begin{equation*}
r=C_{f} \rho_{S} \frac{V_{S}^{2}}{2}+\frac{\dot{m}_{L}}{Z X} V_{S} \tag{8}
\end{equation*}
$$

where the boundary layer friction coefficient ( $C_{f}$ ). in the region of the trailing edge is specified as:
$C_{f}=2 \times 0.123 \times 10^{-0.678} \mathrm{H}\left(\frac{V \theta^{\prime}}{\mu}\right)^{-0.268} \quad$ (Schlichting)
where $\theta$ and $H$ are boundary layer parameters. Equations (7) and (8) may be combined to give:

$$
\begin{equation*}
\delta=\left(\frac{2 \dot{m}_{L} \mu_{L}}{\rho_{L} Z} \frac{1}{\tau+\frac{\dot{m}_{L} \nabla_{S}}{X Z}}\right)^{1 / 2} \tag{10}
\end{equation*}
$$

The film Reynolds Number is by definition:

$$
\begin{equation*}
\operatorname{Re}_{L}=\bar{u} \delta_{\rho_{L}} / \mu_{L} \tag{11}
\end{equation*}
$$

Note that the axial force by the drag of the vapor is specified by the wall shearing stress of the boundary layer. The axial force due to the momentum of the impinging drops depends on the amount of the collection: for $1 / 2,2$, and 10 percent collection, the momentum force is roughly 5,20 , and 100 percent of the vapor drag force $(\tau)$.

As the amount of moisture collected depends on inputs from the other parts of the program, calculated film properties are, with respect to the amount of equilibrium moisture collected, designated as $\epsilon$. Results for the Yankee steam turbine ninth stator are given in Table 2.4.3-2, following. As shown, the film thickness and velocity are roughly proportional to the square root of $\epsilon$, when $\epsilon$ is less than 0.05 . The velocity ( $\bar{u}$ ) is the mass average value at the trailing edge of the blade.

TABLE 2.5.3-2

## YANKEE STEAM TURBINE, NINTH STATOR LIQUID FLOW

|  | $m_{l} \times 10^{4}$ | $6 x^{10^{5}}$ | v |  |
| :---: | :---: | :---: | :---: | :---: |
| ! | p-s/4 | 1 | ${ }^{\text {f }}$ | $\xrightarrow{R E_{L}}$ |
| 0.005 | 0.63 | 2.58 | 0.404 | 1.55 |
| 0.010 | 1.26 | 3.56 | 0.585 | 3.1 |
| 0.020 | 2.53 | 4.81 | 0.869 | 6.23 |
| 0.050 | 6.30 | 6.75 | 1.54 | 15.5 |
| 0.100 | 12.6 | 8.22 | 2.54 | 31.0 |

From limited data (Gardner ${ }^{(5)}$, Baker ${ }^{(6)}$ ) it appears that there are ripples on the surface of the film when the film Reynolds Number ( $\operatorname{Re}_{L}$ ) is greater than 4, corresponding to $\epsilon$ greater than roughly 1 percent. These ripples probably affect the size of the drops from the blades as discussed in Section 2.7 under atomization.

### 2.5.4 Collection on Turbine Casing*

## - Background

In conventional (steam) wet vapor turbine designs, the moisture leaving the turbine vanes and collecting on the turbine casing is removed by slots in the casing. The design of alkali metal vapor turbines might be considerably simplified if slots were unnecessary. However, if an appreciable amount of condensate collects on the turbine casing and is not removed, casing and rotor blade seal strip erosion may result. A rudimentary examination of casing flows for the cesium and potassium turbines
design of NAS 5-250* is reported in the following paragraphs.

## - Condensate Collection on the Turbine Casing

It is expected that essentially all of the liquid collected on the turbine blades ends up on the turbine casing because of the centrifugal action of the turbine rotors. The drops formed departing the rotor blade tips impinge on the turbine casing. Along the turbine stages, a liquid film builds up on the turbine casing. The impingement of liquid drops

[^13]on the condensate film probably causes splashing and some removal of the liquid from the film. However, the net amount of condensate collected on the casing cannot be easily estimated; therefore, it is assumed that all of the condensate impinging on the turbine casing is collected. The amount of fog particles collected per turbine blade per unit blade height can be estimated by use of equations 15 and 16 of Section 2.5.2, and it is assumed that this same amount impinges and collects on the turbine housing.

The calculation of the amount of moisture collected per stage required an iteration procedure. The fotal condensed moisture was used to initiate the calculations. From these values, the average moisture content was calculated, from which the term ( $1-x_{v}$ )/x was calculated. The condensate collected was then calculated from equation 15 or 16. The amount collected was then subtracted from the total condensate to yield the moisture content of the vapor. The calculations converged rapidly, however. The results of the calculations for the sixstage potassium turbine and the two-stage cesium turbine are presented in Tables 2.5.4 1 and 2.5.4-2 respectively.

TABLE 2.5.4-1
MOISTURE COLLECTION ON TURBINE HOUSING SIX-STAGE POTASSIUM TURBINE

| Kow Number | Nat Collection Efficioncy (\%) | Effective Moishure | $\begin{aligned} & Q_{b}{ }^{(N+t} \\ & (\mathrm{B} / \mathrm{mec}) \end{aligned}$ | Cumulative Condernate Collocted ( $\mathrm{lb} / \mathrm{mec}$ ) |
| :---: | :---: | :---: | :---: | :---: |
| 3 k | 0.12 | 0.0005 | $3.6 \times 10^{-6}$ | $3.6 \times 10^{-6}$ |
| 45 | 0. 83 | 0.040 | 0.0019 | 0.0019 |
| 4 R | 1.55 | 0.068 | 0.0078 | 0.0097 |
| 55 | 1.60 | 0. 107 | 0.0098 | 0.0195 |
| 5R | 1.76 | 0.119 | 0.0121 | 0.0316 |
| 65 | 1.90 | 0.127 | 0.0139 | 0.0555 |
| 6R | 0.78 | 0.136 | 0.0061 | 0.0616 |

Final percentage of total moisture collected is $\mathbf{7 . 8 \%}$
TABLE 2. 5.4-2
MOISTURE COLLECTION ON TURBINE HOUSING TWO-STAGE CESIUM TURBINE

| Row Number | Net Collection Efflefency (\%) | Effective Moisture | $\begin{aligned} & Q_{1}^{\prime \prime} \text { Nar } \\ & \left(\mathrm{Ib}^{\prime} / \mathrm{mec}\right) \end{aligned}$ | Cumulative Condernate Collectod ( $\mathrm{lb} / \mathrm{sec}$ ) |
| :---: | :---: | :---: | :---: | :---: |
| 15 | 0.04 | 0.011 | $9.1 \times 10^{-5}$ | $9.1 \times 10^{-5}$ |
| 18 | 0.55 | 0.059 | $3.3 \times 10^{-4}$ | $4.2 \times 10^{-4}$ |
| 25 | 0.62 | 0.122 | 0.0011 | 0.0015 |
| 2R | 0.34 | 0.153 | 0.0016 | 0.0031 |

The last two columns of the tables give, respectively, the total condensate collected on each row and the cumulative condensate collected on the turbine housing. It is seen that, for the six-stage potassium turbine, 7.8 percent of the total moisture content eventually collected on the turbine housing. In comparison, the percentage of the total moisture collected on the cesium turbine housing is 0.106 percent. The significantly smaller amount of moisture collected on the cesium turbine housing is due to the fact that fewer stages are required for the cesium turbine.

The estimated moisture collection may be conservative since it was assumed that impingement of liquid droplets on the condensate film and the resulting splashing does not cause a net removal of the condensate; consequently, the actual collection may be less than that indicated by the calculated results.

- Stability of Condensate Collected on the Turbine Casing

In addition to the possibility of condensate removal by splashing, there is also the possibility that under the given hydrodynamic conditions the liquid film may be unstable and the condensate may be removed by shear forces at the vapor-liquid interface. In an attempt to resolve this question, the mode(s) of two-phase flow expected under the given conditions are related to the two-phase flow map of Baker, ${ }^{(38)}$. Baker presents a map showing regions of various modes of two-phase flow as functions of two-phase flow parameters. Baker's map is reproduced in Figure 2.5.4-I. The map consists of a plot of the logarithm of $G / \lambda$ versus the logarithm of $L \lambda \psi / G$, where $G$ and $L$ are the vapor and liquid mass velocities, respectively. Here, $\lambda$ is a density parameter defined as

$$
\lambda=\left[\left(\frac{e_{G}}{0.075}\right)\left(\frac{e_{L}}{62.3}\right)\right]
$$

and $\psi$ is a surface tension parameter defined by

$$
\psi=\frac{73}{\sigma_{L}}\left[\mu_{L}\left(\frac{62.3}{e_{L}}\right)^{2}\right]^{1 / 3}
$$



Figure 2.5.4-1 Bakers Map of Two-Phase Flow
Calculations for the various stages of the two turbines give values of $G / \lambda$ on the order of $10^{5}$ and values of $L \lambda \psi / G$ less than $10^{-2}$. As can be seen, these values are out of the range from Baker's map. An "eyeball" extrapolation of the map would place the flow in the wave flow regime. Such an extrapolation is, of course, not trustworthy. In wave flow, it is expected that some of the wave crests would be carried away into the vapor. If annular flow prevails, substantial removal of liquid from the casing film is expected. If fog flow is present, then all of the liquid film would be entrained in the vapor as fog. About the best that can be concluded at this time is that some dispersion of the casing liquid is indicated.

## - Condensate Film Thicknesses on the Turbine Housings

The condensate film thicknesses on the turbine housings were estimated by the theory of Wrobel and McManus. (7) These investigators analyzed the film depth and wave height in annular twophase flow and derived an equation relating the film depth to the film flow rate and the gas Reynold's number. The results checked reasonably well with the limited available data. The complete equation of Wrobel and McManus is

$$
\begin{gather*}
\frac{\delta}{R_{0}}\left(1+\frac{2_{b}}{R_{0}}-\frac{3 v L}{v_{v}} \frac{Q_{L}^{+}}{N_{r e, v}}\right)\left[\ln \left(2.95 \frac{\left(R_{0} / \delta\right)-1}{1-10 / \delta^{+}}\right)\right]^{-1} N_{r e, v} \\
=\frac{\nu_{L}}{\nu_{v}}\left(\frac{e_{L}}{e_{v}}\right)^{1 / 2} \frac{B}{A}(24)^{1 / 2}\left(Q_{L}^{+2}+2 A Q_{L}^{+}\right)^{1 / 2} \tag{12}
\end{gather*}
$$

where $Q_{L}{ }^{+}$is the dimensionless liquid flow rate given by

$$
Q_{L}{ }^{+}=\frac{\delta U_{L}}{\nu} \text { and } \delta^{+}=\frac{U^{*}}{\nu}
$$

where $Q_{L}{ }^{+}$is the dimensionless liquid flow rate given by with $U^{*}$ the friction velocity $\sqrt{\tau_{s} / e}$.

The constants $A$ and $B$ in Eq. (12) depend on the shear profile assumed. For a constant shear profile, $A=265$ and $B=17.9$.

From continuity,

$$
\begin{equation*}
W_{L}=\pi D e_{L} \delta U_{L} \tag{13}
\end{equation*}
$$

where $U_{L}$ is the mean film velocity, and $D$ is the local turbine casing inside diameter. From Eq. (13)

$$
\begin{equation*}
\delta U_{L}=\frac{W_{L}}{\pi D e_{L}} \tag{14}
\end{equation*}
$$

whence

$$
\begin{equation*}
Q_{L}^{+}=\frac{\delta U_{L}}{v}=\frac{W_{L}}{\pi D \mu_{L}} \tag{15}
\end{equation*}
$$

with

$$
\delta^{+}=10+28\left(\frac{e_{V}}{e_{L}}\right)^{1 / 2}\left(\frac{\nu_{V}}{\nu_{L}}\right)
$$

The condensate flow rates are based on the turbine casing inside diameter. Parametric curves for the film height are presented in Figures 2.5.4-2 and 3. Estimates on the depth of liquid film on the potassium and cesium furbines of NAS 5-250 are given in Tables 2.5.4-3 and 4.


TABLE 2.5.4-4
ESTIMATED CONDENSATE FILM DEPTH ON TURBINE HOUSING TWO-STAGE CESIUM TURBINE

| Blade Rem | Cunubbivive Condoreate Fiow hite (pps) | $0^{+}$ | $\mathrm{Nrev} \times 10^{-6}$ | $4 / 8 \times 10^{5}$ | (mib) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 15 | $9.1 \times 10^{-4}$ | 0.981 | 1.17 | ${ }^{31} 2$ | 0.0126 |
| 18 | ${ }^{4.7 \times 10^{-4}} 0$ | ${ }^{3.7} 1.6$ | 1.26 1.31 | 5.17 | 0.0239 0.039 |
| ${ }_{28}^{28}$ | 0.0031 | 20.2 | 1.35 | 6.48 | 0.129 |

Figure 2.5.4-2 Effect of Condensate Film Reynold's Number on Film Thickness

- Average Drop Size Sheared From Casing Liquid

It is anticipated that the condensate film flowing over the casing will at least in part be atomized. Since this is presumably a random process, some of the drops will have relatively short time-of-flight available before impinging on the rotor blades. These drops can be relatively large and the resulting erosion on the rotor blades might be severe.

The average droplet size was estimated on the basis of the sheet atomization mechanism as given in Section 2.7. The equation derived for the average droplet size is

$$
J=17.0\left[\frac{m_{L} \mu_{L}}{e_{L}\left(r_{s}+\frac{\dot{m}_{L}^{U}}{Y}\right)}\right]^{1 / 4}\left(\frac{\mu_{L}}{r_{1}} \sqrt{\frac{\sigma_{L}}{e_{L}}}\right)^{1 / 3}
$$

For the turbine casing, the momentum term is negligible compared to the wall friction term, and the equation reduces to

$$
j=17\left(\frac{\dot{m}_{L} \mu_{L}}{e_{L}{ }_{s}}\right)^{1 / 4}\left(\begin{array}{ll}
\frac{\mu_{L}}{\tau_{s}} & \sqrt{\frac{\sigma}{\rho_{L}}}
\end{array}\right)^{1 / 3}
$$

where $\bar{d}$ is in microns. The wall friction drag per unit area, $\mathrm{T}_{\mathrm{s}}$, was calculated from the Wrobel and McManus equation for the wall friction drag coefficient $C_{f}$, or

$$
C_{f} \approx 0.33\left[\ln \left(\frac{3 R_{0}}{\delta_{\left(1-10 / \delta^{+}\right)}}\right)\right]^{-2}
$$

To calculate the average droplet size, the condensate flow rates $\dot{m}_{\mathrm{I}}$ were based on the housing inside diameters. The results are presented in Table 2.5.4-5.

These average droplet sizes are significantly larger than the average droplet size entering the rotor blades from the stators of either turbine. In the case of the potassium turbine, the drops are certainly large enough to cause physical impact erosion damage. Therefore, periodic moisture removal similar to that in steam turbines is indicated for the potassium turbine if erosion is to be minimized.

TABLE 2.5.4-5

## MEAN DROPLET SIZES FROM SHEET ATOMIZATION OF CONDENSATE ON THE POTASSIUM AND CESIUM TURBINE HOUSINGS

| Turbine Hewaling at Blode Row Exit | $\underset{(\text { microns })}{\mathrm{J}}$ |
| :---: | :---: |
| 6K-3R | 4.48 |
| $6 \mathrm{~K}-45$ | 75.3 |
| 6k-4R | 149. |
| 6k -55 | 235. |
| 6k 5 5 | 331. |
| 6k -os | 455. |
| 6k - 6 k | 667. |
| $\mathrm{za}_{3}-15$ | 5. 39 |
|  | 5.06 |
|  | 17.4 |
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### 2.6 TRANSPORT OF ATOMIZED DROPS BETWEEN STATORS AND ROTORS (ADROP CODE)*

### 2.6.1 Background

This section describes the detailed aspects of the tubular blade erosion model which deals with the transport of potentially damaging liquid in the axial space between stator exit planes and rotor inlet planes.

The source of most of the potentially damaging moisture in steam and alkali metal turbines is the process of condensation in the bulk vapor by spontaneous nucleation. The condensate particles are generally less than a micron in diameter, so that if the turbine is well designed and orderly flow prevails, most of the moisture will follow the vapor streamlines and will exit from the furbine without interacting with the blades. A small fraction of the condensate fog will, however, tend to collect on blade surfaces because of the curvature of the flow passages and the rotation of the moving blades.

[^14]These impacts by themselves cause negligible damage because of the small size of the particles involved. The moisture collected in this fashion on stator passage walls is carried along axially by the drag forces of the vapor stream toward the downstream end of the stator. The liquid is then torn away from the stator trailing edge in a primary atomization process. A wide spectrum of drop sizes is produced, with some diameters approaching the stator trailing-edge thickness. Most of the observed impact erosion damage is caused by drops formed in this manner.

Condensation directly on blade surfaces and boiler carry-over are other sources of moisture which may be considered. These would tend to dominate in mercury vapor machines, for instance, where condensation in the bulk vapor is theoretically negligible..

The work presented here is concerned with the motion of the moisture, regardless of its origin, after the conclusion of primary atomization. The analytical basis of the transport model will be discussed and a digital computer code package called ADROP will be described. This code is written in FORTRAN IV and was developed to unify the various numerical procedures involved in this phase of the overall turbine blade erosion model.

### 2.6.2 Analytical Model of Atomized Drop Transport

The central problem is the solution of the equation of motion of a drop of liquid in the space between the stator from which it was discharged and the rotor inlet plane. Mechanical erosion rates tend to be drop-size and velocity dependent. The upper limit of drop sizes which will impact the rotor blades is largely determined by the vapor wake characteristics immediately downstream of the stators.

The primary drops are caught up in the decaying wake. Some of these will simply be accelerated to some fraction of the local vapor velocity and will ultimately impact upon the rotors. Drops at the upper end of the size spectrum produced by primary
atomization will be unstable with respect to the applied aerodynamic forces and will fragment prior to impact. The latter process will be termed "secondary atomization." Drops traveling along streamlines near the edge of the stator wakes are subject to the greatest aerodynamic forces, while drops moving along the wake axis, essentially in the trough of the velocity defect, will experience the least amount of disruption. The largest, and hence potentially the most damaging, drops which reach the rotors will be those which move on streamlines near the wake centerline.

The study of the motion of atomized condensate has been undertaken on several levels. First, relatively simple closed form solutions of the equation of motion were obtained for certain special cases. A completely general dimensionless formulation of the equation of motion was also obtained and solved numerically. Finally, a detailed calculational procedure was developed to provide special solutions.

- The Bulk Flow Impact Velocity

A closed form solution to the drop motion problem has been derived for the special case of a drop moving along the wake-edge under bulk flow conditions. The aerodynamic force on a detached drop is given by:

$$
\begin{equation*}
F_{d}=1 / 2 C_{D} \rho_{v} V_{r}^{2} A_{d} \tag{1}
\end{equation*}
$$

where $A_{d}$ is the drop cross-sectional area and $V_{r}$ is the relative velocity of the drop with respect to ${ }^{r}$ the local vapor stream velocity. That is $V_{r}=U-V d$. If the drop remains intact, its equation of motion will be:

$$
\begin{align*}
& F_{d}=\frac{\pi}{6} \quad D_{d}^{3} \rho_{v} \frac{d V_{d}}{d t} \\
& \text { or: } \\
& \frac{d V_{d}}{d t}=\frac{3}{4} \frac{C_{D}}{D_{d}}-\frac{\rho_{v}}{\rho_{L}}\left(U-V_{d}\right)^{2} \tag{2}
\end{align*}
$$

Two assumptions were made to get a closed-form solution to the above. First, the local vapor velocity was assumed to be constant and equal to the bulk flow velocity at the stator exit plane $\left(U=U_{0}\right)$, and second, the following form of the drag coefficient was assumed:

$$
\begin{equation*}
C_{D}=a \operatorname{Re}^{b}=a\left[\frac{\left(U_{a}-V_{d}\right)_{v} D_{d}}{\mu_{v}}\right]^{b} \tag{3}
\end{equation*}
$$

Unfortunately the drag coefficient cannot (as far as we know) be represented by a single general relationship aRe ${ }^{b}$ over the Reynolds Number range of interest. According to Lambiris and Combs $(1)$, for the distorted drops:

$$
\begin{align*}
& C_{D}=27 \operatorname{Re}^{-84} \quad 0 \leq \operatorname{Re} \leq 80  \tag{4a}\\
& C_{D}=.271 \operatorname{Re}^{.217} 80<\operatorname{Re} \leq 10^{4}  \tag{4b}\\
& C_{D}=2 \quad 10^{4}<\operatorname{Re} \tag{4c}
\end{align*}
$$

The data which the above relations fit is shown graphically in Figure 2,6-1. Experimental data from References ( 1 ) and (2) are shown. The solution to the equation of motion, relating distance traveled and drop terminal velocity, covering cases (4a) and (4b), was found to be

$$
x=\frac{4}{j}\left(\frac{D_{d}}{C_{D_{o}}}\right)\left(\frac{d}{i_{v}}\right) \frac{1}{b(b+1)}\left\{1+\left[\begin{array}{l}
v_{d}^{d} \\
U_{0}^{d} \\
(b+1)-1
\end{array}\right]\left(1-\frac{v_{d}}{U_{0}}\right)^{-(b+1)}\right\}(5)
$$

For the case of a constant drag coefficient (case 4c for instance) the following solution was obtained:

$$
\begin{equation*}
x=\frac{4}{3}\left(\frac{D_{d}}{C_{D_{0}}}\right)\left(\frac{e_{L}}{\rho_{v}}\right)\left\{\frac{V_{d} / U_{o}}{T-V_{d} / U_{0}}+\ln \left(1-\frac{V_{d}}{V_{0}}\right)\right\} \tag{0}
\end{equation*}
$$



Figure 2.6-1 Drag of Spheres and Liquid Drops

Note that $\mathrm{C}_{\mathrm{Do}}$ is associated with $\mathrm{Re}_{\boldsymbol{\alpha}}$, the bulk flow Reynolds Number. Three distinct closed form solutions have therefore been obtained corresponding to the three Reynolds Number ranges used to represent the drag coefficient. A convenient dimensionless representation of these solutions is shown in. Figure 2.6-2. The drop terminal-to-free-stream velocity ratio is plotted as a function of the parameter group $\left(\frac{X}{D_{d}}\right)\left(\frac{\rho_{v}}{\rho L}\right) C_{D_{0}}$. If the local Reynolds Number of a drop stays completely within one of the Reynolds Number ranges throughout its trajectory, the appropriate general trajectory curve will be followed. Otherwise, the curves form an envelope covering the behavior of cases where the Reynolds Number drops from one range to the next.


Figure 2.6-2 Analytic Solutions for the Buik Flow Drop Impact Velocity

## - General Dimensionless Formulation

For the general case of motion with a variable field (ie., within a stator wake for instance) a closed form solution does not seem possible because of the complexity of the resulting equation of motion. It has been noted that from the point of view of the erosion model the most important path of drop motion is near the axis of the stator wake.

Leiblein and Roudebush ${ }^{(3)}$ hove correlated the variation of wake trough velocity with downstream distance with the following expression:

$$
\begin{equation*}
U_{\min }=U_{0}\left(1-.13 / \sqrt{\frac{x}{c}+.025}\right) \tag{7}
\end{equation*}
$$

The above is based on a limited amount of data for blade cascades with essentially zero trailing-edge thicknesses.

The basic equation of motion, now written for the wake $\alpha x$ is streamline is then:
$\frac{d v_{d}}{d t}=v_{d} \frac{d v_{d}}{d x}=\frac{3}{4}\left(\frac{\rho_{v}}{\rho_{L}}\right) \frac{1}{\delta_{d}} f\left[\left(u_{\min }-v_{d}\right) \frac{p_{v} D_{d}}{\nu_{v}}\right]\left(u_{\min }-v_{d}\right)^{2(8)}$ when the drag coefficient is represented functionally by:

$$
C_{d}=f\left[\left(U_{\min }-V_{d}\right) \frac{\rho_{v} D_{d}}{\mu v}\right]
$$

Now abbreviating eq (8) so that $U_{\min }=U_{o} g(\epsilon)$, where $=x / c$, leads to

$$
\begin{equation*}
\left(\frac{v_{d}}{\delta_{0}}\right)^{d v_{d} v_{0}} \frac{d r}{d r}=k_{d} f\left\{\left[\theta(\theta)-v_{d} v_{0}\right] R_{0}\right\}\left[g(\cdot)-v_{d} v_{0}\right]^{2} \tag{9}
\end{equation*}
$$

with $K_{d}$ as the inertial parameter:

$$
K_{d}=\frac{3}{4}\left(\frac{\rho_{v}}{\rho_{L}}\right)\left(\frac{C}{D_{d}}\right)
$$

The above has been solved numerically for the velocity ratio as a function of referred distance along the wake axis ( $x / c$ ) with $K_{d}$ and $\operatorname{Re}_{o}$ as parameters. Figure 2.6-3 shows a few of the solutions which have been obtained.


Figure 2.6-3 General Solutions for the Terminal Velocity of Drops Traveling along Stator Wake Axis Streamlines
These solutions by themselves are instructive guides to the overall relations between the parameters. It is canceivable that a least squares analysis of the various relations could be used to produce a "universal solution" curve of the form:

$$
\begin{equation*}
\frac{v_{d}}{U_{o}}=\left(\frac{x}{c}\right)^{n_{1}} \quad K_{d}^{n_{2}} \operatorname{Re}_{0}^{n_{3}} \tag{10}
\end{equation*}
$$

From the point of view of turbine erosion, however, knowledge of the ultimate impact velocity is not sufficient and must be complemented by a secondary atomization study. It is for this reason that the detailed computer model was developed.

### 2.6.3 Computer Model of Atomized Drop Transport

The scope of the ADROP code package is as follows:
a) Estimation of stator blade boundarylayer characteristics
b) Generation of the local velocity field within the vapor wake downstream of stator blades
c) Numerical integration of the equation of motion of drops traveling along various wake streamlines and the estimation of secondary atomization effects.
d) Solution of drop impact velocity triangles to provide information on the magnitude of the normal component of impact velocity and the physical location of erosion.

## - Stator Blade Boundary Layer Characteristics

The vapor wake downstream of stator blades is assumed to be controlled primarily by the viscous dissipation of the boundary layer at the trailing-edge of the blades. The boundary layer properties required include the momentum thickness, disolacement thickness, full thickness, and the form factor. The local momentum thickness of the boundary layer $(4)$ is found by integrating a form of Truckenbrodt's ${ }^{\text {(4) }}$ equation:
$\frac{\sigma}{S_{0}}=\left(\frac{u}{v_{0}}\right)^{-3}\left(\frac{c_{f}}{2}\right)^{\frac{n+1}{n}} \int_{0}^{s / s_{0}}\left(\frac{u}{U_{0}}\right)^{3+2 / n} d\left(\frac{s}{s_{0}}\right)^{n /(n+1)}$ (11)
where the exponent n is taken to be six, corresponding to large Reynolds numbers, and the friction factor is specified by the empirical expression for flat plate, furbulent flow:

$$
\begin{equation*}
C_{f}=.074 / R e^{0.2} \tag{12}
\end{equation*}
$$

In this statement of the Truckenbrodt equation it was assumed that the boundary layer is turbulent along the entire blade length. This is a useful approximation and does not have an appreciable effect on the results at the trailing edge. The shape factor may be obtained as shown in

$$
\begin{align*}
L= & -.23+.0076\left(\frac{n}{n+1}\right)+.0304 \ln R a+\ln \left(\frac{U}{U_{0}}\right) \\
& +.0076\left(\frac{n}{n+1}\right) \ln t-\frac{1.0608}{\xi} \int_{0}^{\xi} \ln \left(\frac{U}{U_{0}}\right) d \xi \tag{13}
\end{align*}
$$

where:

$$
\xi=\left[\left(\frac{c_{f}}{2}\right)^{\frac{n+1}{n}} \int_{0}^{s / s_{0}}\left(\frac{u}{U_{0}}\right)^{3+2 / n} d\left(s / s_{0}\right)\right]^{4}
$$

As before laminar terms do not appear in the equations and the integrations are performed to the inlet edge of the blade, rather than to the laminarturbulent transition point. The form factor H is related to the shape factor by:

$$
\begin{equation*}
L=\int_{E_{0}}^{E} \frac{1}{H-T} \frac{d E}{E} \tag{14}
\end{equation*}
$$

where $E$ and $H$ are related empirically by:

$$
\begin{equation*}
E=\frac{\mathrm{T} .269 \mathrm{H}}{\mathrm{H}-.379} \tag{15}
\end{equation*}
$$

The lower limit of integration, $E_{o^{\prime}}$ is taken as 1.74 to make $L=$ zero correspond to the case of the flat plate with zero pressur, gradient, i.e., $\mathrm{H}=$ 1.4. The empirical form (eq. 15) is in good agreement with experimental data below $\mathrm{H}=1.7$ (Ref. 6). For larger values of H the correlation breaks down so that the equation is supplemented by a table of experimental data for use when $1.6<\mathrm{H}<2.6$.

The remaining local boundary layer characteristics may be found after Schlichting ${ }^{(6)}$ by applying the general power-law velocity-distribution where:

$$
\begin{equation*}
\frac{u}{u}=\frac{y}{\delta}^{1 / n} \tag{16}
\end{equation*}
$$

so that:

$$
\begin{equation*}
n=\frac{2}{H-T} \tag{17}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\delta^{*}}{\delta}=\frac{1}{1+n} \tag{18}
\end{equation*}
$$

$$
\begin{equation*}
\delta^{*}=\theta \mathrm{H} \tag{19}
\end{equation*}
$$

## - The Generation of Stator Wake Velocity Profiles

The objective is to obtain a two-dimensional representation of the vapor velocity field between a stator exit plane and the inlet plane of the following rotor. Most of the work which has been done in this area has been oriented toward evaluating overall loss coefficients. There has apparently been very little interest in the fine structure of wakes per se. The work of Lieblein and Roudebush ${ }^{(3)}$ comes closest to satisfying the requirements of the transport model in this respect. The analysis just cited deals with the low-speed wake characteristics of two-dimensional cascade and isolated airfoil sections. Strictly speaking, the conditions present in axial flow turbines are not quite the same as those assumed in the analysis.

The approach taken by Lieblein and Roudebush is to assume that the wake is formed by the merging of the boundary layers on the upper and lower blade surfaces at the trailing edge. The wake is eventually re-energized by a mixing process between the wake and the free-stream flow. The variation of certain wake properties with downstream distance is then predicted from both empirical and theoretical considerations.

A qualitative picture of the velocity profiles normal to the wake trough is shown in Figure 2.6-4. Note that the inclination of the wake centerline to the turbine axis is a slowly varying function of axial distance. Similarly, the wake minimum velocity increases and the wake-edge velocity or free-stream velocity decreases slightly with distance as a result of momentum transfer as the wake reenergizes.

The wake model appears to be particularly good where the ratio of blade trailing-edge thickness to chord length approaches zero and at a nominal distance downstream of the trailing edge. It is clear that very complex flow patterns will exist immediately downstream of blades of finite trailing-edge thickness. In fact, separate vortex flow may exist in many cases. The characteristics of the wake near the trailing edge are very important from the erosion point of view and directly affect the question of the upper size limit of drops reaching the rotor plane.

The atomized drops from the stator are shed into this region of complex flow. There is probably a sheltered region immediately downstream of the blade with components of flow both transverse and axial. Steam turbine observations indicate that the drops will migrate rather slowly deep in the wake, and at some point downstream are suddenly caught up and accelerated. Because of the uncertainty in this process a "dead-space" correction of about four trailing edge thicknesses has been arbitrarily introduced. The integration of the drop equation of motion is therefore begun at the edge of the dead space rather than at the blade trailing-edge.

The variation of wake trough velocity has previously been given (eq. 7 above). No consistent quantitative model for the actual shape of the transverse profile has been advanced. Provided the minimum and wake-edge velocities are reasonably correct, a half-sine curve fit to the two known points should yield consistent results for the transverse velocity profile. This method does not, however, account for the observed asymmetry in the wake. At the trailing edge the effective total boundary layer thickness is the sum: $\delta_{\text {te }}=\delta_{\text {p,te }}+\delta_{s_{1} \text { te }}$
The remaining trailing edge properties may be obtained from:

$$
\begin{align*}
& \delta_{\text {te }}^{*}=\delta_{\mathrm{p}, \mathrm{te}}+\delta_{\mathrm{s}, \mathrm{te}}  \tag{21}\\
& \boldsymbol{\theta}_{\mathrm{te}}=\theta_{\mathrm{p}, \mathrm{te}}+\theta_{\mathrm{s}, \mathrm{te}}  \tag{22}\\
& \mathrm{H}_{\mathrm{te}}=\delta_{\mathrm{te}}^{*} / \theta_{\mathrm{te}} \tag{23}
\end{align*}
$$



Figure 2.6-4 Qualitative Representation of Vapor Wake Development Downstream of a Stator Blade Section

The variation of the wake form factor was fitted in (6) by:

$$
\begin{equation*}
H_{x}=\frac{\sqrt{1-40 \times c}}{\sqrt{1-40 \times c}-\left(\frac{H_{t e}^{-1}}{H_{t e}}\right)} \tag{24}
\end{equation*}
$$

The wake momentum thickness parameters, $\widehat{\theta}$, and the flow angle simultaneously satisfy:

$$
\begin{aligned}
& \frac{1-\hat{\theta}_{x}\left(1+H_{x}\right)-\frac{1}{2 \cos ^{2} \beta_{x}}}{\left(1-\hat{\theta}_{x} H_{x}\right)^{2}}=\text { constant }=k_{1}(25) \\
& \frac{1-\hat{\theta}_{x}\left(1-H_{x}\right)}{\left(1-\hat{\theta}_{x} H_{x}\right)^{2}} \tan \beta_{x}=\text { constant }=\sqrt{K_{2}}
\end{aligned}
$$

where:

$$
\begin{equation*}
\hat{\theta}_{x}=\left(\frac{\theta}{c}\right)_{x} \frac{\sigma}{\cos \beta_{x}} \tag{27}
\end{equation*}
$$

Equations (25) and (26) may be solved by simultaneous iteration for $\hat{\theta}_{x}$ and $\beta_{x}$. The constants are evaluated in terms of the trailing edge condition, $H_{\text {te }} \theta_{\text {te }}$ and $\beta$ te. The wake-edge velocity may then be found from:
$V(\delta / 2, x) \cos \beta_{x}\left(1-\hat{\theta}_{x} H_{x}\right)=$ constant $=k_{3}$
The ratio $V_{\min }, \times N(\delta, x)$ is specified by the trough velocity equation(7) so that by applying (28) the trough velocity is obtained. Using a half-sine fit the transverse velocity profile is then:
$\frac{V(y, x)}{V(\delta / 2, x)}=\frac{1}{2}\left[\left(1+\frac{V_{\text {min } x}}{V(\delta / 2, x)}\right) \quad-\left(1-\frac{V_{\text {min }} x}{V(\delta / 2, x)}\right) \quad\right.$ cos $\left.\frac{\pi y}{\delta / 2}\right]$
Transverse wake position is specified by the ratio $y /(\delta / 2)$, which is unity at the wake edge and zero at the centerline.

The latter positions are generally the most interesting. It is assumed that if a drop starts out on a particular streamline $y /(\delta / 2)$, it continues in this relative position until it impacts.

- Drop Acceleration and Secondary Atomization*

The drop size spectrum from primary atomization may be estimated using the method given in Section 2.7. The empirical Nukiyama-Tanasawa distribution function is applied and from these re-
sults a suitable group of drop sizes may be chosen for the drop transport analysis. The general drop equation of motion (eq. 2) may be solved for the drop terminal velocity as a function of drop size and wake position, with the local vapor velocity within the wake obtained following the procedure outlined above.

The conditions for subsequent drop fragmentation or secondary atomization may be correlated in terms of a critical Weber Number. This subject has been given much attention in the atomization literature in recent years; however, a consistent guide to its formulation remains to be found.** Much of the empirical work has been done with steam or air streams and correlations suitable for use with liquid metal systems remain to be substantiated. Gardner ${ }^{(7)}$, for instance, recognized two regimes for the critical Weber Number in steam systems. For cases where drops were introduced into a relatively slow-moving stream, which was gradually accelerated, he recommends a "steady-flow" critical Weber Number of 22. For the case of abrupt acceleration he recommends a "shock" critical Weber Number of 13. Other authors (Nicholson(8) for instance) have reported an even wider range of critical Weber numbers. In lieu of more definitive data we have tentatively adopted Gardners' results with the following rationale. The Weber Number is defined by:

$$
\begin{equation*}
w_{e}=\frac{\rho_{v} V_{r}^{2} D_{d}}{\sigma_{L}} \tag{30}
\end{equation*}
$$

and is essentially the ratio of the local dynamic force to the surface tension. In the low pressure end of steam turbines the drop relative velocity, hence drop Weber Number, increases gradually to a maximum and then decreases with downstream travel. The conditions fit the "steady-flow" Weber Number

[^15]criterion of 22. In small alkali metal turbines the onset of acceleration is quite abrupt, with the peak Weber Number occurring initially. This situation suggests use of the "shock" critical Weber Number for these systems.

As far as the trajectory model is concerned, therefore, secondary atomization is assumed to begin when a certain fixed Weber Number is exceeded anywhere along the trajectory of a drop. The disruption process takes a finite amount of time and it is usually important to know whether the distance between blade rows is sufficient to insure complete atomization of all unstable drops. From basic considerations it can be shown (9) that the disruption time shows the following dependence:

$$
\begin{equation*}
+\infty \frac{D_{d}}{V_{r}} \sqrt{\frac{P_{L}}{P_{V}}} \tag{31}
\end{equation*}
$$

From the data of Wolfe and Anderson ${ }^{(2)}$ the time to the start of disruption was estimated to be:

$$
\begin{equation*}
=1.1 \frac{D_{d}}{V_{r}} \sqrt{\frac{P_{L}}{P_{V}}} \tag{32}
\end{equation*}
$$

and the elapsed time to complete breakup was:

$$
\begin{equation*}
\dagger:=2.8 \frac{D_{d}}{D_{r}} \sqrt{\frac{\rho_{L}}{p_{v}}} \tag{33}
\end{equation*}
$$

In the trajectory model reported here, when the local drop Weber Number exceeds the critical value at some time $t$, the disruption time $t$ ' ' is computed. Disruption is assumed to be completed at that point on the trajectory where time $t+t$ ' ' has elapsed. Presumably for drops with maximum Weber Numbers close to critical the drop may revert to a more stable condition prior to time $t+t^{\prime}$. However, the uncertainty in the magnitude of the critical Weber Number precludes the use of such a refinement at this time.

When a primary drop disintegrates, a spectrum of secondary drop sizes may be expected, just as in the case of primary atomization. The mass mean diameter $D^{1}{ }_{d}$ of the secondary drops is evaluated from the Wolfe-Anderson expression:

$$
\begin{equation*}
D_{d}=\left(\frac{136 \mu_{L} \sigma^{3 / 2} D_{d}^{1 / 2}}{{ }^{2}{ }_{v} V_{r}^{4}{\sqrt{{ }^{P}}{ }_{L}^{C} D}}\right\}^{1 / 3} \tag{34}
\end{equation*}
$$

where all the quantities are evaluated for conditions at time $t$, that is, at the point where the critical Weber Number is first exceeded.

When the above analysis is concluded for a given turbine stage, an upper limit for the size of impacting drops will be obtained. The original primary drop distribution will be modified such that the "tail" extending beyond the maximum stable drop size will be removed. The fraction of the total spray volume represented by the tail represents the new secondary drop distribution which is now added to the original distribution. The mechanics of these calculations are discussed in Section 2.7. Comparison of calculated secondary drop distributions obtained using equation 34 with actual measurements in a large steam turbine are in poor agreement.

## - Impact Velocity and the Geometry of Impact

The geometry conventions employed in this discussion are shown in Figure 2.6-5. Consider the inlet region of a rotor section at some fixed blade height. The pitch, $S$, tangential blade speed $U_{1}$, and the rotor inlet blade angle are thus fixed. The velocity $V_{d}$ is the terminal drop velocity which is obtained from the solution of the equation of motion discussed previously. The direction of $V_{d}$ is essentially that of the stator jet velocity; however, its magnitude depends on drop size. The drop velocity relative to the rotor is given by:

$$
\begin{equation*}
w_{d}=\sqrt{u_{1}^{2}+v_{d}^{2}-2 U_{1} v_{d} \sin \alpha} \tag{35}
\end{equation*}
$$

The "shadow angle" $a_{d}$ satisfies:

$$
\begin{equation*}
\cos \alpha_{d}=\frac{U_{1}-V_{d} \sin \alpha}{W_{d}} \tag{36}
\end{equation*}
$$

Depending on the angle of the blades and the angle of incidence of the drops, there will be generally a blade region which will be shadowed and free of damaging impacts. To estimate the extent of unshadowed blade surface, a first approximation is to consider the "impaction length" $\Delta L$ defined along the tangent to the blade centerline at its nose. The actual impaction zone is the convex surface cut by the tangent line. A relation for $\Delta \mathrm{L}$ in terms of the blade spacing $S$ and angles $a_{i}$ and $a_{d}$ is:

$$
\begin{equation*}
\left.\Delta L \approx \operatorname{s} \frac{\sin \alpha_{d}}{\sin \left(\alpha_{i}\right.}+\alpha_{d}\right) \tag{37}
\end{equation*}
$$



Figure 2.6-5 Drop Impingement Geometry
If the angles $a_{d}$ and $n_{\text {; }}$ are acute, the approximation is relatively good. Otherwise, scale drawings of the blades must be used.

The treatment employed by the overall erosion model to estimate material removal holds that it is the normal component of the component of the impacting drop velocity which is most directly related to the extent of damage. This component is obtained by noting that the angle $\beta$ included between $W_{d}$ and $W_{n}$ is $\pi / 2-a_{d}-a_{i}$. Therefore:

$$
\begin{equation*}
W_{n}=W_{d} \cos \beta=W_{d} \sin \left(\alpha_{d}+\alpha_{i}\right) \tag{38}
\end{equation*}
$$

Drops at the upper end of the size spectrum will have the smallest arrival velocity. In the limit, for very small $V_{d^{\prime}}\left|W_{d d}\right| \rightarrow_{\text {is }} U_{1} \mid$ and the impact region is essentially confined to the blade nose. Such a situation is very unlikely since the unbroken drops below the secondary atomization limit are accelerated to an appreciable fraction of the free stream velocity.

At the other extreme some of the smallest drops will arrive at essentially free stream velocity so that $\left|W_{d}\right|-0$. The normal velocity $W_{n}$ will be largest when $V_{d}=0$ and will decrease linearly to zero when $V_{d}$ reaches the free stream value. For some value of drop terminal velocity the vectors $W$ and $W_{d}$ will coincide. Beyond this point, in the direction of higher terminal velocities and smaller drop diameters, the impact length concept breaks down. The significant impact area is the nose since $W_{d}$ is normal to the nose at some point. The cross-over point is represented analytically by the condition $\beta=0$. It follows then that:

$$
\begin{align*}
& \alpha_{d o}=\frac{\pi}{2}-\alpha_{i}  \tag{39}\\
& V_{d o}=\frac{U_{1}}{\sin \left(\cot \alpha_{d o}-1\right)}  \tag{40}\\
& W_{d o}=V_{d o} \frac{\sin \alpha}{\sin \alpha_{d o}} \tag{41}
\end{align*}
$$

Therefore, when $V_{d}>V_{d o}$ the relative velocity $W_{d}$ will exceed $W_{n}$ and should be considered as far as potential damage is concerned. Note that increasing the blade speed has the effect of increasing $V_{\text {dot }}$ thus decreasing the tendency of the damage to be confined to the nose area.

### 2.6.4 Description of the ADROP Code Package

The ADROP code is designed to examine in detail the transport of atomized condensate from the stator exit plane to the rotor inlet plane in wet vapor axial flow turbines. The code facilitates parameter surveys and can be used to systematically test the implications of various assumptions made in the model. The computational model as outlined in the previous section is for from definitive, in fact it represents a first cut at a comprehensive explanation of observed phenomena.

A single stage and blade height position is examined at one time, however, as many problems as necessary may be run consecutively. Temperaturedependent working fluid properties are computed by an auxiliary subroutine, with a present capacity of eight materials: lithium, sodium, potassium, rubidium, cesium, mercury, NaK-78, and water. For a given stage, geometry, and bulk flow condition, a range of drop sizes are introduced into the vapor
stream at various wake positions. Terminal velocities are obtained for all drops. If the flow conditions are such that a drop satisfies the condition of aerodynamic instability, the approximate location of disruption is noted and the mass mean diameter of secondary drops is estimated.

The program source language is FORTRAN IV. The code is oriented toward the CDC machines 3600, 6400, and 6600; however, compatibility with equivalent IBM equipment can be achieved with a minimum of effort. On the CDC 6600 system operated by the Westinghouse Tele-Computer Center the field length required by the code, associated system routines, and storage areas is 18,000 words decimal. Calculations and output are in cgs units, with inputs in common engineering units. Options are available to control the quantity of printed output and the sequence of calculations. A source language listing of each item in the code package may be found in Appendix $B$ to this section.

## - The Main Program

Input functions, initialization, and option selection are handled by the main program. Data is input using the format-free NAMELIST feature. For each individual problem the input consists of a title card, and a sequence of cards defining quantities in the NAMELIST DRP. The 80 -column card image of the title card is used to identify the output listing. Variables in the DRP list are /DRP/KOP, TR, VFREE, GDAT, XS, VS, XP, VP, PD, SD, PDS, SDS, PTH, STH, XQ, DIAM.

It should be emphasized that only those numbers required to do a particular problem configuration need to be input. Data is transferred from one problem to the next. Thus, the first problem in a series might have a complete input set, while subsequent problems might only require one or two input numbers. The input list variables involved are defined in Table $2,6-1$. Blade surface velocity plots may be obtained in several ways. Our usual practice has been to employ the code of Reference 14 to generate this data.

Material properties required for the working fluid in question are the density of vapor and liquid, the viscosity of vapor and liquid and the surface tension of the liquid. These are obtained by calling subroutine PROPM. The data is then stored in common block/PRP/ for later use. Table 2.6-2 lists the important common blocks used for intersubroutine communication. A specific sample problem will be discussed in Section 2.6 to illustrate the input and output formats.

## - Subroutine TRUCK

The calculation of the boundary layer properties along blade surface is handled in a code devised by W. K. Fentress. The code has been recast into subroutine form and incorporated into the ADROP system. The input surface velocity tables, which may contain as few as four points each is expanded into a 40 -point table using parabolic spline interpolation (subroutine SPLINT). The Truckenbrodt boundary layer equation and the shape factor equation are then integrated by the trapezoidal method.

TABLE 2.6-1
ADROP INPUT NAMELIST DEFINITIONS

| Name | Definition | Name | Definition |
| :---: | :---: | :---: | :---: |
| KOP(1) | Working fluid sentinel (see definition of JFLUID on page 42) | $X Q$ GDAT(1) | Bulk vapor quality at stator exit. |
| KOP(2) | Number of stator blades | GDAT(1) | Stator exit flow angle (angle a in Figure 5) |
| KOP(3) | Number of rotor blades | GDAT(2) | Inlet rotor blade angle (angle $\alpha_{i}$ in Figure 5) |
| KOP(4) | Shaft RPM |  |  |
| KOP(5) | Boundary-layer calculation option (subroutine TRUCK) $\leq 3$ calculation is deleted. Otherwise KOP(5) specifies the number of referred position-velocity pairs to be input. | GDAT(3) | Trailing-edge multiplier used to define the dead-space. |
|  |  | GDAT(4) | Critical Weber Number |
|  |  | GDAT(5) | Stator exit section diameter (inches) |
| KOP(6) | TRUCK IO sentineI. If $\operatorname{KOP}(6)>0$ detailed boundary layer results will be printed. | GDAT(6) | Rotor inlet section diameter (inches) |
|  |  | GDAT ( 7 ) | Axial space between stator exit and rotor inlet planes (inches) |
| KOP(7) | TRAX option sentinel. If $\operatorname{KOP}(7) \leq 0$ trajectory calculations will be deleted. A value greater than zero sets the trajectory print interval. | GDAT(8) | Stator trailing-edge thickness (inches) |
|  |  | GDAT (9) | Stator chord length (inches) |
| $\mathrm{KOP}(8)$ | IMPAX option. If $K O P(8) \geq 0$ the drop impact geometry will be examined. | GDAT(10) | Pressure surface length (inches) |
|  |  | GDAT(11) | Suction surface length (inches) |
| KOP(9) | Wake option. If $\operatorname{KOP}(9) \geq 0$ full wake treatment will be used. Otherwise the approximate treatment is specified. | DIAM | Array of nine drop diameters (microns) |
|  |  | XS, XP | Arrays of referred positions in suction and pressure sides |
| KOP(10) | Debug option <br> $=0$ option ignored <br> $>0$ data will be printed out during each wake iteration <br> = 2 trajectory data will be printed for each trial integration step. | VS, VP |  |
|  |  | VS, VP | Arrays of referred surface velocities on suction and pressure sides. |
|  |  | PD, SD | Pressure and suction side boundary layer thicknesses (cm) |
| TR | Bulk vapor temperature at stator exit ( ${ }^{\circ}$ R) | PDS, SDS | Pressure and suction side displacement thicknesses (cm) |
| $\checkmark$ FREE | Stator exit jet velocity (feet/sec.) | PTH, STH | Pressure and suction side momentum thicknesses (cm) |

## TABLE 2.6-2

COMMON BLOCK LAYOUT IN PROGRAM ADROP

## BLOCK DEFINITIONS

/PRP/MAT,TEMP, RHOV, RHOL, SIGL, VISL, VISV
/TBG/CHORD, PITCH, BTE, PD, SD, PDS, SDS, PTH, STH, VZERO
/GEO/NSTAT, NROTR, RPM, ALPHA, ALPHI, F DEAD, WDC, DSTAT, DROTR, AXSP, STE, SCHD, SPARC, SSARC
/CST/JOB(10), JMAT(10), PI, RD, NYD, DIAM(10)
/BUG/IBUG
ACON/H, HMAX, HMIN, RELB, ABS B
/TRX, . . .
BLOCK REFERENCES

|  | MAIN | TRUCK | TRAX | DERIV | MMPAX | WAKE | ICEAD |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| PRP | $x$ | $x$ | $x$ | $x$ |  |  |  |
| TBG | $x$ | $x$ | $x$ | X |  | $x$ |  |
| GEO | x |  | $x$ | x |  |  |  |
| CST | $x$ | x | X | $x$ | X |  |  |
| BUG | x |  |  | $x$ |  | $x$ |  |
| ICON |  |  | $x$ | $x$ |  |  | X |
| rRX |  |  | X | X |  |  |  |

Call TRUCK (M, SS, SP, XXS, XVS, XXP, XVP, $\mid \varnothing$ ) where:
$M \quad$ is the number of surface velocity points to be input for each surface.

SS is the length of the suction surface.
SP is the length of the pressure surface.
XXS is the array of $M$ suction surface referred position points.

XVS is the array of referred surface velocities corresponding to each value of $X X S$.
XXP, XVP are the position and velocity arrays for the pressure side
$1 \varnothing \quad$ is the output listing control sentinel. If $\mid \varnothing>0$ a listing of boundary layer properties along the blade will be obtained.

Output quantities required for subsequent calculations in other subroutines are placed in common block/TBG/. These are PD, SD, PDS, SDS, PTH, STH, which are the pressure and suction side trailing edge values of boundary layer, displacement and momentum thicknesses. No assumptions are made internally concerning units. The unit of length used for the surface lengths SS and SP, however, should be the same as that used in the thermophysical properties. In the context of the ADROP code the units are cgs.

Probable flow separation is indicated if the shape factor (Eq. 13 above) $L(\xi)<-0.18$ at any point. This condition is identified by a diagnostic message. If this situation occurs, the integer $1 \varnothing$ is set to -10 before control returns to the main program. This is used to prevent the subsequent trajectory calculations from starting. Data for the next problem is then read in so that the failure of one problem will not interrupt the entire sequence.

Output listings which may be obtained are:
a) The input surface velocity tables
b) Boundary layer properties at each surface position (optional)
c) Summary of the trailing-edge boundary layer values.

A listing of the subroutine is given in Appendix $B$ to this section. Note that common blocks PRP/, TBG/ and EST/ are required by the subroutine.

- Subroutine WAKE

The function of this subroutine is to provide the local vapor velocity at a specified position within a stator blade wake. Common block/TBG/is used to transmit the numerical values of the stator chord, exit pitch, jet velocity, and the boundary layer displacement and momentum thicknesses at the stator trailing-edge. The calling sequence for the subroutine is:

CALL WAKE (NS, XX, YD, VXY, BX)
where:
$X X \quad$ is the distance from the trailing edge along the wake centerline where the vapor velocity is required

YD is the transverse position $y /(\delta / 2)$ within the wake. It is necessary that $0 \leq Y D \leq 1$

VXY is the output local vapor velocity
BX is the local wake angle in radians, i.e., the inclination of the wake centerline to the turbine axis.
is used as a control sentinel which is set prior to the first WAKE CALL. If NS $=0$ when WAKE is called, the constants defined by Equations 25, 26 and 28 are evaluated using trailing edge boundary layer data. WAKE changes NS to unity so that on subsequent calls the initialization section of the subroutine is skipped. If boundary layer data is not available, useful approximate solutions may be obtained assuming a constant free stream velocity and flow angle downstream of the stator. In this case the user must preset NS $=1$. Only two values of $Y D$ may be used; $Y D=0$ or $Y D=1$ in this situation.

The simultaneous iterative solution of equations 25,26 and 28 is accomplished with the assistance of the auxiliary subroutine VERGE. If convergence of the iterative process has not been accomplished after 20 attempts, there is usually something wrong with the input data. The process is suspended and a diagnostic printed out. The sentinel NS is set to 10 and control returned to the calling routine. It is recommended that NS be tested after each return so that appropriate action may be taken in the event of an iteration failure.

It is required that the unit of length used in the data in common block/TBG/be consistent with those employed in the input arguments $X X$ and $V X Y$.

## - Subroutine TRAX

TRAX is the control subroutine for the integration of the drop equation of motion. A fourthorder Adams predictor-corrector method is used in auxiliary subroutine ICEAD to perform the actual numerical integration. TRAX initializes ICEAD for each trajectory and stores final results. These results are eventually listed in a problem summary. Normally thirty trajectories are computed for each problem, i.e, one for each combination of the three wake positions $(Y /(\delta / 2)=0,0.35$, and 1$)$ and the ten input drop diameters. If the approximate wake treatment is used, the two limiting wake positions (Y/ $(\delta / 2)=0 ., 1$ ) are used so that twenty trajectories are computed.

The summary printout lists, for each drop diameter and wake positions, the time-of-flight, terminal drop velocity, initial and final relative velocities, the maximum Weber Number, and the final flow angle. A secondary atomization summary is also given. For each Grop that satisfies the disruption criteria the summary lists the time-to-complete disruption, mass-mean diameter of secondary drops produced, drop velocity when the critical Weber Number is reached, and the referred distances to disruption. The absolute disruption distance is the total path length from the stator trailing edge to the estimated point of complete disruption. The first referred quantity gives the distance in drop diameters. The second gives the ratio of the absolute disruption distance to the total path length available between the stator and rotor planes. The distances are used to indicate whether there is sufficient space for the unstable primary drops to completely disintegrate before impact.

The input argument $I \varnothing$ controls the print interval for the printout of values along the trajectory. If $1 \varnothing<0$ the printout is deleted. The print interval is computed by:

$$
Z P=(A X S P-X D E A D) /(1 \varnothing-1)
$$

The effective total axial distance is the axial blade space minus the dead space. An input value of 11 , for instance, will yield 11 sets of values spaced at intervals of one-tenth the total distance. The actual printing is done by subroutine DERIV.

## - Subroutine DERIV

This subroutine is used in conjunction with the integration scheme ICEAD to provide derivatives, intermediate printouts, and secondary atomization calculations. Three entry points DERIV, STEP and FAIL are employed. These satisfy the requirements of ICEAD. For each trail integration step ICEAD will call DERIV to obtain the derivatives associated with the simultaneous differential equations at that point. Certain error criteria are checked and if a given time step produces satisfactory results ENTRY STEP is called (the logic employed by ICEAD will be discussed below). When a trial integration fails, the step size (in the time variable) is halved. The process continues until an integration step yields satis-
factory results or a fixed lower step size limit is reached. In the latter event ICEAD calls FAIL which takes appropriate action.

Common blocks used in the subroutine are listed in Table 2.6-2. The calling sequence is as follows:

## CALL DERIV (T, Y, DY, IRET)

where:
T is the present value of the time variable
$\mathrm{Y} \quad$ is a two-word array containing the present values of drop velocity, $Y$ (1), and distance along the wake axis, $Y$ (2).

DY is a two word array containing the derivatives of $Y$ (1) and $Y$ (2).

IRET is a return sentinel. During the integration process IRET remains zero. When the integration is completed IRET is set to unity.

A debug option (see main program for definition of KOP (10) is provided so that present values of distance, time and velocity are listed for each trial time step. After each successful integration STEP is entered and if a print interval has elapsed, the present values of time, distance along the wake axis, distance along the turbine axis, absolute and relative drop velocity, local Weber and Reynolds Numbers, and the time step used are printed.

Subroutine WAKE is called after each time step to get the local vapor velocity. If the wake iteration fails, diagnostics are printed and IRET is set to unity. This eventually returns control to subroutine TRAX so that the next trajectory may be started. The terminal flow angle is set to -1 if the wake calculation fails. Failure of the integration is indicated by inserting a value of -1 in the final velocity array.

- Subroutine IMPAX

The geometry of drop impingement is evaluated with subroutine IMPAX. The range of possible absolute drop impact velocities is bounded by zero
and the stator exit jet velocity. Actually, the secondary atomization limit prevents the larger and slower moving drops from reaching the rotor. In any case the subroutine runs through all possible impact velocities and computes the drop velocity relative to the rotor, the normal component of impact velocity, and the impact length (these are defined as Wd, $W n$, and $\Delta L$ in Figure 2.6-5).

## Calling Sequence

VZERO)
where:
NB is the number of rotor blades
BDIA is the inlet diameter at the blade height in question

RPM is the rotor RPM
AL is the stator exit flow angle with respect to the turbine axis.

AI is the actual rotor inlet blade angle (see $a_{i}$ in Figure 2.6-5) with respect to the rotor inlet plane.

VZERO is the stator jet velocity.
It was pointed out previously that the impact length approximation is only useful when impacts on the convex blade surface occur. When the conditions expressed by equations (39), (40) and (41) occur, nose impacts are important and the listed values of $\Delta L$ will be set to:

$$
\Delta L_{\max }=5 \cos \alpha_{i}
$$

- Auxiliary Subroutines

Four general purpose subroutines are included in the code package. These were developed in the context of the overall turbine erosion model; however, they represent valuable tools which can be used in many other circumstances. Each is described fully in a separate report so that an abbreviated discussion is presented here.

## Subroutine SPLINT

This subroutine is designed to perform interpolation and differentiation using the parabolic spline. The spline is generated by a closed form expression, and an important characteristic of the method is that the first derivatives of the array of interpolated results are continuous. Unequal tabular intervals may be employed and a special search scheme has been devised to permit the independent variable to be either monotonically increasing or decreasing. A useful by-product of this method of interpolation is that an estimate of the local derivative (of the interpolated curve) may be readily obtained. The closed-form solutions used are due to Mintz and Jordan.

The subroutine has two entry points called SPLINT and DYDX, the former for interpolation and the latter for differentiation. The calling sequences are:

CALL SPLINT (XT, YT, NT, XI, YI, NI, JX, JY)
CALL DYDX (XT, YT, HT, XI, DY, NI, JX, JY)
where:

XT is the name of the independent variable array

YT is the name of the dependent variable array
NT is the number of input ( $X T, Y T$ ) pairs. It is required that $N T \geq 4$.

XI is the name of the array of input interpolation arguments

YI is the name of the output array of interpolated values

DY is the name of the output array of first derivatives
$J X, J Y$ are integers representing the storage increments in arrays $X T$ and YT (standard values: $J X=J Y=1$ ).

The set ( $X T, Y T$ ) is the table in which the interpolation is to be done. Dummy dimensions are used for all arrays so that the storage space required is set by the calling program. XI, YI and DY are listed as arrays; however, they may represent single values.

## - Subroutine VERGE

VERGE is designed to accelerate the convergence of iterative processes. Many equations encountered in the numerical solution of engineering problems do not permit explicit solution for certain variables; these must be solved by iterative techniques. A good example is the simultaneous set of equations (25), (26), and (28) employed in the stator wake treatment discussed above. The scheme utilized by VERGE accelerates the rate of convergence if the iteration converges and induces convergence if the basic iteration process tends to diverge. The subroutine is based on the convergence algorithm of Wegstein ${ }^{(12)}$. The general class of problems which is of interest is that which may be written in the form: $x=f(x)$. The right-hand side is typically a complicated transcendental relation or perhaps the result of a lengthy numerical operation.

- Calling Sequence

Call VERGE (XI, F $\varnothing \times, I K)$
where:
XI is the present value of the interated variable, User must supply an initial guess, and at each pass through VERGE XI will be modified to induce convergence.
$F \varnothing X \quad$ is the value of the function $F(X I)$ for the present XI

IK is an iteration counter. User must preset IK for the first iteration. It is updated by VERGE and set negative when the convergence test is met. Normally IK is preset to zero. The user should test present values of IK as they are returned from VERGE to detect convergence.

- Convergence Criteria

It is necessary to insure that machine underflows will not result. If one is searching for a root near the origin, very small numbers (in absolute value) will be encountered during the iteration. Convergence is assumed if either of the following conditions is satisfied.

$$
\begin{gathered}
\left|f\left(x_{n}\right)-x_{n}\right|<E P S \\
\left|x_{n}\right|<E T A
\end{gathered}
$$

where EPS and ETA are quantities defined in a DATA statement and may be modified by the user to fit special situations. In the subroutine version described here they have been given the values I $x$ $10^{-10}$ and $1 \times 10^{-30}$, respectively. Non-convergence is not detected explicitly. The user should check the present value of the iteration counter IK against some upper limit appropriate for the particular problem at hand. For the wake parameter iteration in subroutine WAKE it has been found that if convergence is not reached after 20 iterations, the input data is usually at fault.

## - Subroutine ICEAD

This subroutine is a general purpose scheme for solving systems of ordinary differential equations. A fourth-order Adams predictor-corrector method is used with automatic error control. It is based on ICEADAMS an ALGOL-5000 procedure by Geil and Wei(13) which was translated into FORTRAN by the author and modified for this application.

## - Calling Sequence and Required Common Block

CALL ICEAD (N, T, XI, IRET)
COMMON/ICON/H, HMAX, HMIN,
RELB, ASBS
where:
$\mathrm{N} \quad$ is the number of dependent variables.
(simultaneous differential equations)

T is input as the initial value of the independent variable

XI input as the vector (one-dimensional array) of initial values of each of the N dependent variables.

IRET output integer return sentinel which must be zero initially: When the subroutine detects a non-zero value of IRET, control is returned to the calling program. May be used to indicate that the integration is completedeither successfully or otherwise.

H is input as the suggested initial step-size. Will thereafter contain the present step size selected by ICEAD.

HMAX is the maximum acceptable step size.
HMIN is the minimum acceptable step size.
RELB is the maximum acceptable relative error (the ratio of the absolute difference between the predictor and corrector for each independent variable).
$A B S B \quad$ is the maximum acceptable absolute error. (If RELB is exceeded but the absolute difference between the predictor and corrector values is smaller than ABSB, ICEAD will accept the integration step as success ful. ABSB is used to guard against exceeding the machine accuracy limits.

- General Use of the Subroutine

The analytical basis of the subroutine is given in Reference 13 which describes the ALGOL version. Certain mechanical aspects have been changed due to language imcompatibilities; however, the basic numerical steps are identical in the two versions.

The common block ICON was incorporated to permit optional user control of the error bounds in the auxiliary subroutines. The FORTRAN version described here has been dimensioned to permit the solution of up to ten simultaneous differential equations. The user is required to provide three auxiliary subroutines with the names DERIV, STEP, and FAIL. It is usually convenient to use one subroutine with three entry points to perform the appropriate functions.

- Subroutine DERIV ( $T, X, D X$, IRET)

The argument list consists of:
T the present value of the independent variable (input)

X vector of values of the dependent variables (input)

DX vector of derivatives of array $\times$ (output)
IRET return sentinel
The calling program provides ICEAD with a set of initial values for the independent and dependent variables. ICEAD will then determine trial step sizes and will call DERIV to calculate required derivatives based on present values of each dependent variable and associated derivatives. Note the initial values for the derivatives can be defined if necessary in DERIV. IRET is normally not used in DERIV. It may be set non-zero if an anomalous condition is encountered. If ICEAD detects a non-zero value at any time, control is returned to the calling program.

- Subroutine STEP (T, X, DX, IRET)

STEP is called by ICEAD after each successful integration step. The argument list is the same as for DERIV so that STEP may be defined alternately as an entry point in DERIV. A printout section may be provided here to list results at predetermined increments of any of the variables. A test for the termination of integration must be included in STEP. The user may simply call EXIT or STEP, or set $\mid R E T>0$. Control will then pass to the routine which originally called ICEAD. Normally,
the last integration step will over-run the integration limit. This can be avoided by adjusting the step size limit HMAX just before the integration limit is reached to force termination at the desired point.

- Subroutine FAIL (T, X, DX, IRET)

FAIL is called by ICEAD when the integration step size has been reduced below HMIN. ICEAD will strive to select the largest step size available. Trial steps are taken at one-half and twice the present step size and the error criteria checked. If the criteria cannot be satisfied for any H such that HMAX $\geq H \geq$ HMIN,FAIL is called. In FAIL the user may wish to print some diagnostic comments. It is necessary then to call EXIT, STOP, or set IRET> 0 and RETURN.

## - Subroutine PROPM

This subroutine was designed to generate comprehensive thermophysical properties of various power system working fluids. It provides a central data source, with a consistent set of units, to support computerized design and analys is efforts. The basic system of units is metric; however, a conversion subroutine is supplied to communicate in engineering units. The user supplies a temperature and specifies a material and a property, and gets the required property value back.

All properties are taken along a saturation line and are assumed to be functions of temperature only. Most of the properties are described by equations obtained from least square fits. In a few cases this was not feasible and spline interpolation (subroutine SPLINT) is used on tabular data. In general the empirical fits are more desirable. They offer a speed advantage and require far less storage space than tabular data.

Eight working fluids are represented in the data compilation. Four of these, potassium, cesium, water, and mercury, have received the most attention since they have been required in various phases of turbine erosion analysis under the subject contract. The remaining fluids, lithium, sodium, rubidium, and NaK-78, have been given a cursory treatment and were included for the sake of completeness. No attempt at evaluation was made at this time The
primary source of the potassium and cesium data is the work of Ewing, et. al. $(14,15)$ and Achener $(16)$. Water data was obtained from the recently completed ASME steam tables $(17)$. The mercury data was required for an erosion-oriented analysis of the Sunflower turbine series so that for the sake of compatibility at TRW data compilation ${ }^{(18)}$ was used.

## Calling Sequence

Call PROPM (XM, TK, JPROP, JFLUID)
Call PROPE (XE, TR, JPROP, JFLUID)
where
$X M \quad$ is the output property value in metric units.
XE is the output property value in engineering units.

TK is the input temperature in degrees Kelvin.
TR is the input temperature in degrees Rankine.
JPROP specifies a particular property according to the following table:

| ${ }^{\text {JPROP }}$ | Property | PROPM Unis | PROPE Unis |
| :---: | :---: | :---: | :---: |
| 1 | Liquid density | $\mathrm{g} / \mathrm{cm}^{3}$ | $\mathrm{lbm} / \mathrm{tr}^{3}$ |
| 2 | Vapor density | $\mathrm{g} / \mathrm{cm}^{3}$ | $\mathrm{lbm} / \mathrm{ft}^{3}$ |
| 3 | Liquid viscosity | g/sec-cm (poise) | $\mathrm{lbm} / \mathrm{ft}$-sec |
| 4 | Vopor viscosity | $\mathrm{g} / \mathrm{sec}-\mathrm{cm}$ | $\mathrm{fbm} / \mathrm{ft}-\mathrm{sec}$ |
| 5 | Liquid thermal conductivity | $\mathrm{W} / \mathrm{cm}-{ }^{\circ} \mathrm{K}$ | $\mathrm{Br} / \mathrm{sec}-\mathrm{ff}{ }^{\circ} \mathrm{R}$ |
| 6 | Vapor thermal conductivity | $\mathrm{W} / \mathrm{cm-}^{-}{ }^{\mathrm{K}}$ | $\mathrm{Bru} / \mathrm{sec}-\mathrm{ft}^{\circ} \mathrm{R}$ |
| 7 | Liquid specific heat | joule/9- ${ }^{\circ} \mathrm{K}$ | $\mathrm{Bru} / \mathrm{lbm}-{ }^{\circ} \mathrm{R}$ |
| B | Vapor specific heat | joule/g- ${ }^{\text {a }}$ K | $8 \mathrm{ru} / \mathrm{lbm}-{ }^{\text {O }}$ R |
| 9 | Surface tension | dym/cm | $\mathrm{lb} / \mathrm{ft}$ |
| 10 | Not Used | --- | -- |
| 11 | Liquid sonie velocity | $\mathrm{cm} / \mathrm{sec}$ | $\mathrm{ft} / \mathrm{sec}$ |
| 12 | Vapor sonic velocity | $\mathrm{cm} / \mathrm{sec}$ | $\mathrm{f} / 1 / \mathrm{sec}$ |
| 13 | Vapor pressure | bors | psia |
| 14 | Latent hoat of vaporization | poula/s | Bto/lbm |
| 15 | Liquid electrical resistivity | ohm-cm | ohm-in. |

The rationale of the metric system chosen is that it almost completely eliminates the use of conversion factors. The unnecessary distinction between heat and energy units has not been made. JFLUID
specifies a particular working fluid according to the following convention:

| JFLUID | MATERIAL |
| :---: | :--- |
| 1 | Lithium |
| 2 | Sodium |
| 3 | Potassium |
| 4 | Rubidium |
| 5 | Cesium |
| 6 | Mercury |
| 7 | NaK-78 |
| 8 | Water |

### 2.6.5 The Solution of an Illustrative Problem

The sample problem chosen is an analysis of drop transport in a steam test rig used by Rocketdyne in a NASA-sponsored experimental program under Contract NAS 7-391. This program involves the examination of drop formation in a system using six stator blade shapes and a variety of flow conditions. Blade shape I-A and the conditions designated as test 114A were chosen for the illustrative problem.

The series of input cards required for this problem are shown in Table 2.6-3. Input for a subsequent problem test 114B, is also given to show how the code makes use of data carried from one problem to the next. Only those values which are different from the previous case need to be specified.

The code-produced summary of input data is given in Table 2.6-4. Working fluid properties evaluated at the input temperature and quality are also tabulated. If a boundary layer calculation is required the listing shown in Table 2.6-5 will appear. This is a tabulation of the input blade surface velocity arrays and the blade Reynolds numbers, based on exit conditions and the surface lengths, for both pressure and suction sides. A sample of the detailed boundary layer result listing is given in Table 2.6-6. Since this output is optional, a summary of the boundary layer results evaluated at the blade trailing edge will always appear and is shown in Table 2.6-7.

A sample of the detailed results obtained from the drop trajectory calculations is shown in Table 2.6-8. Such a listing will appear for each possible combination of drop size and wake position.

TABLE 2.6-3
ADROP INPUT DATA CARDS FOR THE SAMPLE PROBLEM
ROCKETOYNE blADE 1-A TIP SECTION TEST ll4a
$\$ \operatorname{DRP} \operatorname{KUP}(1)=8,29,29,0,11,1,12,-8,0,0, \mathrm{TR}=601.5, \mathrm{VFREE}=1170 ., \mathrm{XQ}=986$,

$x 5(1)=0, \ldots 1, .2, .3, .4, .5, .6, .7, .8, .9,1,1$
$V S(1)=.408, .84, .898, .964,1.06,1.092,1.1,1.099,1.09,1.076,1.1$
$X P(1)=0, ., 1, .2, .3, .4, .5,6, .7, .8, .9,1,1$
VPILI $=.180, .42, .55, .567, .565, .61, .63, .662, .728, .814,1$. S TEST 114A

ROCKETOYNE RLADE I-A TIP SECTION TEST $114 B$

SOR
$T R=636 . \operatorname{RS}, \mathrm{VFREE}=540 ., \times 0=.963$, $S$ VEST 1148

TABLE 2.6-4

ADROP INPUT DAIA SUMMARY


TABLE 2.6-5
BOUNDARY LAYER INPUT DATA SUMMARY


TABLE 2.6-6

## DETAILED BOUNDARY LAYER RESULT PRINTOUT



In the given sample problem 30 such sets will be generated. At each time point listed the drop position on the wake axis, along the turbine axis, the drop velocity, drop relative velocity, local drop Reynolds number, local drop Weber Number, and the present integration time step are tabulated. Table 2.6-9 shows the summary of trajectory results which appears at the conclusion of each problem. For each diameter and wake position the following items are given:

TFLIGHT This is the time-of-flight (seconds) of the drop along the trajectory.
VDFINAL This is the terminal velocity of the drop ( $\mathrm{cm} / \mathrm{sec}$ ) at the rotor inlet plane.

VRELI This is the initial relative velocity of the drop ( $\mathrm{cm} / \mathrm{sec}$ ) when it leaves the trailing edge dead band.

VRELF This is the final relative velocity of the drop ( $\mathrm{cm} / \mathrm{sec}$ ).

WEDM This is the maximum local drop Weber Number which occurred along the trajectory.

ALPHA This is the terminal inclination of the velocity vector VDFINAL, with respect to the turbine axis, at the rotor inlet plane.

A secondary atomization data summary then appears as shown in Table 2.6-10. For each drop diameter-wake position combination where the critical Weber Number has been exceeded the following quantities are listed:

TDIS is the time (Equation 33) required to complete disruption.

DSTC is the mass mean diameter (cm) of secondary drops formed.
/DIS is the relative drop velocity at the point at which the critical Weber Number was exceeded.

XDC is the distance along the path from the trailing edge to the point of complete disruption divided by the drop diameter.

XDIS
is the path length to the point of complete disruption, divided by the total possible path. A value greater than or equal to unity implies there is insufficient time for the drop to shatter prior to impact.

The sample problem used did not involve an examination of the impact geometry since the test rig did not incorporafe a stator section downstream of the nozzle examined. The results of another problem are included here (Table 2.6-11) to illustrate the output form of the impact geometry summary. These data are taken from an analysis of drop transport in the last stage of the Sunflower mercury turbine. The nomenclature used on the printout corresponds with that used in Figure 2.6-5 and in the defining Equations 35 through 41.

### 2.6.6 Summary

A model describing the transport of atomized condensate in wet vapor turbines has been assembled. The basic problem which is considered is the trajectories of drops of liquid in the space between the rotor, where it is discharged, and the rotor inlet plane. Relatively simple closed-form solutions for the drop equation of motion have been obtained for certain special cases. A detailed calculational procedure was developed to provide specific solutions to the problem in a more general context.

The drop transport code package (ADROP) has been described in detail. The scope of the numerical treatment is as follows:
a) Estimation of stator blade boundary-layer characteristics.
b) Generation of the local velocity field within the vapor wake downstream of stator blades.
c) Numerical integration of the equation of motion of drops traveling along various wake streamlines and the estimation of secondary atomization effects.
d) Solution of drop impact velocity triangles to provide information on the magnitude of the normal component of impact velocity and the physical location of erosion.

TABLE 2．6－7

## TRAILING EDGE BOUNDARY LAYER DATA <br> SUMMARY

| TPAILING | EDGF | ROUNDAGY | LAYEN | USTA | OTCKFTHYAL | HLanf | 1－A | T1P | SECTION | TFST | 1144 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | PGESSIIHF | Stinf |  |  | SIJCTIOn | SIIE |  |
| MOMFNTUM | THIC | KMFSS（CM） |  |  |  | － 00369 |  |  |  | 1 C 67 |  |
| DISPLACFM | MENT | THICKNESS | （CM） |  |  | ， 00474 |  |  |  | 1854 |  |
| FULL THIC | CKNES | $S$（CM） |  |  |  | ． 0344 \％ |  |  |  | 6日大A |  |

TABLE 2．6－8
PRINTOUT OF DETAILED TRAJECTORY RESULTS
Dhop Tqajectopy Stuoy
HOCKEfDVNF RLADE I－A IIP SECTION
IESI 1144

DOOD DIAMETER © ITO．OO MICRONS
WAKE Y／O＝P．OO

| 1 IME | XFWAEE | Z）WAEE | YOROP | VREL | Wiso | RED | H |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 4．29117E－ns | 7．R2315E－02 | 2．1418GE－ 22 | 2，15 72 1E400 | 1．49097E＋04 | A． 3 apolfotin | 3. 1? 150\% + 11) |  |
| 7．99951E－n4 | 1．n2547E－01 | $? .51401 F-01$ | $1.4 \times 43 \mathrm{FF} 003$ | $2.64 \text { मASE \& } 04$ | $2.75572 \mathrm{~F} \rightarrow 11$ | $5.445405+n 7$ | N.inj>6-ib |
| 1．n547nE－0．7 | 1．33584E＋00 | 4．77421E－01 | 3．037275003 | 2．5767．3E＊04 | 2．997875＊11 | S．14nNTEE＊2 | A．2ヘ125－06 |
| 1．24023E－03 | 1．97A336＊00 | 7．07n¢ ${ }^{\text {a }}$－ 01 | 3．H／37AF．03 | ？．60419F．06 | 2－5al $21, E+$ n 1 | 5．＋1，11P＋n | 4．？ $11>2=06$ |
| $1.39526 E-n 3$ | 2．63．162F．00 | 9．41n4nt－n1 | －SR013E．03 | 2．61132F．04 | 2．545305＊ni | 5． $11742 F+n=$ | $\cdots$ A． $2 \mathrm{Cl} 13 \mathrm{E}=06$ |
| 1．52549F．73 | $3.26459 E+00$ | 1．16774E＋n我 | 5.111 acoo3 | 2．6017 AF．04 | 2．54554E＋01 | 5．14537E＊N2 | $4.341 P E=06$ |
| 1．64331E－n3 | 3．90908E 00 | $1.3944 n t+n 0$ | 5.6097 \％ 0.0 .7 | 2．3RS34E，04 | 2．41454F＊n1 | 4．IANO\＆E＊ |  |
| $1.75493 \varepsilon=\cap 3$ | $4.57284 E+00$ $5.20874 E \times 00$ |  | A．19201F＊03 | ？5649Rt．04 | 2．47107F．n1 | 5．11a4AE＊号 |  |
| $1.854158-03$ | 5． $70874 E+00$ | ）． 860315.400 | h． $52+0$ IE＋ 03 | ？．54＊11t．04 | 2．43A8AE． 11 | 5．67JRGE＊吅 | 4. 2niวE-06 |
| $1.94717 E-93$ | $5.84347 t * 00$ | ？．08492E＋00 | 7．92104F＊03 | 7．52574E＋04 | ？．4000PE＊O | 5．A27PGE＊S | $4.2012 F=06$ |
| $\begin{aligned} & 2.04019 E-53 \\ & 2.11915 E-63 \end{aligned}$ | $6.514735 * 00$ $7.1284 E 00$ | P． $326535 \cdot 00$ | 7．610RAt＊ 03 | $2.50+11 t+04$ | $2.35907 E \cdot 91$ | $5-57 \operatorname{con} 7 E+n ?$ | $\text { K. 2n } 1>\underline{-0.6}$ |
| $2.119 i 5 E-63$ | F．112¢4E＋00 | 2．5400， 000 | 7．735AGE＊0．3 | $2.68407+004$ | 2．72314E＊ 01 |  | 1:0nnnF-o8 |

SUMMARY OF TRAJECTORY RESULTS
DROP TAAJECTORY STUOY
ROCKETIYNF RLADF 1－A IIH SECTION TEST 1144

SUmmary of aEsults

| Oim | Yo | TFLIGHT | VDFIMAL | VRFL！ | VPFELF | －FDM | ALDAA |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 170.00 | 0.00 | 2．1192E－03 | 7．735吅 73 | 1.49175 .04 | 2．495AE－n4 | 人．3A77E．01 |  |
| 150.00 | 0.00 | 2．0264t－03 | 8．0．71E＋03 | $1.4917 E+04$ | 2．453ME＊IH | 2．23．14．01 | A．gniafonl |
| 140.00 | 0.00 | $1.9779 \mathrm{E}-03$ | $A \cdot 2>24 E+97$ | 1．4917E＋04 | $2.4343 \mathrm{E}+04$ | 2．9m，7h5＋11 | C．gntat 01 |
| $130.0 n$ 120.00 | 0.000 0.00 | $1.926 \mathrm{Rt}=03$ $1.8732 \mathrm{t}=03$ | 8．4146．03 | 1．4917E04 | ？．417）E－04 | $1 .+6,31: 01$ |  |
| 120.00 100.00 | 0.00 0.00 | $1.8732 \mathrm{c}=03$ <br> 1.7573 c <br> .63 | 8．624AE．）才 4.117 PE．）3 | 1.49175 .04 1.9175 .04 | 2．39615＋04 | 1．73945．31 | 3．9ATaFonl |
| 90.00 | 0.00 | 1．6040E－03 | 9．41177．07 | $1.4917 E 044$ $1.6017 E+04$ | $2.344 M T+74$ $2.3174 F+04$ | $1.41755+01$ $1.359 n 5+01$ | K．9ntaFonl |
| 70.07 | 0.00 | 1．5531t－03 | $1.013 \mathrm{RE}+\pi \mathrm{Cl}$ | 1．＊91IE．O4 | 2．2449t＊${ }^{\text {2．}}$ | 7．+ H655＊ 00 |  |
| 50．0．9 | 0.00 | 1．3851E－03 | 1.1164 E ＋ 0 | $1.491 \mathrm{PE} \mathrm{DS}_{4}$ | 2．142t＋114 | S．4h4n5．？ |  |
| 190.50 170.00 | 0.00 | 2．2071E－03 |  | $1.40175+04$ | ？ $5125 \mathrm{E} \cdot \mathrm{n}_{4}$ | $\cdots+100 \mathrm{cos}$ |  |
| 170.00 150.00 | .35 .35 | $1.8375 E-0.3$ $1.7581 E-0$. |  | ？ $3.0573 E+04$ $3.0573 E+04$ | 7.57121 .04 $3.77 R \mathrm{RE}$ | 2，thachen 01 | A．9nlaftal |
| 140.10 | ． 35 | 1．7160E－0．3 | 8．6．3JMEかO3 | ？．n¢573E＊04 | P．47RRE＊ 34 |  |  |
| 130.00 | ． 35 | $1.672 \mathrm{AE}-0.3$ | $8.9 n 34 E+13$ | 2．05734－04 | $2.44 n 6 \mathrm{~F} \cdot 74$ |  | 4．9n7aE＊${ }_{\text {al }}$ |
| 120.00 100.00 | ． 35 | $1.6259 \mathrm{E}-07$ |  | 2．nらr7E＋04 | 2．478GE－174 | 1．912aF＋91 | A．9nlor．ni |
| 100.00 90.00 | ．35 | $1.5261 E-03$ $1.4717 E-03$ | $9.5171 E+03$ $9.8473 E+03$ | 7．0573E404 | ？．79716．14 |  |  |
| 70.00 | ． .35 | 1．3705E－03 | $9.343 D E .03$ 1.05972 .74 | ？．n573E404 | ？，75 25 E ， 04 | 1.20154001 | A．anteronl |
| 50.00 | .35 | 1．2960E－03 | 1．1ASTE＋D | ？．nnt3E．04 |  |  | A．9n7ak． Al |
| 190.50 | ． 35 | 1．913zE－03 | 7．RnS ${ }^{\text {P }}$－ 03 | 2．n573F．04 | ？．5AgnF－d4 | 3． 179240 － 101 | R．OnPaF．nl |
| 170.00 | 1.00 | 1，39506－03 | $9 . n 751 E \cdot 0.3$ | 3．543 $\mathrm{SFORO}_{4}$ |  |  | A．GAMPAFOnl |
| 150.00 | 1.00 | 1．3356E－03 | 9.4 Chat 01 | 3．5635t＊04 | j． 6141 tat | －．joair．ol |  |
| 140.00 130.00 | 1.00 | 1．3n40E－03 | $9.6422 t+\pi 3$ | 3，5635E．04 | 2．503／E．74 | 3． $\mathrm{H}_{4} \mathrm{~A}_{4} \mathrm{~F}$ ． $\mathrm{Hl}_{1}$ | A．OATAEAI |
| 120．00 | 1．80 | $1.2711 E-03$ $1.2368 E-03$ | $9.8949 \mathrm{~F}+73$ $1.0170 \mathrm{E}+04$ | 3．563SE＊O4 | 7． $57145 \cdot 04$ | 3． 5 anye on |  |
| 100．00 | 1.00 | 1．1619E－03 | 1．0701F．04 | 3． 5635 SEE － $\mathrm{O}_{4}$ | 2．5470E＊ 2.489 | 3．20945．71 |  |
| 90.00 | 1.00 | 1．1211k－03 | 1.1042 F .04 | 3．5635t 0.04 | ？．4597E．04 | 2， 0 ¢19E．01 | A．Anyafonl |
| 10.00 | 1.10 | 1．0305E－03 | 1．1HA2E．04 | 3． 5 a 3 5t $\rightarrow 0$ \％ | 2．77174＋04 |  | M．9n7aronl |
| 50.00 | 1.00 | $9.223 n E-04$ | $1.3 n 55 E+04$ | 3．5435t＋04 | 2．34345＊94 | 1.3 1075＋01 |  |
| 190.50 | 1.00 | 1．4517E－0， | 8．7757E＋13 | 3，5635t＋04 | ？．68234．04 | S．261？F＋01 | A．9n7AE． 01 |

TABLE 2．6－10
SECONDARY ATOMIZATION SUMMARY
DROP TRAJECTORY STUDY ROCKFTIYNF ALADF I－A TIP SFCTION TEST IIAA

SECONDARY ATOMIEATTON SUMMAHY

| DIAM | yo | TU15 | Dafe | VnIs | xise | xis |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 170.00 | 0.00 | 1．6612E－06 | 1．8155F－13 | ？ $3.418 \mathrm{EE}+04$ | 5．8997t 01 | 1．3957E－01 |
| 150.00 | 0.00 | 1．377nt－04 | 1．6394E－n3 | 2．5747E04 | 1．3544t 0 n？ | 2．0563F－01 |
| 190.80 | 0.00 | 1．9674E－04 | $1.9 \mathrm{HTHE}-03$ | 2．2885E－04 | 3．8937E－91 | 1．06？ak－n1 |
| 170.00 | ． 35 | 1.6610 E－04 | 1．8152F－03 | $2.4191 E 04$ | 2．$A>54 E+01$ |  |
| 150．0n | ． 35 | 1．3755E－04 | 1．6373E－03 | $2.5774 E+04$ | $5.0742 E+01$ | 1．0701F－01 |
| 140.00 | ． 35 | 1－2414E－04 | 1．5496E－03 | ？．6655F．04 | R．3975E＊01 | 1．6527F－01 |
| 190.50 | .35 | 1.964 9t $=04$ | 1.9 A 4F－03 | 2.29156 .04 | $1.9761+001$ | 5．18534－02 |
| 170．0n | 1.00 | 1．1383t－04 | 1．0ロ19E－03 | 3．529日E－04 | 9．3325t＋ 10 | 2．23n5F－n？ |
| 150.00 | 1.00 | 1．0n54t－04 | 1．045RE－0．3 | 3．5264F．04 | 1．0ngof．01 | 2．12101－n2 |
| 140000 | 1.00 | 9．39B7E－05 | 1．0ヶ7nt－03 | 3．5744E＊04 | 1．0n39tal | 1．77595－0？ |
| 130.00 | 1.00 | B．723RE－05 | $1.04785=03$ | 3．5221E．04 | 1.10906 .01 | 2．0284F－02 |
| $120.0 n$ | 1.00 | 8．0587E＝05 | 1．03RAt－07 | 3．5195t－04 | 1．113nt－ 01 | 1．87775－6； |
| 100.00 | 1.00 | 6．72A3E－05 | $1.0162 \mathrm{E}=0.7$ | 3． $5129 E+04$ | 1．2RRAEP01 | 1．74375－C？ |
| 90. in | 1.00 | 6．OA2RE＝05 | $1.00 \square O E-03$ | 3．5086E－04 | 1．2OKME．01 | 1．64045－n？ |
| 190.50 | 1.00 | 1．2745E－04 | $1.09505-03$ | 3．5327F＊04 | A．711RE－ 00 | 2．333PF－n2 |

TABLE 2．6－11
IMPACT GEOMETRY DATA SUMMARY


The model represents a first cut at a comprehensive explanation of observed phenomena. Unfortunately, the kinds of experimental data required to verify and improve the model simply do not exist. Key areas of uncertainty are the critical Weber Number estimates and wake behavior immediately downstream of stator trailing edges. The criterion for disruption should reflect the abruptness of the onset of accelerating forces and should be sufficiently general to permit its use with dissimilar working fluids. These deficiencies in the model, however, do not negate its usefulness in most circumstances. When a series of similar turbine designs is being considered, the model will give an excellent estimate of the relative erosion potential of the competing designs. The key effect of axial stator-rotor spacing can certainly be examined and with the use of a conservative critical Weber Number estimate these results can be expressed directly as a design limit. Another important factor which can be examined on a parametric basis is the effect of shaft rpm (hence, tip speed) on the erosion potential.

| 2.6 .7 | Nomenclature |
| :---: | :---: |
| $\begin{aligned} & a, b, n_{1} \\ & n_{2^{\prime}} n_{3}^{\prime} \end{aligned}$ | Empirical constants |
| $A_{\text {d }}$ | Drop cross-sectional area |
| C | Stator blade chord length |
| $C_{\text {d }}$ | Drop drag coefficient |
| $C_{f}$ | Friction factor |
| $D_{d^{\prime}} D^{\prime}{ }_{d}$ | Primary and secondary drop diameters |
| E | Defined by Equation 15 |
| $F_{\text {d }}$ | Aerodynamic force on a drop |
| $f, \mathrm{~g}$ | Functional relationship |
| H | Form factor |
| $K_{\text {d }}$ | Inertial parameter group |
| L | Shape factor |
| Re | Reynolds Number |


| S | Blade pitch |
| :---: | :---: |
| t, t', ${ }^{\text {¢ }}$ | Time, time-to-disruption, time-to-complete disruption |
| $\begin{aligned} & U, U_{o^{\prime}} \\ & U_{\min } \end{aligned}$ | Local vapor velocity, wake-edge, and wake axis vapor velocities |
| $U_{1}$ | Tangential blade speed |
| $V_{d}$ | Absolute drop velocity |
| $V_{r}$ | Relative velocity between drop and vapor stream |
| $W_{e}$ | Drop Weber Number |
| $W_{d}$ | Drop ferminal velocity relative to the rotor blade. |
| $W_{n}$ | Drop terminal velocity normal to the stator blade. |
| $x$ | Distance along the wake axis |
| Y | Distance nomal to the wake axis |
| Z | Distance along the tumine ax is |
| $a$ | Stator exit flow angles |
| $a_{i}{ }^{\prime}{ }_{d}$ | Velocity triangle angles defined in Figure 2.6-5. |
| $\beta$ | Local wake angle |
| $\Delta \mathrm{L}$ | Impact length |
| $\xi$ | Defined in Equation 13 |
| $\epsilon$ | Normalized distance ( $x / 6$ ) along the wake axis |
| ¢, $\delta$ * | Wake full thickness, displacement thickness |
| $P_{V^{\prime}} P_{L}$ | Vapor and liquid density |
| ${ }^{\circ} \mathrm{L}$ | Surface tension |
| $\theta,{ }^{\prime}$ | Wake momentum thickness and thickness parameter |
| $\mu_{v}$ | Vapor viscosity |
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## CALCULATED AND EXPERIMENTAL ATOMIZED drop velocities in last stage of central station steam turbines

There are several aspects to the acceleration of the drops discharged from wet turbine stators. The first is the acceleration of the primary drops immediately after formation and up to the time of disruption. The second is the continued acceleration of the liquid as secondary drops. A third is where will the drops hit on the rotor blades?

Limited experimental information on primary and secondary drop accelerations under turbinelike conditions is available from steam cascade tests reported by the Central Electricity Research Laboratories (CERL) of the United Kingdom.* These experiments were conducted on a stator cascade simulating the last row of stators in large central station steam turbines and using system conditions appropriate to such last stator rows.

The CERL results are compared to calculated values for the Yankee Atomic Plant steam turbine last stage at the mean diameter, Complete geometric data on the CERL cascade blades is not given in the referenced material.** However, such dimensions as are supplied are within 20 percent of the mean diameter section values for the Yankee last stage, and the nozzle exit angles are nearly identical. Figure 2.6A-1 compares the CERL observed velocities for various siźes of primary drops at a location 0.74 in. downstream of the stators to those calculated for the Yankee steam turbine. Figure $2.6 \mathrm{~A}-2$ compares the CERL observed velocities of 150 micron diameter secondary drops at various downstream distances with calculated curves for 100 micron and 200 micron diameter secondary drops for the Yankee turbine. In both cases, the observed velocities are on the average higher than the calculated velocities.

[^16]

Figure 2.6A-1 Drop Velocity


Figure 2.6A-2 Secondary Drop Velocity

Figure 2.6A-3 compares two sets of predicted values for drop impingement locations on last stage rotor blades aft of the nose of the rotor blade for varioussize secondary drops. The solid line is that predicted by CERL on the basis of their stator experiments as applied to a hypothetical turbine at full load. The points are predicted values for impact on the last rotor blades of the Yankee Turbine at the mean diameter, using the Yankee calculated values.


Figure 2.6A-3 Rotor Blade Impingement Locations

## ADROP CODE SOURCE PROGRAM LISTING

## B. 1 ADROP Main Program Listing

```
JJR.17.
A5A)44n.
```



```
r
    PQUGRAM AOROP(INPUT, חUTPIIT, TAPE5=INPUT,TAPEG=NUTPUTI
¢
c. tQanSPIRT dF atMmIJED CONDENSATE IN wET VAPOR TURBINES
r
    C.\MMON /PRP/MAT,TFMP,RHOV,RHOL,SIGL,VISL,VISV
        1 /TAG/CHORD,PITC.H,RTE,PD,SD,PDS,SOS,PTH,STH,VIERO
        , IGEM/NSTAT,NRITR,PPM,ALPHA,ALPHI,FDEAD,WDC,DSTAT,OROTR,
        AXSP,STE,SCHD,SPARC,SSARC
        /CST/JOQIIOI,JMAT(INI,PI,RD,NYO,OIAM(101
        /huc,Imug
        5
        c
        DIMENSION GOAT(14),TOAT(14),XS(50),VS(50),XP(50),VP(50),KOP(10)
        fouival.enCE (alPHa,toat)
        DATA PI,RD,KOP,CDAT/ 3.14159265,.0174533,10%0,14*0. /
        DATA JMAT/ THLITHIIJM,GHSODIUM,7HPOTASS.,OGRURIDIUM,GHCESIUM,
        I THMERCURY,GHNAK-7R,5HWATER /
        DATA XS,VS,XP,VP,PD,SD,PDS,SDS,PTH,STH /206*0./, XO/1./
        NANELTST/DRP/KOP,YR,VFREE,GDAT,XS,VS,XP,VP,PD,SD,POS,SOS,PTH,STH
        1. XO,DIAM
    InN RFADI5.101 JOR
    RFAD(5,DRP)
    IF (KNP(l).EQ.n) STOP
    MAT = KIP(i) NSTAT = KOP(2) & NROTR = KOP(3)& NS = KOP(5)
    RPN = KחP(4) & {חK = KחP(6) s NYD = KOP{9) s IBUG=KOP(10)
    WMITEIG,14) Jח#,KOD
c
r
    CINVERSION DF iNPIJT UNITS TO CGS
    TFMP = TR/I.A
    VZFRO = VFREE*3N.4R
    ALPHA = GOAT11) ALPHI = GDAT(2)
    FIHAD = GDAT(3) & WDC = GDAT(4)
    D) 11n }1=5,1
Il' TOATMIM= GDAT(l)*).54
    CHCRN = SCHD * PITCH = PT*DSTAT/NSTAT & BTE = ALPHA
    IF (MS.LE.O.AND.KNP(T).LT.N) GO TO 200
    W\ITF(6,16) TR,VFRFE,XO, (C,DAT(L),L=1,7)
    NOITR(S,19) (GOAT(L),L=9,11)
C
r
    grNEFATE FLIIIN DROPEPTIES AT STATOR EXIT CONDITIONS
    CALL PEOP:IRHOV,TFMP,P,MATI
    CALL PPOPM(RHDI,TEMP,I,MATI
    CALL PQNDM(VISV,TFMP,4,MATI
    C.ILL DROPMIVISL,TFMP, 3.MATI
    vi = 1./RH(IL
    CALL PRODY/SIGL,TEMP,Q,MATI
    VV = I./RHOV
    VM = XO*VV+11,-xOI*VI
    Runv = 1./VM
```

```
r
r
W\ITHIK,IT) JMAT(MATI,TFNP,RHOV,RHOL,VISV,YISL,SIGL
    IF IHHOV*RHOL*VISV*VISL*SIGL.LE.O.I GO TO 400
r
%
IF (MS.LE.D) GO TO 15n
    CAIL TOUCKIMS, SSARC,SRARC,XS,VS,XP,VP,IOKI
    IF (IOK.EQ.1n) GO TD OON
    [XAIINE RALLISTICS MF ATGMIZED ORDPS
|F: Ir {KIPP(T].LT.^) GO TO 2nत
    CMLL TRAX(KOP(7))
    FXAMINF DROTP IMPACT GFCMETRY
    IF (KIIP(B).LT.nI GO T0 4nn
    CAIL IMPAXINROTR,DROTR,RPM,ALPHA,ALPHI,VZEROI
    CONTINIIF
    C) TO lon
    CAIL EXIT
    FTFMAT(1)AR)
    12 FTRMAT(1X, AR, >3HWIORKING FLUIO AT T(K) = FT.1 / 10X,13HRHITV (G/CC)
    I=F14.4/1\X.13HRHOI (G/CC)=El4.4/10X,13HVISV (P) = E14.4/
    ? ICX, I HHVISL (P) = E14.4/1NX,13HSIGL DYN/CM = F14.4 1
    HIRMAT (IHI,IIH INPUT DATA,SX,I\capAR//ITH DPTIONS KOP = 10I8 //I
    FIHAAT(&X,3)HQULK FLIID TEMPERATURF IDEG R) = FIO.2,
    1 GX,3 JHFFFF-STRFAM VFLOCITY (FPS) = F10.21
    , SX,32HRULK FIUID DUALITY =F10.4,
    3 SX,3?HEXIT FLTW ANGLE (OEG) = F10.21
    4 SX, 32HINLET RITTOR QLADF ANGLE (DEGI = FIO.2.
    5 SX,3)HDEAO-SPACE MULTIPLIFR =F10.2%
    & 6X,3 2HCRITICAL WFRER NUMBER =FIO.2,
    7 SX,3 THFXIT STATCR DIAMETER (IN) =F10.4/
```



```
    Q FIRMAIISX, 32HSTATOR TF THICKNESS (IN) =F10.4,
    I QX,3)HSTATOR CHORD (IN) = F10.4I
    ? AX,3?HPOESSURF SURF. LENGTH (IN) = FlO.4,
    3 9X, 3 \HSUCTION SIJRF.LFNGTH (TN) =F10.4 //I
```

    FNO
    Appendix B. 2 Subroutine TRUCK Listing
SIJRPIUTINE TRUCKIM, 5S, SP, XXS,XVS,XXP,XVP,IJI
r.
THU UIMFNSI DNAL ROUNCARY-LAYER CALCULATION
MARCH 1968
RFVISEO VERSION OF CODE DF WANL-TME-1689
GIMMON /PRP/MAT,TEMP,RHOV,RHOL,SIGL,VISL,VI SV
1 TTRG/CHORN, PITCH, BTE,PD,SD,POS,SDS, PTH, STH, VZERO
4 /CST/JORIIOI,JMATIIOI,PI,RD,NYD,DIAMIIN)
OIMFNSION XXS(2), XVS(2), XXP(2), XVP(2), XS(51), VS(51), TS(51), 25151),
I FSISI), O(31), E(31), HS(51), EXNI511,TSIN(51), DSINI51), DFSIN(51)



41.17ヶ1 लG, 1.414472 , 1. R54390, 2.3030731.
5 (F = ? . 6, 2.5, 7.4, 2.3, 2.2, 2.1, 2.0. 1.9, 1.8, 1.75, 1.70. 1.65.

71.1n, 1.79, 1.76, 1.04, 1.03. 1.02, 1.01, 1.0n51

```
C CIMMPUTF BLADE REYNOLOS NUMRER AND LIST INPUT
C.
    RES = RHOV*VZERO*SS/VISV & REP = RES*SP/SS
    RE = RES S S =SS
    XSII)= XXS(1)= XXP(I)=VS(I)=0.
    WQITE(A,102) JIMB
    WRITE(A,103) JMATIMATI, RES,REP
    WQITE(6,104) (XXS(I),XVS(II,XXP(I),XVP(I),I=1,M|
    ISOR = 1 IDELT = 40 & DELTA = 1./IDELT
    II=INELT+I S MI=II-2
    #\ 5 J=2,11
    5 XS(J)=XS(J-1)+DELTA
    XSIII)= VSIII)=1.
    CMIL SPLINT(XXSS,XVS,4,XSI2),VSI21,MI,1,1)
    In SJMSI=FS(?)=n.
    D" IN I=?, Il
    SIJMSI= SUMSI+(XS(I)-XS(I-1))*(VS(I)**3.33+VSII-I)**3.33)/2.0
    AS=((0.074/(RE**n.2))/2.n)**1.166
    AS=0.03n4*(ALOG(RF))-0.23*55
    TS(I)=(AS*SUMSI)**0.857I/VS(I)**?
    ZS(II=(AS*SUMSI)**4
    IF(I-2)14,14,15
```



```
    (7) TO }7
    15 SIMMS7=SUMS2+IZSII)-2S(I-1)|*(ALOG(VSII)I+ALOGIVSII-11I)/2.0
        FS(I)=BS+AL\capG(VS(I)I+O.ORS5!*ALOG(2S(I))-1.0608*SUMS2/2SII)
        IF (FS|l|.GT.I-.18)| GO TO 25
        XI=I s In= 10
        PIJSITN=S*(.02*XI-.n?)
        WQITEIK,111II,POSITN,FS(II,TSINII-II,OSINII-1I,DFSIN(I-I)
    G:I In 17
    C,ILL SPLINTID,E,3I,FSIII,HSIII,1,1,1I
    EXN(I) = 2./(HS(I)-1.1
    TSTNII) = TS(II#S
    DSIN(II=TSINIII*HS(I)
    lo OFSIN(I) = DSIN(I)#(EXN(I)&1.)
    17 IF IISUR.GT.II GO TO 50
        ISUR = ? & RE = PFP & S = SP
        IF \IN.LF.n\ GO TO 4n
        WRITF(6,1N2) JOA
        WマITE(G,1^5)
        WQITE(6,InG)
        WRITE(G,ICT) (XSIII,VS(I),TS(II,FSII),HS(I),EXNCII,TSINII).
    I DSINII,OFSINIII,I=2,III
    4) CALL SPLINTIXXP,XVP,M,XSI2),VS(2I,MI,1,1)
        5n = OFSIN(II)
        STH= TSIN(III)
        SOS = DSINIIII
        ga in 1n
    5n IF (IO.LE.O) GO TM 70
        WRITFIf,1NZI JOR
        W2ITE(G.l09)
        WRITE(A,ln6)
        W२ITE(G,I\capT) (XS(I),VSIII,TSIII,FSIII,HS(II, EXNIII,TSIN(II,
        1 OSINIII,DFSINIII,I=2,II!
            pN= OFSIN(II)
            DigS = OSTNIIII
            PTH = TSINIIII
    7) RITURN
C
`IN? FIIRMATIIHI, 2X, 32HTWO-D BOUNDARY LAYER CALCULATION,6X,10AB , I
    INT FTRMATIOH FLIIID = AS. SX, 5HRES = EIZ.3. 5X, 5HREP=
    l FIZ. अ///43H INPUT POSITION ANO SURFACE VELOCITY ARRAYS//AM SUCTIO
    ?N,1IX,1HX,9X,IHV,10X,8HPRESSURE, IIX,1HX,9X,1HV//I
    174 FORMATIF2O.4,F1O.4,F3O.4,F10.4)
    IO5 FIRMAT(IOX,I5HSUCTION SURFACE )
```

```
    1\A FIRMATI/2XRHRFFERHED, 4XRHRFFERRED, 4XAHREFERREO, OXSHSHAPE,7X4HFO
    IRM, 6XAHEXPONENT, 4XAHMOMENTIJ, 5XGHOISPL. 7 7 4HFULL, 12X8HOISTANCE,4
    2X9HVFLOCITY,4X9HMOM THIC,5XGHFACTOR, 6X6HFACTOR, 8XIHN, 8X9HTHICKNES
    3{, 3X9HTHICKNESS, 3X9HTHICKNESS,
    107 FIRMAT (2XFR.G.4XFB.6, 4XFR.6, 3XF9.6, 4XF8.6, 4XF8.6, 4XF8.6. 4XF
    18.G,4XF8.6)
17O FIPMAT IIOX, 1GHPRESSIJRE SURFACE I
    111 FONMATIIHO, IX, 6OH****FLOW SEPARATION***SHAPE FACTOR .LT.-O.IB
        //IX, 2HI= E12.5, 2X, 1OHSURF,POSN=E12.5, 5HI
        ?IV.), 2X, 11HSHAPE FAC= FI2.5,2X,16HACT.MOM.TKII-1I= E12.5,4H(IN)
        3 IX, 17HACT.DISP.TK(I-II= EI2.5, 4H(IN), 2X,14HANORY.TK(I-1)= E12.
        45. 4H(IN), 36H******CONTINUING CALCULATION********
        FND
```


## Appendix B. 3 Subroutine WAKE Listing

SIPROUTINE WAKF(NS, XX, YO, VXY, BXI
CTMMON/TBG/CHORD, PITCH,RTE,PD, SD,PDS,SDS,PTH,STH,VZ CIMMON /BUG/IRUG
$c$
$r$
generation of stator wake velocity
DATA (RO $=.01745 \overline{3} 31,1 P I=3.14159261$
IF (NS) 200.90,100
On SOLIN = CHORD/PITCH
CORX $=$ COSIRD*RTFI
TABX = TANIRD*BTEI
DSTE $=(P D S+$ SOS $) / C H O R D$
THTE $=(P T H+S T H I / C H O R D$
DTE $=(P D+S D) / C H O R D$
HTE = DSTE/THTE

RA $=1,-$ CHTE $=(1,+H T E$
BA $=$ (1.-C.HTE*HTE)**2
$C K \mid=(B A-1.1(2 . * C O R X * C O B X) \quad / / B B$
CK) $=(T A B X * B A / B B) * * 2$
CK? = (CORX-SOLID*THTE*HTEI
$N S=1$
IIN $x=x \times / C H O R D$
$A A=$ SQRT(1.+4n.*X)
$H X=A A /(A A-(H T E-1.) / H T E)$
D) $115 \mathrm{LL}=1.5$

KNT $=2-L L$
$117 A 1=(1 .-\cap L \cap T * 11 .+H X) \mid * * 2$
$\Delta B=1 .-$ DLDT*HX
$F \cap X=(1 .-C K 1 * A B * A R-(C K 2 * A B * * 4 * A A) /(2 . * A A)) /(1 .+H X)$
IF (IAUG.EQ. 2 ) WRITE(6,G) LL,KNT,XX,OLDT,FOX
CALL VFRGEIOLDT,FOX,KNT)
IF (KNT.GF.20) GO TO 160
IF (KNT.GE. 11 110.120
1A) IF (ASSI(DLDT-FOXI/OLDT).LE..OOLI GOTO 120
115 CTNTINIE
WQITE (6,5) KNT, XX,CHTE,OLDT
NS $=10$
GO TO 150

1) CTHTX = OLDT
$B X=A T A N(T A B X * A B * A B / B B * R A /(1 .-\cap L D T *(1 .+H X))$
THX $=$ CTHTX*COS (BX)/5OLID
$v x=C K 3 /(\operatorname{COS}(B X)-S O L I D * T H X * H X)$
VYIN $=1 .-.13 / 50 R T(X+.025)$
$Y)=A B S(Y D)$
$V X Y=V X * V Z * .5 *(11 .+V M I N)-(1 .-V M I N) * \operatorname{COS}(P I * Y O I)$
```
15` RFTURN
~rin HX=HTE*RD
        VXY = VT
        IF (YO.NT.N.I GO TO 150
        VXY = VZ*(I.-. 13/SORT(XX/CHORD*.O25))
        r!! T! 15n
    5 FTKMATIIHO, 3OH*** NCN-CONVERGENCE IN WAKE, ITERATION, 16, 6H XX
    l=FG.4,7H C.HTE = El2.5. 7H OLOT = EI2.5 1
    5 F.IFMATITI17,3E20.51
        FNO
```

Appendix B. 4 Subroutine TRAX Listing
SIPREITINF TRAXIIDI
$r$
$r$
CALCIIATION OF THE TRAJFCTORIES OF ATOMIZED DROPS
ГTMMITN /PRP/MAT,TEMP,RHOV,RHOL,SIGL,VISL,VISV
1 /TAG, CHIORO, PITCH,BTE,PD,SD,POS,SOS,PTH,STH,VZERO
IGEO/NSTAT, NROTR, RPM, ALPHA, ALPHI, FOE AD,WDC, OSTAT,DROTR,
AXSD,STF, SCHD, SPARC,SSARC
/CST/JOB(10), JMAT(INI, PI,RD,NYO, DIAM(10)
C.JMMRN/ICON/H,HMAX,HMIN,RFIR, ABSB
C. $\mathcal{M M O N / T R X / ~ Z P , Z P R , D P D , W O P , D P P , T R I G , Y Y , D D , K C R I T , I , J , ~ T O F \{ 1 O , 3 1 , ~}$
IVRFLI(10,3), VRFLFI $10,31, \operatorname{WFOM}(10,31, T P 2(10,3), V C X 110,3), X D C(10,31$,
) TEX(1),3), VDF(10,3),DP2(10,3), XDIS(10,3),N5
OIMENS INN YO(3), Y(51)
OATA HMIN,RELA,ARSA 13*I.F-9/
חIIA (YD = 0...35,1.1.
1 (DIAM = 1..7.,5..10.,20.,50.,100.,200.,500.1
DTAM(IO) = AMINI(STE*1.E4. 1OOO.)
ก7 B $\cap=1.300$
4า $\mathrm{THF(I)}=0$.
HI = AXSP/50.
XDEAD = FDEAD*STE
$N E=9$
IT (NYOI 85,90,9?
NYO $=2 \quad$ \& $N F=-1$
YO(1) = 0 .
$Y$ Y(2) = 1.
Gก TO 95
NYD $=7$
WRITFIG, 351 JOB, PTH, STH,POS,SOS,PD,SD
$Z 0=10$.
IF (IO.RT. I) $2 P=(A \times S P-\times O E A D) /(I O-1.1$
$N S=N F$
OT $509 \mathrm{~J}=1$, NYD
OJ $500 \quad \mathrm{I}=1,10$
$Z O F=T=0$.
$Y(1)=1$.
$Y(z)=X D E A D \quad$ \& $\quad Y Y=Y O(J)$

$0)=$ DIAM(I)*I.E-4
$\left.U^{\circ} 1\right)=R H D V * D D / V I S V$
WTP $=$ RHOV*DO/SIOL
nop $=.75 *$ RHOV/(RHOL *DD)
X)IS(I,J) $=10$ n.
CAIL WAKE(NS,Y(J), YO(J), VXY, RX)
fr (NS.NE.In) f, Tn 100
REXII, J) $=-1$.
ค.) TH 5nの

```
|:V V\III|I,J)= VXY
    WTCM(I,J)=n.
    C|LL IrFAOI?,T,Y,IDETI
4, CINTINII
    W'ITFIA,51 JOR
    w?ITr(4,?O)
    W`ITH(f,?F) (IOIAM(I),VOIJ),TOF(I,J),VDF(I,J),VRELI(I,J),
    I VOrIF(I,J),WEDMII,J),REX(I,J),I=1,1\cap),J=1,NYDI
    NつITF(A,5) JOR
    * \ITF(A,0,3) 
    0) 5つ? J=1,NYD
    D) 52'M I= 1,1r
    I= (TO?(T,J).EO.9) ro TO 5??
    H?ITE(K.?A) DIAMII),Y\cap(J),TDS(I,J),DPZ(I,J),VCXII,J),XDCII,JI,
    1 x\cap{行,J}
5% CONTINIIE
    Q=TIDN
    5 FWWYAT(?3HI NRTP TRAJFCTCRY STUDY,6X,10AS //\
    2` F)DQAT( IGH SUMMADY TF QFSULTS //6X,4HDIAM, 6X, 2HYO, 7X,7HTFLIGHT,
    I 7X,7HVOFINAI, 7X,5HVRELI,OX,5HVRFLF,IOX,4HNFDM,9X,5HALPHA // ।
    FTOMAT(?X, つFQ.?,AF14.4)
    FINMAT(2X, TFG.?,GE14.4,F14.?)
    FनHMATI 子TH SECONDARY ATOMIZATION SUMMARY/// 6X,4HDIAM,6X,2HYD,
    I lfX,4HTDIS,1nX,4HOSFC,INX,4HVDIS,11X,3HXD=,1OX,4HXDIS//1
    F FFAAT(IHI,35HTRAILINO, EDGE BDUNDARY LAYER OATA ,1OA8/// 4OX,l 3HP
    IW-SSINPF SIDF,I7X,I2HSURTION SIDE/// 3OH MOMENTUM THICKNESS (CM)
    ? F\3.5,F?O.5/ 3NH OICPLACEMFNT THICKNESS (CM) F23.5.F29.5/
    3 THFULL THICKNTSS (CM) F23.5.F29.5,
        -NO
```

Appendix B． 5 Subroutine DERIV Listing

SIFRQUUTINE DERIV（T，Y，DY，IRFTI
dfrivative calculation
C JMMON／PRP／MAT，TEMP，RHOV，RHOL，SIGL，VISL，VISV
$\begin{array}{ll}1 & \text { TRG／CHIRD，PITCH，RTF，PD，SO，PDS，SOS，PTH，STH，VZERO } \\ 3 & / G F T / N S T A T, N R O T R, Q P M, A L P H A, A L P H I, F D E A D, W D C, D S T A T, D R O T R, ~\end{array}$
／CSTIJOAIIC），JMAT（IO），PI，RD，NYO，DIAMIINI
／BUG／IAIG
5 C＇IMMON／ICON／H，HMAX，HMIN，RFLR，ARSR
COMMON／TRKI ZP，ZPR，DPD，WDP，DPP，TRIG，YY，DD，KCRIT，I，J，TOF（1O，3）．
IVRELI（1），3），VRELF（19，3），WEDM（10，3），TP2（10，3），VCX（10，3），XDC（10，3），
？ 3 Fxilio．3），VOF $(10,3), 0 \mathrm{D} 2(10,3)$, XDIS（10，31，NS
DIMENSITN Y（5n），DIY（5n）
OATA KA，KA，LINES，TLAST，WED，L 10，0，70，1．E10，0．，0．1
$<A=K A+1$
CAIL WAKEINS，YI？I，YY，VXY，RXI
IF（NS．FQ． 1 O）$\because 0$ TO 4 g 0
$Y(1)=A M A X I(1, E-G, A M I N I(Y(1), V X Y))$
VZFL $=V X Y-Y(1)$
$\angle C O=V R E L * D P \Pi$
$\Gamma^{\prime \prime}=$ ？

```
        IF (REN.GT. .. .AND. RED.LT.8N.1 CD = 27./RED**.84
        IF (PFO.CE.gn..ANO. RFO.LF.1.F41 CO = .271#RFO**.217
        |Y(1) = DPP*VREL#VRFL*CO
        nY())=Y(I)
```



```
    1 dFD,I,ZP,ZPR,TRIG
        IF (KA.GT.5うO.ANO.KB.LT. ) FI T, TO 3B\cap
        G-TJJRN
r
%
r
r.
    KP=Kq+1
        T=Y(?)*COS(BX) & X = Y(?) & VO=Y(1)
        W'G = VREL*VREL*WDO
        Ir. (WED.GT.WFOM(T,J)) WFOMIT,J) = WED
    *4.) IT (WFO.R.W.WחC .NR.KCRIT.NE.NI GO TO 4OJ
    3%4 IF (2.C.F.AXSO) r, TO 450)
        Ir (VO.NF.n.) TLAST = (AX50-2)/VD
        Ir (TLAST.LT.H) H=HMAX=AMAXI(HMIN,1.ONI *TLAST)
        Ir (%.1./ZPR.OP.ZP.EO.1n.) RFTURN
        CFTATLED PRTMT SECTIEN
        TMF= 7+7p
        j=(LINES.LT.4)) rin TH 3*4
        N{ITr(6,5) JITR
        D) = DO*1.E4
        WRITEIA,G) DO,YY
        WPITE(G,15)
        [INES = 4
    WTITEIS,IOI T,X,Z,VD,VREL,WED,RED;H
        LINES=LINES+1
        RCTUDN
r
r
4O\ IF (TRTG.FO.O..AND,KCRIT.EQ.NI GO TO 410
        IF IT.LT.TRIOI GO TO }34
        x)Is([,j) = x
        x)C(1,J)=x/00
        TRIG=10. * KCPIT = = 
        F.j TO }14
417 VC.X(I,J) = VREL
    TPP = TP2(I,J) = 3.8*DO/VREL*SORT(RHOL/RHIN)
    T<IG = T+TPP
    #P2(I,J)=1136.*VISI*SIGL**1.5*OD**.5/ICD**.5#RHOV*RHOV*RHOL**.5
    1 *VREI **4.1)**11.13.1
    KCHIT = I
    r.0 In }74
r
r. END-OF-TRAJECTIJY
45n IF ITP.NE.IO.) WRITFIN,101 T,X,L,VO,VREL,WED,RED,H
    KA =KM =n { TPET=1
    IINFS=7n
    TLAST = 1.E10
    TMF!!.J = T
    VRFLF(I,N)= VRFI
    VIF(I,J)=VD
    BEXII,JI = RX/RO
    XOISII,JI = xDIS(t,J)/X
    QETIJRN
```



## Appendix B. 6 Subroutine IMPAX Listing

    SHPRCUTINE IMPAXINR,ADIA,RPM,AL,AI,VZEROI
    CSLCIILATIUN HF DROPLET IMPINGEMENT GEOMETRY
C
TMMON/CST/JOR(IN),JMATIIOI,PI,RD,NYD , ASO(401,BEYA(40)
UTMENSTON VO(4T),WD(40),WN(40),DLS(401,ASO(401,BEYA(40)
JV = 21
Kx = v/rRO/INO. \& KX = KX+1
v)lll= =.
Dา 19 K=3.21
10 V)(K) = Vn(K-1)+AV
v)(?1) = V7FRO
I/O ANTLCS IN DEGREES. USF RAOIANS INTERNALIY
SAL = SINF(AL*RD)
SAI = SINF(AT*ROI
PG = PT*BDIA
UQ = PR*RPM/KN.
S=PB/FLDATF(NR)
AOC=nn.-AI
VOC=1HR/\SAL*(1.+1./TAN(RO*AOCI))
WOO = VOD*SAL/SINIRO*ADOI
DLU = S*COS(AI*RD)
0! 50 J=l,jV
H7(J)= UB*11R+VD(J)*VD(J)-?.*UR*VD(J)*SAL
W(I)(J) = SDRTF(WD(JI)
A) = ACOSF (IUR-VD(J)*SALI/WD(J)
WV(I)=WD(J)*SINF(AD+AI*RD)
WN(J) = AMAXI(WN(J),n.I
ASD(J) = AD/PD
RFTA(JI = 9).-AI-ASOIJ)
n\capM = SINF(AD*AT*RD)
IF (ABSIOOM).LT.I.E-1O) GO TO 58
DLS(J) = ABS(S*SIN(AD)/DOM)
IF(OLS(J).GT.OLO) DLS(J)= OLO
@TO }6
58 DLS(J)= DLO

```
```

    6)
        CTNTINIIF
        WRITE(K,12) (JOB(K),K=1,1OI, ROIA,RPM,UB,AL,S,AI
        WRITE(G,IA) DLD,ADO,VDC,WDN,VIERO
        WRITF(h,14)
        WQITF(G,lO) (VO(K),WO(K),WN(K),ASO(K),BETA(K),DLS(K),K=1,JV)
        RFIURN
    10 FORMATIFF12.?,F15.51
    12 FTRMAT(IHI, 10X,IOAS // 6X,23HSECTION DIAMETER (CM) = FIO.4,10X,
    I \3HWHEFL RPM = F10.1 / GX,23HWHEEL SPEED (CM/SEC)
    2 FIN.2.1nX, ?3HALPHA 
    3) = F10.4,1\capX, 23HALPHAI =FIO.2,
    l4 FJRMATIIOX, 2HVD,10X, JHWD,1^X, 2HWN, 8X, 6HALPHAD,8X,4HBETA,5X,
    l l4HIMPACT LENGTH /I
    1'FTRMATI 6X,23HMAX DELTA L (CM) = FIO.4.10X,23HALPHADO (DEG
    l| = F1O.7/AX,23HVOROPO (CM/SEC) = F10.2, 10X,23HWD=
    TWV (TM/SEC) =F10.716X.23HVZERO ICM/SEC) =FIO.2/1)
    ```
r.
r
\(r\)
C
\(c\)
\(c\)
\(r\)
\begin{tabular}{l}
C \\
r \\
\hline
\end{tabular}
\(r\)
\(r\)
C
C.
\(8 \quad I Y=1\)
    JX
    \(K Y=J Y\)
    NV \(=\mathrm{NI}\)
    ITF \(=\) I
    \(I C A=n\)
    \(N M=(N T-1) \neq K X+1\)
    IF (XT(NA).GT.XT(1)) GO TO 10
    \(\mathrm{IF} . \mathrm{F}=\) ?
    ICR \(=1\)
1~ NTT \(=\) NT-1
    (0] 91) \(I=1, N N\)
    \(x=x \|(1)\)
    \(C A=C A=1\).
    \(D C A=O C A=0\).
    ח1) \(20 \mathrm{~J}=\mathrm{P}, \mathrm{NTT}\)
    \(L=J * T C, \Gamma+(N T+1-J) * \mid C B\)
    \(N A=(1-1) * K X+1\)
    IF (XTINA).GE.X) GO TO 30
    CONTINIE
    \(L=(N T-3) * T C F+I C B\)
    \(C A=I C A\)
    \(C B=1 C F\)

3 IF IF IJ.C.t. 21 Gח TO 50
    \(L=3 * I C F+(N T-2 I * I C B\)
    \(C A=I C F\)
    \(C A=I C F\)
\(C R=I C R\)
\(57 L=(L-2) * I C F+(L-1) * I C B\)
```

    Gr NA = (L-I)*KX+l
    X! = XTINA)
    NA=(L-1)*KY+1
    Yl=YT(NA)
    NA = L*KX+1
    XD = XT(NA)
    N: =L*KY+1
    YZ = YT(NA)
    NA = {1+1)*KX+1
    X3 = XT(NA)
    NA = (L+1)*KY+1
    Y) = YT(NA)
    NT = (L+2)*KX+1
    X4 = XT(NA)
    NA = (L+T)#KY+1
    Y/ = YT(NA)
    D{ = {x1-x2 )* (x1-x2)
    f?: =-(x1-x2)*(x)-x3)
    );}=(x1-\times3)*(x?-x3
    n*}=(\times2-\times3)*(\times2-\times4
    A1=(x-x2)*(x-x3)/71
    A? = (x-x ) )*(x-x ( ) / 02
    \Delta}=(x-x|)*(x-x>)/03
    A4}=(x-x3)*(x-x4)/7
    \Delta5}=(x-x\geqslant)*(x-x4)/\cap
    AS}=(x-x2)*(x-x3)/7
    IF (ICA.EO.).I.OR.(CR.EO.N.)I Gח TO K4
    DCA= X - - X 3
    OCR=-OCA
    C.A=(x-x3)/DC.A
    CR=(X-X ) /OC?
    &4 i& = Yl*A1+YT*A2 +Y 3*A3
    Ni= Y2*A4+Y3*&5+Y4*A6
    IF (IT.EO.2) तो Tत 7r
    YI(I)=C.A*OA+CR*OR
    Gi] TO an
    7; 1! = Y!*((x-x ) )+(x-x*) )/n!
    A)=y2*((x-x ) +(x-x) ) |/02
    As = Y?*((x-x ) )+(x-x?))/П3
    ```

```

    A5=Y3*((X-x2)+(x-x4))/05
    \Deltat, = Y4* ((X-X2)+(X-X3))/0%
        YI(I)=(A* (A1+A?+A ) +PA*OCA+CB*(A4+A5+A6)+PA*DCP
        CTM TINIIE
    QTTIJRN
    ENTOY חYח# 
    r YI IS THF DERIVATIVF IFF THF TABULATED DATA AT XI
r
IT=2
min TO
FVN

```

\section*{Appendix B. 8 Subroutine VERGE Listing}
```

r
!
r
SIPROUTINF VFRRFIXI,FחX,IK)
ACCrLERATFD CONVERGENCF OF ITERATIVF PROCESSES
T.C.VARLJFN WANL 4/15/G8
DTMENSION OM(5)

```

```

        IK=IK+I
        IF (IK.GT.I) r,n TO 20
        K=IARS(IK-2)
        IK}=
        ZT=XI
        XI=QO(K)*7R+(1.-6O(K))*FOx
        r.) TO FO
    , [r (\Delta&GIFOX-XI).LT.EPS) rn Tr 3n
        ZF=(\Gamma\capX*Z\cap-XA*XI)/(FOX+ZR-XA-XI)
        7% = xI
        XI= Zr
        IC (ABS(ZA).r.T.ETA) r,n tr 5n
    2.% IK=-IK
    r: XI=FIX
        PFTIJRN
        Ev!
    ```

\section*{Appendix B. 9 Subroutine ICEAD Listing}
\(r\)
    SIARIJITINE TCEADIN, T, XI, IRFTI
    CTMMCIN/ICON/H,HMAX,HMIN, DFLA,ABSA
    DIMFNSINN XII21,FIICI,X(10,5), DY(10,5), XP\{101,C(10,4)
\(r\)
\(r \quad N=N O\). Of EQUATIONS



C. \(\quad\) HYIN \(=\) MINTYUY SYEP SIZE ACCEPTABLF
C PEIL = MAXIMUM ACCEPTABLE RELATIVE ERRDA
\(r \quad \rightarrow T S A=\) MAXIMIMM ACCEPTABLF ARSOLIJTE ERRDR
c.
\(\stackrel{c}{r}\)
inttialtitation
    FFLT \(=14,2 * R E L A \quad \triangle A S T=14,7 * A B S A\)
    \(F A C T=K E L A / A B S B\) s R \(=\) RELTBOOC.
    \(C A=1.16 . \quad\) S \(C A=1.174\).
    IRTT=?
- \(H=?, 1.17\)
    nา 1 กn \(1=1, \mathrm{~N}\)
lm xilitily =xitil
\(r\)
\(r\)
\(r\) RINGG-KUTTA STARTING METHOD
\(117 \quad 11=1 R=2\)
12 O on \(I A D J=1 A, I n\)
    CALL DERIVIT,XII,J-11, DYIL,J-11,TRFT)
    IF IIACTI RGTURN


(3) \(x(1, j)=x(t, J-11+.5 * C(1,1)\)
    TEMi \(=T+.5 * \mathrm{H}\)
    CALL DFRIVITFMD, XII,JI,OYII,JI,IRETI
    IF (IRETI RETIIRN
    ก) \(401=1, \mathrm{~N}\)
    C(I),21 = H*OYIT,JI
```

I\&n x(I.J)=x(I!J-II*\&*C(1,2)
CALI DENIVITEMP.X(!.J),NY(l.J),IDET)
IF IIRETI RETUQN
00 150 I=1.N
C(I,3)= H*OY(I.,J)
15n x(I.J) = x(I.J.1)*C(I.3)
T= T4N
CALL DEHIVIT,X(!.J),OY(1,J),JRF!
IF (IRET) HFTURM
DO 160 1=1.N
C(I.4) = H*OY(I.J)

```

```

    IF IIR.NE.Z1 14O.17R
    17n OO IRO I=ION
Bn xP(i)= x(1.2
T \# T-H M M GOH
IF (H.LT.HMIN) CALL FAII(T,Y,AY.INFT)
IF IIRET) RETURA:
IR E 3
Gn io 120
I9n IF (IH.NE.3) GO TO %55
J=3
00 >50 I=1.N
E(I)=ARS(xP(I)-X(I:J)
If (E(1).GE,ABSIM(I.J))\&OFLTI (I) in zrn
F(I) E(I)/ANSIX(I.J)
G0 TO 25n
IF IE,Il.GE.ABST) GN TO 270
EII) = E(T)\#FACT
go ro 2bo
23n T = T-H
If (J.NE.G) 60 10 170
OO }340\textrm{KmINO
24n x(x,1)=x(k,4)
gn TO 110
25n CONPINUE
IF (J.EU,G) vO T0 310
14 = ! = =
gn To 120
C
255 T = 1-3.*H
00 260 J=?.4
T= T+M
CALL STEP(T,X(1.J),NY(1.J).TRFT)
IF IIRET) RETJRN
C
gFgin ICf-adams mFithon
C/9n
If IlRE!) RETUH:

```

```

    29n
    OM(1,O)
        T = T•H
        CALL DEKTV(f)XP.OY(,.5).IDFT)
        IF IRET, HFIUGM.
    On 70O 1=10N
    ```

```

    J=5
    G0 T0 2'30
    31^ DN 720 I=1.N
x(7,*)=x(1,5)
DO 720 J=2.5
32n or(!.J=1) = WY(!!J)
CALL SIEP(T,X(l,4).CY(1,4),TPFT)
IF IIRETI RETURN
DO 330 I=1,N
IF (E(I).GT.RB) GO TO 2\&n
33n CONTINUF.
IF (P.*H.GT.HMAXI Gn T0 PaO
OO200 I=1.N
34n x(1.1) = x(1.4)
H=4.0n
G0 ro 11n
RFTIIHN
GND
2-200

```

\section*{Appendix B. 10 Subroutine PROPM Listing}
```

C
r
r.
r
r
r
i
C
C
C
STFAM OATA TABULATIONS

```

```

    1 1HH2(12)
        04T1 TH?/.N1,10..30..50.,80.,120.,150.,200., 250.,300..350.,374.1.
        NSH2/.0^4112,.n12271,.04242..12335.047358.1.9854.4.7597.15.55.
            19.776.95.717.165.37.270.9%%
        VLH2, 1.0^021,1.n9C4,1.N\cap44,1.0121.1.929,1.0603.1.0906.1.1565,
        1.7512,1.4n36,1.741.2.8%/
        VGH2/ 2,6146.,104472.,32979.,12045..3400.,891.71,392.57.127.19.
            50.756,71.64?,8.8^5,3.47%.
        CLH2/ 4.2174,4.1979,4,1777,4.1812,4.1965,4.2446,4.31,4.4966,
                4,R467,5.7419,10.1747,1400.5;
            NSTA CVH2 (1,8542,1,A595,1.8745,1.8986,1.9616,2.1196,2.3144,
    I (H)
    *)
                        1449.6,1715.2,1404.,893.,114./.ITEM/O/
    TKTIFIRI= 1.9*R-459.K7
    Ir (ITEM, EQ.I) GO TO 10
    D7 20 |=1.12
    PEMPII) = ALOR(PSH?(I)|
    VZHZIII = ALOGIVGHZII)!
    HLHP(I) = ALGG(HLH2(I))
    ITFM=!
    1-T}= T
        JF = JFLU|D
        JO = JPROP
        IFIT.IT.750..OR.T.GT.300n.I ro TO 410
    r
G') TO ARPAOPRIATE PROPERTY SECTION
IF IJF.LT.I.GR.JJF.GT.A.GR.JP.LT.I.OR.JP.GT. 151 G0 T0 400
%) [0 (10^1,1777,1003,10n4,1005,1006,1007,1008,1009,400.101!
|lOI2,1014,1.714,15151: JP
SAT iIOUTO DENSITY IGICMBI

```

```

lI| T= 3173.15-1
x=.174+5.306F-3*SQRT(TI)+4.135F-5*T
ri ro 5n9
11?
T = T-273.19
x=.95^1->.2976F-4*T-1.4\&E-A*T*T+5.f38E-1)*T*T*T
r] in son
RL NA
X=9.f\&3578F-1-2.244534F-4*T-1.274617E-8*T苗
ci) In 5n\
R3L
X=1.575402-7.074245F-4*T+3.837797F-84T*T
Ci in enn
115 x=1.985657-4.540765F-4*T-...955C95E-8*F*T
r, In 50n
IL\& X=1.430176F1-7.861764E-3*T+3.763475f-7*T*T
r) in asn

```

```

    กา Iी 50%
    11^ T=T-273.15
HLLLSNLINTITH?,VLH2.12.T,X,1,1.II
x=1./x
r.) Tn 50%
r
r SAT VAPOR NFNSITY IG/CMBI
r,1,? ¢} Tn (121,122,123,124,125,126,400,128), JF
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### 2.7 ATOMIZATION UF COLLECTED CONDENSATE*

### 2.7.1 Background

As has been frequently stated, it is that fraction of the condensate which has been collected by the various turbine surfaces and then discharged in the form of macroscopic diameter drops which is capable of causing erosion damage. In wet vapor turbines two locations of particular interest are: (1) atomization of liquid torn from that flowing along the turbine housing, and (2) atomization of liquid from the vicinity of the trailing edges of stator vanes. In both instances the liquid can be carried into the path of rotor blades moving with high velocities relative to the liquid. Impact of liquid at high velocities on surfaces can cause erosion damage providing the liquid drops are of sufficient girth to drive the threshold velocity to cause damage below the impact velocity.

In considering casing liquid atomization the Westinghouse erosion model assumes that drops are produced by the same general mechanism as that of the primary stage of atomization of the liquid torn from stators. This assumption allows the same equations to be used for predicting casing liquid atomized drop diameters for rotor impingement investigation as are used in predicting the primary atomization drop diameters from stator discharged liquid. Such a casing liquid calculation has been previously reported. To our knowledge there is no experimental data by which to check this assumption. A substantial discussion of the general nature of the casing liquid flows is provided in Spies, Baughman, and Blake. (1)

Visual observations in steam turbines $(1,2)$ reveal that the liquid collected on the stators is torn from the vicinity of the frailing edges of the stator vanes. Initially this liquid is in the form of a distribution of sizes of fairly large drops. This stage of the atomization process is called primary atomization. These large primary drops are caught up in

[^17]the decaying wakes downstream of the stators and accelerated by the vapor stream. Most of the primary drops are unstable under the aerodynamic conditions prevailing during this acceleration. Providing there is sufficient distance (time of flight) between stator and rotor, these unstable drops are broken down into smaller stable drops. This stage of the atomization process is called secondary atomization. Completion of the secondary atomization process gives a relatively stable population of drops composed of a residual of primary drops which were small enough to be stable plus the secondary drops formed from shattered primary drops. In well designed turbines, it is this stabilized population of drops which impinge upon the rotor blades and can cause erosion damage. The discussion which follows is concerned with the various stages of atomization of stator discharged liquid.

### 2.7.2 Stator Atomization Model

a) General Description

To calculate the erosion by liquid of damaging form, it is necessary to know the size, relative velocity and number and location of impacts on the rotor blades as a relation of time. There are at least four different mechanisms of primary atomization and two for secondary atomization which have been observed under conditions related to those in turbine stators. To trace the history of all these possible processes would be a formidable, if not impossible task. Because of this, the approach taken in the Westinghouse model involves substantial simplification through gross description of droplet classes based in large part on empirical correlating relations commonly used in describing gas-atomized liquid sprays.

Furthermore, almost all the empirical observations used in preparing the numerical detail of the atomization model wera taken from reference material where the tests reported were made using steam vapor or air atomization of water drops. Nonetheless, it is felt that observations on steam or air atomization of water drops, particularly observations in actual turbines or turbine-like cascades, are applicable to a broader spectrum of turbine


## - Definition of Model

The model of atomization is defined in terms of the empirical Nukiyama-Tanasawa distribution function plus several characteristic drop diameters.

The distribution function is used in both a number of drops form and in volumetric form. These functions are:

$$
\begin{align*}
& \frac{d N}{d D}=a D^{2} e^{-b D^{n}}  \tag{la}\\
& \frac{d V}{d D}=\frac{\pi a}{6} D^{5} e^{-b D^{n}} \tag{lb}
\end{align*}
$$

The characteristic diameters used are:

1) $\mathrm{Dm}=$ most common diameter drop $D=D m$ when the second derivative
of Eq. Ib equals zero or $\frac{d^{2} V}{d D^{2}}=0$. This corresponds to the peak of the familiar distribution curve as:

2) $\mathrm{D}_{3-0}$ - Mass mean diameter drop

$$
D_{3-0}=\left[\begin{array}{lll}
\frac{6}{\pi} & \sum_{0}^{\infty} & \frac{\Delta V}{\Delta N}
\end{array}\right]^{1 / 3}
$$

3) $\mathrm{D}_{3 a^{-}}$- The drop approximately three standard deviations larger than the mean drop
$D_{3 \sigma}$ is the drop for which
$\frac{\sum_{0}^{\infty \sim x}}{\sum_{0}} \frac{\Delta V}{\Delta V}=0.997$
where $x=\frac{5}{n}\left(\frac{D}{D_{m}}\right)^{n}$
4) $D_{\text {max }}$ - Defined maximum drop
diameter
$D_{\text {max }}$ is the drop for which
$\frac{\sum_{0}^{\infty} \Delta V}{\sum_{0}^{\infty} \Delta V}=K$

The Nukiyama-Tanasawa distribution function is often used by experimentalists in reporting data on gas atomized liquid sprays. It is a monomodal function and the constants, " $a, b$ and $n$ " of the expression can be determined from a knowledge of the number of volume fractions of the spray of any two drop diameters. Conversely the spray can be characterized by a value of " n " and a characteristic drop diameter such as the mass mean or surface mean drop diameter.

From the point of view of the analyst, these various relationships between characteristic drop diameters and the constants of the NukiyamaTanasawa expressions may be found by such means as writing an appropriate computer program or by use of Pearson's tables of the incomplete gamma function ${ }^{(3)}$.

In connection with use of the reference (3) material, it may be shown that:

$$
b=\frac{5}{n}\left(\frac{1}{D_{m}}\right)^{n}
$$

Hence the exponential coefficient

$$
\left(b d^{n}\right)=\frac{5}{n}\left(\frac{D}{D_{m}}\right)^{n}
$$

If $\frac{5}{n} \frac{(D)^{n}}{D_{m}}=x$, equation (1b) may then be put in the form:

$$
\begin{equation*}
\frac{d V}{d x}=\frac{\pi a}{30}\left(\frac{n}{5}\right)\left(\frac{6-n}{n}\right) D_{m}^{6}\left(x \frac{6-n}{n}\right) e^{-x} \tag{2}
\end{equation*}
$$

is made, If the additional substitution $\frac{6-n}{n}=p$

$$
\begin{equation*}
\frac{d V}{d x}=\frac{\pi a}{30}\left(\frac{n}{5}\right)^{p} D_{m}^{b}\left(x^{p} e^{-x}\right) \tag{3}
\end{equation*}
$$

In integral form equation (3) may be written,

$$
\begin{equation*}
V_{x}=\frac{\pi a}{30}\left(\frac{n}{5}\right) D_{m}^{6} \int_{0}^{x} x^{p} e^{-x} d x \tag{4}
\end{equation*}
$$

When $x=\infty, V_{x}=V_{\text {tot }}$ (the total volume of the spray)
and therefore by definition:

$$
\begin{equation*}
\frac{v_{x}}{V_{\text {tor }}}=\frac{\int_{0}^{x} x^{P} e^{-x} d x}{\int_{0}^{\infty} x^{p} e^{-x} d x} \tag{5}
\end{equation*}
$$

This is the ratio of the spray volume contained in all drops smaller than

$$
D=\left(\frac{n x}{5}\right)^{\frac{1}{n}}\left(D_{m}\right)
$$

to the total volume of the spray.
There is nothing fundamental in these previous substitutions and rearrangement of the Nukiyama-Tanasawa equation. They are for the purpose of putting the equation on a form for easy use with the tables of Reference (3).

The complete gamma function for the argument $p$ is written $\Gamma(p+1)$. It can be defined by:

$$
\Gamma(p+1)=\int_{0}^{\infty} e^{-x} x^{p} d x
$$

The incomplete gamma function is defined after Pearson ${ }^{(3)}$ to be:

$$
\Gamma_{x}(p+1)=\int_{0}^{x} e^{-x} x^{p} d x
$$

Hence equation (5) may be given as:

$$
\begin{equation*}
\frac{v_{x}}{\nabla_{\text {tot }}}=\frac{\Gamma_{x}(p+1)}{\Gamma(p+1)}=1(x-p) \tag{6}
\end{equation*}
$$

Pearson ${ }^{(3)}$ has constructed tables of this ratio in the form:

$$
\frac{v_{x}}{v_{\text {tot }}}=1(u, p)
$$

where

$$
u=\frac{x}{\sqrt{p+1}}
$$

In terms of the spray parameters of interest, $p$ and $u$ are:

$$
\begin{aligned}
& p=\frac{6-n}{n} \\
& u=\left(\frac{D}{D_{m}}\right)^{n} \frac{5}{\sqrt{6 n}}
\end{aligned}
$$

Some numerical values for the ratios $\mathrm{D}_{3 \sigma} /$ $\mathrm{D}_{3-0^{\prime}}$ and $\mathrm{D}_{3} / \mathrm{D}_{\mathrm{m}}$ calculated in this way are given as a function of $n$ in Table 2.7-1.

TABLE 2.7-1

| RELATIONSHIPS OF $\mathrm{S}_{3 \sigma^{\prime}} \mathrm{D}_{3-0^{\prime}} \mathrm{D}_{\mathrm{m}^{\prime}}$, AND n |  |  |
| :---: | :---: | :---: |
| n | $\mathrm{D}_{3 \sigma / \mathrm{D}}$ (0) | $\mathrm{D}_{3 \sigma / \mathrm{D}_{\mathrm{m}}}$ |
| 0.25 | 28.70 | 15.5 |
| 0.50 | 8.14 | 5.61 |
| 1.0 | 3.84 | 2.99 |
| 2.0 | 2.40 | 1.99 |
| 3.0 | 2.01 | 1.69 |

## b) Primary Atomization

Mechanisms of primary atomization as observed in an actual turbine ${ }^{(5)}$ and in turbine-like stationary cascades $(4,5)$ are: (1) stripping of liquid or sheets from liquid puddles, (2) stripping or tip bursting of oscillating pendant drops attached to the stator trailing edge, (3) eye-dropper tearing of individual drops from the stator trailing edge, and (4) direct formation of individual drops on the convex surface of a stator by some mechanism giving results similar to a drop of water on a hot stove.

The observations reported are qualitative. Quantitative information on the relative volumes of liquid involved in each of the processes is not available. It seems reasonable that the tearing of masses or sheets of liquid from stators involves a more important part of the total liquid available than the other observed mechanisms of detachment. On this basis, a sheet atomization model is the logical tool for estimation of primary drop sizes.

The model chosen is the classical one of a sheet of liquid ruffied under the impress of aerodynamic forces, the ripples developing into ligaments, and the ligaments in turn collapsing into drops. Using this model an expression for the most common drop diameter, $\mathrm{D}_{\mathrm{m}^{\prime}}$ has been developed. It is

$$
\begin{equation*}
D_{m}=17\left[\frac{\dot{m}_{\ell} \mu_{\ell}}{\rho_{l}\left(s_{s}+\frac{\dot{m}_{\ell} U_{s}}{X}\right)}\right]^{1 / 4}\left[\frac{\mu_{\ell}}{r_{s}} \sqrt{\frac{\sigma}{\rho_{l}}}\right]^{1 / 3} \tag{7}
\end{equation*}
$$

The complete primary distribution is then obtained by applying the Nukiyama-Tanasawa distribution function assuming that $n=1$. Given $n$ and $D_{m}$, the ratio $V_{x} N_{\text {tot }}$, at any value of $D$, can be obtained through the use of Pearson's ${ }^{(3)}$ tables by calculation of Pearson's arguments $p$ and $u$ as a function of $D$.

Typical values calculated for the ninth stator of the Yankee steam turbine are given in Appendix $A$ to this Section 2.7, along with the derivation of the expression for $D_{m}$ (equation 6).

A comparison between calculated values for the Yankee steam turbine and a small amount of experimental data on stator primary atomization obtained by Hays ${ }^{(5)}$ from the British CEGB is also given in Appendix $A$ to the Section 2.7. This data comparison cannot be said to confirm the model of primary atomization proposed here, because of the small number of drops sampled experimentally, but the comparison is encouraging.

## c) Secondary Atomization

To distinguish between those primary drops which are stable from origin to rotor impact and primary drops which undergo secondary atomization, a parametric time history analysis of the drops in the stator wake is carried out as previously discussed in Section 2.6. It is assumed that the primary drops become entrained by a given wake streamline and the liquid represented remains with that streamline until rotor impact. The criteria for disruption of a primary drop is taken as the exceeding of a critical drop Weber Number at some point along the path between detachment from the stator to impact with the rotor. This assumes that there is time for the drop to disrupt, after the critical Weber Number has been exceeded, before it impacts the turbine rotor. This time period for disruption is covered in Section 2.6. All primary drops which experience a Weber Number greater than the critical are presumed to disrupt to smaller stable secondary drops.

Primary drops which experience local Weber Numbers in the wake which are less than the critical Weber Number are assumed stable and retain their primary configuration. The maximum size drop which will impact the rotor is the primary drop which just experiences but does not exceed the critical Weber Number anywhere between origin and impact with the rotor.

This model uses Weber Number criteria because under local conditions at the time of breakup of the primary drops it is believed that the ratio of the dynamic pressure force to surface tension force is the single most important criteria as to whether a drop is stable or not. Unfortunately, Weber Number alone is not completely sufficient to allow a prediction of maximum drop diameters in sprays even when the local conditions at disruption are known with reasonable accuracy. For this reason, Westinghouse has varied the numerical value of the Weber Number which has been used in analysis of turbines from turbine to turbine.

For small turbines of the space type, 1 " chord, 1"-2" high blades, the critical Weber Number used has been 13. For the large low pressure ends of central station steam turbines the value used has been Weber Number $=22$. The rationale is due to Gardner ${ }^{(6)}$ who apparently drew on the work of Heinze. According to Spies et al ${ }^{(l)}$, Heinze shows that for a "non-viscous" fluid (the turbine working fluids are considered "non-viscous") that the critical value of Weber Number is 13 for shock exposure of a drop to aerodynamic forces and this critical Weber Number increases to 22 for a steadily falling drop. This latter case is that of graduated application of aerodynamic forces to the drop. From trajectory calculations on both large and small turbines, it appears that the application of aerodynamic forces to the primary drops is quite abrupt or shock-like in the small space type turbine and quite gradual in the large central station steam turbine low pressure end. The selection of Weber Number = 13 for the small turbines and Weber Number = 22 are commensurate with the trajectory observations.

Since these values were selected, a considerable amount of actual observation in large steam turbines ${ }^{(2)}$ and in a small steam turbine ${ }^{(1)}$ built to simulate a space potassium furbine have become available. These data clearly show that from a conceptual point of view the simplified two valued scheme of this model is inadequate. However, in a numerical sense the selection of Weber Number $=13$ for the small space turbines examined is a good average value based on an analysis of the results of Spies et al 1 ) as given in Appendix "B" of this section 2.7. For a typical design such as the NASAGE 3 stage potassium test turbine the procedure of Weber Number = 13 may err in estimating the maximum size drop impinging on the rotor blades of that turbine by 30 microns. The maximum size drop is about 100 microns in diameter.

Spies et al ${ }^{(1)}$ give three empirical expressions which affect a good correlation of their data. These are*

$$
\begin{gathered}
\text { We }=65\left(M_{a}\right)^{1.16} \\
W_{e}=\frac{K}{S_{b}^{2 / 3}}\left(\frac{\mu}{\mu_{v}}\right)\left(\frac{\mu_{v} U_{s}}{\sigma}\right)^{7 / 6}\left(\frac{L}{a}\right)^{1 / 6} \\
\text { where } K=0.31 \text { for the data of } 5_{\text {mith }}{ }^{(7)}
\end{gathered}
$$

$$
\begin{equation*}
\mathrm{Re}_{\mathrm{D}}=18 \tag{iii}
\end{equation*}
$$

The first of these (i) is due to Smith $^{(7)}$. It also correlates his data as does the second expression (ii). Both the first and second expressions badly overestimate the maximum size drops in large central station turbines low pressure ends as reported by Christie and Hayward ${ }^{(2)}$. The writer has not evaluated the third expression (iii). As a general comment, all three expressions lack a model as a basis for understanding the phenomena the expressions purport to correlate. They, therefore, pose a high risk when applied to situations other than those exact ones from which they were obtained.

The selection of critical Weber Number = 22 for the low pressure ends of large central station steam turbines seems to be overly conservative in terms of steam stationary cascade tests as reported by Christie and Hayward (2) but not necessarily for actual turbines as reported by the same reference ${ }^{(2)}$.

## d) Final Drop Size Distribution

- Conceptual Approach

Conceptually the drop size distribution resulting from the completion of the secondary atomization process is the sum of the primary drops
*All values are calculated using bulk flow (free stream) conditions not local wake conditions.
which escaped disruption plus the families of secondary drops formed from the disrupted primary drops.

The residual primary drops are those from the primary distribution which did not experience a greater than critical Weber Number.

The mass mean drop diameter ( $\mathrm{D}_{3-0}$ ) of the sum of the families of the secondary drops is assumed to be given by a semi-empirical expression developed by Wolfe and Anderson ${ }^{(8)}$. This is:

$$
D_{3-0}=\left[\frac{f_{v}^{2} \rho_{f} 1 / 2 \bar{U}_{r}^{4}}{\int_{i}^{3 / 2} D_{m}^{1 / 2}}\right]^{1 / 3}
$$

where $D$ is the most common drop of the initial primary distribution.

The distribution function for the sum of the families of secondary drops is then taken as that of the Nukiyama-Tanasawa function for $n=1$ and the appropriate Wolfe and Anderson $\mathrm{D}_{3-0^{\circ}}$

Addition of this secondary distribution to the residual of the primary distribution gives the final drop size distribution impacting the turbine rotor blades.

This is the way in which the final drop size distribution used in calculating the erosion values for the Yankee steam turbine was obtained. A comparison of this distribution in dimensionless form with various test observations from the literature which have become available since the Yankee analysis was performed, reveals a rather striking lack of similarity between calculation and observation as shawn in Figure 2.7-1. This may explain why the calculated erosion of the Yankee ninth rotor blades was lower than that actually observed in service.

## - An Empirical Approach

Since the conceptual approach just outlined yielded a drop distribution much askew compared to actual experimental observations, a more fully empirical approach was tried in connection with the Bayshore No. 2 turbine evaluation. This approach was to apply an average of the observed distributions shown in Figure 2.7-1 to the calculated maximum drop diameter.

Reservations about this approach must also be expressed. For example, the observational curves shown in Figure 2.7-1 correspond to NukiyamaTanasawa " $n$ " values in the range of 2 to $3^{*}$. This is far higher than characteristic values reported in the literature of gas atomized liquid sprays. Here a value of " $n$ " much different from one is uncommon and when values differ from one they are likely to be less than one.

A part of the difficulty may be in the interpretation of what experimentalists mean whey they report a value of $n=1$ in the Nukiyama-Tanasawa expression effects a good correlation of their data. For example, turn to Figure 2.7-2. This is a plot of some data presented by Spies, Baughman, and Blake ${ }^{(1)}$. The open circles are the data. The solid line and dashed line are the Nukiyama-Tanasawa expression plotted with $n=1$ and $n=3$ respectively. It will be noted that the shape of distribution curves as given by the circles is very similar to the shape of other experimental results curves as shown in Figure 2.7-1.

Spies et al conclude in their report that a Nukiyama-Tanasawa distribution with $n=1$ affects a satisfactory correlation of their data. As can be seen in Figure 2.7-2 it does on the average affect a better correlation than $n=3$. However, Spies et al report the maximum drop diameter observed for this particular set of test conditions to be 180 microns. An $n=1$ correlation implies at least 2 percent by number of drops with a diameter greater than 180 microns. This 2 percent number fraction represents a considerably larger volume fraction than number fraction because of the D-cubed effect. It seems
*This is on the writer's terms; not necessarily on the terms of the experimentalist as is discussed shortly.


Figure 2.7-1 Drop Distribution Functions


Figure 2.7-2 Distribution of Drop Sizes in a Small Steam Turbine after Spies, Baughman, and Blake
quite possible that the $n=1$ selection of Spies et al is in fact more nearly correct than the actual data points. It seems quite possible that they might have observed some (say) 240 micron diameter drops if their observations had covered 10,000 drops and not hundreds of drops.

This possible inaccuracy in distribution information is compounded in the empirical approach used in the Bayshore No. 2 turbine erosion examination by a "tail wagging the dog phenomena". A tabulation from reference (2) is reproduced as Table 2. 7-2 following:

TABLE 2.7-2

## TABULATION FROM REFERENCE 2

| Size Range of <br> Drop Diameters <br> (microns) | Total No. of Droplets per Second <br> in Each Size Range at Given Load <br> (Load $100 \%$ ) |  |  |
| :---: | :---: | :---: | :---: |
| (Load 60\%) |  |  |  |
| Load 40\%) |  |  |  |
| 50 to 150 | 384 | 1160 | 1283 |
| 150 to 250 | 322 | 414 | 744 |
| 250 to 350 | 16 | 54 | 125 |
| 350 to 450 | 0 | 4 | 10 |

The most drops are reported in the 40 percent load column. The number is 2162. A plot of this 40 percent load tabulation is given as "Original Data" in Figure 2.7-3. If one 500 micron drop is added to this original 2162 drops, the distribution function shifts markedly (in the direction $n=1$ ) as shown by the curve "Original Data Plus One" of Figure 2.7-3.

The significance of the shift with respect to predicting erosion in turbines is marked in numerical evaluation using the empirical atomization model as applied to Bayshore No. 2. The model assumes that some particular characteristic diameter drop of the distribution of drops can be predicted either empirically or theoretically as a function of turbine flow and geometry for particular sets of turbine flow and geometry variables. Then the model assumes this particular characteristic diameter can be generalized to a complete particular distribution of drops by applying an empirical distribution function to the particular characteristic diameter drop.


Figure 2.7-3 Manipulation of Experimental Drop Size Distribution

The foregoing are all reasonable assumptions. Unfortunately at this time the characteristic diameter drop on which there is substantial experimental data in turbines is the maximum diameter drop of the spray. While the general approach to the model is not limited to the use of the maximum diameter drop as the characteristic diameter drop, the weight of experimental evidence on maximum diameter drops has made them a logical if unfortunate choice.

Referring back to Figure 2.7-3, the actual change in total volume of the spray caused by adding one 500 micron drop is only 1.2 percent. However, if in reconstructing a distribution of drops based on a particular independently calculated maximum diameter drop, the distribution function marked "Original Data" is used, 30 percent of the volume of the spray will be predicted to be in drops greater than 0.6 the diameter at the maximum diameter drop; whereas if the distribution function marked "Original Data Plus One" is applied, only 10 percent of the volume of the spray will be predicted to be in drops greater than 0.6 the diameter of the maximum diameter drop. That is as little as 1 percent change in the experimental measurement
with respect to volume (or one part in two thousand with respect to number of drops) can shift the prediction of amount of moisture contained in damaged drop diameters* by as much as 300 percent using this empirical procedure.

### 2.7.3 Conclusions

Means of assessing the drop sizes and distribution of liquid discharged from turbine stators have been presented. The numerical procedures suggested for predicting primary atomization drop sizes and the maximum diameter drop in the final distribution of drops impinging on turbine rotor blades have an apparent accuracy of +30 percent as compared to limited experimental införmation.

Two means of assessing the distribution of drops below the maximum drop diameter in the final distribution of drops impinging on the turbine rotor blades have been investigated.

The first of these methods which was of a semi-theoretical nature, when applied to the Yankee steam turbine low pressure end, yielded a calculated drop size distribution very different from those observed in an English steam turbine.

The second of the methods for assessing the distribution of drops in an empirical approach using an average of the observed distributions in the English steam turbine applied to a calculated maximum drop diameter. (Maximum Drop diameter Weber No. Criterion 13 for small turbines, 22 for large turbines as applied to stator wake trough conditions) The second method is preferred although it can yield quite large inaccuracies in results with very small errors in defermination of maximum drop diameter.
*The 0.6 of moximum diameter was picked by example and does not imply that only drops greater than this can cause erosion damage.

## PRIMARY ATOMIZATION EXPRESSIONS

Mechanisms of primary atomization re-

## NOMENCLATURE PRIMARY ATOMIZATION

|  |  | $\beta$ |
| :---: | :---: | :---: |
|  |  | $\delta$ |
| NOMENCLATURE PRIMARY ATOMIZATION |  | 0 |
|  |  | $\lambda$ |
| Symbol | Definition |  |
| a | Spray distribution constant |  |
| b | Spray distribution constant | ( $\bar{\lambda}$ ) |
| B | Ligament diameter | PL |
| $C_{f}$ | Stator wall friction drag coefficient | $P_{s}$ |
| d | Drop size | ${ }^{\sigma}{ }_{L}$ |
| $\bar{d}$ | An average drop size | ${ }^{\boldsymbol{s}}$ s |
| 9 | Gravitational constant | $\mu_{L}$ |
| H | Stator boundary layer form factor | $\mu_{5}$ | gives quantitative information on the relative volumes of liquid involved in the observed processes. It seems reasonable that the tearing of masses or sheets of liquid from the stators involves a more important part of the total liquid available than the other observed mechanisms of detachment. The sheet atomization model is on this basis the logical tool for estimation of average primary drop sizes. As available information is insufficient for definitive conclusions, the pendant modes may be more important than assumed.

Mass flow rate per unit of stator edge length $(\mathrm{lb} / \mathrm{sec} / \mathrm{ft}) / \mathrm{g}$

Spray distribution constant
Number of drops
Gamma function parameter
Bulk steam velocity
Volume rate of spray formation
Total volume rate of spray formation
Stator chord length
Gamma function parameter
Drop size
Drag coefficient
Stator liquid film thickness
Stator boundary layer form factor
Wave length of ripples in liquid film
Wave length of varicosities in ligaments

Most probable wave length
Density of liquid
Density of vapor (bulk)
Liquid surface tension
Stator wall friction drag per unit area
Liquid viscosity
Vapor viscosity

## SHEET ATOMIZATION

Based on actual turbine observations such as those reported by Hays (5), the flow of collected moisture over stator vane surfaces is far from uniform. The flow gathers in rivulets or puddles which feed separated atomization sites.

In an actual turbine, the location of the atomization points is probably influenced by surface and vapor flow irregularities. However, even with a perfectly uniform surface, a distribution of attachment points can be expected. Under such uniform surface conditions it is to be expected that the fluid would initially start to collect in the wake of the stator trailing edge as a roll of liquid with a crosssectional diameter of approximately the width (W) of the trailing edge. As is well known, such a slender cylinder of liquid is unstable in the presence of surface tension forces and develops varicosities along its length. The pitch of these varicosities would then determine the atomization sites. The pitch (or length) of the varicosities would not be uniform but would have a distribution of pitches. Numerically as given by Green $(10)$ after Rayleigh, the minimum pitch of a cylindrical instability is $\pi \mathrm{W}$ and the most probable pitch is 4.5 W . Other pitches than those, of course, have a statistical probability of existence ${ }^{(11)}$.

If the distance between the atomization sites becomes fairly large, the local liquid flow rates at the site will be many times that of a uniformly distributed flow. This high local flow rate results in a thickening of the local liquid boundary layer and an opportunity for the development of sufficient liquid boundary layer monentum with ripples to give sheet type atomization rather than pendant atomization. This sheet type atomization is analogous to the stage 3-type of whirling cup atomization which takes place at high rates of liquid feed to cup or disc atomizers $(10)$. In this example of the whirling disc atomizer, the flow rate on a uniform basis is high enough to produce sheet atomization. Such sheet atomization could obviously also take place from wet turbine stators on a uniform or nearly uniform film basis if the liquid flow rate is high enough. In the case of the Yankee Atomic turbine low pressure end, sufficient collection of moisture on the ninth (and wettest) stator to produce uniform film sheet atomiza-
tion does not seem likely. Sheet type atomization is probably a result of local flow rates greater than average.

## Average Droplet Size from Sheet Atomization

Schematically, the process of sheet atomization is assumed to be as follows:

1) The liquid film of average depth ( $\delta$ ) flowing towards the stator trailing edge (as a result of air drag forces) develops ripples of wave length ( $\mathrm{\lambda}$ ).

2) This rippled film is then blown from the trailing edge of the stator and collapses into ligaments of cross-sectional diameter B strung out parallel to the trailing edge. The cross-sectional area of the ligament is approximately equal to the product of the average film thickness times the ripple wave length or

$$
\begin{equation*}
B=\frac{\sqrt{4}}{\pi} \delta \lambda \tag{1}
\end{equation*}
$$

3) The ligament so formed in turn develops instabilities of wave length ( ${ }^{\lambda} B$ ) along its length and collapses into drops of diameter (d).
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The volume of the drop being approximately equal to a cylindrical section of diameter $B$ of length ${ }^{\lambda}$ B or:

$$
\begin{align*}
\frac{\pi}{6} \quad d^{3} & =\frac{\pi}{4} B^{2} \lambda_{B} \\
d & =\left(3 / 2 B^{2} \lambda_{B}\right)^{1 / 3} \tag{2}
\end{align*}
$$

As previously quoted from Green ${ }^{(10)}$, the most probable value of ${ }^{\lambda B}$ is:

$$
\begin{align*}
\lambda_{B} & =4.5 \mathrm{~B} \\
d & =\frac{3 B}{\sqrt[3]{4}} \tag{3}
\end{align*}
$$

Substituting for B from equation 1 into equation 3 gives:

$$
\begin{equation*}
d=2.14 \sqrt{\delta \lambda} \tag{4}
\end{equation*}
$$

The average liquid boundary layer thickness at the trailing edge of turbine stators is given by*:

$$
\begin{aligned}
& \delta=\left[\frac{2 \dot{m}_{L} \mu_{L}}{\rho_{L}\left({ }_{r_{s}}+\frac{\dot{m}_{L}}{X} U_{s}\right)}\right]^{1 / 2} \\
& T_{s}=\frac{C_{f} \rho_{s}}{2} U_{s}^{2} \\
& C_{f}=(2)(.123)\left(10^{-.678} \mathrm{H}\right)\left(\frac{U_{s} \theta_{s}}{\mu_{s}}\right)^{-0.268}
\end{aligned}
$$

An analysis by Jefferys of wind-generated gravity waves has been developed by Mayer (12) to predict the most probable capillary wave length in a windblown sheet. Mayer's expression gives:

$$
\begin{equation*}
\bar{\lambda}^{2}=9 \pi \sqrt[3]{16}\left(\frac{\mu L \sqrt{\sigma} L^{\rho} L}{\beta \rho_{S} U_{5}^{2}}\right) \tag{6}
\end{equation*}
$$

Considering the expression $\beta / 2 \rho_{s} U_{s}^{2}$ as the effective drag force per unit area of film, it may be written in terms of the boundary layer calculations (neglecting fog particle impact momentum) as:

$$
\left.\begin{array}{l}
A_{\rho_{s}} U_{s}^{2}=C_{f} p_{s} U_{s}^{2}=2 r_{s} \\
\circ  \tag{7}\\
\quad \bar{\pi}=9 \pi \sqrt[3]{16}\left(\frac{\mu_{i} \sqrt{\rho_{L} / \rho_{L}}}{{ }^{2} r_{s}}\right.
\end{array}\right)^{2 / 3}
$$

Substituting in equation 4 from equations 6 and 7 results in an expression for an "average" drop size:

$$
\begin{equation*}
\bar{\delta}=17.0\left(\frac{\dot{m}_{L} \mu_{L}}{\rho_{L}\left(\tau_{s}+\frac{\dot{m}_{L} U_{s}}{X}\right)}\right)^{1 / 4}\left(\frac{\mu_{L}}{r_{s}} \sqrt{\frac{\sigma_{L}}{p_{L}}}\right)^{1 / 3} \tag{8}
\end{equation*}
$$

In Figure 2.7A-1 "overage" drop sizes from equation 8 are presented. It may be noted that the drop size predicted by equation 8 appears to become independent of flow rate at the higher values of flow rate examined. This suggests that a simplified expression such as equation 9 will be adequate for predicting the "average" drop size in many instances.

$$
\begin{equation*}
\bar{d}=17.0\left(\frac{\mu_{L} X}{\rho_{L} U_{s}}\right)^{1 / 4}\left(\frac{\mu_{L}}{\sigma_{s}} \sqrt{\frac{\sigma_{L}}{\rho L}}\right)^{1 / 3} \tag{9}
\end{equation*}
$$

Numerical evaluation of equation 9 , inserting the same values for the independent variables, as used in evaluating equation 8 gives:

$$
\bar{d}=630 \text { microns. }
$$

[^18]Examining equation 9, it will be seen that the average drop size predicted varies slowly with most of the variables except $U_{s}$. Setting $\tau_{s}:: U_{s}$ gives the variation with respect to $U_{s}$ as:

$$
d:: U_{s}^{-.} 92
$$

## Sheet Atomization Drop Size Distribution

There is a distribution of drop sizes resulting from sheet atomization (in fact from almost any atomization process). There is the distribution of sites (inflow rates) along the trailing edge, the distribution of atomization wave lengths ( $\lambda$ ) in the direction of flow, and the distribution of cylindrical wove lengths ( ${ }^{\lambda} B$ ) producing the final primary drops. A distribution function could be developed from the Rayleigh ${ }^{(11)}$ cylindrical instability function and the Jefferys-Mayer ${ }^{(12)}$ capillary wave length function. However, an overall empirical distribution function due to Nukiyama-Tanasawa is easier to use:

$$
\begin{equation*}
\frac{d N}{d z}=a z^{2} e^{-b z^{n}} \tag{10}
\end{equation*}
$$

Quoting from Putnam ${ }^{(9)}$, "Two Japanese investigators, S. Nukiyama and Y. Tanasawa, obtained extensive data on drop sizes in sprays by air atomization, and sought to correlate these data ---". Their investigations indicated that a value of 2 for the exponent of $(z)$ effected a good correlation of the experimental data in every case, and that exponent ( n ) varied but little from unity.

While other investigators, including the writer, have found that the value of the exponent ( n ) may fall as low as $1 / 4$, a numerical case can be made for the Yankee turbine to consider this exponent as having a value of unity. An exponent of the


Figure 2.7A-1 Average Drop Size, Primary Atomization
order of unity is required to get a reasonable fit between an upper size limit on drops (order of 1500 to 2000 microns) resulting from the size of the trailing edge thickness and an unspecified kind of average drop size of the order of $500-600$ microns.

Using $n=1$ and writing equation 10 in terms of volume rather than number of drops gives:

$$
\begin{equation*}
\frac{d V}{d z}=\frac{\pi a}{6} z^{5} e^{-b z} \tag{11}
\end{equation*}
$$

This equation contains two undetermined constants, (a) and (b). Constant (a) may be determined from the total volume of the spray using the continuity relationship once constant (b) has been found. In connection with constant (b), it may be observed that if a value of the "average" drop size corresponding to the most probable flow rate of figure 2.7A-1 is selected, the rate of change of
volume of spray produced is a maximum with respect to this average drop size ( $z_{a v}$ ) or,

$$
\frac{d V}{d z}=\left(\frac{d V}{d z}-\right)_{\max }
$$

and

$$
\begin{aligned}
\frac{d^{2} V}{d z^{2}} & =0=\frac{\pi a}{6}\left(e^{-b z}\right) z^{4}(5-z b) \\
b & =5 / z_{m}
\end{aligned}
$$

or
where

$$
\begin{equation*}
z_{m} \text { is } z_{a v} \text { at }\left(\frac{d V}{d z}\right)_{\max } \tag{12}
\end{equation*}
$$

Substituting from equation 12 in equation 11 gives:

$$
\begin{equation*}
\frac{d V}{d z}=\frac{\pi a}{6} z^{5} e^{-5} \frac{z}{z_{m}} \tag{12a}
\end{equation*}
$$

If the substitution, $x=5 \mathrm{z} / \mathrm{z}_{\mathrm{m}}$ is made in equation 12a, it becomes:

$$
\begin{align*}
& d V=\frac{\pi a}{6}\left(\frac{z_{m}}{5}\right)^{6} x^{5} e^{-x} d x  \tag{13}\\
& v_{x}=\frac{\pi a}{6}\left(\frac{z_{m}}{5}\right)^{6} \int_{0}^{x} x^{5} e^{-x} d x=\frac{\pi a}{6}\left(\frac{z_{m}}{5}\right)^{6} r_{x}
\end{align*}
$$

$$
\begin{align*}
\frac{V_{x}}{V_{\text {tot }}} & =I(u, 5) \\
u & =x / \sqrt{6}=\frac{5 z}{z_{m} \sqrt{6}} \tag{13a}
\end{align*}
$$

and $I(u, 5)$ is a form of the incomplete gamma function, as tabulated in Reference 3. The ratio of cumulative liquid volume to total liquid volume of spray is given as a function of drop size in table 2.7A-1 for the ninth stator of the Yankee turbine.

A small amount of data on stator primary atomization, obtained from the British CEGB, has been reported by Hays ${ }^{(5)}$. This information is reproduced in table 2.7A-2 for conditions which more or less bracket the conditions at the ninth stator of the Yankee Turbine. This data cannot be said to confirm the model of primary atomization used here because of the low number of drops sampled. A comparison between tables 2.7A-1 and 2.7A-2 is encouraging, however.

TABLE 2.7A-1
SPRAY LIQUID VOLUME DISTRIBUTION VERSUS DROP SIZE


TABLE 2.7A-2
DATA ON STATOR PRIMARY ATOMIZATION

| Bulk |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Static Pressure (psia) | steam Velocity (ft/sec) | No. of Drops | Max. Size (microns) | $\begin{gathered} \text { Min. } \\ \text { size } \\ \text { (microns) } \\ \hline \end{gathered}$ |
| 1.61 | 976 | 5 | 1080 | 460 |
| 1.72 | 1180 | 4 | 620 | 360 |

## ANALYSIS OF CONTRACT NAS 7-391 RESULTS *

A series of erosion-related experiments have been performed by the Rocketdyne Division of North American Rockwell, sponsored by NAS 7-391. These experiments employ a series of stator blade shapes and test conditions designed to simulate space turbine environments. The working fluid used is steam. A particular objective of the program is to observe the detachment of collected liquid from trailing edge surfaces and to estimate the ultimate limiting size of atomized drops as a function of the various test conditions.

A drop transport analysis has been completed on a series of eleven tests performed by Rocketdyne. The analysis was performed with the ADROP computer code (Section 2.6). Blade shape I-A ** was chosen for these studies. This blade is similar to that used in the last stage of the General Electric three-stage potassium test turbine, differing only in the pitch. Rocketdyne is using a stator block containing six different blade shapes and apparently could not exactly reproduce the pitch of the G. E. blades in this configuration. The mean line pitch of the Rocketdyne blade I-A is a 0.616 inch while the pitch of the G.E. blade is 0.641 inch.

The test conditions employed in this study are presented in Table 2.7B-1(1). The tip section of the blade shape used is shown in Figure 2.7B-1. The blade surface velocities in the stator flow passage were evaluated using the two-dimensional flow analysis code of Reference(I3). Figure 2.7B-2 summarizes the surface velocity results. The velocities are normalized by the exit free stream velocity. These velocities are plotted against normalized surface position, which is the ratio of the distance from the blade leading edge taken along the surface to the total surface length.

[^19]The surface velocities obtained for the tip section were then used to evaluate the boundary layer properties at the blade trailing edge. The properties of interest are the momentum thicknesses ( $\theta \mathrm{s}$ and $\Theta \mathrm{p}$ ), the displacement thicknesses ( $\delta_{s}^{*}$ and $\delta_{p}^{*}$ ), and the full thicknesses ( $\delta_{s}$ and $\delta_{p}$ ) on both the suction and pressure sides of the blade. These are summarized in Table 2.7B-2.

Trajectory calculations were performed for a series of drop sizes ranging downward from the thickness of the stator trailing edge ( 190 microns). An axial distance of one inch was arbitrarily chosen between the stator exit plane and the inlet plane of a hypothetical rotor row. This distance is sufficient to observe secondary atomization effects. Figure 2.7B-3 shows the variation of the maximum Weber Number observed with drop diameter for the eleven test conditions chosen. These were obtained from trajectories along the streamline coinciding with the stator wake axis. Note that these maxima occur at different locations downstream of the trailing edge; in no case did the maximum Weber Number occur at the start of the trajectory.

The WANL turbine blade erosion model has tentatively employed fixed Weber Number criteria to predict the onset of secondary atomization. These are obtained from Gardner's work (6) which indicates that, in steam systems, the critical Weber Number is about 22 when drops are slowly accelerated and is about 13 when the acceleration is abrupt. Results obtained by Rocketdyne (l) in the tests examined are shown in Figure 2.7B-3. In each case the limiting drop size observed has been plotted. It is evident that a disruption criteria based on Weber Number alone, is inappropriate. The use of a fixed critical Weber Number may perhaps be justified for very rough estimates or for qualitative descriptions, but it lacks the precision required in detailed erosion studies.

TABLE 2.7B-1
ROCKETDYNE TEST CONDITIONS USED IN THE STUDY
 -


Figure 2.7B-2 Surface Velocities Computed for the Top Section of Rocketdyne Blade Shape 1-A

TABLE 2.7B-2
TRAILING EDGE BOUNDARY LAYER DATA OBTAINED FOR THE ROCKETDYNE TEST SERIES


Figure 2.7B-1 Profile of Stator Blade I-A


Figure 2, 7 B- 3 Predicted Variation of Maximum Primary Drop Weber Numbers for the Rocketdyne Test Series with Blade Shape 1-A

Trajectory results are presented in more detail in Figures 2.7B-4 (Test 114A), 2.7B -5 (Test 114 B ), $2.7 \mathrm{~B}-6$ (Test 114 F ) and $2.7 \mathrm{~B}-7$ (Test II3L). These show the variation of drop velocity and Weber Number with total distance downstream of the stator trailing edge and along the wake axis streamline. In all cases a "dead-band" of four trailing edge thicknesses has been used to cover uncertainties in the local wake velocity in this region.

A brief examination was also made of trajectories associated with the hub section of blade I-A. The small difference in pitch between the two sections made very little difference in the Weber Number and velocity result.


Figure 2.7B-4 Variation of Drop Weber Number and Velocity with Distance along the Wake Axis Predicted for Rocketdyne Test 114A


Figure 2.7B-5 Variation of Drop Weber Number and Velocity with Distance along the Wake Axis Predicted for Rocketdyne Test 114B


Figure 2.7B-6 Variation of Drop Weber Number and Velocity with Distance along the Wake Axis Predicted for Rocketdyne Test 114F


Figure 2.7B-7 Variation of Drop Weber Number and Velocity with Distance along the Wake Axis Predicted for Rocketdyne Test 113L
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#### Abstract

Thanks are due to Messrs. E. A. Eaton and D. Pearson of the British Central Electricity Generating Board (CEGB) for not only personal discussions but also the reference use of a number of CEGB Marchwood Engineering Laboratories reports which have been of paramount value to this study. Acknowledgements are also due to R. I. Shrager and L. B. Godio, who collaborated on the mathematical formulations and computer programs involved in section 3.2 of this report.


This report volume is concerned with those processes of the WANL turbine blade erosion model shown on this page that can directly cause the loss of metal from turbine blgdes: mechanical removal by drop impingement and dissolution into impinged liquid.

The literature on impingement erosion is examined with a view to deducing empiric, or analytic, relationships between erosion rate and the various external variables such as impact velocity, angle of impingement, size of impacting drops, impacting fluid properties, strength of materials, and rate-time variation.

In Section 3. 1 the difficulties inherent in the interpretation of erosion test data are discussed and a rationalized approach is described.

One of the major difficulties in the correlation of test data is the variation of erosion rate during a test. In Section 3. 2 an analytic model is proposed to explain the variation.

Sections 3. 1 and 3.2 are mainly concemed with the mechanical aspects of erosion of metals by the impingement of liquid drops as influenced by external conditions such as impact velocity, etc. Sections 3.1 and 3.2 are not directly concerned with the erosion resistance of specific materials except in passing - with the relationship between erosion resistance and other material properties.

Sections 3.3 and 3.4, on the other hand, attempt to use the observations of Sections 3.1 and 3. 2 , plus added information relevant to metal dissolution by liquid metals, to establish specific numerical relationships of erosion resistance of metals in terms of external variables and properties of materials. Section 3.3 deals with the mechanical aspects of metal loss through drop impingement, assuming no chemical interaction. Section 3.4 deals with the chemical aspect of metal loss by dissolution of the metal into the liquid of impinged drops, assuming that there is no mechanical interaction.


WANL Turbine Blade Erosion Model

## SECTION

## TURBINE BLADE EROSION MODEL

### 3.1 SURVEY OF CLUES TO THE RELATIONSHIPS BETWEEN EROSION RATE AND IMPINGEMENT CONDITIONS*

## 3. 1.1 General Considerations Relating to the Interpretation and Correlation of Test Data

### 3.1.1.1 Independent Variables

The purpose of this section is to determine whether the impingement erosion test data in the literature can be made to yield generalized relationships, by which erosion can be predicted under arbitrary operating conditions. If the erosion could be expressed in terms of an empirical or semiempirical equation, it vould be a function of the operating variables and would contain constants which are properties of the materials of the target and of the impinging liquid.

The independent variables, or operating conditions, are as follows:
a) Area of target subjected to impingement
b) Shape of target
c) Size of impinging liquid drops or slugs
d) Shape of impinging liquid drops or slugs
e) Rate of impingement of liquid on target
f) Impact velocity between liquid and
target
g) Angle of impact between liquid and target surface
h) Physical properties of liquid such as:

1) density,
2) viscosity,
3) compressibility or acoustic velocity.

[^20]i) Physical properties of target. While the significant properties are still unknown, the following may be listed as possibilities:

1) hardness or other strength property
2) strain energy to rupture or other energy property
3) elongation or other ductility
property
4) endurance limit and fatigue $\mathrm{S}-\mathrm{N}$ relationship
5) elasticity or acoustic velocity.
i) Surface conditions of target, such as:.
6) roughness
rer
7) work hardening or other surface effects due to previous preparation or erosion
8) presence of surface films of liquid.
k) Microstructure and orientation of surface
layers.
In this section of the report primary emphasis is given to the velocity and the angle of impact, and the size and shape of impacting drops. Section 3.2 includes some discussions of the fatigue properties and surface conditions of the farget.

### 3.1.1.2 Dependent Variables

One of the greatest difficulties in the interpretation and correlation of erosion test data lies not in the multiplicity of the independent variables but in the identification of the dependent variable or variables, referred to as "the erosion". An approach must be found to characterize the erosion. Figure 3. 1 (A) represents a typical weight loss versus time curve. (The axes are deliberately labeled erosion and duration since these quantities will be discussed more fully later.) This curve is characteristic of much of the data found in the literature; the various stages of the curve and possible explanations for them are discussed in Section 3.2 of this report.


Figure 3.1-1 Various Interpretations of Same Hypothetical Erosion Data Points

A relatively well defined experimental plot is subject to a variety of interpretations. The circles in Figure 3.1 (A) represent hypothetical row data points. A conservative method of drawing the curve is to joint the experimental points by straight lines, as shown. Reference 1,* for instance, shows curves in this form. An erosion rate curve can then be constructed by plotting the slopes of these line segments versus the time corresponding to their midpoints. This is shown by the circles and solid lines in Figure 3. 1-1 (B). Reference 2 presents its data in this form. This approach requires no decisions, but is not accurate unless the data points are close fogether.

[^21]To draw in a smoothed curve, a decision must be made as to how smooth this curve should be. If the erosion rate rises from zero during an incubafion period to a constant maximum value, and subsequently declines to a secondary constant value, a curve will be drawn such as the dashed one in Figure 3.1-1 (A), whose counterpart in Figure 3. $1-1$ ( $B$ ) is also shown dashed. If the erosion rate reaches a rather steep peak value and then goes into a series of fluctuations, then the dash-dotted lines in Figures 3. 1-1 (A) and (B) may result. This does not exhaust the possible variations, but serves to show how this decision can have a considerable effect on the shape of the erosion curve presented, particularly if data are presented in the form of erosion rate curves. (Graphical differentiation of empirical data with all its uncertainties is notoriously unreliable.)

The decision concerning what the erosion curves should be is closely relafed to the question of just how these curves should be quantitatively characterized, $\mathbf{i}_{0} e_{0}$, just what are the dependent variables that should correlate with the operating conditions. The objective of this empirical approach is to predict the amount of erosion expected after a given time, or at least the time required to reach some critical degree of erosion.

The parallel study reported in Section 3.2 concerns the possibility of predicting the form of the erosion versus time curve analytically, on the basis of assumed material removal mechanisms. This has not yet advanced to the stage where it can be of help in the present study. Therefore, the view adopted is the most widely held and is practical enough for present purposes. Namely, the first stage in erosion shows little or no weight loss and represents plastic deformation of the surface and initiation of fatigue cracks. This stage merges into the second stage wherein the rate of weight loss is at a maximum and approximately uniform over a period of time. This, in turn, merges into a later stage or stages wherein the erosion rate diminishes and may or may not tend toward another uniform value. Whatever the precise cause or causes of this decrease in erosion rate may be, it is usually associated with rather general and severe damage to the surface, which through geometrical effects alone
may result in an effective alteration of the impingement conditions. Thus, the best paramefers to describe the progress of erosion in a relatively simple and yet significant manner are:
a) A quantity representative of the duration of the initial (incubation) stage, denoted by $T_{0}$ in Figure 3. 1-2.
b) A quantity representative of the rate of erosion during the second stage, denoted by $R$ in Figure 3.1-2. This is the most significant quantity, and most of the following sections deal with it.
c) Of additional interest would be some quantity representative of the degree of damage at the end of the second stage. This would help to establish whether this transition is really a geometric effect, and whether the first two stages do really cover the permissible degree of erosion in a practical application. However ${ }_{p}$ very little information on this is available.

There are test data to which the foregoing generalizations and conclusions do not seem to apply, but for most of the usable data they do seem valid, and our correlation attempts are based on this type of curve. Eventually, however, the deviations from this type of curve must also be understood and accounted for. It is important to remember that more than one mechanism of material removal may be active. The above-described behavior applies to those conditions under which a fatigue mechanism predominates. This is valid for most of the material and impact velocity combinations for which test data are available and probably to most turbine operating conditions. If, however, impact velocities are increased, then material removal due to individual impacts will also occur. At sufficiently high speeds the rate of material removal by this process may be sufficiently high so that there is not enough time for fatigue failures to occur. The shape of the erosion-time curve, the significant dependent quantities, and their functional relationships to such independent variables as drop size and impact velocity can all be expected to change during this transition from one predominant mechanism to another. Test data at relatively high velocities (around $2000 \mathrm{ft} / \mathrm{sec}$ ) are being generated but are not yet available. Steam turbine blades will soon be operating in this velocity range also.


611131-30B
Figure 3.1-2 Definition of Incubation Period, $T_{o}$ and "Steady-State" Erosion Rate, R

### 3.1.1.3 Correlation Problems

Returning now to an assumed characteristic curve, another difficulty will be demonstrated. Figure 3. 1-3 shows three hypothetical but typical erosion-time curves from a given test series. Curves $A_{\text {g }} B$, and $C$ might have been obtained for three different materials under the same operating conditions, or for the same material at three different impact velocities or with three different drop or jet sizes. One may then try to compare these curves, or to determine from each, a number that represents the erosion to be correlated with material properties or with operating parameters. With insufficient thought given to the problem, the temptation might be to select a convenient point in time (say T = 3 on Figure 3. 1-3) and compare either the cumulative erosion, or with more sophistication, the slope of the erosion-time curve at that point. This has been done by many authors. It should be evident from the earlier discussions, however, that


Figure 3.1-3 Hypothetical Erosion Curves No. Fig
this procedure is entirely invalid. It can result in spurious comparisons between erosion rates corresponding to completely different stages of the erosion process. Thus, in Figure 3. 1-3 at time $\mathrm{T}=3$, Curve $B$ is in the probably significant second stage; Curve $A$ has already broken and is into the third stage; Curve $C$ may well still be in the incubation period.

For a valid comparison there are two desiderata. At least one, preferably both should be fulfilled. They are:
a) The measured slopes, or erosion rates, should be, as nearly as possible, average or effective values representative of the second stages of the erosion-time curves.
b) The measured slopes should be, as nearly as possible, the averages or effective values over the same range of cumulative erosion, i.e., associated with the same degree of damage done to the surface.

The first desideratum can be fulfilled only if the end of the second stage is clearly seen; if the test duration is not long enough for this to occur, then the second rule must suffice, and one must endeavor to choose the erosion interval over which the slope is measured in such a way that the first stage, or incubation period is excluded. In Figure 3. 1-3, this is simply not possible for Curve $C$; when one examines the available test data, the choice is often reduced to one between doubtful comparisons or no comparisons at all.

### 3.1.1.4 Rationalized Parameters

It was pointed out earlier that the axes in Figure 3. 1-1 have been labeled vaguely as erosion and duration. Direct comparison between different test data is often complicated by the fact that the erosion may be given in terms of weight loss, or volume loss, and the duration in terms of time, or number of impacts (for wheel-and-jet apparatus), or in other ways. The target areas involved and the quantity of water impinging on it will differ not merely between different test series, but may also vary within a given test series as a consequence of varying one of the other independent parameters.
Thus, for instance, if in a wheel-and-jet apparatus the jet diameter is changed, this will effectively alter the area of the target subjected to impact and the quantity of water involved in each impact, and if the impact velocity is changed by changing the speed of rotation this also alters the weight of water impacting per unit time.

To permit valid comparisons and correlations, it is essential to express the erosion and the duration in a rationalized form which will compensate for these test variations.

Since the undesirable aspect of erosion is the loss of volume and the change of geometry - and this change of geometry in turn affects the rate of erosion - volume loss rather than weight loss should be considered. The rationalized erosion parameter is volume loss per unit area, sometimes referred to in the literature as mean depth of penetration (MDP).

The appropriate rationalized duration parameter is not quite so obvious. One could make a case for selecting the number of impacts per unit area. At present, however, preference is given to the volume of liquid impinged per unit area. This is attractive because results expressed in this way will show directly the effect of subdividing a given quantity of impinging liquid into particles of different sizes or shapes, and because it makes the rationalized erosion rate (E) a non-dimensional quantity, as follows:

## $E=\frac{\text { Volume of material lost per unit area per time }}{\text { Volume of liquid impinged per unit area per unit }}$ time

The rationalized incubation time parameter corresponding to the above is the cumulative volume of liquid impinged per unit area at time $T_{0}$ as defined by Figure 3.1-2.

For some correlations, where neither the target material nor the impinging liquid is changed, the rationalized erosion rate can be satisfactorily represented in terms of weight of material lost and weight of water impinged.

## 3. 1. 2 Dependence on Impingement Angle

Only recently have investigators shown serious concern with the impingement angle. The consensus'appears to be that the normal component of the impingement velocity is primarily responsible for the damage, with the tangential component playing a secondary role.

Thus, according to Fyall and King ${ }^{(3,4)}$ for initially smooth surfaces the normal impact velocity can be used successfully for correlations valid during the initiation and earlier stages of erosion, but that when the surface has been roughened by erosion, the tangential component also becomes significant because the true local impact angles can become more normal to the absolute velocity. No quantitative estimate is made for the latter effect.

Langbein and Hoff $(5,6)$ state that the normal component governs the erosion; they show loci of equal average erosion rates plotted on a field of
absolute velocity versus inclination angle and state that these correspond to loci of constant normal velocity component $\left.N_{n}=V \cos \theta\right)$.

$$
\text { Pearson }{ }^{(7,8)} \text { has proposed the following }
$$ correlation equation to represent the erosion rate $E$ in terms of the impingement velocity $V$, and inclination angle $\theta$ measured from the normal direction (expressed in our terminology):

$$
\begin{equation*}
E=K\left(V \cos \theta-V_{c}\right)^{n} / \cos \theta \tag{1}
\end{equation*}
$$

in which $K, V$, and $n$ are to be regarded as constants of the target material. (Actually, at least some of these constants must also be functions of the impinging liquid properties, drop sizes, etc.)

Pearson justifies introducing the $1 / \cos \theta$ term by presenting the data reproduced here as Figures 3. 1-4 and 3.1-5. (These are direct copies of Pearson's figures except that our terminology has been submitted and his curves, drawn through the points, have been omitted.) It appears that $E$ $\cos \theta$ (Figure 3.1-4) correlates somewhat better with $V \cos \theta$ than does simply $E$ with $V \cos \theta$. This improvement is hardly dramatic, however, and the $1 / \cos \theta$ correction should be regarded as tentative and subject to analytical or further experimental verification.


Figure 3. 1-4 Rationalized Erosion Rate viersus Normal Impact Velocity


## Figure 3. 1-5 Corrected Erosion Rate ( $\mathrm{E} \cos \theta$ ) versus Normal Impact Velocity (From Figure 5 of Reference 11)

For 12 percent chromium stainless steel, Pearson obtains values of approximately $400 \mathrm{ft} / \mathrm{sec}$ for $V_{c^{\prime}}$ and $n=2.6$ for use in Equation 1. Ratios of erosion rate at angle $\theta$ to that at normal incidence ( $E_{\sigma} / E_{0}$ ), based on this relationship, have been plotted in Figure 3.1-6 for three different velocities. Some independent support for this formulation may be provided by data points also shown in Figure 3. 1-6, which were deduced from, erosion-time curves given by Busch and Hoff ${ }^{(9)}$; these were obtained in a supersonic rain erosion facility, with target cones of different angles, but of the same base diameter. The material was pure aluminum; the absolute impact velocity was Mach 1.2, or approximately $1320 \mathrm{ft} / \mathrm{sec}$.

In this situation the area exposed to erosion changes with the angle, but the total amount of impinging water remains the same. Thus, no area correction is necessary if the slopes of the erosion-
time curves are compared; on the other hand, it is necessary for a rational comparison of incubation times.

Note that the erosion rate at $\theta=10$ degrees is actually somewhat higher than that at $\theta=0$ degrees; if this is actually so, it would support an observation by Brunton ${ }^{(10)}$ that the damage in singleimpact tests could be greater at slight angles of inclination than with normal impact. (Note that at $1300 \mathrm{ft} / \mathrm{sec}$ on aluminum, single-impact damage occurs.) On the other hand, this may be an apparent effect only, and due to scatter or some other experimental variable. The curves in Reference 9 do not show actual data points.

The critical velocity $V_{c}$ for aluminum would certainly be far lower than thaf for 13 percent chrome steel - perhaps on the order of $100 \mathrm{ft} / \mathrm{sec}$. If one computes $E_{\theta} / E_{0}$ from Pearson's equation with $V=1300 \mathrm{ft} / \mathrm{sec}$ and $\widehat{V}_{\mathrm{c}}=100 \mathrm{ft} / \mathrm{sec}, \mathrm{n}$ remaining 2.6, one obtains Curve $E_{g}$ which fits the data points reasonably well. Is this a confirmation of Pearson's equation, or is it merely fortuitous? The former can be true only if the assumptions of $\mathrm{V}_{\mathrm{c}}=$ $100 \mathrm{ft} / \mathrm{sec}$ and $\mathrm{n}=2.6$ are indeed correct. (Differences in the values of $K$ cancel out.)

In a previous progress report, ${ }^{(11)}$ it was suggested that the data of Reference 9 could also be represented by the simple relationship $E_{Q} / E_{o}=$ $\cos ^{2} \theta$, which is shown as Curve $A$ in Figure ${ }^{\text {O}} 3.1$-6. This simple angle-dependence does not fit any of Pearson's results presented in Figures 3. 1-4 and 3. 1-5, and should be rejected.

The physical meaning of Pearson's equation is: erosion is, in the first instance, a function of the normal component of the impact velocity, and additional erosion due to a tangential component is accounted for by the $1 / \cos \theta$ multiplier. Such a relation could not have been deduced from the data of Reference 9 alone, since the absolute velocity was held constant and the normal velocity component varied. Thus, there was no way of knowing whether the change in erosion with the angle was to be


| O DATA POINTS COMPUTED FROM BUSCH \& HOFF (1965) |  |  |
| :---: | :---: | :---: |
| A: | $E_{0} / E_{0}=\cos ^{2} \theta$ |  |
| ${ }^{8} \mathrm{C}$ | COMPUTED FROM PEARSON'S EQ.: | $\left\{\begin{array}{l}V=1300 \mathrm{fps} \\ V=1000 \mathrm{fps}\end{array}\right.$ |
| D: | $E=K(V \cos \theta-400)^{2.6}$ SEC 8 | $1 \mathrm{~V}=700 \mathrm{Fps}$ |
| E: | $\xi=k(1300 \cos \theta-100)^{2.6} \operatorname{SEC} \theta$ |  |

610853-6B
Figure 3.1-6 Comparison of Erosion versus Angle Curves
attributed to a function of the angle alone or to a combination of the changes in the angle and the normal velocity. A reliable formulation for the angle effect can be obtained only if a reliable formulation for the velocity effect is simultaneously determined, i. e., from test programs in which velocities and angles are varied independently. This is what Pearson has tried. Pending further testing of the generality of his equation, it is the best information available.

One set of data somewhat at variance with the foregoing was reported by Bradenberger and DeHaller $(1)$. They tested one material in a relatively low-speed, wheel-and-jet apparatus at various combinations of specimen velocity (u) and jet velocity (v). The jet velocity in a wheel-andjet apparatus is in a direction perpendicular to the
specimen velocity and the absolute impact velocity is given by $w=\sqrt{u^{2}+v^{2}}$. If the specimen were round as in a number of similar investigations, then w would also be the effective normal impact velocity. In this case, however, the specimens were rectangular and thus the velocity $w$ is inclined at an angle, $\theta=\tan ^{-1}(v / u)$, from the normal to the specimen surface. For a given value of $u$, a wide variance of results was obtained for different values of $v_{0}$. The authors claimed that these differences were far too great to be accounted for by the resulting differences in the absolute velocity $w$.

They speculated that cavitation may have been induced by the flow geometry but rejected this as a likely explanation because the location of the maximum damage was not consistent with this. They finally concluded that the tangential velocity, $v$, had some pronounced independent effect, not presently explainable, on the erosion measured. This conclusion has been introduced at some length because it has been quoted by subsequent authors, and because examination of the actual data simply does not bear it out, as will be shown below.

Table 3. 1-1 lists best estimates of the mean erosion rates, for the weight loss interval of 0.05 to 0.5 gm , from Figures 4 and 6 of Reference 1. The normal, tangential, and absolute velocities are also listed, as well as the angles and the corrected erosion rates based on Pearson's hypothesis for angle effect discussed above. Figure 3.1-7 (a) shows the data points plotted versus the normal impact velocity $u$, with the $1 / \cos \theta$ angle correction. Figure 3. 1-7 (b) shows the same data (without angle correction) plotted versus the absolute velocity $w$.

TABLE 3.1-1
EROSION RATE E FOR DIFFERENT SPECIMEN VELOCITIES $u$ AND JET VELOCITIES v
(From Reference 1)

| (From Reference 1) |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{m} / \mathrm{sec}$ | $\mathrm{m} / \mathrm{sec}$ | $\stackrel{w}{m / s e c}$ | deg |  | $\frac{E^{\prime}}{E \cos \theta-\frac{g m}{} / 10^{6} \text { impacts }}$ |
| 52 | 20 | 55.7 | 21 | 1.05 | 0.98 |
| 52 | 15 | 54.2 | 16 | 0.86 | 0.83 |
| 52 | 10 | 53.0 | 11 | 0.67 | 0.66 |
| 58 | 5 | 52.3 | 6 | 0.64 | 0.64 |
| 42 | 20 | 46.5 | 25 | 0.32 | 0.29 |
| 42 | 15 | 44.5 | 20 | 0.26 | 0.245 |
| 31 | 20 | 36.9 | 33 | 0.122 | 0. 102 |
| 31 | 15 | 34.4 | 26 | 0.075 | 0.067 |

NOTE: The jet diameter was 6 mm and the forget material fow carbon steel.

The following observations can be made:
a) When plotted against $u_{r}$ there is a different curve for each value of $v$. A correction based on Pearson's assumption ( $E_{v, \theta}=E_{v, 0} / \cos \theta$ ) did not suffice to bring them into ${ }^{v}, \theta_{\text {line. }}{ }^{v_{r}}$
b) When the data are plotted against the absolute velocity $w$, they fall quite well into one curve.

These observations not only contradict the conclusion reached by the authors of Reference 1, but also seem to provide evidence contradicting the angle effect theory proposed by Pearson (Equation 1). A possible conclusion drawn from all of the observations is that in this case there is no angle effect, or none of the commonly expected nature, as a result of the jet velocity. This is conceivable when it is considered that the direction of the tangential component of the impact velocity is also the direction in which the impacting mass of liquid is of infinite length.

## 3. 1. 3 Dependence on Drop Size and Shape

### 3.1.3.1 Review of Available Data

Despite the fact that the maximum impact stress is generally a function of the maferial properties and impact velocity and should be independent of the size of the impacting drops, there is ample evidence that both the size and the shape of the impacting liquid masses do affect the erosion measured. Here again, the quantitative data in the literature from which generalized relationships could be deduced is meager.

A frequently cited test is that of Honegger in which he compared the erosion produced in a wheel-and-jet type apparatus by impact with one 1.5 mm water jet, with that produced by nine 0.5 mm jets, arranged as shown in Figure 3. 1-8. The results are described as follows: "The splitting up of the jet is accompanied by a considerable reduction of the erosion, the numerical value of the reduction largely depends upon the speed, and for tests under consideration it varies from 1 to 5 for high speeds and 1 to 10 for low speeds. " The test was


Figure 3.1-7 Erosion versus Velocities


THE ARROW 5HOWS THE DIRECTION OF MOTION OF THE SPECIMEN.
left: A Single nozzle, right: Nine nozzles
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Figure 3. 1-8 Arrangement of Nozzles for Water-Jet Tests
contrived to fulfill the requirements of a rationalized erosion measurement. Both the target area subjected to erosion and the volume of impinged water were the same for both configurations. Yet, upon reflection, one must conclude that this was not a valid test of the drop size effect, at least not if Figure 3. 1-8 accurately portrays the nine-jet arrangement. This is because only the first three jets would impact on a dry surface; a liquid layer from these would almost certainly still be present to cushion the effect of the next three impacts, and similarly so for the last three. Thus, no quantitative conclusions should be drawn from these results, but the qualitative findings are of interest.

Some systematic tests with differing jet diameters yere reported by Brandenberger and DeHaller. ${ }^{(1)}$ The weight-loss versus number of impact time curves are reported in Figure 3.1-9a. The jet diameters varied from 4 mm to 12 mm , and attention should be given to the apparent anomaly presented by the 6 mm and 8 mm curves; this gives rise to the suspicion that these curves may have been accidentally mislabeled. This possibility will be discussed below.

(c) Data as presentid in referince 1


Figure 3. 1-9 Erosion versus Jet Size (Adapted from Reference 1)

The first step in evaluating these data must be to express them in rationalized form (as discussed in Paragraph 3.1.1 of this report). Figure 3.1-\%b is a replot of the data in terms of rationalized coordinates. The solid lines represent the original curves as labeled, and again there seems to be an apparent anomaly between the 6 mm and 8 mm curves. If the original curves were mislabeled, then the true rationalized 6 mm and 8 mm curves would appear as shown by the dotted lines in Figure 3.1-9b. In that case, the 6 mm through 12 mm curves would all come very nearly on top of one another, with the 4 mm curve the only discrepancy.

Relative values of the slopes of these erosiontime curves have been measured for the damage interval of 0.15 to 0.4 in Figure 3.1-\%, and these have been plotted in Figure 3. 1-10. Figure 3. 1-10a represents the data with the original curves of Figure 9 as labeled, and Figure 3.1-106 with the 6 mm and 8 mm curves of Figure 9 reversed. In neither case can any curve be established through these points with any degree of confidence. In Figure 3. 1-10a, as shown, a proportionality between erosion rate and diameter could be supported, provided the 6 mm data point is rejected. In Figure 3.1-10b a straight-line relationship, not passing through the origin, has been shown, but the most that can be said, on the basis of the data points alone, is that they would support some relatively weak function of jet diamefer.


Figure 3.1-10 Erosion Rate versus Jet Diameter

Recently Pearson ${ }^{(8)}$ has conducted systemmatic tests with different drop sizes in his wheel-and-spray type of apparatus. Figure 3.1-11 is a reproduction of Figure 1 of Reference 12, with our terminology. As in all of Pearson's results, the erosion rate given is an angle-corrected rationalized value of the maximum slope measured on the weightloss versus time curve. It represents mass loss per unit area divided by mass of water impacting per unit area. This impingement angle correction used by Pearson was described in Paragraph 3.1.2 . While Figure 3. 1-11 shows an anomaly in the crossing of the 920 microns and 1050 microus lines, it seems to confirm that the relative effect of drop size diminishes at high drop sizes and high velocities, i.e., as one gets away from what may be considered the threshold conditions.


Figure 3.1-11 Effect of Drop Size on Erosion Rate

A cross-plot of the data on Figure 3.1-11 is shown in Figure 3. 1-12; here as in Figure 3. 1-10 it is difficult to justify a purely empirical curve other than a straight line to represent the erosion rate


Figure 3.1-12 Effect of Drop Size on Erosion Rate Data Cross-Plotted from Figure 3.1-11
(Dotted Lines are Based on
Correlation of Figure 3.1-13.)

$$
\begin{equation*}
K_{c}=\left(1-10^{8} / V^{2} D\right) \tag{2}
\end{equation*}
$$

for this set of data.
Table 3. 1-2 lists $K_{c}$ for a number of combinations of $V$ and $D$, and also the values of the erosion rate $E$ taken from the curves (not the original data points) drawn in Figure 3. 1-11. These values are the same ones plotted in Figure 3. 1-12.

If $\mathrm{K}_{\mathrm{c}}$ were a simple correction factor to be added to an equation such as Equation 1 , then one would expect that $E / K_{c}$ would become a function of velocity only. This is not the case ${ }_{\text {p }}$ as can be seen in the fifth column of Table 3.1-2.

TABLE 3. 1-2
DROP SIZE CORRELATION ATTEMPTS FOR DATA OF FIGURE 3.1-11
versus drop diameter relationship in the absence of any rational basis for some other type of curve. The extrapolation of the solid straight lines to their intercepts on the coordinate axes is, however, questionable. The dotted lines are based on a correlation to be developed below. (Reference 12 does not attempt to present any analytical or empirical equation for the drop size effect.

It is assumed that the drop size effect can be represented by a factor of the form

$$
\left(1=G / V^{2} D\right)
$$

where $G$ represents a critical or threshold combinatign of velocity and drop diameter, such that, for $V^{2} D \leq G$ no significant erosion occurs. Even if the hypothesis is not completely accepted, the attempt to use the above factor to correlate data on dropsize effect may be justifiable. The data of Reference 2 is for the same material as that of Reference 1, in which a critical velocity $V_{c}$ of $390 \mathrm{ft} / \mathrm{sec}$ was found when testing with a drop size $D$ of 660 microns. Thus, $G=390^{2} \times 660 \approx 1.0 \times 10^{8}$, and the abovementioned factor, which shall be denoted as the critical factor, or $K_{c}$, takes on the value

DATA OFFIGUE 3.1 IT

| $V$ $(1 / / \mathrm{sec})$ | (u) | $\begin{gathered} K_{e}= \\ 1-\frac{10^{B}}{v^{2} D} \end{gathered}$ | $E \times 10^{6}$ (From Figure 11) | $\frac{E \times 10^{6}}{K_{c}}$ | $K_{e}{ }^{V}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 600 | 350 | 0.206 | 2.0 | 9.75 | 123 |
|  | 450 | 0.383 | 3.8 | 9.90 | 230 |
|  | 660 | 0.578 | 10.0 | 17.3 | 347 |
|  | 920 | 0.694 | 17.0 | 24.5 | 416 |
|  | 1050 | 0.735 | 19.0 | 25.9 | 441 |
| 700 | 350 | 0.419 | 7.0 | 16.7 | 293 |
|  | 450 | 0,547 | 10.7 | 19.6 | 383 |
|  | 660 | 0.690 | 24.0 | 34.8 | 483 |
|  | 920 | 0.778 | 38.0 | 48.9 | 545 |
|  | 1050 | 0.801 | 41.0 | 51.1 | 581 |
| 800 | 350 | 0.554 | 20.5 | 37.0 | 443 |
|  | 450 | 0.642 | 30 | 46.7 | 513 |
|  | 660 | 0.763 | 47 | 61.6 | 610 |
|  | 920 | 0.830 | 78 | 94.0 | 664 |
|  | 1050 | 0.851 | 78 | 91.6 | 680 |
| 900 | 350 | 0.646 | 49 | 75.8 | 581 |
|  | 450 | 0.725 | 64 | 88.3 | 652 |
|  | 660 | 0.813 | 88 | 108.0 | 732 |
|  | 920 | 0.886 | 148 | 171.0 | 780 |
|  | 1050 | 0.882 | 138 | 157.0 | 793 |
| 1000 | 350 | 0.714 | 100 | 140.0 | 714 |
|  | 450 | 0.778 | 116 | 149.0 | 778 |
|  | 660 | 0. 848 | 140 | 155.0 | 8.48 |
|  | 920 | 0. 891 | 250 | 280.0 | 891 |
|  | 1050 | 0.905 | 220 | 243.0 | 905 |

Another and really more rational way of regarding $K_{c}$, since it is a criterion of the deviation both of drop size and velocity from a threshold or critical value, is to argue that the erosion rate E should be a function of $K_{c} V_{\text {g }}$ rather than of $\left(V-V_{c}\right)$ as proposed by Equation 1. Here, $V$ is understood to mean the normal component of impact velocity. The values of $\mathrm{K}_{\mathrm{c}} \mathrm{V}$ are listed in the last column of Table 3. 1-2, and Figure 3. 1-13 shows that when E is plotted versus $K_{c} V_{\text {g }}$ good correlation results.

Another valid approach would be to retain the form of Equation $1_{0}$ and accept from the factor ( $1-G N^{2} D$ ) merely the consequence that for a given drop diameter $D$ the critical velocity is given by $V_{c d}=\sqrt{G / D}$. That, in fact, was the reasoning which led to taking the value of $G=10^{8}$. This suggests plotting $E$ versus $N-V_{c d}$ ) with $V_{c d}$ in this instance being given by $V_{c}=\sqrt{10^{8} / \mathrm{D}}$. The values of $V$ cd are listed in Table $3.1-3$, and the points corresponding to those of Table 3.1-2 are plotted in Figure 3.1-14. Again the correlation seems good, though careful examination of the points suggests that the scatter is more systematic with drop size than that in Figure 3.1-13. No formal attempt at curve-fitting has been made for either Figure 3.1-13 or Figure 3.1-14; therefore, no statistical data can be given to substantiate or disprove the feeling that the former provides the better correlation. A handfitted curve from Figure 3.1-13, together with values of $D$ from Table 3.1-3, have been used to generate the dotted lines shown in Figure 3.1-12.

The results discussed above should be regarded with caution until similar approaches can be tested against other sets of data. Some validating evidence is afforded by curves of the dependence of the critical velocity $V_{c}$ (below which no erosion takes place) on the jet diameter D (in, ${ }^{\text {a }}$ wheel-and-jet apparatus) presented by Vater. (13) He presented two curves, valid for materials of corrosion fatigue endurance limit of 2000 and $2200 \mathrm{~kg} / \mathrm{cm}^{2}$, which have been approximately averaged and reproduced here as the solid line in Figure 3.1-15. According to the above hypothesis, this relationship should be represented by $V_{c}{ }^{2} D=G=$ constant, if the jet diameter can be regarded as analogous to drop diameter. The dotted line in Figure 3. 1-15 shows such a relationship and follows very closely the experimental curve.


Figure 3.1-13 Correlation of Data of Figure 3.1-11 by Use of "Critical Factor" $K_{c} \equiv(1-108 / \vee 2 \mathrm{D})$


Figure 3. 1-14 Correlation of Data of Figure 3.1-11 by Use of "Critical Velocity"
$V_{c d} \equiv \sqrt{10^{8} / D}$

TABLE 3.1-3

| CRITIC |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 \% : | 350 | 450 | ${ }^{80} 0$ | 280 | 1050 |
| $\mathrm{V}_{\mathrm{cd}}\left(\mathrm{t}^{\text {/feces }}\right.$ : | ${ }_{53}$ | 47 | 396 | ${ }^{330}$ | 308 |
| $\mathrm{V}(\mathrm{t} / \mathrm{sec}$ ): | 800 | 700 | 880 | 950 | 1000 |
| $\mathrm{D}_{\mathrm{c}}(4)$ | ${ }^{276}$ | 204 | 156 | ${ }^{123}$ | 180 |



SOLID LINE: CURVE FROM REF. (13)
DOTTED LINE: $V_{c}^{2} \mathrm{D}=$ CONSTANT

Figure 3.1-15 Critical Velocity versus Jet Diameter

## 3. 1.3.2 Physical Reasons for Drop Size Effect

Consider the question as to why there should be a drop size effect at all. The maximum pressure developed under the impinging drop is generally held to be on the order of the water hammer pressure, $\rho \mathrm{CV}$, where V is the impact velocity, $\rho$ is the density of the liquid and $C$ is the pressure wave velocity. This magnitude may be modified by factors which depend on the drop shape ( $e_{i} g_{0}$, Engel ${ }^{(14)}$ ); although Bowden and Field $(15)$ hold that the maximum value of $\rho \mathrm{CV}$ holds for spherical drops as well as flat-ended drops, and on the relative acoustic impedgnce of the target and drop materials (e.g., Vater ${ }^{(13)}$ ). None of these is explicitly a function of drop size.

It is now known, however, what the true criterion of erosion damage is. While some general correlations have been made between the PCV value corresponding to the critical velocity and the endurance limit, it has also been shown ${ }^{(16)}$ that surface deformation can occur at PCV values far below the yield point.

When erosion does take place, there is no certainty that the rate of erosion is strictly a function of impact pressure levels. Thiruvengadam ${ }^{(77)}$ has proposed that in cavitation damage the energy available from the collapsing bubbles is a criterion of the volume rate of material removal, so that the impact energy of impinging drops might be of interest.

The question to be asked is: What properties of the impacts, or of their effect on the target surface, vary when one reduces the size of droplets into which a given amount of water, impinging on a given target area in unit time ${ }_{g}$ is subaivided?

The total impact area (as distinguished from target area) actually increases, since the number of drops increases as $D^{-3}$ and the impact area per drop decreases as $D^{2}$ when the drop diameter $D$ is reduced.

In other words, each farget area element will be subjected to a greater number of stress pulses per unit time, if one can assume that the contact area of the impact bears a fixed relationship to the projected area of the drop. If this were a significant criterion, then the erosion would be expected to increase with decreasing drop size, which contradicts all experience.

However, another consequence of the increased impact area is that the total kinetic energy (which remains constant) of the impinging water is spread out over a greater area, and therefore the energy flux per unit area is reduced. A hypothesis based on this fact, led to the suggestion that the factor $K_{c}$ (see Equation 2) represents the drop size effect.

Another factor which is of very likely significance is the duration of the pressure pulse on impact. Whatever precise reasoning is used to predict this duration ( $e_{.} g_{0}$, as in Reference 15), it is clear that for geometrically similar drops it must be proportional to drop diameter. Thus, the impulse per unit area is smaller in the impact of a smaller drop, and perhaps this is of consequence. Certainly the duration (microseconds) of the impact pressures are short enough so that strain rate effects, in those materials that exhibit them, may become significant. The smaller the drop, the higher the effective strain rate, therefore, the higher the effective yield point. The higher the effective yield point, the smaller the strain induced by the given applied stress which is determined by the impact pressure.

Finally, the impact areas may well be small enough where a size effect of the material itself becomes important. Particularly in the impact of a spherical drop for sideways against a cylindrical jet), the impact area at the moment of peak pressure will be a small fraction of the projected area of the drop or jet. Size effects have been found in the values of endurance limits of notched specimens; this has been explained by Peterson ${ }^{(18)}$ in the argument that for fatigue failure to occur, the endurance limit must be exceeded not merely at a point or line but across a dimension which is on the order of 0.002 to 0.003 inch, and may bear some relation to the grain size of the material. Since erosion damage, in the velocity domain now under consideration, is primarily
a fatigue process and failure has been shown to occur initially by intergranular cracking, e. go, Marriott and Rowden ${ }^{(19)}$, a similar size effect is very possible.

A physical or phenomenological picture of this kind of effect may be formed with $r$ ference to a fatigue model proposed by Weibull. (20) He points out that the fatigue process consists of two stages: crack initiation and crack propagation. A crack will initiate at a point in the material with a high damage factor, $k_{8}$ which can be regarded roughly as the ratio of the nominal applied stress magnified locally by stress raisers such as scratches or inclusions to the idealized strength of the material diminished locally by dislocations or other imperfections. The higher the local value of $k$, the smaller is the number of stress cycles $N_{0}$ which are required to initiate a fracture at that point. Since the $k$ values are dependent on local aberrations they vary statistically, and hence, $N_{o}$ is a random variable with large scatter. Once a crack has been initiated, it raises the $k$-field in the vicinity so that adjacent points are brought more rapidly to the crack-initiation stage, and the crack thereby propagates.

As the drop size increases so does the surface area over which the impact pressure (assumed independent of drop size) extends, and so does (by elastic analysis) the depth to which a given stress level extends below the surface. Thus the stress gradient into the material is reduced and the $k$-field under the surface is increased. Thus, not only is there a greater chance of initiating a sub-surface crack, by virtue of the fact that a greater volume is highly stressed, but the higher value of the $k$-field will result in more rapid and deeper crack propagation. In fact, if the depth of the stress field is less than some value characteristic of the grain size, it is unlikely that the cracks would ever propagate around the grain and no erosion would take place. This would establish the threshold drop size.

It is noteworthy that size effects have been found in other material removal processes: Backer, et al, (21) discovered a large increase in the shear energy required to remove a unit volume of material
as the chip size (or depth of cut) decreases in turning, micro-milling and grinding operations; the depth of cut in these tests ranged from about 0.010 inch down to $2 \times 10^{-5}$ inch. It is thought that, as the affected depth of material is reduced, the theoretical strength of the material is approached These findings have been considered by Finnie (22) to be of relevance to erosion by solid particle impingement.

### 3.1.3.3 Effect of Drop Shape

The effect of the drop shape poses two questions; one is difficult to answer at the present, the other is relatively easy, af least qualitatively.

The first is the effect of the shape of the front surface of the drop that contacts the target. Some authors have stated that this shape affects the maximum confact pressure; others stated that it does not. In either case, however, the time rate of the pressure rise and fall and the variation in size of the actual contact area will definitely be affected. Both of these (and the inferaction between them) will affect the damage produced, if the strain rate effect and material size effect are significant. Also, the shape of the front of the drop will affect the radial outflow velocity over the target surface after impact (see Bowden and Brunton ${ }^{(23)}$ and Engel ${ }^{(14)}$ ), and this, in turn, is of importance at impact velocities high enough to cause single-impact damage. Complete theories or experimental data relating this geometry to the damage are lacking.

The second question is that of the tail surface of the drop, or its length perpendicular to the contact plane. Bowden's group and also DeCorso (24) have shown in single-impact tests that the length of the impinging mass of water is of significance. The duration of the high (water hammer) pressure is governed essentially by the time it takes pressurerelease waves to move inward from the boundaries of the contact area and meet, or, in the case of an extremely short mass of liquid, the time it takes for the pressure wave to be reflected from its back end as a release wave and refurn to the confact face. Thereafter, the contact pressure is only the stagnation pressure $\rho \mathrm{V}^{2} / 2$, and the mass of liquid arriving then is relatively harmless.

Thus, the effective mass of an impinging drop or mass of liquid may be hypothesized to be approximately that mass through which the pressure release waves must travel before the water-hammer pressure is completely relieved at the contact face.

A test result with some bearing on this was given by Brandenberger and de Haller ${ }^{(1) \text {. An }}$ elongated jet cross section was used in a wheel-andjet apparatus and when impacted by the specimens on its broad side resulted in far more rapid erosion than when impacted on its narrow side. Quantitative conclusions cannot be drawn, because in the latter case the second stage of erosion was not reached, so that a reliable comparison of erosion rates is not possible; and further because the actual dimensions of the jet cross section are not given (although the proportions are suggested by a sketch), the size effect and the shape effect cannot be distinguished. Additional experiments of this type might be of value in helping to establish the significant criteria of a drop's damage potential, even though drop shapes may be of fairly uniform shape.

### 3.1.4 Dependence on Impact Velocity

### 3.1.4.1 Some Simple Empirical Equations for Velocity Dependence

The literature contains a considerable body of data relating erosion to velocity, but the usefulness of much of these data is limited by the considerations discussed in Section 3. 1. 1.

There are various functional forms to which one can attempt to fit such data; the most obvious ones are discussed below. Here, $\mathrm{E}=$ erosion rate and $V=$ velocity:

$$
\begin{equation*}
E=a V^{n} \tag{3}
\end{equation*}
$$

This represents a simple power relationship, and implies that some erosion will take place no matter how low the velocity. Usually, however, it is thought that there is a critical or threshold velocity, $V_{c}$, below which erosion is absent for all practical purposes. An obvious type of relationship to reflect this is

$$
\begin{equation*}
E=a\left(V-V_{c}\right)^{n} \tag{4}
\end{equation*}
$$

$$
\begin{equation*}
=a_{1}\left(\frac{V}{V_{c}}-\right)^{n} \tag{4a}
\end{equation*}
$$

This implies that erosion is proportional to a power of the velocity in excess of the critical or threshold velocity $V_{c}$. Pearson's equation is of that type. It has been used by a number of authors to express their results.

Another type of relationship involving a critical velocity is

$$
\begin{equation*}
E=a V^{n}-b \tag{5}
\end{equation*}
$$

which implies $\quad V_{c}=(b / a)^{1 / n}$
and can be rewritten

$$
\begin{equation*}
E=\left[a_{1}\left(\frac{v}{v_{c}}\right)^{n}-1\right] \tag{5a}
\end{equation*}
$$

Clearly both Equations (4) and (5) have the property that

$$
\begin{equation*}
\text { when }\left(V / V_{c}\right)^{n} \gg i, E \rightarrow a_{1}\left(\frac{V}{V_{c}}\right)^{n} \tag{6}
\end{equation*}
$$

and when

$$
V / V_{c} \rightarrow 1, \quad E \rightarrow 0
$$

### 3.1.4.2 Some Physical Considerations Relating to Velocity Effect

3.1.4.2.1 Analogy with Fatigue $S-N$ Data

Which among equations (3), (4) and (5) is a more logical choice depends to some extent on what physical reasoning-if any--is used to account for the influence of velocity. One physical argument can lead to yet another type of relationship: Vater ${ }^{(13,25)}$ noted that since erosion is a fatigue phenomenon, and the applied stress is proportional to (or at least a function of) velocity, the relation between velocity and erosion lends itself to a treatment analogous to the relation between stress and cycles to failure in fatigue. He presented curves in
which velocity is plotted versus the number of impacts to obtain a given weight loss (Figure 3.1-16a) or versus the reciprocal of the weight loss obtained after a given number of impacts (Figure 3. 1-16b). (The latter is, however, once more an example of doubtful comparisons, since after a given number of impacts, different stages of the erosion-time curve may have been reached.)


Figure 3.1-16 Erosion-Velocity Relationships Plotted in the Manner of Fatigue Data

Some caution should be exercised in making direct analogies between $S-N$ fatigue curves and velocity versus erosion curves. If erosion takes place as a steady-state process and the mean size of erosion fragments is independent of $V$, then the volume rate of erosion $E$ would be proportional to $1 / N_{\text {g }}$ where $N$ is the mean number of impacts required to generate a loose erosion fragment. In turn, $N$ could be assumed to be related to the impact stress and hence to the velocity $V$ in a manner similar to the relation between cycles to failure and stress in conventional fatigue tests.

If these assumptions are correct, a $\mathrm{V}-(1 / \mathrm{E})$ curve should exhibit similar characteristics to a $\mathrm{S}-\mathrm{N}$ fatigue curve. If erosion is not a steady-state process, then the number of impacts to obtain a given cumulative volume loss (as plotted in Figure 3. 1-16a) should be a valid analogy, provided that there are no variations in the initial target surface conditions which could affect the life-times of the original surface layer elements. (It might be pointed out that one implication of the erosion-rate-time model proposed in Section 3.2 is that the erosion process during the period of maximum erosion rate is generally not a sfeady-state process; rather this peak in the rate-time curve can occur as a result of a deluge of erosion fragments being loosened at about the most probable value of the number of impacts to failure, as measured from the time the impingement attack was initiated. It is only because of scatter in the sizes and the impacts-to-failure of the erosion fragments that there is a tendency towards a steady-state value.)

Fatigue $\mathrm{S}-\mathrm{N}$ data are often depicted as an approximately straight line on a semi-log plot for intermediate values of $\mathrm{N}_{p}$ as follows:

$$
S=s_{o}-b \log N
$$

with a leveling off to $S=S_{y}$ at low values of $N$, and a transition to $S=S_{E}$ af high values of $N$ where

$$
\begin{aligned}
S= & \text { stress corresponding to } \mathrm{N} \text { cycles } \\
S_{O}= & \text { intercept of straight line on stress } \\
& \text { axis }\left(S_{O}>S_{y}\right) \\
S_{y}= & \text { yield stress } \\
S_{E}= & \text { endurance limit }
\end{aligned}
$$

Consequently, one might expect some analogous relationship such as

$$
V=a-b \log \left(\frac{1}{E}\right)
$$

or, in a form which is equivalent but more consistent with the previous types of equations listed,

$$
\begin{equation*}
E=a e^{n V} \tag{7}
\end{equation*}
$$

where $e$ is the base of the logarithm chosen. This equation does not predict a critical velocity and must be combined with the separate condition that there is a transition to $\mathrm{E} \longrightarrow 0$ at some value $\mathrm{V}=\mathrm{V}_{c}$.

This relation, even for conventional fatigue data, is valid only within a limited range. A number of more complicated equations have been proposed for representing $5-N$ data over the full range of values; these are surveyed on pages 174-178 of Reference 26. Such equations would predict a critical velocity. It does not seem profitable to attempt to use these, partly because of the computational difficulty involved and partly because one of the previously mentioned assumptions inherent in this direct analogy is almost certainly unjustified; that is, the assumption that the mean erosion fragment size is independent of impact velocity. Since a higher velocity generates a greater impact pressure in turn producing a larger stress-field in the target, $i_{\text {. }}$ e., a greater volume of material is highly stressed, it seems very likely that the mean fragment size increases with velocity. A velocity relationship could be postulated from this fact alone, as will be shown below.

### 3.1.4.2.2 Approach Based on Size of Stress-Field Under Impact

The approach will be demonstrated with reference to a two-dimensional model, which would apply to the wheel-and-jet type of apparatus: It is assumed that the contact pressure between the jet whose side impinges against the target ${ }_{p}$ or vice versa, and the target surface can be reasonably represented by a belt of uniform pressure over the surface of a semi-infinite solid; furthermore that the effective width " $2 a$ " of this belt is a function of jet size and shape and is independent of impact velocity.
(This assumption seems more reasonable than a Hertzian contact stress distribution which would imply that the liquid behaves as an elastic solid on impact.) This corresponds to Case No. 11 on page 322 of Roark ${ }^{(27)}$ where formulae are given for the compressive and shear stresses anywhere within the solid. Since the shear stress is surely a better criterion for failure than the compressive stress, consider the locus of a constant value of shear stress, $S$, as a function of the contact pressure, $p$, and the semi-width of the pressure belt, $a$. The formula given by Roark is

$$
\begin{align*}
S & =0.318 p \sin \alpha  \tag{8}\\
& =(1 / \pi) p \sin \alpha
\end{align*}
$$

where $a$ is the angle subtended, at the point in question, by the boundaries of the pressure belt on the surface. It can easily be shown that the locus defined by Equation (8) consists of two circular arcs of radius, $r$, where

$$
\frac{r}{a}=\frac{1}{\pi} \frac{p}{5}
$$

whose centers lie a distance $d$, respectively, below and above the solid surface, where

$$
\frac{d}{a}=\sqrt{\left(\frac{r}{a}\right)^{2}-1}
$$

This is shown in Figure 3.1-17. The region stressed to values greater than $S$ lies between the two arcs. Figure 3. $\mathfrak{l}-18$ shows these loci for a number of values of $\mathrm{p} / \mathrm{S}$; the highest value of the shear stress is of course $S=p / \pi$, and its region reduces to a semicircular locus of radius, $r=a$.

Figure 3. 1-18 can be regarded in two ways. It can represent the loci of various shear stresses in a given stress field, if the contact pressure $p$ is assumed to be a fixed quantity. On the other hand, assuming the shear stress $S$ to be the independent fixed quantity, then the lines on Figure 3. 1-18 represent the spreading of the boundaries of the region bounded by that stress, as the contact pressure $p$ is increased. It is the latter point of view which we adopt for our argument.


Figure 3. 1-17 Loci of Constant Shear Stress S in Semi-Infinite Solid with Belt of Uniform Pressure $P$


Figure 3.1-18 Upper and Lower Loci for Various Values of Pressure/Shear Stress Ratios

For the purpose of this argument it is assumed that if a reference stress $S$ is selected exceeding an appropriate critical value or endurance limit, then the reference time (or number of impacts) required for fracture to have occurred all around the locus of $S$ is independent of the length of that locus, since a greater length represents a proportionately greater number of crack initiation points. At this fixed reference time, all of the material between the original surface and the lower locus will have been lost. Therefore, a lower limit to the change in the erosion rate with contact pressure, and hence with velocity, is provided by the change in the area, $A_{S}$, which lies between the original surface and the lower locus of a given value of $S$, as $p$ is increased.

The non-dimensionalized area $A_{S} / a^{2}$ has been computed as a function of $\mathrm{p} / \mathrm{S}$ and is plotted on $\log -\log$ scales in Figure 3.1-19, which therefore should represent an approach to a velocityerosion rate relationship. Note that the slope begins at a high value and gradually approaches the value of 2 .


Figure 3. 1-19 Area Between Surface and Lower Stress Locus

One should not, of course, take this model so literally as to infer from it that fracture actually occurs by cracks following along these loci. Moreover, it clearly gives a lower limit to the erosion rate because it ignores the fact that earlier fractures will occur above the reference stress locus because of the higher stresses there, thus altering the geometry and causing the locus of S to progress further down into the solid. In particular, this model predicts that when the pressure reaches $p=\pi S$, the erosion jumps from zero to a value corresponding to an area, $A_{S} / \alpha^{2}=\pi / 2=1.57$.

In actuality, if the "reference stress" $S$ is chosen to be above the endurance limit $S_{e}$ so that the reference time is not infinite, then for all values of $p$, such that $p>\pi S_{e}$, there will still exist stresses high enough to cause material loss though not within the same reference time. The model does show, however, that some quantitative conclusions may be drawn from a fatigue point of view, without any reference to specific $5-\mathrm{N}$ relationships. It also serves to emphasize that the extent of the stress field under the impact must be taken into account in any analytical approach to predicting the erosionvelocity relationship, whether that approach is based on stress or energy concepts.

## 3. 1. 4.2.3 Energy Considerations

An energy approach was described in pages 167-174 of Reference 11, that sought to predict effects both of velocity and drop size on the erosion. It was based on the assumption that the volume of material removed per unit area per impact, is proportional to, or a function of, the impact energy per unit area in excess of some energy threshold per unit area characteristic of the material surface. This resulted in the following relationship, expressed in non-dimensional terms:

$$
\begin{equation*}
E=f\left\{k_{2}\left[\frac{\frac{1}{2} p_{L} V^{2}}{S_{0}}\right]\left[1-\frac{e_{0}}{k_{3}\left(\frac{1}{2} p^{2} V^{2}\right)}\right]\right\} \tag{9}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathrm{E}= & \text { rationalized erosion rate } \\
& \left(\frac{\text { volume of eroded material }}{\text { volume of impinged liquid }}\right) \\
\mathrm{V}= & \text { impact velocity } \\
\mathrm{D}= & \text { characteristic dimension of droplet } \\
\rho_{\mathrm{L}}= & \text { density of liquid } \\
\mathrm{k}_{2}= & \text { ratio of "effective" volume to total } \\
& \text { volume of drop } \\
\mathrm{k}_{3}= & \text { ratio of "effective volume" to } \\
& \text { "effective impact area" times drop } \\
& \text { dimension } \\
\mathrm{s}_{\mathrm{o}}= & \text { characteristic strength or elastic } \\
& \text { modulus of material } \\
\mathrm{e}_{\mathrm{o}}= & \text { "threshold energy" per unit area of } \\
& \text { material surface } \\
\mathrm{f}= & \text { functional relationship or factor of } \\
& \text { proportionality }
\end{aligned}
$$

In a simplified form, and to bring out the "threshold conditions" implicit in it, Equation 9 can be rewritten as:

$$
\begin{equation*}
E=f_{1}\left[v^{2}\left(1-\frac{G}{v^{2} D}\right)\right] \tag{9a}
\end{equation*}
$$

where $G$ represents a "critical value" such that if $V^{2} D<G$ no erosion takes place. (The relationship is of the type of Equation 5.) This critical value has proved quite successful, in one or two instances, of correlating drop-size effect data; as was shown in the previous section. In particular, it was shown that the data of Pearson in Reference 12 correlated well in the form

$$
\begin{equation*}
E=f_{2}\left[V\left(1-\frac{G}{V^{2} D}\right)\right] \tag{10}
\end{equation*}
$$

However, the difference between Equations (9a) and (10) indicates that the energy threshold concept at least in its present form - is still deficient.

A number of authors recently have sought to predict both erosion strength and erosion attack severity in terms of energy goncepts (e.g., Thiruvengadom (19,28,29,30), Hoff, et al, (6); Shalnev, et al ${ }^{(31)}$ ) there are problems to be solved. The energy balance involved in a droplet impact is complex and has not yet been examined in sufficient depth. Part of the kinetic energy of the impinging drop will remain as the kinetic energy of the radial outflow velocities; part will be dissipated in the shock or pressure waves passing through the drop, and part in the shearing associated with the change of direction of the liquid flow; part will be dissipated in the target material; here too, the energy dissipation associated with stress waves should be examined as well as the quasi-static plastic strain hysteresis energy associated with each impact stress cycle. The picture is further complicated by the rather large amount of energy that will be stored temporarily as elastic strain energy in the target and will reappear in one of the previously-mentioned forms.

The energy dissipated in the target material is that energy associated with fracture, and therefore, with erosion. But it is not correct to assume that the volume of material removed is proportional to that energy. Two reasons account for this: One is that (at least in the case of larger drops at moderate velocities) erosion fragments produced by the random linking-up of fatigue-like cracks (see Reference 19) are not likely to be deformed to the fracture point throughout their volume; therefore, the accumulated plastic strain energy may be more related to the surface area of the fragment than to its volume, or at the least, be non-uniformly distributed within the volume. The other is that in fracture due to the repeated stressing, the total energy input increases greatly with the number of cycles to failure. This is evident in McAdams' results for impact fatigue tests, ${ }^{(32)}$ and has been documented for a large collection of fatigue data by Halford (33). Even if one postulates that the damaging energy is the same in all cases and the excess hysteresis energy is dissipated through nondamaging processes, the fact remains that all of the dissipated energy is supplied by the impinging droplets and even if the energy absorption by the target
material is known, that in itself will not establish the erosion rate. The crudest broad conclusion one can draw from the above is that the erosion is likely to vary with the velocity to a power higher than 2, since the impinging energy is proportional to velocity squared, and the total energy to failure decreases with increasing velocity ( $i_{0} e_{0}$, with increasing stress and decreasing number of impacts to failure).

### 3.1.4.2.4 Relation Between Impact Pressure and Velocity

A final note of relevance to this subject concerns the relationship between the impact velocity and the contact pressure generated.

Let us first review one-dimensional approximations, and then discuss the three-dimensional effects introduced in the impact of a rounded drop or jet.

When a body has its velocity changed by means of an impact, a shock (or pressure, or stress) wave emanates from the initial impact interface and propagates into the body, progressively imparting the change of velocity to each particle "layer" through which the wave presses. The applicable pressure relationship is

$$
\begin{equation*}
p=\rho C V \tag{11}
\end{equation*}
$$

where
$\mathrm{P}=$ pressure rise across shock wave
$\rho=$ density of unshocked material
$C=$ velocity of propagation of shock wave
$V=$ change in particle velocity across shock wave.

If we consider the low speed impact of a liquid against a rigid target, then the above takes the form of the well known "water hammer" equation:

$$
p=p_{0} C_{0} V_{i}
$$

where

$$
\begin{aligned}
& \rho_{0}=\text { density of undistrubed liquid } \\
& V_{i}=\text { impact velocity } \\
& C_{0}=\text { acoustic velocity of the liquid. }
\end{aligned}
$$

When target elasticity must be taken into account, then one may write two simultaneous equations (11), for the liquid and for the target material respectively: the pressures must be equal for both, and the two particle velocity changes must add up to the impact velocity. This leads to an equation sometimes attributed to deHaller:

$$
\begin{equation*}
P=\frac{\rho_{0} C_{0} V_{i}}{1+\frac{\rho_{0} C_{0}}{\rho_{T} C_{T}}} \tag{12}
\end{equation*}
$$

where
${ }^{\rho} \mathrm{T}=\underset{\text { material }}{\text { density of undisturbed target }}$
$C_{T}=$ stress wave velocity or acoustic velocity in the target.
Note that equations (12) and (11a), besides being one-dimensional approximations, both assume fixed values of the propagation velocities $C_{0}$ and $C_{T}$. This makes them quite inaccurate for high-speed impact calculations, because the propagation velocity of a shock wave itself depends strongly on the shock pressure (or the particle velocity change across the shock).

Various studies have shown that for many materials, both liquid and solid, the relationship between shock velocity, $C$, and particle velocity change across the shock, $V$, is a nearly linear one and can be approximated by

$$
\begin{equation*}
c=C_{0}+k V \tag{13}
\end{equation*}
$$

where $C_{0}$ is the acoustic velocity in the material and $k$ is ${ }^{\circ}$ constant for the particular material.

Heymann ${ }^{(34)}$ gave a non-rigorous explanation of this relationship, demonstrating that for water $k \cong 2$ (in the range $0 \leq V \leq 1.2 C_{0}$ ), and derived the following equations for one-dimensional impact between a liquid and a target.

If the target is rigid, $V=V_{i}$, and substitution of (13) into (11) gives

$$
\begin{equation*}
p=p_{0} C_{0} V_{i}\left(1+k M_{0}\right) \tag{14a}
\end{equation*}
$$

where

$$
\begin{aligned}
& M_{0}=V_{i} / C_{0}=\text { "Impact Mach Number" } \\
& \text { and } \\
& k_{0} \text { is the } \quad \begin{array}{l}
\text { "shock velocity constant" } \\
\text { for liquid, as defined by } \\
\text { equation (13). }
\end{array}
\end{aligned}
$$

If the target is elastic, but its shock velocity is assumed constant, it is not correct simply to substitute equation (13) into equation (12), although the error is generally less than 20 percent. The exact expression, derived in Reference 34, can be written in dimensionless form as:

$$
\begin{equation*}
\frac{p}{\rho_{0} C_{0} V_{i}}=u\left(1+k_{0} M_{0} u\right) \tag{14b}
\end{equation*}
$$

where

$$
u \equiv\left[\left(\frac{1+x}{2 k_{0} M_{0}}\right)^{2}+\frac{x}{k_{0} M_{0}}\right]^{\frac{1}{2}}-\left[\frac{1+x}{2 k_{0} M_{0}}\right]
$$

and

$$
x \equiv \rho_{T} C_{T} / \rho_{0} C_{0}
$$

( $u$ is the ratio of particle velocity change in the liquid to impact velocity, and $x$ is the acoustic impedance ratio between target and liquid.)

The assumption of a constant shock velocity $C_{T}$ in the target can be justified when $x \ll 1$, which is ${ }^{\top}$ generally true for metallic targets. In that case,
the ratio of particle velocity change in the target to its acoustic velocity is so small that the difference between the true stress wave velocity and the acoustic velocity is negligible.

Curves of $p / \rho_{0} C_{0} V_{i}$ versus $M_{o^{\prime}}$ for several values of $x$, are given in Figure 3. 1-20. These curves apply to $k=2$, as for water.


TO CALCULATE FOR WATER, WITH $V_{i}$ IN FT/SEC AND P INLBS $/ \mathrm{IN}^{2}$ USE FOLLOWING CONVERSIONS:

$$
\begin{aligned}
& C_{0}=4900 \\
& \left.\rho=\frac{p}{P_{0} C_{0} V_{i}}\right) \times V_{i} \times 85.4
\end{aligned}
$$

Figure 3.1-20 Impact Pressure Versus Velocity

When $x \gg 1$, as say in the impact between water and an elastomeric target, then the greater particle velocity change will occur in the target. Such a case can be treated by exchanging the meanings of the subscripts (e.g., $\rho, C_{o}, k_{o}$ now refer to the target material), provided $k$ for the target material is known or determined.

Unfortunately, values of $k$ are not easily found in the literature. The following is a partial list:

| Material | $C_{0}(\mathrm{~km} / \mathrm{sec})$ | k | Source |
| :---: | :---: | :---: | :---: |
| Water | 1.5 | 2.0 | Heymonn, Ref. 34 (Deduced from Cole, R. H: "Underwater Explorious", Princeton Univ. Press, 1948) |
| Sodium | 2.563 | 1. 242 | Rice, M.H: J. Phys. <br> Chem, Solids, 26, T985 |
| Porossium | 1.930 | 1.188 | Pp. 483-492 - |
| Lithium | 4.589 | 1.154 |  |
| Rubidlum | 1.232 | 1.184 |  |
| Gold | 3.0 | 1.56 | Jones, A.H., er al: |
| Tungsten | 4.0 | 1.28 | $\frac{\text { 1. Appl. Phys., }}{\text { PP. } 3493-3499} \text { 37, 1966, }$ |
| ${ }^{*}$ Fonsteel 7 " | 3.9 | 1.355 |  |
| KBr | 2,33 | 1.546 |  |
| Cs 1 | 1.66 | 1.41 | $38,1967, \text { pp. } 4976-4980$ |
| Sodium | 2.706 | 1.22 |  |

Equations $14 a$ and $14 b$ still apply strictly only to one-dimensional impact (i.e., two semiinfinite bodies colliding). An exact analysis of a liquid sphere impacting against a plane surface has not yet been achieved. However, a qualitative picture of the sequence of events, based on various contributions relevant to this problem, has been given by Heymann. (35) (75) According to this picture, the impact pressure at the first instant of contact is equal to the one-dimensional pressure. As the contact area grows, the pressure distribution becomes more and more non-uniform. The pressure at the expanding boundary of the contact area increases, while the pressure at the center of the contact area decreases, from the one-dimensional value.

A "critical condition" is reached when the shock front expands faster than the contact boundary, and lateral "ietting" outflow begins. Soon thereafter, the contact pressures may be assumed to decrease everywhere.

Heymann (35) also presented an approximate two-dimensional analysis for the impact of a round liquid body onto a rigid plane, which permits the calculation of the pressure at the boundary of the contact area, from the moment of initial contact until the "critical condition" is reached. The numerical results support the previously described qualitative picture. The peak impact pressure is that at the critical condition, and if this "critical pressure" $P_{c}$ is plotted in nondimensional terms, $P_{c} / \rho_{o} C_{o} V_{i}$ against nondimensional impact velocity $M_{o}$, for water, one finds that the lowest value of $P_{c} / \rho_{o} C_{0} V_{i}$ is about 2.8, at $M_{0} \cong 0.1$; at higher and lower values of $M_{0}$ the value of $p_{c} / \rho_{0} C_{0} V_{i}$ increases rapidly. Thus, the simple one-dimensional water hammer equation (lla) underestimates the peak pressure by at least a factor of about 3. The curve applicable to water is shown on Figure 3. 1-20. Similar results are obtained for sodium and potassium.

These results are true only for impact on a rigid plane; the analysis has not yet been extended to an elastic target, on which the peak pressures presumably are smaller. The results did show, however, that the pressure at the contact boundary rises only slowly during the first half of the growth of the contact zone, so that one may conclude that a considerable portion of the eventual contact area is subjected to little more than the one-dimensional pressure. This conclusion may perhaps be extended to elastic targets as well. It could well be that this pressure is more significant in determining target material response than the more localized and fleeting "critical pressures", but this should not be assumed without further evidence. In any case, it would be desirable to have analytical results for the contact pressures developed by impacting rounded drops on elastic targets, on rough targets, on film-covered targets, and at oblique angles. This still remains to be accomplished.

### 3.1.4.3 Empirical Data from the Literature Search

### 3.1.4.3.1 Preliminary Remarks

In attempting to fit a simple equation to experimental data, equations like (3), (4), (5) or (7) would be selected. Equation (4) would form a straight line on log-log paper if plotted versus $\left(N-V_{c}\right)$, but one does not know $V_{c}$ ahead of time. Equation (7) would form a straight line on semi-log paper, with $V$ along the linear scale.

Figure 3. 1-21 shows examples of these various relationships on a log-log plot. The upper portion represents equations of types (4) and (5) with $V N_{c}$ plotted against $E$, and the lower portion equations of types (3) and (7) with $V$ plotted against E. For consistency, the constants, $a$, have been chosen so that all curves pass through the point $E=1_{p}$ V or $\mathrm{V} N_{c}=2$. A plot of this kind may be of help in deciding what type of relationship to try to fit to experimental data points when these are plotted on a log-log graph. A corresponding plot of these families of curves could be constructed on semi-log paper, with $E$ as the log coordinate; in that case the equations of type (7) would plot as straight lines.


Figure 3.1-21 Families of Hypothetical Erosion Versus Velocity Curves, According to Equations (3) through (7)

A number of problems arise when attempting to establish an equation of these types for experimental data, either by plotting the data points on log or semi-log paper, or directly by numerical methods.

One of the problems is that much of the data is obtained at velocities not much greater than the critical velocity (seldom at more than $V / V_{c}=2$ ). Therefore, one is probably examining that portion of the curve in which a transition is taking place, or in which even in a log-log plot, the curvature is greatest. Consequently, small errors in the data points, or small differences in the manner in which a smooth curve is fitted to them, will have a great effect on the values of the exponent $n$ and the critical velocity deduced.

This difficulty is compounded because the scatter in erosion data is inevitably great, that in many of the test series no more than three velocities have been investigated, and that the ratio of the highest to the lowest of these is often small, about 1.5. This covers a very short span of the velocity axis on log-log paper. In short ${ }_{j}$ a problem exists in which:
a) In the velocity range investigated the true relationship will not appear as a straight line,
b) There are too few data points and these cover too short a velocity range to allow a curved line to be fitted with the necessary accuracy.

If testing could be done at much higher velocities, then in theory the influence of $\mathrm{V}_{\mathrm{c}}$ on the apparent exponent, $i_{0} e_{0}$, the slope of the curve on a log-log plot, would be reduced and a more accurate determination could be made of $n$. In practice, however, at velocities much above $\mathrm{V} \mathrm{N}_{\mathrm{c}}=2$ one gets into the region of single-impact damage, whose velocity dependence may not be the same as that for fatigue damage, and so, one may well be in another transition region.

### 3.1.4.3.2 Examination of the Better Test Data

One of the earliest comprehensive sets of test data at various velocities was given by Honegger (2) . His conclusion was that while the behavior of the various materials differs considerably, the rate of erosion may be generally expressed as:

$$
\begin{equation*}
E \propto(V-125)^{2} \tag{15}
\end{equation*}
$$

where $V$ is the impact velocity in $\mathrm{m} / \mathrm{sec}$. The
above relationship was evidently deduced from his Figure 7, on which was plotted the specific loss in weight (weight loss per impact, hence a measure of erosion rate E) after 215,000 impacts, versus velocity. This type of comparison is not valid.
Also, the equation fits a mean curve drawn through the band of experimental curves; but some individual curves suggest exponents that are much higher. Thus, the curve for Specimen No. 26 is well described by $E \propto(V-110)^{3.3}$.

For a more valid basis of comparison, the rate-time curves presented for various materials and for the speeds of 175,200 , and $225 \mathrm{~m} / \mathrm{sec}$ should be reviewed. From these, one can deduce characteristic erosion rates which fulfill the criteria specified in Section 3.1.I of this report. This has been done as an approximation and the results are plotted on loglog coordinates in Figure 3.1-22. Their shape is not


Figure 3.1-22 Erosion versus Velocity Curves, Computed from Data in Reference 2
unlike what is predicted by Figure 3.1-19, at velocities close to the threshold value, but it would be unwise to fit any empirical equation to these data.

An interesting set of results on one material was reported by Brandenberger \& DeHaller ${ }^{(1)}$, which was discussed in Section 3.1.2 with reference to the angle-effect. The rationalized erosion rates deduced from Reference 1 were plotted in Figure 3.1-7, and the data points of Figure 3.1-7b have been replotted on semi-log coordinates on Figure 3.1-23. They fall into a straight line, giving some support to the simple fatigue model of velocity dependence represented by equations of type 3.1-7. It should be pointed out, however, that the determination of the best values of $E$, from the irregular slopes of the very small graphs shown in Reference 1, involved a certain amount of judgment and some extrapolation for the $u=31$ $\mathrm{m} / \mathrm{sec}$ data. In preliminary attempts, with fewer pretensions to accuracy, the results were such as to fit equations of types 3.1-4 or 3.1-5 better than type 3.1-7.


Figure 3. 1-23 The Data of Figure 3.1-7b Plotted on Semi-Log Paper

The following equations have been fitted to the data of Reference 1 during these several attempts:

TABLE 3.1-4
DATA OF HOBBS IN REFERENCE 36

| $\boldsymbol{\gamma} / \mathrm{sec}$ | Erotion <br> Rate, $R$ <br> $\mathrm{gm} / \mathrm{sec}$ | Rationalized <br> Rote, $\mathrm{E}_{3}$ <br> $\left(2 \times 10^{3} \mathrm{R} / \mathrm{V}\right)$ | Reduced <br> Volocity <br> $(V-270) \mathrm{ft} / \mathrm{sec}$ |
| :---: | :---: | :---: | :---: |
| 270 | 0 | 0 | 0 |
| 330 | 0.02 | 0.122 | 60 |
| 385 | 0.03 | 0.156 | 115 |
| 440 | 0.06 | 0.272 | 170 |
| 495 | 0.11 | 0.444 | 225 |
| 570 | 0.32 | 1.12 | 300 |
| 620 | 0.40 | 1.29 | 350 |
| 730 | 0.85 | 2.50 | 410 |
| 775 | 1.01 | 2.75 | 465 |
| 825 | 1.28 | 3.30 | 505 |



Figure 3. 1-24 Data of Hobbs in Reference 36, Plotted both versus V, (Curve "a"), and versus ( $\mathrm{V}-270$ ), (Curve "b")

The latter may result in less scatter, but is valid over a more restricted range. The same data are shown plotted on semi-log coordinates in Figure 3. 1-25. A straight line fits the data well in the lower velocity range, but a distinct breakaway from it occurs at about $700 \mathrm{ft} / \mathrm{sec}$. Thus, these results t $\infty$, provide no evidence pointing toward any particular simple type of empirical formulation.

The most comprehensive body of test data recently made available is that of Pearson $(8,10,12)$. These data have already been discussed in relation to angle effects in Section 3.1.2 and drop size effects in Section 3. 1.3; in the latter section there was success in collapsing the data for different drop sizes into a single curve by two different methods as shown in Figures 3. 1-13 and 3.1-14. No actual curves were drawn in those figures so as not to obscure the data points themselves. Curves fitted by hand to these points are shown in Figure 3. 1-26. Curve (a) represents Figure 3.1-13 and Curve (b) Figure 3. 1-14. The same curves, transposed onto log-log coordinates, are shown in Figure 3. 1-27, and straight lines (dotdashed) are shown which coincide with the curves


Figure 3. 1-25 Data of Figure 3.1-24a on Semi-Log Paper


Figure 3.1-26 Curves Based on the Data Points of Figures 3-1-13 and 1.4. Original Data from Reference 12


Figure 3. 1-27 Curves of Figure 3.1-26 on Log-Log Plof
themselves at the values $\mathrm{E}=10^{-5}$ and $\mathrm{E}=10^{-4}$. They are reasonably valid approximations for the range from $E=5 \times 10^{-6}$ to $E=2 \times 10^{-4}$. These lines represent relationships as follows:

$$
\begin{array}{ll}
\text { Curve (a): } & E \propto\left(K_{c} V\right)^{3.05}  \tag{18}\\
\text { Curve (b): } & E \propto\left(V-V_{c d}\right)
\end{array}
$$

where $K_{c}$ and $V_{c d}$ have been defined in Section 3.1.3 and in Figures 3. 1-13 and 3. 1-14.

Note that the latter has an exponent fairly close to the expression deduced by Pearson ${ }^{(10)}$ for a single drop size:

$$
\begin{equation*}
E \propto(V-390)^{2.6} \tag{19}
\end{equation*}
$$

Note also that the general appearance of the curves of Figure 3.1-27 is similar to those of Figure 3. 1-24 (except for the curvature at the highest velocities), and that the general appearance of those in Figure 3.1-26 is not unlike that of Figure 3.1-25. In particular, Curve 3.1-26a could reasonably be approximated by a straight line below about 600 $\mathrm{ft} / \mathrm{sec}$ with a breakaway above that. (It must be remembered, however, that in Figure 3.1-25 the horizontal scale is actual velocity, whereas in Figure 3. 1-26a it is a "corrected velocity" which is not a linear function of the actual velocity.)

### 3.1.4.3.3 Conclusions

About the only conclusion which seems justifiable, at this stage, is that even the best available erosion-versus-velocity data do not follow exactly any law such as represented by equations of types 3.1-3 through 3.1-7, but can, over limited ranges, be approximated by any of them. Equations of type 3.1-4 have seemed intuitively to be the most rational and have been adopted by many authors,
including Honegger (see Equation 3.1-15), Pearson (Equation 3.1-19), and Fyall, et al ${ }^{(3)}$ who present the following equation for the erosion rate of "perspex":

$$
\text { Weight Loss Rate } \propto(V-208)^{3.37}
$$

This, however, refers to the velocity of a target within a given rainfall. Thus the rate of water impingement increases linearly with velocity and the rationalized erosion rate would be given by

$$
\begin{equation*}
E \propto(V-208)^{2,37} \tag{20}
\end{equation*}
$$

The preceding comparison of varlous equations of the form of equation (3.1-4) suggests that when data can be represented in this manner, the value of the exponent will be noi too far from 2.5 .

Comparison of Figures 3.1-23 through 27 suggests that equations of the form of equation (3.1-7) tend to fit better in the lower velocity region (although there must also be transition to the critical velocity), whereas equations of the form of equation (4) fit best in the intermediate velocity region.

If a direct power law of the form of equation (3.1-3) is used to represent the results, the exponents tend to range from 4 to 6 ; though for brittle materials, such as glass, exponents as high as 13 have been quoted by Langbein ${ }^{(5)}$.

In no case does it appear justifiable to use any of these curve-fitting equations for the purpose of extrapolating out of the test range.

## 3. 1.5 Dependent Parameters Other Than Rate

### 3.1.5.1 The Incubation Period

Ail of the correlations discussed in the previous three sections have related to the slope of the second-stage or steady-state region of the erosion
versus time curve, and minor attention has been given to the incubation-period or first-stage of erosion, which may be defined as the duration to the intercept of the steady-state or second-stage erosion line when that is extended to cross the zero-erosion axis. A proper understanding of the effect of velocity, and the other variables discussed, must eventually predict their effect on the incubation period as well as on the subsequent erosion rate ${ }_{b}$ since the incubation period may under some conditions be a substantial portion of the effective life of the component being eroded. Figure 3.1-2 defined the incubation period as the term is used in this section and by the authors cited herein.

Pearson $(8,10,12)$ has plotted incubation periods for different velocity drop sizes and impingement angles, and has found more scatter in these data than in the corresponding erosion rate data.
Figure 3. 1-28 reproduces this data for different drop sizes in Reference 12, including the average curve drawn by Pearson, because "the amount of scatter . . . obscures the effect of drop diameter. " It is nevertheless instructive to draw the best curves for each drop size separately, as is done in Figure 3. 1-29, from the data points in Figure 3. 1-28. From these points one can see a trend for the curvature of the lines to increase with decreasing drop size; this one would expect if the critical velocity increases with decreasing drop size, since near the critical velocity $W_{0}$ would tend to infinity. In particular, the 350 micron curve seems consistent with the prediction from Table 3. 1-3 that the critical velocity for this drop size is $535 \mathrm{ft} / \mathrm{sec}$.

The simplified fatigue analogy which led to Equation (7) also implies that the incubation period should be proportional, or analogousp to the number of cycles to obtain fatigue failure. Some evidence supporting this has been given by Ripken, et al, 1965(37). For one material, Ripken has measured the number of impacts corresponding to the incubation period as previously defined, and the resulting impact stress assumed to be given by $1 / 2 \mathrm{CV}$. He super-imposed these points on a standard $\mathrm{S}-\mathrm{N}$ fatigue


Figure 3. 1-28 Rationalized Incubation Periods at Various Drop Diameters and Velocities (Copy of Figure 7 of Reference 12)


Figure 3. 1-29 Individual Curves for Different Drop Sizes, Based on Data Points of Figure 3. 1-28.
so-called incubation time. The data on incubation times are too sparse and exhibit too much scatter to allow any conclusions beyond the very broad and obvious one that as the impingement conditions (velocity and drop size) decline toward the threshold value, the incubation time increases.

The erosion rate-time model to be developed, in Section 3.2 of this report, implies that both the incubation time and the maximum erosion rate are strongly influenced by the statistical variations in the sizes and lifetimes of the erosion fragments formed. These, in turn, are influenced by the scatter in drop sizes and velocities as well as the scatter inherent in fatigue properties themselves. Consequently, it suggested that future correlations should be attempted on the basis of the time required to attain specified damage levels rather than on the arbitrarily-defined incubation and rate parameters.

The view that erosion is a form of fatigue leads directly to a number of corollaries:
a) There is little likelihood of finding one specific independently measurable material property which will predict erosion resistance, since none has been found to predict fatigue strength uniquel $y_{g}$ and far more research has been done on fatigue than on erosion.
b) In fatigue, the relation between stress and endurance is determined by a test for each material, and cannot be stated in simple analytical form. Similarly, the relation between impact velocity and erosion very likely does not follow any universal law but must be established empirically, perhaps in graphic form, for each material.
c) In erosion, as in fatigue, the condition of the surface is likely to be of considerable importance.
d) Although erosion is the result of many failures, and some of the statistical scatter found in fatigue data may well average out in an erosion test, yet to obtain valid results (or results with calculable confidence limits) many more data points must be taken and many more replications must be run than have been done to date. Related to this is
the need, often emphasized in this report, to establish accurately the erosion versus exposure curve, and to carry out all tests to the same degree of cumulative erosion damage if one wants to draw any quantitative comparisons. The amount of testing required and the validity of results should be optimized by proper statistical design of the experiment. This has seldom been done in erosion testing.

A final suggestion to those generating erosion test data is that with the results they should give all the pertinent information--material identification and preparation, physical and mechanical properties, surface preparation, size and shape of specimen, area exposed to erosion, amount of water impinging, and if possible, the drop size or drop size distribution, impact velocity, etc., -- necessary for computing the rationalized erosion and duration parameters and making meaningful correlations between these and the impingement and material parameters.

### 3.2 THE VARIATION OF EROSION RATE WITH EXPOSURE TIME*

### 3.2.1 Observed Rate-Time Patterns

The latest literature on the resistance of materials to impingement and cavitation erosion is concerned that the rate of material loss is not uniform in time. While this has been noted for many years, some of its consequences have only lately been emphasized. Thus, as Thiruvengadam and Preiser $(50)$ have pointed out, the comparison of test results can be very misleading if not based on corresponding phases of the rate-time curve; therefore, the rather common practice of the earlier literature, to test all specimens for the same length of time is subject to criticism. The authors of Reference 50 proposed that characteristic erosion-time curves could be described in terms of four zones: an incubation zone with no weight loss, an accumulation zone with loss rate increasing to a peak, an attenuation zone with decreasing loss rate, and finally, a

[^22]steady-state zone with constant loss rate, Figure 3.2-1. They do not attempt any detailed explanation of these zones, but suggest that the first three zones are influenced by the initial condition of the surface and that only the final zone is truly characteristic of the material itself and that it should be used for comparison or correlation purposes. This particular suggestion is disputed by Plesset and Devine ${ }^{(51)}$, who showed photographically that in a magnetostrictive oscillator the attenuation zone is associated with a cavitation cloud of much reduced intensity, attributed to hydrodynamic damping effects due to the heavily roughened specimen surface. Moreover, the authors of Reference 51 stated that the accumulation zone and the attenuation zone are connected by a period of essentially uniform high loss rate persisting for some time, rather than by the narrow peak described by Reference 50, and that there is no real indication of any final steadystate zone. (See Figure 3.2-2.) Similar observations have been made bv a number of recent investigators.

Thus, both Hobbs, ${ }^{(38)}$ using a magnetostrictive oscillator cavitation test, and Pearson, $(8,12)$ using a drop impingement erosion rig, have called the region of maximum erosion rate the "steady-state" period, and have based their correlations of erosion with material properties and test conditions (such as oscillation amplitude or impingement velocity) on this maximum loss rate. Both have associated the declining loss-rate of final period with heavy surface damage, as did Reference 51, and feel that it is not a practicable measure of the erosion resistance. This, for practical reasons, has also been the approach adopted in Section 3.1 of this report.

All of the previously mentioned results exhibited what may be called the conventional pattern or some minor variation thereof. (For an actual example, see Figure 3.2-3.) However, there are erosion results which do not follow this pattern at all. Thus, Lichtman, et al, ${ }^{(52)}$ presented losstime curves many of which exhibit no apparent incubation or acceleration stages, but rather begin with a maximum rate which declines thereafter (See Figure 3.2-4.) These results were obtained in a rotating disc cavitation device.
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Figure 3.2-1 Characteristic Rate-Time Curve According to Thiruvengadam


Figure 3.2-2 Characteristic Rate-Time Curve According to Plesset, Hobbs, and Pearson


Figure 3.2-3 Typical Cumulative Erosion-Time Curves from Cavitation Tests, Adapted from Figure 7 of Reference 36.
(Magnetostriction Device, in Distilled Water)

Exactly the same type of result has been obtained in the spray impingement erosion test facility at the Westinghouse Steam Divisions Development Laboratory. Erosion rates invariably seem to begin at a maximum value and then decrease rapidly at first, and then more gradually leading into or approaching a lower steady-state value. Figure 3.2-5 shows some characteristic erosion rate curves obtained by curve fitting through points obtained from several specimens for each material. One might suspect that incubation and acceleration stages lie in the region to the left of the curves as shown, and were simply missed because initial weight loss readings were generally not taken until after about two hours of exposure. To check this, the weight loss of one specimen - a titanium alloy of fairly good erosion resistance - was measured after five minutes of exposure and several more times during the first hour of testing. The result is shown in Figure 3.2-6 and suggests that the erosion rate does in fact begin at a maximum value, or, if there is an


Figure 3.2-4 Cumulative Cavitation Erosion-Time Curves Which Begin at Maximum Rate, Adapted from Figure 24 of Reference 52. (Rotating Disc Device at $150 \mathrm{ft} / \mathrm{sec}$ )


Figure 3.2-5 Typical Erosion Rate-Time Curve Obtained in Westinghouse Steam Division Spray Impingement Facility During 1956-1959


Figure 3.2-6 Early Loss Measurements for a Titanium ( $6 \% \mathrm{Al}, 4 \% \mathrm{~V}$ ) Alloy Tested in the Westinghouse Steam Division Facility)
incubation stage, it occurred within the first minute. The latter alternative is supported by the analytic model to be described. In all of the titanium specimens that were tested the erosion rate has continued to decrease for at least 30 hours. It may, however, be worth noting that Thiruvengadam (28) has shown the rotating disc to be the most intensive cavitation damage device, and that the Westinghouse test facility produces impingement of probably rather small droplets at a high velocity, probably exceeding $2000 \mathrm{ft} / \mathrm{sec}$. Thus, single-impact damage may be occurring in both cases, contributing to the deemphasis or lack of an incubation period.

The object of this section of the report is to show that a simple statistical model of the erosion process, which regards erosion as a multiplicity of fatigue failures, can predict characteristic ratetime curves of most observed types. Further, this section discusses some of the implications of this model in relation to the measurement and correlation problem.

### 3.2.2 Effect of Material Removal Mechanisms on Rate-Time Pattern

The spectrum of erosion mechanisms in a ductile material may be divided into several regimes as a function of impact intensity, or in the case of droplet impingement, as a function of impact velocity if drop size is held constant. These regimes merge one into the other; there are no sudden transitions between them.

For very low velocities below some first threshold value, no measurable damage or material loss will occur during any practical exposure time, or material loss is confined to isolated weak spots. Such threshold velocities, empirically deduced from test or operating experience or arbitrarily derived from the endurance limit of the material by some safety factor, have been used as design guides in some phases of steam turbine and condenser design. It is not fully established whether there actually is a velocity below which erosion will never occur: Honegger ${ }^{(2)}$ doubted it; and Vater, (25) who suggested that the dependence of erosion on velocity could be regarded and plotted analogously to the dependence of fatigue life on applied stress, regarded the erosion process as one somewhat similar to corrosion fatigue (in which there is no endurance limit). He, therefore, stated that the threshold velocity has to be defined as that velocity below which no measurable weight loss occurred after some specified number of impacts. In any case, one might say that in this first regime the erosion if any, corresponds to that in the incubation stage of the conventional rate-time pattern, i.e., it will be low, possibly gradually increasing with some random fluctuations, and will be highly influenced by the initial surface conditions and by the possibility of simultaneous corrosion as shown by Wheeler. (53)

As the velocity exceeds the first threshold, something akin to fatigue failure becomes the predominant failure mechanism. Metallurgical observations substantiating this, and descriptions of the probable sequence of events leading to failure and the formation of loose fragments, have been provided by many investigators including Vater, ${ }^{(25)}$ von Schwartz, et al, (54) Brunton, (10) and Marriott and Rowden. (19)

Some investigators have found more plastic deformation in the surface than might be expected. Thus, Thomas ${ }^{(16)}$ noted small plastic depressions in the surface during the early stages of exposure at velocities whose presumed impact pressures were less than the yield point of the material. Brandenberger and De Haller, $(1)$ on the basis of extensive radiographic studies, concluded that fracture in erosion is neither like static fracture no like fatigue fracture, but is accompanied by a degree of damage to the crystal structure which is intermediate between that associated with those failure modes. It must be remembered, though, that the stress-geometry condition - at least when the surface is still relatively smooth - is not of such a nature as to make static rupture easily possible: thus, the general regime of predominant fatigue or repeated-impact rupture will extend well into the velocity range where each drop could be expected to produce noticeable plastic deformation. As the velocity increases, the regions of plastic deformation presumably spread from the immediate vicinity of the fracture surface toward a general deformation of the eventuallyproduced erosion fragments. In this regime one may expect to find rate-time curves exhibiting the conventional pattern, i.e., an incubation stage related to the fact that a certain number of impacts are required before fatigue failures occur, an acceleration stage, possibly a steady-state stage, an attenuation stage, and possibly a final steady-state stage, though probably no generalizations should be made about the behavior when gross surface damage has set in. The possibility of relating these phases in the erosion rate-time curve more specifically to the fatigue properties of the material will be explored in the following sections of this report.

A second threshold velocity may be associated with that velocity at which the material loss due to single-impact damage process becomes significant. This is probably related to the visible damage threshold described by DeCorso and Kothmann, $(24,43)$ above which a single impact leaves a distinct crater in a smooth material surface. This regime eventually must merge into the regime of hypervelocity impact. The exact determination of the second threshold velocity from the point of view of material removal is difficult, because in
single-impact experiments - such as those performed by DeCorso, ${ }^{(24)}$ and also by Brunton (10) Engel $(39,40)$ and others - the actual amount of material removed from the surface could not be reliably established, although crater depths or crater profiles were measured. From two curves given in Reference 56, one can deduce that for hypervelocity impact of $1 / 16$ inch diameter aluminum spheres on an aluminum surface, the ratio of target volume loss to crater volume is approximately 0.15 at a velocity of $7 \mathrm{~km} / \mathrm{sec}(23,000 \mathrm{ft} / \mathrm{sec})$, reducing to about 0.09 at $4 \mathrm{~km} / \mathrm{sec}(13,000 \mathrm{ft} / \mathrm{sec})$. One may cautiously infer from this that at the velocities of interest, say $1000-4000 \mathrm{ft} / \mathrm{sec}$, the corresponding ratio will be very much smaller yet. (This inference should be valid qualitatively although the actual material removal mechanism in the hypervelocity regime is a liquid-like flow of the target material accompanied with some splashing out, whereas that in the regime of interest is related to the shear effect of radial outflow.) Of course, this must be balanced by the fact that such loss occurs with each impinging drop, whereas many repeated impacts over some finite area are required to generate one erosion fragment by the fatigue failure mechanism. For any quantitative estimate of the relative significance of the two mechanisms, more data are needed on each.

Qualitatively, one may say that as singleimpact erosion becomes significant, the incubation period can no longer be a zero-weight loss period, but rather will begin by exhibiting an erosion rate corresponding to the single-impact erosion. This rate increases in time as additional fatigue-type erosion sets in. Fatigue in this instance probably corresponds more to low-cycle fatigue due to strain cycling than to high-cycle fatigue due to stresscycling. The geometry of the eroded surface will now be affected by the heavy plastic deformation due to each drop as well as the breaking away of larger erosion fragments due to fatigue fractures. Eventually, as single-impact erosion becomes the predominant mechanism, one would expect to find litfle or no evidence of any incubation period, and the surface geometry should rapidly approach a steady-state condition, so that one might expect relatively little change of erosion rate with time.

### 3.2.3 An Analytic Model of the Erosion Rate-Time Relationship <br> 3.2.3.1 Qualitative Description of Proposed Model

As seen in the previous section, the conventional erosion-rate versus time pattern is that associated with a predominant fatigue mechanism for material removal. It is in this regime that most of the test data and the practical experience lie. As is well known, fatigue is intrinsically a statistical process exhibiting a considerable scatter, and this fact will be utilized in developing an analytical model for the erosion rate-time pattern applicable to this regime. The qualitative results have interesting implications with reference to the previously
reviewed findings and to previously-attempted correlations between erosion and fatigue data. The approach to be described, though numerical in nature, can at this time predict no more than qualitative trends and should be considered as exploratory.

The basic reasoning of the model is as follows:

It is assumed that each small element of surface is subjected to an impact fatigue environment and that after a certain time (i.e., a certain number of impacts) it will be detached from the surface as an erosion fragment, due to sub-surface fatigue failure. The time-to-failure distribution function for these newly-exposed surfaces will probably not be the same as that for the original surface. Unlike the original surface the newlyexposed surfaces will have been subiected to some sub-surface stress condition even before being exposed to direct impingement, and the surface geometry will no longer be a plane but a series of pits. Further, it is assumed that when many such surface elements are considered, the individual times required for their removal would be described by some statistical distribution function, much as the number of cycles to failure of a large number of fatigue specimens (stressed to the same level) can be described by a distribution function. When erosion
fragments are removed and expose fresh surface to impingement attack, the time to remove elements of this new surface will likewise be described by a distribution function, and so on.

In the case of conventional fatigue specimens, the distribution occurs primarily as a result of the statistical nature of the fatigue process itself. In the case of erosion fragments it must ultimately reflect the variations in the concentration and the severity of impacts (i.e., droplet velocities and sizes), variations in the local surface geometry and properties, and variations in the size of fragments formed. At present, however, one arbitrary distribution curve is assumed to represent all of these sources of scatter.

Qualitatively, it can be seen that if these distributions had very little scatter or dispersion, i.e., if the lifetimes of all surface elements were about equal, then the erosion rate would be zero until that lifetime was reached; at this instant a very high rate would be exhibited while all of the original surface flaked off, to be followed by another interval of zero rate until the second layer flaked off, etc.

If, however, these distributions have a significant dispersion, one can predict that this will result in a rate-time curve which up to a first peak looks somewhat like the distribution curve, but in which subsequent peaks and valleys are attenuated and a steady-state rate is approached. An incubation period will exist if the dispersion is not excessive. One might think of the variation in the surface element lifetimes as dispersing the periodicity associated with one layer being removed after another.

The preliminary mathematical formulation and computer program considered one distribution function applicable to the original surface, and one other applicable to each of the subsequently exposed surfaces. Both were specified as normal distributions truncated and normalized over a finite time span. Thus the significant input parameters were the nominal mean lifetime ( $M_{F}$ ) and standard deviation ( $\sigma_{F}$ ) for the original surface, and the corresponding values ( $M_{G}$ and $\sigma_{G}$ ) for the undersurfaces. Figure 3.2-7 shows some rate-time curves obtained by this program,
with the distribution parameters as indicated. Note that the attaining of a steady-state rate is hastened both by increasing the dispersion of the functions, and by specifying a shorter mean lifetime for the undersurfaces as compared to the original surface.

Fluctuations such as shown in Figure 3.2-7 have occasionally been observed as illustrated by Figure 3.2-8 which shows rate-time curves computed from experimental cumulative erosion curves presented by Kent. (57) Moreover, fluctuations which would appear quite prominent in rate-time curves are not nearly as evident if the same data are plotted as cumulative erosion versus time - which is how the data are actually obtained. Therefore, it seems quite conceivable that in many cases such fluctuations would barely have been noted and would have been smoothed out of the raw data, or might have been lost entirely through the data points being too far apart in time.

The fluctuations, however, are by no means an inevitable consequence of this model if nonsymmetrical distribution functions are used, as will be seen in the results obtained from the elaborated formulation of the model, described below.

### 3.2.3.2 Description and Results of Elaborated Model

In the elaborated analysis we have chosen to use log-nomal distribution functions, since as shown by References 58 and 59 - these provide a reasonable representation of fatigue life data. For added flexibility one can adopt a delayed lognormal, i.e., one which would appear as a normal distribution if the frequency of failures were plotted versus $\log \left(t-T_{0}\right)$, where $T_{0}$ represents a delay time introduced to ensure that no failures occur prior to time $t=T_{o}$.

The distribution, when plotted on a $\log 10$ scale, is then described by its mean ( m ) and its standard deviation ( $\sigma$ ). But one must use the distribution as transformed onto arithmetic or real-time scales. An important point to note is that while in a symmetrical distribution the mean, median, and mode values coincide, that is not true for a skew distribution such as the log-normal. The real-time values


Figure 3.2-7 Typical Computed Erosion Rate-Time Curves from Preliminary Statistical Model, Using Normal Distribution Functions



Figure 3.2-8 Experimental Erosion Rate-Time Curves, Computed from Cumulative Erosion Curves Given in Reference 32
corresponding to m , which is denoted by $\mathrm{T}_{\mathrm{m}}=10 \mathrm{~m}$, establishes the median value of the log-normal distribution - i.e., that value of $t$ at which half of the specimens (or surface elements) will have failed. This is the value generally used to establish a point of an engineering $5-\mathrm{N}$ curve. In the delayed lognormal, the median value is given by $M=T_{0}+T_{m}$. The mode, or peak in the distribution curves, will occur at a time value less than $M$. The mean value, or arithmetic average of all life-times, will occur at a time value areater than $M$, or specifically at a time $E=T_{o}+T_{m} \times 10^{1.15 \sigma^{2}}$. For purposes of discussion, all distributions can be characterized by their values of $T_{\sigma} \sigma$, and either $M$ or $E$.

The elaborated model permits the specifying of a different distribution function for each level below the original surface, and of two different functions for the original surface: one for the unaffected surface, in which erosion takes place by the initiation of new pits, and one for the affected surface, which is that surrounding existing pits and in which erosion is presumed to take place by the lateral growth of these pits. The program computes the rate of erosion, the cumulative erosion, and the exposed area at each level, from which in turn, it can compute an average surface roughness at selected time points.

The number of variations which could be investigated with this program is unlimited, and all that can be demonstrated here are some of the important effects. The most significant of these is the effect of the dispersion parameter $\sigma$. References 49 and 59 suggest that in conventional fatigue tests, $\sigma$, on a $\log _{10}$ scale, ranges approximately from 0.15 to 0.40 , and for erosion fragment lifetimes even higher dispersions may be expected. Figure 3.2-9 shows computed erosion time, curves for various values of $\sigma$ from 0.15 to 080 , with the median $(M)$ held constant; Figure 3.2-10 shows a corresponding set of curves with the mean ( $E$ ) held constant. In each case $T_{0}=0$, and the same distribution is assumed for all surfaces and levels. Since in such cases the eventual steady-state erosion rate must be proportional to the reciprocal of the mean lifetime, all curves in Figure 3.2-10 approach the same steadystate rate.


Figure 3.2-9 Computed Rate-Time Curves Based on Log-Normal Distributions, Showing Effect of Varying Dispersion, $\sigma$, with Median at Constant, $M=1.0$


Figure 3.2-10 Computed Curves Based on Log-Normal Distributions, Showing Effect of Varying Dispersion, $\sigma$, with Mean at Constant, $E=1.0$

Two striking results appear from these curves: First, the maximum erosion rates vary considerably. Second, almost all of the experimentallyfound rate-time patterns can be at least qualitatively generated by proper choice of the dispersion parameter $\sigma$. When $\sigma$ is small, the curves exhibit damped fluctuations similar to those of Figure 3.2-7. When $\sigma$ is increased, the fluctuations die out and the steady-state rate is attained quite quickly. When $\sigma$ is further increased, a single peak appears in the curve, and at very high values of $\sigma$ this peak may occur so early that the time resolution is just not fine enough to show the acceleration stage of the rate-time curve, and the curve therefore appears to begin at its maximum value. The same is probably true for experimental data like that of Figures 3.2-4, 5 and 6. It does not seem unreasonable to suppose that erosion due to very small droplets, where each impact stresses only a minute portion of the surface area, would be characterized by a high dispersion in the fragment lifetimes.

In many of the curves of Figures 3.2-9 and 10 the ratio of the erosion peak to the expected steady-state value is not as great as sometimes found in practice - but it should be recognized that at times values greater than the median, the surface has suffered heavy erosion damage and one may therefore expect that geometric effects, such as suggested by References 2, 8, and 51, may have set in by this time and have caused an additional diminution of the erosion rate and possibly suppression of further fluctuations. Certainly one would expect the results predicted by this analysis to be at least modified by the geometric effects. Thus, Figures 3.2-9 and $3.2-10$ may correspond to experimental results of the type of Figures 3.2-1 and Figures 3.2-9 and $3.2-10$ to results of the type of Figure 3.2-2. It is possible, however, that some appropriate combination of distribution functions for the different surfaces could result in a plateau such as in Figure 3.2-2, which then again would not correspond to a steadystate value.

Figure 3.2-11 shows an example of slowing down the loss rate from the unaffected surface as compared to that of all other surfaces - which are presumed to be more susceptible to erosion because of the irregular geometry. This case is identical to that of Figure 3.2-9 except that for the unaffected surface the median lifetime has been increased to 3.0. Note that the shape of the rate curve has been made more similar to that typified by Figure 3.2-1; the cumulative loss rate is also shown and is quite similar to typical curves such as Figure 3.2-3.


Figure 3.2-11 Effect of Higher Median Value for "Unaffected "Surface ( $M_{U}=3.0$ ) than for Other Surfaces ( $M=1.0$ ). (Compare with Figure 3 2-9

Note Difference in Vertical Scale)

Figure 3.2-12 shows surface profile curves, at various values of time $T$, for some of the previous cases. The ordinates indicate the surface level, with 0 representing the original surface. The abscissas represent the area not yet eroded away at each level. The difference in abscissa between adjacent levels represents the area exposed at the lower of the two levels. Note that in Figure 3.2-12, a case of low dispersion value ( $\sigma=0.25$ ), the erosion is shallower and more evenly distributed than


Figure 3.2-12 Examples of Computed "Surface Profile" Curves (Showing the Uneroded Area as a Function of Level Below the Original Surface, at Various, Values of Time:
(a) - Corresponding to Figure 3.2-9
(b) - Corresponding to Figure 3.2-11
(c) - Corresponding to Figure 3-2-10
in the other two cases which represent high dispersion values ( $\sigma=0,8$ ). This suggests that the geometric effects which tend to reduce the erosion rate - i.e., those due to high roughness - are delayed in the former case; this may explain why the maximum erosion rate in such a case may persist for some time and give rise to rate curves typified by Figure 3.2-2. Figure 3.2-13 shows the computed surface roughness versus computed mean depth of penetration, for the same three cases, confirming the lower roughness associated with a lower dispersion value.

### 3.2.3.3 Discussion and Conclusions

Now to examine the implications of this model with respect to correlations of incubation times and erosion rates. Since the incubation time seems related to the fatigue nature of erosion, several investigators have attempted correlations reflecting this. Thus, Leith and Thompson (36) correlated the incubation times of several materials with the corrosion fatigue limit for $10^{7}$ cycles of these materials.


Figure 3.2-13 Computed rms Surface Roughness versus Mean Depth of Penetration (Cumulative Erosion) for Figure 3.2-12. The letters (a) (b) and (c) Correspond to the Similarly-Designated

Cases in Figure 3. 2-12

Mathieson and $\operatorname{Hobbs}(60)$ made a similar correlation with the conventional endurance limit for several aluminum alloys. In both cases the results were reasonably consistent, but the approach is hardly logical since the incubation time in erosion surely should be related to a finite-lifetime to failure, rather than to a stress value at which no failure occurs. Thus, the success of these correlations depended on a second, implicit correlation between the finite fatigue lives at the test stress, and the endurance limits valid for the group of materials compared. Ripken, et al, ${ }^{(37)}$ have used a more logical approach, and have correlated the number of impacts corresponding to the incubation time at a given impact velocity, with the number of cycles to failure in bending fatigue at an equivalent stress level. The stress level was assumed to be given by the waterhammer pressure ( $\rho \mathrm{CV}$ ). The incubation period was defined by the intercept, on the time axis of the cumulative weight loss curve, of the straight line approximating the high erosion rate stage.

If the previously developed model is valid, this procedure is still not quite correct. The statistical model implies that the apparent incubation period depends not only on the mean lifetime of the erosion fragments but also on the scatter or dispersion in these lifetimes. The erosion-rate becomes non-zero when the first element fails, and continues
to increase until approximately the mode or most probable value of the lifetime is reached on the top surface. But it is the mean value - which may occur later yet if the distribution is skewed - which corresponds to the nominal lifetime at the appropriate stress as obtained from a conventional S-N fatigue curve. Whether either the median lifetime or the associated scatter in erosion fragments corresponds to that of full-scale bending or pull-type fatigue specimens is at present a moot question. However, the discrepancies in the correlations of Reference 37 are in the direction which the above argument would predict.

If one stipulates a steady-state erosion process, then the erosion rate would certainly be inversely proportional to the mean lifetime of erosion fragments (provided their size distribution remained constant). This is the basis from which one can draw the analogy between the (loss rate) ${ }^{-1}$ versus impact velocity in erosion, and cycles to failure versus stress level in fatigue, as proposed by Reference 25. This appears to provide a rational basis for attempting to predict an erosion-speed relationship on the basis of known fatigue data for the material, although to our knowledge this attempt has not been made. But here, again, the statistical model suggests that the obvious approach is not quite correct. It implies that the maximum erosion rate - which many investigators have linearized and used in correlations, for good and valid practical reasons - does not necessarily represent a steady-state erosion process at all, but rather the deluge of erosion fragments from the top surface layer which takes place in the vicinity of the most probable fragment lifetime from the beginning of exposure. Thus again, the maximum instantaneous erosion rate is not merely a function of the average fatigue life of the surface elements but also of the scatter in lifetimes. Consequently, any external or internal effect which influences that scatter will influence the maximum erosion rate, even though it may not affect the eventual hypothetical steadystate rate.

Finally, what can this model contribute toward the resolution of the dispute referred to in Section 3.2.1. First, it implies that Reference 50 is correct in claiming that the erosion rates during the stages encompassing the first peak in the rate-time curve are not characteristic merely of the material under test, since the shape of this curve depends on the, shape of distribution functions which, in turn, depends in part on characteristics of the test method such as the distribution of bubble or droplet sizes, etc. Secondly, it implies that while the erosion rate would, in the absence of other influences tend toward a steady-state value as postulated by Reference 50 , this generally occurs only after most of the original surface has eroded away, by which time the surface damage will be so severe as to make the erosion conditions susceptible to geometry effects such as described in Reference 51. In short, the instantaneous erosion rate may never be characteristic of only the material, and for valid correlations it will become necessary to standardize the test method very carefully, or to use properly chosen cumulative erosion measurements, such as the time required to attain some specified value of the rationalized erosion (MDP) of practical significance.

### 3.2.4 Mathematical Formulation of Model

### 3.2.4.I First Simplified Formulation

Let any surface exposed to erosion be thought of as consisting of elementary areas (or volumes, if their thickness is considered) whose lifetimes under the erosion attack can be described by a normalized distribution function $f(t)$. Thus by definition

$$
\begin{equation*}
\int_{\infty}^{\infty}(t) d t=1.0 \tag{21}
\end{equation*}
$$

and the distribution function for a specific area $A$ exposed to erosion from time $t=0$, is therefore

$$
\begin{equation*}
F_{A}(t)=A f(t) \tag{22}
\end{equation*}
$$

Since a surface element is lost from the surface when its lifetime is reached, Equation 22 can equally well be regarded as a loss rate function for the area A.

Equation 22 may be further generalized by stating that the loss rate from an area $A_{1}$, first exposed to erosion at time $t=T$, , is thereafter given by

$$
\begin{equation*}
F_{1}(t)=A_{1} f\left(t-T_{1}\right) \tag{23}
\end{equation*}
$$

Let us now consider the original or top surface of a body exposed to erosion. One may take its area to be unity, and every portion of its area is simultaneously exposed to erosion at time $t=0$. Thus $f(t)$ adequately describes the loss rate from the top surface. As surface area is eroded or lost from the top surface, an equal area is created or exposed at the second level located at distance $h$ below the surface, where $h$ is assumed as the thickness of erosion fragments. For convenience, the thickness $h$ will also be assigned a numerical value of unity on some appropriate scale. In tum, the second level surface will be eroded to expose a third level surface and so on. But in computing the actual loss rates from all of the undersurfaces one must recognize that the lifetimes of surface elements must be measured from the time they were first exposed, and the total loss rate from all surface elements which were first exposed during a time increment $d T$ at time $T$ depends on the total area which was first exposed during that time interval.

Let $Y(t)$ be the total rate of erosion, from all levels, at time $t$. This is what one desired to compute. But $Y(t)$ is also equal to the rate at which new surface area is exposed, at all levels below the top surface, at time t. (Strictly speaking, it is proportional to it, but with $h=1.0$ it is numerically equal.)

Thus, the total surface area first exposed during increment $d T$ at time $T$, is $Y(T) d T$, and the loss rate from this area at time $t$ is, by Equation 23,

$$
\begin{equation*}
F_{T}(t)=f(t-T) Y(T) d T \tag{24}
\end{equation*}
$$

The total loss rate at time $t$, from all undersurfaces, is composed of contributions from all undersurface areas first exposed during all time increments from $T=0$ to $T=t$, or

$$
\int_{0}^{1} f(t-T) Y(T) d T
$$

The total loss rate or erosion rate, $Y(t)$, is the sum of that from the top surface and that contributed by all undersurfaces, or

$$
\begin{equation*}
Y(t)=f(t)+\int_{0}^{t} f(t-T) Y(T) d T \tag{25}
\end{equation*}
$$

The fact that the contributions from the undersurfaces and from the top surface form two distinct terms in Equation 25 makes it convenient to assign a different distribution function for the top surfaces as compared to all undersurfaces. This is desirable if one wants to reflect the fact that the tip surface has, in many ways, a different nature and history than the undersurfaces exposed as a result of erosion. Finally, one can state

$$
\begin{equation*}
Y(t)=f(t)+\int_{0}^{t} g(t-T) Y(T) d T \tag{26}
\end{equation*}
$$

where
$f(t)=$ distribution function for top surface
$g(t)=$ distribution function for undersurfaces

It is worth noting that Equation 26 is a well-known integral equation having a convolution integral as its last term. A Laplace transformation yields

$$
y(s)=f(s)+g(s) y(s)
$$

By ordinary algebra

$$
y(s)=f(s) /\left[\begin{array}{ll}
1 & -g(s) \tag{27}
\end{array}\right]
$$

or

$$
\begin{equation*}
Y(t)=L^{-1}\{f(s) /[1-g(s)]\} \tag{28}
\end{equation*}
$$

This solution may be useful if Equation 26 has Laplace transform and Equation 27 has an easy inverse transform. Ordinarily, numerical methods are required.

For the initial explorations Equation 26 was computer-programmed directly, using normal distributions for functions $f(t)$ and $g(t)$, normalized over specified time spans rather than between the limits of plus and minus infinity as suggested by Equation 21.

### 3.2.4.2 Formulation of Elaborated Model

In further explorations of this approach, it is desirable not only to keep track of the area exposed at each level as a function of time, so that an average surface profile or surface roughness can be computed, but it also may be desirable to assign different distribution functions for all levels. An analytical continuity approach to this becomes very cumbersome, and since the final evaluation is in any case a numerical one by computer, it becomes advantageous to develop the model as a step-wise process in time, and to have the computer program compute the processes occurring in each time interval, one after the other. In a sense, the computer program becomes a digitalized analog of the physical process.

The crux of the approach is that the program maintains, and up-dates for each time interval, the array $S_{L}, j$, in which each value represents the surface area presently existing at level $L$ and dating back to time interval J during which it was first exposed as a result of loss from the next-higher level. Thus the total surface area presently existing at level $L$ would be given by
$\sum_{J=1}^{N-1} S_{L}, J$, where $N$ is the present time interval
at which the evaluating is being done.
Let us now define a modified rate or quotient function $q(t)$, which represents the loss rate as a proportion of the remaining area at time $t$. In terms of the previously used distribution function $f(t)$, this is

$$
\begin{equation*}
q(t)=\frac{f(t)}{1.0-\int_{0}^{t} f(t) d t} \tag{29}
\end{equation*}
$$

For computation purposes the continuous function $q(t)$ is replaced by a loss quotient $Q_{1}$ representing the finite amount of loss during the $1^{\text {th }}$ time interval after the surface has first been exposed. This can be represented by

$$
Q_{1}=q(1 \Delta t) \Delta t
$$

where $\Delta t$ is the length of a time interval. The program computes and stores all values of $Q_{L}, 1$, where the additional subscript $L$ refers to the level; thus a different distribution function $f(t)$ can be specified for each level.

The total erosion from all levels during time interval $N, Y N$, will then be composed of all contributions of the type

$$
\begin{equation*}
R_{L, J}=s_{L, J}, Q_{L, N-J} \tag{30}
\end{equation*}
$$

where $R_{L}, J$ represents the loss rate from that area at level $L^{\prime}$ which was first created during time interval J. The total erosion rate is therefore approximated by

$$
\begin{equation*}
Y_{N}=\frac{\sum_{L=L}^{M} h_{L} \sum_{J=1}^{N-T} R_{L} J}{\Delta \dagger} \tag{31}
\end{equation*}
$$

where $h_{L}=$ thickness of erosion fragments lost from the $L^{\text {th }}$ level
$M=$ total number of levels considered
Using the $R_{L}, J$ values computed from the $S_{L}$, J array which was valid for the beginning of the $\mathrm{N}^{\text {th }}$ time interval, one can readily compute the new values of $S_{L}, J$ which are valid for the end of the $\mathrm{N}^{\text {th }}$ interval, i.e., for the beginning of the ( $N+1$ ) th interval:

$$
\left[\begin{array}{ll}
S_{L} & J
\end{array}\right]_{N+1}=\left[\begin{array}{ll}
S_{L} & J
\end{array}\right]_{N}-\left[\begin{array}{ll}
R_{L} & J \tag{32a}
\end{array}\right]_{N}
$$

for all values of $J<N$, and

$$
\left[\begin{array}{ll}
S_{L} &  \tag{32b}\\
N
\end{array}\right]_{N+1}=\left[\begin{array}{ll}
\sum_{J=1}^{N-1} & R_{L-1}, J
\end{array}\right]_{N}
$$

for $\mathrm{J}=\mathrm{N}$.
The manner in which the cumulative erosion, surface profile and surface roughness can be computed from the above-mentioned quantities is straightforward.

The log-normal frequency distribution function as programmed is of the form
$f(t)=\frac{1}{\sigma\left(t-T_{0}\right) \sqrt{2 \pi}} \exp \left\{\frac{-\left[\log _{e}\left(t-T_{0}\right)-m\right]^{2}}{20^{2}}\right\}$
This function has the following properties:

The mean, or expected value, is

$$
\begin{equation*}
E=T_{0}+e^{m+(1 / 2)_{0}^{2}} \tag{34}
\end{equation*}
$$

The median value is

$$
\begin{equation*}
M=T_{0}+e^{m} \tag{35}
\end{equation*}
$$

The mode, or most probable value, is

$$
\begin{equation*}
P=T_{0}+e^{m-\sigma^{2}} \tag{36}
\end{equation*}
$$

The input may be prescribed in terms of $T_{\alpha} m$, and $\sigma$ directly; the latter two may also be prescribed in terms of the equivalent logarithms to base 10, or in terms of the equivalent real-time quantities $T_{m}=e^{m}$ and $R=e^{\sigma}$.

### 3.2.4.3 Discrete Pit Formation and "Affected" Surface

In order to model the probable progress of erosion damage more faithfully, a further elaboration has been introduced for the top surface only. This is based on the observation that erosion tends to proceed by the formation and growth of discrete pits - which may extend to a considerable depth while the adjacent top surface is still intact - rather than by a randomly-distributed depth.

To approach this condition the top surface is considered as consisting of two kinds of surface: affected areas and unaffected areas. Affected areas are defined as those areas of the top surface immediately surrounding existing erosion pits, whose resistance to erosion may be assumed to be influenced by this fact. Therefore, one distribution function, $f_{a}(t)$, is provided for the affected area, and another, $f_{U}(t)$ for the unaffected area which is the remainder of the still existing top surface. (In general one would suppose that $f_{a}$ is such as to result in more rapid erosion than $f_{u}$, but the program does not make this a requirement.) The actual amount of area considered as affected is computed as follows: Let w be a characteristic dimension of erosion fragments which must be prescribed in the
program input. Then the affected area $A_{a}$ associated with a pit of surface area $A_{p}$ is defined as the area of an annulus of width $w$ surrounding a circle of area $A$. In other words, all of the potential erosion fragmehts bounding upon an existing pit are considered affected area. To carry this calculation through, it is necessary to know the number and size distribution of all pits. This is done as follows: During any time interval $N$, the loss from the existing unaffected surface, based on the $f_{u}$ distribution function is divided into an integral number of values $A_{0}$ (where $A_{0}$ is the area of a circle of diameter $w$ ). Thus a known number of new pits - all of area $A_{0}$ - are said to be initiated. For the subsequent time interval, the new pits are assigned their annulus of affected area. Further enlargement of each of this generation of pits takes place by erosion from the affected area surrounding it, requiring the transformation of additional surrounding area to maintain the previously specifiec relationship between affected area and pit area. Thus, the number and present size of each generation of pits, and extent of affected area surrounding them, can be established and updated.

The rate of loss from the affected areas is based on the $f_{a}$ distribution function, but not in a simple manner. Let us for the moment talk in terms of the continuous functions, though the actual calculations are carried through in terms of stepwise loss quotients. Consider an area which existed as unaffected area until time $T_{T}$, at which time it becomes transformed into affected area. Up until $\mathrm{T}_{\mathrm{T}}$ the loss from this area was governed by $f_{u}$; henceforth, it is to be governed by $f_{a}$. Upon reflection it can be seen that our purpose would not be served in any realistic way by simply saying that at $t=T_{T}$ the loss rate jumps from $f_{u}\left(T_{T}\right)$ to $f_{a}\left(T_{T}\right)$, and henceforth is given by $f_{a}(t)$. (In an extreme case, $f_{a}(t)$ may represent such rapid erosion that $T_{T}$ is well beyond the mean or mode value and $f_{a}\left(T_{T}\right)$ is already sensibly zero. Thus no further erosion, rather than more rapid erosion, would result from this switch.) A wholly rigorous approach would have to be based on cumulative fatigue damage theory, but a device which is adequate for our purpose is to require that the $f_{a}$ distribution function be entered at an effective time $T_{E}$, such that the cumulative loss due to $f_{a}$ at $T_{E}$ is equal to the cumulative loss due to $f_{U}$ at $T_{T}$, or

$$
\begin{equation*}
\int_{0}^{T} f_{a}(T) d T=\int^{T} f_{u}(T) d T \tag{37}
\end{equation*}
$$

If $T_{E}$ is defined by Equation 37, then the loss rate from the area under consideration, at any time $t$ subsequent to $t=T_{T}$, is given by $f_{a}\left(t-T_{T}+T_{E}\right)$. This device will at least ensure that if a given area is transformed at any time $\mathrm{T}_{\top}$ whatever, then 100 percent of it -- no more and no less -- will have been lost at time $f=0$, which is the minimum logical requirement of any realistic approach. For some types of distribution functions, it is possible to express $T_{E}$ in terms of $T_{T}$ and the function constants. Thus, for the simple case of (normalized) exponential functions, where

$$
f_{u}(t)=p_{u} e^{-p_{u}^{t}} \text { and } f_{a}(t)=p_{a} e^{-p_{a}^{t}}
$$

It is easy to show that

$$
T_{E}=T_{T}\left(p_{\sigma} / p_{u}\right)
$$

An analytical expression can also be obtained for the log-normal distribution, but in many other cases, including the normal distribution, $\mathrm{T}_{\mathrm{E}}$ would have to be computed by trial-and-error procedures from the relationship of Equation 37.

A consequence of this approach is that not only must the total affected area associated with each generation of pits be known, but so must each generation of affected area, since the rate of loss from any portion of the affected area depends on when it had been transformed from the unaffected to affected status. The number of pertinent computations required during the $\mathrm{N}^{\text {th }}$ time interval is therefore $\mathrm{N}^{2}$, and the number of memory locations required for the affected area array is $M^{2}$, where $M$ is the maximum number of time intervals to be computed. This is a compelling argument for making $M$ reasonably small ( 100 in our program), which makes for a rather coarser time grid than one would otherwise desire.

The details of the computation method would require too much space to present here, but are generally analogous to the method described for the undersurfaces by Equations 30 through 32.

It should be emphasized merely that the concept of erosion by discrete particles of specified size is applied only to the initiation of new pits in the unaffected surface, and that the loss rates from the second and lower layers do not concern themselves with whether the second layer surface was exposed as a result of loss from unaffected or affected surface. This distinction is only made for the loss rates from the top surface itself.

The program in its present form has provision for using either log-normal distributions (to represent fatigue damage), or exponential distributions (to represent single-impact damage).

### 3.3 HYDRODYNAMIC MODEL OF CORRELATION OF METAL REMOVAL RATES FROM REPETITIVE DROP IMPACT *

### 3.3.1 Background

This section establishes numerical relationships between materials properties and the external variables and drop impingement loss rates. This is done through the use of a hydrodynamic model of correlation of metal removal rates from repetitive drop impacts applied to empirical information. This empirical information is that on metal removal by water drops impacting on steam turbine blade materials made available by the Central Electricity Generating Board (CEGB) of the United Kingdon

The CEGB results are from multiple impact tests. In these tests, samples of metals to be eroded are mounted around the rim of a wheel. Once each revolution of the wheel, each sample intersects a curtain of water drops of relatively uniform size at a known relative velocity. It seems likely that after a small number of impacts the water wets the sample and a film of water develops on the surface. In principle, this can change the maximum impact pressure and duration of impact from that resulting from the impact of a water drop on a dry surface.

[^23]Many have objected to this hypothesis on the basis that this is contrary to their experience with splashing water. They say splashing water does not form thin films, it runs from surfaces as drops or rivulets. However, this drop-rivulet behavior is probably true for contaminated surfaces. The contaminated surface is the type ordinarily seen, even if the contamination is only from fingerprints. In this connection it has been pointed out, to the author, by A. P. Fraas ${ }^{(63)}$ that it is next to impossible to maintain dropwise-condensation in condensing water systems for useful lengths of times. The scrubbing action of the condensing water removes the surface contaminants and the process changes from drop-type condensation to film condensation. The scrubbing should be even more thorough in a repetitive drop impact situation. Therefore, observation of water runoff from casually prepared fresh surfaces is likely to be completely misleading as to the nature of this runoff after many impacts.

The basic approach used is that of dimensional analysis. The virtue of dimensionless analysis is its mathematical simplicity. The drawback is that its use to correlate data is valid only where it is reasonably sure the data exhibit similitude over the range of the data and the pertinent variables are known.

In the area of drop impact erosion there is very little in the way of established definitions, conventions, or theories by which conditions of similitude or selection of pertinent variables can be established. For this reason, the bulk of this section is concerned with establishing a reasonable presumption that the variables selected are the pertinent ones and that a condition of similitude exists between the correlated data.

### 3.3.2 Review of Some Observations on Drop Impact Material Removal

### 3.3.2.1 Single Impact Removal

As has been pointed out by several investigators $(64,65)$, there are at least two mechanisms of material removal operative during single liquid impact on metal surfaces. The first of these is the loss of material as the direct result of a hammer blow of a liquid drop or jet on the solid surface. The
second is that small projections of metal are removed by the fluid squirting out of the region of liquid compression created and maintained momentarily by the liquid-solid impact. For the first of these mechanisms, at least for single impact damage, there is much evidence that the extent of the damage is directly proportional to the size of the drop or jet causing the damage $(64,66)$. There is more limited evidence that the same is true for single-impact lateral outflow damage ${ }^{(65)}$ as well. It may be concluded from experimental evidence, that the damage done by single liquid impacts on dry metal surfaces is proportionally the same for small and large drops. De Corso and Kothman (66) in reporting results of their single-impact tests conclude that larger jets require a lower impact velocity than smaller jets to cause visible damage. Their data were taken at velocities greatly above a visibility threshold. The data also have a large scatter. Extrapolation of this data back to a visible threshold is a very doubtful procedure. In at least one of these cases such extrapolation will lead to a conclusion opposite to the one drawn.

$$
\frac{\text { A General Description After }}{\text { Hancox and Brunton }(65)}
$$

With multiple impact metal removal as with single impact metal material removal, there is loss of material as a result of the lateral flow of liquid along the surface of the liquid compressed by the primary impact. Paraphrasing Hancox and Brunton, erosion of metals begins with a roughening of the surface due to the appearance of small surface depressions and tilted grains. The larger projections in the roughened surface are later sheared by the flow to give surface pits. The pits grow and erosion continues either by a ductile tearing action or by the propagation of brittle fractures from the bottom of the pits. The erosion of metals depends entirely on the initial formation of small regions of plastic deformation. If a metal surface can be kept smooth by preventing roughening due to depressions and grain boundaries, then erosive action due to outward flow cannot take place. It seems, however, that in plastically deforming materials a few areas can be deformed at stress levels considerably below the average flow stress. As soon as this happens, the
change in the shape of the surface leads to stress concentration at projections and depressions, the impact stresses increase, and ductile or brittle fracture brings about erosion. The final stage of erosion in metals is the growth of pits throughout the specimen -- a stage which is accompanied by appreciable weight loss. In metals prone to brittle fracture there is the formation of a network of cracks which fan out from the initial pits. With more ductile metal erosion proceeds by shear fractures in the metal around the pits.

The author interprets these preceding statements of Hancox and Brunton as saying that (1) the initial deformations which lead to erosion are caused by the primary impact of the drops working on weak spots in the surface, but (2) the major source of actual material removal is the secondary impacts from the outflow liquid working on the deformations produced by the primary impact.

## - The Stages of Erosion as Defined by Pearson (b/)

Usually there are several stages of erosion evidenced in multiple impact erosion tests carried out at constant liquid impingement rates, impinging drop diameter, and normal velocity of impingement. These are illustrated in Figure 3.3-1 and are as follows: (1) an incubation period during which the surface is deformed but there is no metal loss from the surface, (2) a period when surface metal loss rises rapidly to a maximum, (3) a period of maximum metal loss rate, and (4) a period when the metal loss rate falls toward or oscillates about an apparent steady-state value.


Figure 3.3-1 Model of Stages of Erosion After Pearson

## - CEGB Data

The most extensive tabulations from the CEGB on material removal from steam turbine blade metals by impinging water drops record only the incubation period (stage 1) and the maximum rate of erosion (stage 3). Pearson ${ }^{(67)}$ of the CEGB has examined and reported on an extensive set of these experiments carried out using a 12 percent chrome stainless steel.

The stage 1 stainless steel data is shown in Figure 3.3-2. This is a plot of the measured amount of impacting water per unit area required to incubate erosion at various normal impact velocities using a succession of constant diameter drops of the diameters indicated in the figure.


Figure 3.3-2 CEGB 12\% Chrome Incubation (Stage 1) Data

The data scatter considerably. It has been noted by Heymann, in section 3.1, that there is no apparent trend to the data with respect to the diameter of drops impacted except at the lower limit of the test range of normal imact velocity.

For both jet impact and drop impact tests, if it is assumed that the duration of an individual impact is directly proportional to jet or drop diameter; the total impulse per unit area to which a particulor surface location is subjected can be expressed as:

$$
\Sigma p_{i} t_{i}:: p_{i} D N_{i}
$$

It may also be noted that the mass of water impacted on a particular site per unit area has the same proportionality as $\Sigma_{\mathbf{i}}$ :
for drops

$$
m / A:: \frac{D^{3} N_{i}}{D^{2}}: D N_{i}
$$

for cylindrical jets

$$
m / A:: \frac{D^{3} L N_{i}}{D L}:: D N_{i}
$$

That is, the measurement of the mass of water impacted per unit area to incubate erosion is a direct measure of the total impulse per unit area to incubate erosion at constant impact pressure. Therefore, since the stainless steel data, as plotted in Figure 3.3-2, does not evidence any consistent trend with drop diameter over most of the test range of normal impact velocities, it suggests that the important parameter during stage 1 erosion is the total impulse per unit area and not the number of blows per unit area. This is interpreted to mean that the end of the incubation period is signaled by a buildup to a certain level of permanent strain and that it is unimportant whether this strain is occasioned by many little blows or a few big ones. This conclusion also seems consistent with the previously paraphrased Hancox and Brunton description of surface distortions during stage 1 of erosion.

The stage 3 stainless steel erosion data of Pearson ${ }^{(67)}$ is shown in Figure 3.3-3.* The marked separation of that data by drop diameter is quite apparent. Pearson found that the data could be correlated by an equation of the form:

$$
\frac{m_{m}}{m_{\ell}}::\left(U \sin \theta-U_{c d}\right)^{n} \operatorname{cosec} \theta
$$

Heymann in Section 3.1 showed that for Pearson's data:

$$
U_{c d}:: \frac{1}{\sqrt{d}}
$$

As stated by Pearson, since all the testing was carried out above the apparent threshold velocity, $U_{c d}$ is only a convenient mathematical parameter and may not represent an absolute lower limit on normal impact velocity to cause erosion.


Figure 3.3-3 Stage 3 Erosion of 12\% Chrome Steel (CEGB Data)

[^24]In correlating the CEGB data on a hydrodynamic basis, it is important that there be similarity of eroded surface at corresponding points in the erosion cycle. This is what the CEGB found. Quoting from Reference 61, "In general, the topographical examination (of the eroded stainless steel) showed the following features:
a) The average distance between adjacent peaks in the surface increases as the mass loss increases. This is probably associated with the intersection of widening pits which tends to eliminate, progressively, the narrowest of the escarpments remaining between them.
b) Within the duration of the longest tests carried out, the average depth of the erosion pits continually increases.
c) There is no observable topographical difference between specimens which have suffered the same mass loss produced by water droplets of the same size but different impact velocities.
d) For corresponding positions on the curves of mass loss against mass of impacting water, the coarseness of the surface increases with drop size and the distance between adjacent erosion peaks is proportional to, and of the same order as, the droplet diameter."

### 3.3.3 Possible Reasons For Drop Size Effects

That Erosion Rates are drop diameter sensitive and that the erosion peaks and valleys are proportional to drop diameter has been noted by others $(68,69,70)$, in addition to the CEGB. Various explanations of the drop diameter effect on erosion rates have been offered. Some of these are: (1) increase in local material fatigue limit as effective impact lengths becomesmaller with smaller drops as suggested by Heymann in Section 3.1, (2) smaller drops create more surface area per unit volume of material removed than do larger drops and it has been suggested that this means that more energy is required per volume of material removed with small drops than large drops $(70),(3)$ smaller drops are
more easily deflected by gas forces before impact than larger drops and therefore do not hit with as high an actual normal impact velocity, (4) the impacting drops become unstable aerodynamically and start to break up before impact, and (5) the test samples retain a film of water which attenuates the blow from smaller drops more than that of larger drops.

### 3.3.3.1 Size Effects in Fatigue Failure

Size effects in fatigue failure as related to multiple-impact erosion have been discussed in Section 3.1. In this discussion Heymann concludes after Peterson that for fatigue failure to occur the endurance limit must be exceeded not merely at a point or line but across a dimension which is on the order of 50 to 75 microns. Heymann then goes on to point out that, for an impact of a spherical drop or sideways impact of a cylindrical jet the impacted cross-sectional length is only a fraction of the projected drop cross-sectional length during the time of peak pressure. Hence, for drops of small effective impact length (less than 50 to 75 microns), an apparent increased erosion resistance of the material would be observed.

Some measure of the ratio of this effective impact length for dry surfaces can be obtained by reference to the work of Hancox and Brunton (65). These investigators impacted jets of mercury on polymethyl methacrylate specimens. They found values of interface angle $\beta$ where vigorous outflow begins (see nomenclature for definition of $\beta$ ) as given in Table 3.3-1.

TABLE 3.3-1
Values of the interface angle $\beta$ for WHICH FLOW FIRST DEFORMS THE SURFACE

| Jet Diameter <br> $(\mathrm{mm})$ | Velocity of Impact <br> $(\mathrm{m} / \mathrm{s})$ |  |
| :---: | :---: | :---: |
| Mercury Jet 1 Angle |  |  |
|  | 183 | $17^{\circ} 15^{\prime}$ |
|  | 169 | $16^{\circ} 45^{\prime}$ |
|  | 154 | $17^{\circ} 0^{\prime}$ |
|  | 152 | $16^{\circ} 45^{\prime}$ |

Making the logical conclusion that there cannot be much release of impact pressure until there is substantial lateral liquid flow, the effective impact length must be on the order of 0.3 times the projected impacting jet diameter or larger. This value should also be a measure of the effective length ratio in drops impacted normal to a surface since the impact is axisymmetric. If this 0.3 value is applied to the drop diameters of the CEGB data (Figure 3.3-3), all effective length values are greater than 75 microns, some considerably so. It seems unlikely, that a material size effect is an adequate explanation of the evidenced drop size effect in terms of impacts on dry surfaces.

As seen by Table 3.3-1, Hancox and Brunton found that the angle $\beta$ at which vigorous outflow began in their tests was about 17 degrees. They point out, from elementary considerations, that such outflow should have begun when the lateral velocity of impact of the jet on the solid surface fell below the compression wave velocity in the liquid. From geometric considerations, Hancox and Brunton find that the theoretical angle $\beta$ is given by

$$
\beta=\sin ^{-1}\left(\frac{U_{n}^{*}}{C}\right)
$$

where $C$ is the compression wave velocity in the liquid, and $U_{n}$ is the normal impact velocity.

As seen in Table 3.3-1, Hancox and Brunton found no such velocity dependence for $\beta$. In addition, the theoretical value of $\beta$ is, in all cases, much less than the observed value. They attribute the observed delay in outflow to friction at the solid surface. (It should also be noted, however, that a jet is not necessarily a cylindrical object but may be varicose. In this case, the actual effective diameter of the jet might be considerably greater than the cylinder from which it originated. Hancox and Brunton's measurements may be misleading.) This is interpreted here to mean that vigorous outflow is delayed until the effective depth of compressed liquid is large enough for the dynamic forces to swamp the viscous forces.

A liquid film over the impact surface will give a lubricating effect such that lateral outflow (release of peak impact pressure) can begin much sooner than for a dry surface. In correlating the CEGB data, the assumption is made that such a film existed on the CEGB test pieces and that the angle $\beta$ is a function of $U_{n} / C$ 。

Perhaps the most telling reason, however, for supposing that local material effects do not explain the drop diameter effect is that the dimensions of the peaks and valleys of the eroded surface are characteristically proportional to the drop size. It seems unlikely that such behavior would be observed if local material factors are a dominant influence. It seems likely that the area of impact of even smallest drops used by the CEGB is too great to bring local material strengthening factors into prominence.

### 3.3.3.2 Surface Area Effect

If the sizes of the peaks and valleys in an eroded surface are proportional to the diameter of the drops impinging, then more surface area is created per volume of metal removed with small drops than large drops. It has been argued that this greater surface to volume ratio of small versus large drops implies a greater energy requirement of small drops to remove the same volume of material as large drops. For this argument to be valid, erosion of metals would have to be a two-dimensional skin effect like atomization of liquid where the new surface is created by stretching the old surface and

$$
E=\sigma(\Delta A)
$$

All reported observations reviewed by this author clearly indicated that new surface is produced during erosion, not by stretching of old surface but by breakage of solid material. A stress level is, therefore, the appropriate strength of materials criterion. By the logic of dimensions then:

$$
E=S V
$$

or the energy of creation of new surface is proportional to the volume of material removed. The energy per unit volume removed is the same whether the removal is by many small pieces or a few big pieces.

### 3.3.3.3 Hydrodynamic Effects

In the CEGB tests, deflection of the smaller drops relative to the larger drops can almost certainly be ruled out. The CEGB could observe the impact of the drops and in fact had to make substantial modifications in the rig as priginally designed to remove such deflections ${ }^{(71)}$ 。

However, the impinging drops might have been aerodynamically unstable. It takes a finite time for a drop to disrupt even when unstable. For a considerable portion of that time period, it is difficult to observe any marked distortions indicating that the drop is in the process of disruption (72). Assuming that the velocity of the vapor at the radius of the target in the CEGB apparatus was the same as the target velocity, calculations of drop Weber Number during the CEGB tests have been carried out, using Gardner's ${ }^{(73)}$ (or if you prefer Hinze's (74)) water drop instability range of Weber Number $13 \longleftrightarrow 22$. These lines are plotted on Figure 3.3-3. The author interprets this range as: We<13-drops almost certainly stable, We $>22$ - drops almost certainly unstable. From this it would appear that for most, but not all, of Figure 3.3-3 the impacting drops were aerodynamically stable. The 1050 and 920 micron drops may have been breaking up before impact at the higher test velocities. This may explain the crossover anomaly in the data.

If the drop diameter effects evident in the CEGB data for stage 3 erosion are not numerically feasible, in terms of local materials effects or aerodynamic effects before impact, they must be caused by the hydrodynamics of the impact itself. These might be due to frictional effects within the drop (either from surface tension or viscosity of the liquid) or to films of liquid on the surface. Numerically, the impact pressure forces over the range of drop sizes and impact velocities of the CEGB data are so great that surface tension cannot be a factor. This is also true for the mercury jet impacts of Hancox and Brunton, even though the surface tension of mercury is considerably higher than that of water, because the acoustic impedance of mercury is also markedly higher than that of water.

If the observed drop diameter effect is solely a result of internal hydrodynamics in the impacting drop, a viscosity-like effect must be the cause. Superficially, one might say in this connection, that such is the cause. The surface to volume ratio increases with decreasing drop diameter and the flow of liquid out of the impingement zone will be impeded and the violence of outward flow reduced. Reduced outward flow yiolence then can be equated with less erosion. This kind of reasoning, however, implies a steady-state continuity of impinging flow and outward flow which need not and probably does not exist during the most damaging period of impact. Over the entire period of impact there must be continuity of flow into and out of the impact, but this does not have to be true instantaneously except at one instant during the entire process. If, because of viscous effects, the liquid cannot initially flow out of the impact as fast as it is flowing in, the maximum pressure of the impact will have to be prolonged until it can. Otherwise, overall continuity of flow will not be preserved. This means that if internal viscous effects are a major cause of the drop diameter effect, the period of maximum impact pressure will be longer for smaller drops than larger drops. Smaller drops should inflict a more severe impact than larger drops and therefore cause proportionally greater damage. Since this is obviously not the case, one is left with the hydrodynamic interaction of the impacting drop with a film of liquid as the most probable cause for the observed drop diameter effect.

An obvious effect of a water layer would be to cushion the impact between the drop and the metal surface. The effective cushioning from a given thickness of surface water will be greater for smaller drops than for larger drops. This is a possible reason that for equal amounts of impacting water, the finer the division of the water and the lower the impact damage. This is one aspect of the water film. Another and perhaps more important aspect is that such a water film will provide a lubricated surface for lateral flow or a path for dissipation of the impact as a compression wave moving radially away from the impact through the film. This aspect of a liquid film is most important since it allows a postulation that the duration of drop impact during the CEGB tests was a function of normal impact velocity even though the Hancox and Brunton
mercury jet single impact tests indicated no change in size of impact with change in normal impact velocity. The tests were carried out with dry surfaces and the results (even if taken at face value) are not applicable to a wet surface.

### 3.3.4 Correlation Model

It is assumed that because of the presence of the liquid film, the duration of the pressure pulse, liquid outflow, etc., correspond to the hypothetical model of Hancox and Brunton (65) as implied by their statement:

$$
\beta=\sin ^{-1}\left(\frac{U_{n}}{C}\right)
$$

At the moment of impact between the water drop and liquid film, compression waves start into the film and the drop at or near the velocity of sound in the liquid. Initially, this compression wave is maintained at full liquid to liquid impact value by the crashing of successive segments of the drop on the surface at a rate in excess of the compression wave velocity. If during this period, the compression wave in the liquid film is reflected from on the solid surface, the average pressure exerted on the solid surface will be that of the full water hammer level. The pressure rise over the wave is equal to the water-to-water impact, $1 / 2 \rho_{\ell} \mathrm{CU}_{n}$, to which must be added the change in momentum of the liquid following the wave at velocity $U_{n} / 2$, causing an additional pressure rise at the solid surface of $1 / 2 \rho_{\rho} \mathrm{CU}_{\mathrm{n}}$.

Sometime later, the rate at which liquid crashes on the surface is reduced (because of the geometry of a sphere) to a level where a compression wave can outdistance the disturbance, reach a free surface, and be reflected back as a rarefaction wave. At this time, liquid outflow from the compressed region begins. The area of average maximum pressure then dwindles to nothing as the rarefaction wave progresses to the center of impact.

### 3.3.4.1 Forces of Impingement

There are two force or pressure levels of concern. The first of these is the pressure level of the initial impact, and the second is the impingement pressures generated by the liquid squirting laterally from the impacted area.

The first of these is taken to be the water hammer pressure. (Throughout this section, it will be assumed that the impact velocity levels and the strength of the metal surfaces are such that the metal can be considered rigid with little loss in accuracy.):

$$
P_{1}=P_{2} C U_{n}
$$

Heymann has shown that the shock wave velocity, $C$, in water is to a first approximation, a simple function of $C_{0}$, the acoustic velocity in the uncompressed liquid, and the normal impact velocity, $U_{n^{\prime}}$ so that pressure, P1, becomes, using Heymann's relation:

$$
P_{1}=\rho_{l} C_{0} U_{n}\left(1+2 \frac{U_{n}}{C_{0}}\right)
$$

The maximum secondary impingement pressures are similarly assumed to be the water hammer pressure from impingement on a rigid projection at maximum lateral velocity. These maximum lateral velocities have been experimentally observed to be approximately:

$$
U_{2}=\sqrt{2 U_{n} C}
$$

or

$$
\begin{aligned}
& p_{2}=p_{l} c_{2} \sqrt{2 U_{n} C}=p_{l} c_{0}(1+ \\
& \frac{2}{C_{0}} \sqrt{2 U_{n} c_{0}\left(1+2 \frac{U_{n}}{C_{0}}\right)} \sqrt{2 U_{n} c_{0}\left(1+2 \frac{U_{n}}{C_{0}}\right)}
\end{aligned}
$$

For water drops impacting with normal velocities in the range of the CEGB experiments, this reduces in numerical approximation to:

$$
p_{2} \sim 9.5 p_{l} C_{0} U_{n}
$$

That $p_{2}$ is numerically first order linear in $\rho_{P_{C}} C_{B} U_{n}$ simplifies the correlation problem with the $C^{\ell} E G B$ water drop data since it may be assumed that the dimensionless ratio, $\mathrm{P}_{1} / \mathrm{P}_{2}$, is nearly constant.

### 3.3.4.2 Impingement Process, Duration, Total Impulse, and Total Energy

Assuming the geometry of the situation as illustrated in Figure 3.3-4, at time $t$ after impact,

$$
\begin{align*}
& U_{n} t=r-y \\
& \frac{d y}{d t}=-U_{n} \tag{1}
\end{align*}
$$

Making use of the equation of a circle, $\frac{d y}{d x}=-\frac{x}{y}$, the rate of progression of the disturbance alohg the surface is

$$
\begin{equation*}
\frac{d x}{d t}=\frac{\sqrt{r^{2}-x^{2}}}{x} U_{n} \tag{2}
\end{equation*}
$$

At a time defined as ${ }_{\beta}$, the rate of progression of the disturbance wifh fall to the velocity of the compression wave in the liquid along th is
same surface, or

In the regime of interest to turbines,

$$
\left(\frac{C}{U_{n}}\right)^{2} \gg 1
$$

or

$$
x_{\beta} \simeq r \frac{U_{n}}{C}
$$

This model is identical to that of the hypothesis of Hancox and Brunton, since

$$
\sin \beta=\frac{x_{\beta}}{r}=\frac{U_{n}}{C}
$$



Figure 3.3-4 Configuration Diagram
Similarly, by integrating Equation 1 from zero to $x_{\beta}$ and approximating, $\quad \beta$

$$
\begin{equation*}
t_{\beta} \simeq \frac{r}{2}\left(\frac{U_{n}}{c^{2}}\right) \tag{4}
\end{equation*}
$$

This $\dagger_{\beta}$ is the time at which liquid outflow begins, and the compressed zone covers the maximum area. The complete time of the pressure pulse $\dagger_{\beta}$ is the time ${ }_{\beta} \beta$ plus the time for the rarefaction wave to travel to the point of initial impact from its radius of origin $x_{\beta}$. Thus,

$$
\begin{equation*}
t_{b}=t_{\beta}+\frac{x_{\beta}}{c} \tag{5}
\end{equation*}
$$

In approximate terms for $\left(\frac{C}{U_{n}}\right)^{2} \gg 1$,

$$
\begin{equation*}
t_{b} \simeq 3 / 2 \frac{r U_{n}}{c^{2}} \tag{6}
\end{equation*}
$$

The average area over which the pressure pulse acts during $t_{b}$ is then, approximately,

$$
\begin{equation*}
A=\frac{7 x}{18} r^{2}\left(\frac{U_{n}}{C}\right)^{2} \tag{7}
\end{equation*}
$$

The total impulse exerted by single drop on the surface during the maximum pressure phase of impact is (neglecting the time to compress the liquid

$$
\begin{align*}
& I_{i}=\rho_{l} \subset U_{n} \sum A_{i} t_{i}=e_{l} \subset U_{n}\left(\frac{7 \pi}{96}\right) D^{3}\left(\frac{U_{n}^{3}}{C^{4}}\right) \\
& =\rho_{l} \subset\left(\frac{U_{n}}{C}\right)^{4}\left(\frac{7 \pi}{96} D^{3}\right)
\end{align*}
$$

The total impulse per unit of surface area in terms of total water impacted per unit of surface area in the form of drops of diameter $D$ is then:

$$
\begin{equation*}
\frac{\Sigma I_{1}}{A}=\frac{7}{16} \quad \frac{m_{\ell}}{A} \quad U_{n}\left(\frac{U_{n}}{C}\right)^{3} \tag{9}
\end{equation*}
$$

By observation earlier in this section, the quantity of total impulse per unit area that a given material can endure should be a constant of the material, or the amount of water to cause incubation $\left(\frac{\text { is: }}{m_{l}}\right)=\frac{\Sigma I_{i} / A}{\frac{7}{16} U_{n}\left(\frac{U_{n}}{C}\right)^{3}}:: \frac{1}{U_{n}^{4}}$

Referring to Figure 3.3-2, the dashed line shown is drawn for a ( $m_{\ell} / A$ ): : $1 / U_{n}^{4}$ dependence. The solid line is that drawn through the data by the original investigators.

The energy used in deforming a single drop, during this maximum pressure stage of impact, is the energy flux across the liquid solid interface required to maintain the compressive shock moving through the liquid or

$$
\begin{equation*}
E_{i}=C U_{n}^{2} \Sigma A_{i} t_{i}=I_{i} U_{n} \tag{11}
\end{equation*}
$$

Hence, the total energy available per unit area to cause erosion from deformation of impinging drops (neglecting the time to compress the liquid film) is:

$$
\begin{equation*}
\frac{E_{l}}{A}=\frac{7}{16} \frac{m_{l}}{A}\left(\frac{U_{n}}{C}\right)^{3} U_{n}^{2} \tag{12}
\end{equation*}
$$

or

$$
\frac{E}{A}:: U_{n}^{5}
$$

It has been observed by several investigators
$(76,77)$ that the rate of erosion of metals changes approximately as the fifth power of the normal impact velocity.

### 3.3.4.3 Liquid Film Thickness During the CEGB Tests

As stated previously, it is assumed that the CEGB test pieces were covered with a water film. At each revolution of the test sample this film is replenished as it passes through the curtain of water drops. This water then drains from the test piece under the centrifugal force field, gradually thinning the film until the next collision with the water drops.

Assuming that the surface of the sample is smooth and plane, that the flow from the sample is viscous and only in the radial direction, neglecting the low order terms in the Navier-Stokes equation, neglecting all external forces except centrifugal force and specifying a parabolic velocity distribution of the liquid film, a straightforward derivation of an approximate average film thickness at the moment of impact of the drops results. (See Section 3.3.8.)

$$
\begin{equation*}
\delta=\sqrt{\frac{3 \mu D_{s}}{4 \pi P_{k} U_{s}}} \tag{13}
\end{equation*}
$$

Calculated film thicknesses as a function of erosion sample velocity are shown in Figure 3.3-5. As can be seen, these calculated films are quite thin. It has been pointed out to the author by Professor D. $\mathrm{E}_{\mathrm{o}}$ Elliott $_{p}$ that the foregoing film thicknesses would, at best, apply only during the initial stage of an erosion test before the surface has become roughened. After the surfaces become roughened, the liquid film thickness will increase. This offers a possible explanation as to why the CEGB data show drop diameter segregation for stage 1 erosion not only at the lowest test velocities but over the entire range of test velocities for stage 3 erosion.

For correlation purposes, it is not necessary to know the absolute value of the film thickness so long as this thickness for a particular stage of erosion is the same multiple of the minimum thickness for all impinging drop diameters. This is apparently the case for the CEGB data since the characteristic size of the roughness, as previously quoted from Reference 61, is proportional to the drop diameter. If the film flow remains of a viscous character and follows the roughness of the surface, then the film thickness would be proportional to the square root


Figure 3.3-5 Calculated Film Thicknesses, CEGB Apparatus
of the path length. For geometrically similar roughness, the path length would be independent of the characteristic size so long as the characteristic size is much smaller than the total path length. This is not to say that the surface roughness level does not change from stage to stage, but rather that surface similitude with respect to impinging drop diameter prevails at any particular stage of erosion. Therefore, dimensional analysis based on minimum film thickness is a rational procedure so long as the stage of erosion is constant and the character of the film flow does nof change.

The character of the film flow could change above and below the point where the pits or distortions of the surface retain water by capillarity. If the effective diameters of the pits are greater than some critical diameter, the pits would not retain water. If the effective pit diameters are less than this critical diameter, the pits would retain water. Equating surface tension forces and centrifugal forces, the order of the critical pit diameter should be:

$$
\begin{equation*}
D_{c}=4 \sqrt{\frac{\sigma R}{\rho_{\ell} U_{s}^{2}}} \tag{14}
\end{equation*}
$$

Characteristic numbers for the CEGB apparatus using Equation (13) are given in Table 3.3-2

TABLE 3.3-2

## CRITICAL PIT DIAMETERS FOR CAPILLARY WATER RETENTION

| $\mathrm{U}_{\mathrm{s}}$ <br> $\mathrm{ft} / \mathrm{sec}$ | $\mathrm{D}_{\mathrm{c}}$ <br> microns |
| :---: | :---: |
| 328. | 253 |
| 492. | 169 |
| 656. | 127 |
| 984. | 84 |

According to the CEGB investigators (61), the distances between erosion peaks tend to be of the order of the drop diameters. Since almost all the CEGB test data is for velocities greater than $600 \mathrm{ft} / \mathrm{sec}$, and the minimum drop diameter used was 350 microns, it is unlikely that capillary retention of water was much of a factor.

In conclusion then, excluding the data taken using the 900,1050 micron diameter drops above about $600 \mathrm{ft} / \mathrm{sec}$, as these may have been unstable under the aerodynamic forces present, the CEGB data can be taken as a set of fluid-dynamic similitudes for a particular stage of erosion.

### 3.3.4.4 Impact Damage Threshold Velocity Correlation

It has been determined that the CEGB data may be expected to exhibit fluid-dynamic similitude for any particular stage of erosion. The film flow will be assumed to be always in the viscous flow regime. Its thickness for any particular stage of erosion may be assumed to be a simple multiple of a plane surface film thickness for any of the tests using stable drops. The unattenuated pressure of drop impact is numerically, to a good approximation, a simple multiple of the water hammer pressure for either the primary impact or secondary impacts from liquid squirting from the impact zone. It has also been found by Pearson ${ }^{(67)}$ that the CEGB
data for the third stage of erosion exhibits an apparent threshold velocity for damage which can be used to correlate the erosion material rates above this threshold. As observed by Heymann this apparent threshold velocity varies inversely as the square root of the drop diameter.

On the basis of these foregoing considerations, it is reasonable to assume that for relatively nonviscous fluids such as water and potassium, the only variables of importance are: (1) the threshold water hammer pressure to cause damage ( $\rho_{\ell} \mathrm{CU}_{\mathrm{cd}}$ ), (2) some strength of material criterion (S), (3) the liquid film thickness at threshold condition ( $\delta_{c d}$ ) over the uneroded surface, and (4) the diameter of the impinging drop (D). These variables may be related by dimensional analysis to give:

$$
\frac{\rho_{\ell} C U_{e d}}{S}=\varphi\left(\frac{\delta_{c d}}{D}\right)
$$

Ignoring the relatively small change in shock wave velocity, $C$, with threshold normal impact velocity, $U_{c d}$ gives:

$$
\frac{p_{l} C_{0} U_{c d}}{S}=\varphi\left(\frac{\delta_{c d}}{D}\right)
$$

### 3.3.4.5 Stage 3 Threshold Velocity Correlation

The summary of CEGB data ${ }^{(62)}$ reports tests on three different materials where both the impinging drop diameter and normal impact velocity are varied. The materials are a Stellite 6, a 12 percent chrome steel, and a maraging steel.

From this information, it is possible to establish approximate relations between the dimensionless quantities of Equation (14), provided that a material strength criterion is selected. The criterion selected is the hardness of the material as measured in terms of the Vickers VPN. It is felt that none of the usual strength of materials quantities will be a universal criterion of the erosion strength of materials. From a cursory review of various available erosion test results, it is concluded that all suggested criteria
are fallible. Among these usual criteria, hardness appears to be one of the best. In addition, it has also been observed by the CEGB ( 61 ) that it provides a reasonably good indicator with respect to the CEGB data.

The averaged results of examining the CEGB data in terms of Equation (14) are shown in Figure 3.3-6. In Figure 3.3-6, the factor 2.08( $10^{5}$ ) is used to convert the Vickers Hardness Number from metric to English units. The dimensions used are: $e^{i n}$ slugs $/ \mathrm{ft}{ }^{3}, \mathrm{C}$ in $\mathrm{ft} / \mathrm{sec}, V P N$ in $\mathrm{kg} / \mathrm{mm}^{2}$, $\delta$ in ft , $D$ in ft , and $U_{c d}$ in $\mathrm{ft} / \mathrm{sec}$. On an averaged basis there seems to be a clear separation between the materials. A data point by data point plot would somewhat obscure this separation, since the data scatter in the 12 percent chrome information (the only substantial body of data) is greater than the span between Stellite and the maraging steel. The separation by materials is hardly unexpected since it is well known that the erosion resistance of Stellitelike materials is almost always superior to that of other materials of similar physical property values. Similarly, the high hardness steels almost always show poorer erosion resistance than would be expected from a review of physical property values. It might be added that the vertical spread in Figure 3.3-6 is of the same order as that likely to be reported from a series of tests for the common strength of materials criteria for a single material.

### 3.3.4.6 State 1 Threshold Velocity

Because during the incubation period the impacted surface is smooth and not pitted as in the third stage of erosion, the liquid film covering the surface is, by this model, thinner than during the third stage. This means that the threshold velocity to incubate damage will be lower than the threşold: velocity necessary to continue damage.

That the threshold velocities to cause incubation are lower than those required to continue erosion is evidenced by the less marked segregation by drop diameter of the incubation period data (see Figure 3.3-2). However, as pointed out by Heymann, at normal impact velocities below $700 \mathrm{ft} /$ sec such segregation with drop diameter is present. Unfortunately, the data do not extend to low enough velocity levels to make an empirical correlation of the data practical.


Figure 3.3-6 Threshold Velocity Correlation

Assuming that the basic rate controlling cause of damage and its mitigation by a liquid film does not change between the first and third stage of erosion, the correlation of Figure 3.3-6 can be used to estimate threshold velocities for incubation by accounting for the ratio in average film thicknesses between Stage 3 and Stage 1. To a first approximation, the ratio will be proportional to the square root of the ratio of the respective flow path lengths. From pictures in reference (61), it would appear that the flow path length during Stage 3 erosion is approximately three times the length of the original or incubation path length, or the film thicknesses in Stage 3 erosion are about 1.8 times the film thicknesses during the incubation period. On this basis, division of the calculated value of ( $\left.\delta_{\mathrm{cd}} / D\right)$ by 1.8 before entering Figure 3.3-6 provides an estimate of Stage 1 erosion threshold velocities where $\delta_{c d}$ is calculated by Equation (13). In approximate terms, this yields a Stage 1 threshold velocity of about 70 percent of the Stage 3 threshold velocity.

### 3.3.4.7 Damage Rates Above the Threshold Velocity

It has been hypothesized by observers, that the ability of a material to resist erosion should be proportional to its ability to absorb the energy of impact above some threshold pressure level necessary to start erosion. Therefore, it will be assumed that the energy which must be absorbed by the impacted solid is proportional to the energy being expended in compression of the drops. Also, it will be assumed that the energy represented by that above the level necessary to produce a threshold pressure level $P_{c d}={ }_{p} \mathrm{CU}_{c d}$ is that available to produce erosion damage.

The total compression energy has already been given in Equation (12). Subtracting the energy below the threshold and rearranging terms yields:

$$
\begin{equation*}
E=\frac{7}{16} \quad m_{l} \quad u_{n}^{2}\left(\frac{u_{n}}{c}\right)^{3}\left(1-\frac{u_{c d}}{u_{n}}\right) \tag{15}
\end{equation*}
$$

By dimensional considerations, energy $E$ must be equal to a product of volume of metal eroded, $\mathrm{V}_{\mathrm{m}_{m^{\prime}}}$ and a material strength level, S , divided by an efficiency of removal. Further, $V_{m}^{\prime}=m$. Application of these relations to Equation $\overline{\mathrm{f} \mathrm{m}}$ (15) and rearranging of terms gives:

$$
\begin{equation*}
\frac{m_{m}}{m_{\ell}}=\frac{7}{16} \frac{00_{m} u_{n}^{2}}{s}\left(\frac{U_{n}}{c}\right)^{3}\left(1-\frac{u_{c d}}{U_{n}}\right) \tag{16}
\end{equation*}
$$

Substitution for $C$ in terms of $C_{0}$ and $U$ by use of Heymann's ${ }^{(75)}$ relationship for water, introduction of the liquid density, and grouping of the variables in convenient dimensionless groups yields:

$$
\left.\begin{array}{l}
\frac{m_{m}}{m_{\ell}}=\frac{7}{8} \epsilon\left(\frac{\rho_{m}}{\rho_{\ell}}\right)\left(\frac{\rho_{\ell} U_{n}^{2}}{2 S}\right)\left(\frac{U_{n}}{C_{0}}\right)^{2} \\
\left(\frac{U_{n}}{C_{0}}\right.  \tag{18}\\
{\left[1+\frac{2 U_{n}}{C_{0}}\right]^{3}}
\end{array}\right)\left(1-\frac{U_{c d}}{U_{n}}\right) .
$$

For the CEGB data on steels, the minimum test impact velocity is approximately $500 \mathrm{ft} / \mathrm{sec}$. The maximum is approximately $1050 \mathrm{ft} / \mathrm{sec}$. That is, the minimum value of $U_{n} / C_{0}$ is slightly greater than 0.1 and the maximum is somewhat greater than 0.2. Values for the quantity

$$
\frac{U_{n} / C_{0}}{\left(1+\frac{2 U_{n}}{C_{0}}\right)^{3}}
$$

are given in the following as a function of $\frac{U_{n}}{C_{0}}$


It would seem, therefore, that for most of the CEGB data, Equation (17) might well be appliećas

$$
\frac{m_{m}}{m_{t}} \approx\left(\frac{f}{i T}\right)\left(\frac{\rho_{m}}{\rho_{t}}\right)\left(\frac{\rho_{t} u_{n}^{2}}{2 S}\right)\left(\frac{U_{n}}{c_{o}}\right)^{2}\left(1-\frac{U_{c d}}{U_{n}}\right)
$$

It will be noted that the proportionality terms in Equation (18) relating the materials loss ratio to the impingement velocity are a function of both the liquid and material properties.

> Equation (18) can be written as

$$
\begin{equation*}
\frac{m_{m}}{m_{\ell}}::\left(\frac{U_{n}}{U_{c d}}\right)^{4} \quad\left(1-\frac{U_{c d}}{U_{n}}\right) \tag{19}
\end{equation*}
$$

This analytic expression for the erosion rate is compared with the CEGB data in Figure 3.3-7. The data points shown are taken from the 600 micron drop curve of Figure 3.3-3 for which $U_{c d}$ was established as $390 \mathrm{ft} / \mathrm{sec}$. The dotted lines shown in Figure 3.3-7 represent Equation (19) with a suitably chosen constant of proportionality. Figure 3.3-7 then illustrates the excellent agreement of Equation (19) with the experimental 660 micron drop data.

### 3.3.4.8 Summary of Model Equations and Empirical Constants

The correlating relations of the model in equation form for Stage 3 erosion under water impingement conditions at or near CEGB test velocities are:
$\frac{m_{m}}{m_{\ell}}=\left(\frac{\epsilon}{17}\right)\left(\frac{\rho_{m}}{\rho_{\ell}}\right)\left(\frac{\rho_{\ell} U_{n}^{2}}{2 S}\right)\left(\frac{U_{n}}{C_{0}}\right)^{2}\left(1-\frac{U_{c d}}{U_{n}}\right)$

$$
U_{c d}=K\left(\frac{S}{p_{\ell} C_{o}}\right)\left(\frac{\delta_{c d}}{D}\right)^{n}
$$

where for the particular CEGB apparatus the correlating film thickness $\delta$ is given by:

$$
\delta=\sqrt{\frac{3 \mu D_{s}}{4 \pi P_{\ell} U_{s}}}
$$



Figure 3.3-7 Correlation of CEGB Data by Means of Equation 19

Empirical coefficients for the maraging steel of VPN-500, the Stellite 6 of VPN-400, and the 12 percent chrome steel of VPN - 190 are given below

| Material | K | n | $\epsilon$ | $\left(\mathrm{m}_{\mathrm{m}} / \mathrm{m}_{\ell}\right)^{*}$ |
| :--- | :--- | :--- | :--- | :--- |
| Maraging <br> steel | 1.14 | 0.57 | 0.46 | $26\left(10^{-6}\right)$ |
| $12 \%$ chrome <br> steel | 1.31 | 0.57 | 0.43 | $147\left(10^{-6}\right)$ |
| Stellite 6 | 1.52 | 0.57 | 0.12 | $8\left(10^{-6}\right)$ |

$$
\text { *At } U_{n}=1020 \mathrm{ft} / \mathrm{sec}, D=660 \mathrm{microns}
$$

It will be noted that even though the hardness of the two steels varies by a factor of 2.5 and the erosion rate by 5.5 at $1020 \mathrm{ft} / \mathrm{sec}$ impact velocity, the empirical coefficients are about the same. The threshold velocity constants for Stellite are similar to those for the steels but the constant $\epsilon$, which is a measure of the effectiveness of the erosion process, is much lower. As is already known, Stellites are generally somewhat more erosion resistant in relation to surface hardness than are steels.

### 3.3.5 Temperature Effect In Drop Impingement

 Material RemovalIn cavitation erosion tests there is a strong temperature effect on the measured erosion rates when materials and other conditions are held constant. A large amount of this effect can be ascribed to hydrodynamic causes (79).

Between cavitation erosion and impingement erosion there are often analogous effects. This is not to say that the detail causes are necessarily the same or that there is a quantitative correspondence, but in gross terms the two types of erosion exhibit a similar kind of behavior.

The possibility of a temperafure linked hydrodynamic effect in drop impingement erosion sample testing in potassium has been investigated using the impingement correlation equations. The circumstances are analogous to a whirling arm drop impingement test using potassium drops of uniform size impinging on an erosion material sample mounted on the arm. The tests are such that the velocity of impact and the test temperature are the independent variables under investigation.

The behavior of the dependent variable, mass loss rate at temperature ( $T_{0}$ ), has been investigated in terms of the independent parameters $T$ and $\mathrm{U}_{\mathrm{n}} \mathrm{U}_{\mathrm{cd}}\left(\mathrm{T}_{0}\right)_{\text {. }}$ The results are shown in Figure 3.3-8 where ratio $m_{m}(T) / m_{m}\left(T_{0}\right)$ is on the $y$-axis, temperature is on the $x$-axis, and $U_{n} U_{c d}\left(T_{0}\right)$ is the parameter. The base temperature has been taken as $350^{\circ} \mathrm{K}$.


Figure 3.3-8 Referred Erosion Rates

As can be seen, there is a substantial change in the referred erosion rates with temperature. For low values of $U^{\prime} U_{c d}\left(T_{\rho}\right)$ there is a marked erosion peak at $400-500^{\circ} \mathrm{F}$. A low value of $U_{n} / U_{c d}\left(T_{0}\right)$ implies that at $T_{o}$, the reference temperature, the erosion conditions are only a little above a threshold condition to cause erosion. It is to be noted that: (1) the values plotted are referred values and that absolute values of material removal would be higher, the higher $U_{n} U_{c d}\left(T_{0}\right)$; and (2) the supposed conditions are for a whirling arm materials test and no conclusion relative to actual turbine blade erosion should be drawn. The situation leading to turbine blade erosion is more complex and involves variation in drop sizes, amount of liquid impinging, etc.
integrated and manipulated, subject to specification of a parabolic velocity distribution in the liquid film and continuity of flow, * to give:

$$
\begin{equation*}
\frac{d m}{d t}=\frac{\rho U^{2}{ }_{\delta} t^{3}}{3 R} \quad\left(\frac{\rho \Delta Z}{\mu}\right) \tag{2}
\end{equation*}
$$

At any time tafter passing through the water curtain, the amount of liquid contained in a segment of length $D$ and Width $\Delta Z$ is

$$
\begin{equation*}
m=e D \Delta Z \delta, \tag{3}
\end{equation*}
$$

and the rate of change of this mass is

$$
\begin{equation*}
\frac{d m}{d t}=e D \Delta Z \frac{d \delta}{d t} . \tag{4}
\end{equation*}
$$

Because this film is very thin it is reasonable to assume that $\delta^{\dagger} \sim \delta$, and on substituting Eq. (4) in Eq. (2) on the basis that $\delta_{t}=\delta$ and integrating, the result is

$$
\begin{equation*}
\frac{\delta}{\delta \delta_{0}}=\sqrt{\frac{3 \mu D R}{2 \rho U^{2} \delta_{0}^{2} \Delta t+3 \mu R D}} \tag{5}
\end{equation*}
$$

The time $\Delta t$ between impacts or replenishing of the water film is given by

$$
\begin{equation*}
\Delta t=\frac{2 \pi R}{U}, \tag{6}
\end{equation*}
$$

which upon substitution in Eq. (5) yields

$$
\begin{equation*}
\frac{\delta}{\delta 0}=\sqrt{\frac{3 \mu D}{4 \pi 民 U \delta_{0}^{2}+3 \mu D}} \tag{7}
\end{equation*}
$$

When the film thickness after a complete circuit of the wheel is substantially less than its initial value, the term $3 \mu \mathrm{D}$ in the denominator of Eq. (7) may be neglected relative to the other term 4 सQU $\delta{ }_{0}{ }^{2}$ or $\delta \approx \sqrt{\frac{3 \mu D}{4 \pi V U}}$
*Refer to Section 2.5.3 of WANL-TME-1977

If the film thickness added at each pass through the water spray is of the same order as the final film thickness after a furn of the wheel, Eq. (8) is still a reasonable numerical approximation to Eq. (7) after enough revolutions that a steady state of operation is approached. This is illustrated by the following numerical example: the assumptions are ( 1 ) at the start of each revolution the initial film thickness is the residual film thickness plus an instantaneously deposited 4 microns (2) viscosity of water - 0.0114 poises, (3) density of water $-1 \mathrm{gm} / \mathrm{cm}^{3}$, (4) erosion sample velocity $-3\left(10^{4}\right) \mathrm{cm} / \mathrm{sec}$, and (5) erosion sample diameter -2 cm .

The calculated residual film thicknesses as a relation of the number of revolutions after startup are given in the following table:

| Revolution <br> No. | Initial Film <br> Thickness <br> $(\mathrm{cm})$ | Residual Film <br> Thickness <br> $(\mathrm{cm})$ |
| :---: | :---: | :---: |
| 1 | $4\left(10^{-4}\right)$ |  |
| 2 | $6.92\left(10^{-4}\right)$ <br> 3 | $2.92\left(10^{-4}\right)$ <br> 4 |
| 5 | $7.64\left(10^{-4}\right)$ | $3.64\left(10^{-4}\right)$ |
| $7.73\left(10^{-4}\right)$ | $3.68\left(10^{-4}\right)$ |  |
|  |  | $3.73\left(10^{-4}\right)$ |
|  |  |  |

Using Eq. (8), the value of residual film thickness is $4.25\left(10^{-4}\right) \mathrm{cm}$, not too different from the values in the table.

Thus, the thickness of water film impacted by the water drops is largely independent of the past history of the film and depends mainly on the liquid properties, the velocity of the sample (which is also the velocity of impact), and the size of the test sample.

### 3.4 TURBINE BLADE DISSOLUTION IN LIQUID METALS

### 3.4.1 Background

### 3.4.1.1 Discussion of Potassium Tests Involving Erosion

Table 3.4-1 lists some coupon and turbine tests where wet potassium vapor impinged on metal coupons or turbine surfaces. In all these tests there was some material removal.

In tests such as Nos. 1 and 5, where the oxygen content of the potassium is reported or suspected to have been high (high not defined quantitatively by authors), the rates of material or damage are substantial in 100 to 2000 hours for TZM material. It may be concluded that TZM is oxygen sensitive.

In tests such as Nos. 2, 3, 4, 7, 10, and 13, where the oxygen content of the potassium is reported to be low and impinging particle diameters ore most probably submicronic, regardless of the theoretical moisture level or impact velocity or material tested, the loss rates observed were the order of 1 mil per 1000 hours or less. It may be concluded that where, because of the sub-micronic size of the impinging particles, impingement effects can be definitely assumed to be absent, material removal rates by material dissolution are quite low.

## During the General Electric two-stage

 turbine tests, in tests such as Nos. 8 and 9, material losses were substantial for $\mathrm{U}-700$ material. Calculated impinging drop velocities are of the order of $770 \mathrm{ft} / \mathrm{sec}$ and calculated impinging particle diameters are in the range of 30 to 100 microns. (Losses were massive during test No. 6, but for this test an estimate of the liquid particle diameters could not be made on the basis of the information examined and the particle diameters may have been very large.) Neither the impingement erosion model nor the dissolution model formulated hereafter would predict the substantial degree of material removal experienced during tests Nos. 8 and 9 on U-700 material. It may be concluded that there was a combined interaction of chemical (dissolution)removal and mechanical (impingement erosion) removal taking place in the U-700 material. The Westinghouse erosion analysis model treats dissolution and mechanical removal as independent processes with no interaction. However, under identical conditions (and at the same time actually) as test No. 8, TZM inserts, test No.11, did not show this interaction. This observation is a justification for the formulation of a non-interaction erosion model.

The General Electric three-stage turbine tests, tests No. 12, 13 and 14, resulted in substantial material removal from the three stage rotor blades and damage to erosion (coupons) inserts aft of the third stage. This material removal may have been caused by liquid or it may have been mechanical damage from some blade retainer clips or pieces of third stage shrouding which broke loose during the course of the tests. It is Westinghouse opinion that most of the damage was caused by these broken pieces. It must be added, however, that informed opinion of NASA and its contractors is divided with respect to the causes of this material removal and the significance of this test.

### 3.4.1.2 Chemical Dissolution

The chemical dissolution of various materials into alkali and heavy liquid metals has been extensively investigated. Results, particularly with alkali metal systems, have been scattered. This scatter occurs because many difficulties arise when working with alkali liquid metals. Dissolution rates, besides varying with the standard parameters of temperature, material, flow rates, and temperature gradients, are also strongly influenced by alkali metal purity (small ppm concentrations of oxygen, carbon, or nitrogen contríbute to increased corrosion), by dissimilar metal couples within the system, hot trap and getter efficiency, etc. Also, as experimental techniques and controls improve, the comparison of recent experimental results with earlier data further contributes to the problem.

TABLE 3.4-1

## EXPERIENCE ON MATERIAL REMOVAL BY LIQUID POTASSIUM

| Agancy | No. | Type of Tes: | $\begin{array}{ll} \mathbf{r} & \mathbf{y} \\ \mathbf{x} & \mathrm{f} / \mathrm{sec} \end{array}$ | $\underset{\text { Mierons }}{\text { D }}$ | Materfalı | Orygm Contmint ppres | Tas Durafion hr. | Moterio: Removal | Remarks |  | Ref. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ORNL | 1 | Coupon | $17 \sim 2000$ | D<1 | JZM | Unknown, high | 1000-2000 | High | Matarial emoval ortributed to oxygen athock |  | 80 |
| ORNL | 2 | Coupon | $17 \sim 2000$ | D<1 | TZM | Unknown, low | 1000 | 5 mall |  |  | 80 |
| ORNL | 3 | Coupon | $17-2000$ | $0<1$ | $\mathrm{Cb}-12 \mathrm{r}$ | Unknown, Low | 3000 | 1.7 mlH | Dispolution or corroslon atrack |  | 80 |
| ORNL | 4 | 1 vroge turbine | $15 \sim 2000$ | $0<1$ | 7ZM | Unknown, low | 2700 | Unknown | No vixual domage |  | 80 |
| Phileo-4aronoutis: | 5 | 1 stoge turbine | 75 ~2000 | $0<1$ | TZM | Unknown, high | 100 | Several mils | Liauid lat cut groove in rators Liquid collacted in stator flow separation |  | B0 |
| General Elactic | 6 | 2 sroge Mubine No. 1 | 10-15-500 | lange Unknown | U-700 | Unknown | <50 | Moniva | Liquid sproyed into furbins inlot to increase watmess |  | 81 |
| Gonorl Electric | 7 | 2 stoge turbine No. 2 | 4-5 -500 | $0<1$ | U-700 | <20 pom | 2000-3000 | Nil | Rotor blades |  | $1^{80}$ |
| Genorol Electric | B | 2 stage Murbine | 4-5 7700 | $30<\times 100$ | U-700 | <20 ppm | 2000-3000 | 8.10 mlis | Erosion Inserts (coupon tost | Simulnoneous | 80 |
| Ganerol Efoctic | 9 | 2 stage murbine No. 2 | 4-5 7700 | $30 \times 10100$ | U-700 | (20 ppm | 2000-3000 | Some | Shrouds, elips | experiments during | 80 |
| Generol Eloctic | 10 | 2 stroge turbine No. 2 | $45<700$ | D<1 | 7ZM | <20 ppm | 2000-3000 | 2.8 mils | Rotor blades | 2 irage turbline tast. | 80 |
| General Eloctic | 11 | $\begin{aligned} & 2 \text { stogs mutine } \\ & \text { No. } \end{aligned}$ | 4-5 7700 | 30>D> 100 | IzM | <20 ppm | 2000-3000 | Ni | Erosion inserts (coupon test) |  | 180 |
| General Elioctic | 12 | 3 zoge turbine | 8-12 ~500 | 7050>150 | $\begin{aligned} & \mathrm{U}-70 \infty \\ & \mathrm{TZM}, \mathrm{TZC} \end{aligned}$ | <20 ppm | 1300 | $20-40 \mathrm{mils}$ | Leoding edges 3rd stage rator blades, not clearly liquid removal | Simultanaous experl- | 682 |
| Generol Electic | 13 | 3 atog* furbine | 8-12 $\sim 500$ | D <1 | $\begin{aligned} & U-700 \\ & T M, T Z C \end{aligned}$ | <20 ppm | 1300 | $\begin{aligned} & 1-2 \text { mil } \\ & \text { rivulations } \end{aligned}$ | Roter biades: | menk <br> during <br> 3 sloge | ${ }^{82}$ |
| Gonarol Electite | 14 | 3 ghoge furbine | 8-12 $>850$ | 20<0<30 | $\begin{aligned} & U-700 \\ & T Z M, T Z C \end{aligned}$ | $<20$ ppa | 1300 | Subsential | Erotion insorts (eoupon mest) Not sleorly liquid removal | nurbine | 82 |

Y - Theoreticoi moisture con imat of bulk How (roported values)
V-Llauld impingement veloclty (Mastinghouve estimater)
D- Uquid particle dionetor (Westinghouse estimotes)

Most liquid metal corrosion data, either from refluxing capsules, natural convection loops, or pumped loops, have been of a qualitative nature. General surface dissolution, grain boundary penetration, and general mass transfer have been noted. However, the vast number of variables involved in most systems has not permitted the mathematical approaches expressed by Epstein in Reference 83 or Gill in Reference 84 to be extended to these more complex systems. Thus, experience with materials and systems has been relied upon to designate the materials and their properties most compatible to the system in which they are to be incorporated.

Within the last few years improved experimental techniques and equipment have permitted investigators to reduce some of the variables (especially oxygen contamination) to less influential levels. The quantitative data being generated today can, with due consideration of its source and system, be extrapolated to other similar systems for rough, predictive comparisons.

In this section the chemical dissolution of a turbine blade material into the thin stream of condensed potassium that flows radially outward along the blade is considered. Epstein's static
dissolution equation in Reference 4 was solved with dynamic dissolution parameters from Gill in Reference 84.

### 3.4.2 Analytical Model

To repeat, a fraction of the condensed moisture present in the wet vapor will be collected by the stator blades and will carry over to the subsequent rotor row in the form of atomized drops.
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This liquid impacts the rotor blades along a relatively narrow portion of the leading edge of the convex surface and then flows in a nearly radial direction to discharge at the tips of the blades. It is assumed that the impacted moisture forms a continuous film and that the fluid impinges uniformly along the blade impaction zone. The concern of this analysis is the chemical dissolution of the blade material associated with the flow of this film.

Because the film of liquid formed on the rotor blades is at most a few micrometers thick and is violently stirred by the incoming drops, it is assumed that the rate controlling step in the dissolution process is that of the rate of dissolution for the blade material into the liquid at the liquidsolid interface.

This is different than for dissolution of solids into liquids in pipe flow. In pipe flow, the rate controlling step is often the rate of diffusion of the dissolved solute across the solvent boundary layer into the bulk flow of solvent in the pipe.


For a turbine operating at some steady-state condition, rates of flow are a function only of position. Hence at any location (see drawing below) $x, z$

measured from the hub and nose, respectively, of the rotor blade the rate flows of solute and solvent in the liquid film are time independent and the concentration, $S$, of solute in the solvent at location
$s, z$ is the ratio of the rate flow of solute to rate flow of solvent at this location or

$$
\begin{equation*}
\mathrm{S}=\rho_{\ell} \frac{\nabla_{\mathrm{m}}}{\dot{m}_{\ell}} \tag{1}
\end{equation*}
$$

where
$\dot{V}_{m}$ is the rate flow of solute in the $x$ direction per unit width of film (z direction) $-\mathrm{cm}^{2} / \mathrm{sec}$
$\dot{m}_{\ell} \quad$ is the rate of solvent in the $x$ direction per unit width of film$\mathrm{gm} / \mathrm{sec} / \mathrm{cm}$
${ }^{P_{\ell}} \quad$ is the solvent density $-\mathrm{gm} / \mathrm{cm}^{3}$
According to Epstein (83), the rate of dissolution of a pure metal into a pure liquid solvent at the metal - liquid interface is given by:

$$
\begin{equation*}
s=S_{0}\left[1-\exp \left(-\frac{\alpha A+}{V_{l}}\right)\right] \tag{2}
\end{equation*}
$$

where
$A$ is the surface area in $-\mathrm{cm}^{2}$ contact with the liquid
$S_{0}$ is the saturation -dimensionless solubility of material in the solvent
$S$ is the solute concen- -dimensionless tration in the solvent at time $t$
$V_{\ell}$ is the volume of $\quad-\mathrm{cm}^{3}$ liquid in contact with the metal for time t

+ is the contact time - sec between liquid and metal along surface $A$
a is the solution rate constant

From Equation D-2 the following differential equations may be inferred:

$$
\begin{equation*}
\frac{d S}{d t}=\frac{a}{V_{\ell}} \quad\left(S_{0}-S\right) A \tag{3}
\end{equation*}
$$

and since

$$
\begin{align*}
& d S=\frac{1}{V_{\ell}} d V_{m} \\
& \frac{d V_{m}}{d t}=V_{m}=a\left(S_{o}-S\right) A \tag{4}
\end{align*}
$$

In the case of the rotor blade film of unit width at location $x$, Eq. (4) may be written:

$$
\begin{equation*}
V_{m}=\int_{0}^{x} a\left(S_{0}-S\right) d x \tag{5}
\end{equation*}
$$

By the assumption of uniform deposition of liquid along the rotor blade impaction zone:

$$
\begin{equation*}
\dot{m}_{\ell}=\dot{m}_{a} x \tag{6}
\end{equation*}
$$

where $m_{a}$ is the rate of deposition per unit area per unit time $-\mathrm{gm} / \mathrm{cm}^{2} / \mathrm{sec}$.

Substitutions from Eq. (5) and (6) into Eq. (1) yield, after some rearranging of terms:

$$
\begin{equation*}
s_{x}=\frac{\rho_{l}}{m_{a}} \int a\left(S_{0}-S\right) d x \tag{7}
\end{equation*}
$$

Differentiation of Eq. (7) and rearrangement of terms gives:
$=\frac{d S}{d}=\frac{d x}{x}$
$\frac{\rho_{\ell}^{a}}{\dot{m}}$
$S_{0}-\left(1+\frac{r_{\ell}^{a}}{\dot{m}_{a}}\right) S$
Equation (8) is readily integrated to give:

$$
S=\frac{\dot{m}_{a}}{\dot{m}_{a}+p_{l} a}\left[\frac{p_{l}}{a} \quad S_{0}^{\dot{m}_{a}} \quad \frac{C}{\left(\frac{1+p_{l}^{a}}{\dot{m}_{a}}\right)}\right]
$$

where $C$ is a constant of integration.
Now, it may be noted that when $x=0$ in Eq. (9) that $S=-\infty$ unless $C=0$ (in which case $S$ is indeterminate). However, a $C$ taken equal to zero is the only reasonable physical interpretation, since the physical concentration 5 must fall with the limits:

$$
0 \geq S \leq S_{C}
$$

and the equation:

$$
\begin{equation*}
S=\frac{\dot{m}_{a}}{\dot{m}_{a}+\rho_{\ell} a}\left[\frac{\rho_{\ell} a}{\dot{m}_{0}} S_{0}-\frac{(0)}{\left(1+\frac{\rho_{\ell} a}{\dot{m}_{a}}\right)}\right] \tag{10}
\end{equation*}
$$

satisfies these limits as $x \longrightarrow 0$.
Equation (9), therefore, reduces to:

$$
\begin{equation*}
S=\frac{\dot{c}_{\ell} a}{\dot{m}_{a}+p_{\ell} a} S_{0} \tag{11}
\end{equation*}
$$

It will be noted that the concentration $S$ is not only time independent but is constant throughout the liquid flow zone along the rotor blades leading edge.
$S$ in terms of $S$ from Equation (11) may be substituted into Equation (5) to give:
$\dot{V}_{m}=\int_{0}^{x} a S_{0}\left(\frac{p_{l} a}{\dot{m}_{a}+p_{l}}\right) d x=a S_{0}\left(\frac{\dot{m}_{a}}{\dot{m}_{a}+p_{z} a}\right) x$

The rate of material thickness removal, $\delta_{m}$, therefore $\dot{i}_{m}^{\text {is: }}=\frac{\dot{V}_{m}}{x}=a S_{0}\left(\frac{\dot{m}_{a}}{\dot{m}_{0}+\rho_{\ell} a}\right)$

This Eq. (13) presents a reasonable physical picture. If $m_{a} \gg p_{p} a$, this implies that $S \rightarrow 0$ or the rate of material thickness removal is:

$$
i_{m}=a\left(S_{0}-(0)\right)=a S_{0}
$$

The thickness removal rate is dissolution rate constant controlled and is independent of liquid flow rate. If $\dot{m}_{a}$ is low, $A_{a} \ll \rho \alpha$, this implies that $S \rightarrow S_{0}$ and

$$
\dot{g}_{\mathrm{m}}=S_{0} \frac{\dot{m}_{0}}{f_{\ell}}
$$

The thickness removal rate is then directly proportional to the liquid flow rate and independent of the dissolution rate constant.

In between these extremes the thickness removal rate is affected by both dissolution rate constant and liquid flow rate.

The discussion so far has assumed a pure metal dissolving into a pure liquid. The latter assumption, pure liquid, is probably reasonable since turbine system operators go to some length to keep a pure liquid in the system. However, turbine blade materials are alloys composed of materials of differing solubility and probably chemical activity. In advanced high temperature Rankine cycle liquid metal systems, the turbine blade materials are likely to be refractory alloys such as TZM and TZC. These are molybdenum alloys with small amounts of titanium, carbon, and zirconium. The alloying materials such as Ti and Zr are more soluble than the base material and while present in concentrations of only 1 percent to 2 percent, tend to collect at the alloy grain boundaries where they may be more readily leached from the surface than if they were uniformly mixed. In addition, if there is preferential leaching at the grain boundaries, this may so weaken the material that a considerably greater am ount of material may be lost than that which simply dissolved.

At the present time there are insufficient experimental results or theory to judge these factors adequately. Nonetheless, it seems worthwhile to delineate these areas of uncertainty by the application of multiplicative correction factors to Equation (13), as:
$i_{s}=k_{1} \dot{f}_{m}=k_{1} k a \operatorname{a} S_{o}\left(\frac{\dot{m}_{a}}{\dot{m}_{a}+p_{\ell} k a a}\right)$ where
a is the activity level of a readily dissolvable constituent of the alloy in the alloyed form relative to the constituents dissolvability in pure form
$k \quad$ is ratio of the effective surface area from which the constituent is dissolving to the total surface area of the alloy
$k_{1}$ is the ratio of total alloy removal rate to dissolving constituent removal rate
$\delta_{s} \quad$ is the thickness removal rate for the alloy surface as a whole

In the numerical example given hereafter, it has been assumed that

$$
k=1 / k_{1} \text { and } a \sim 1
$$

Hence,

$$
\begin{equation*}
\dot{\delta}_{s}=a S_{o} \frac{\dot{m}_{a}}{\dot{m}_{a}+p_{\ell} k a} \tag{15}
\end{equation*}
$$

In addition, it has been assumed that $k$ (the effective surface area ratio) is equal to the ratio of dissolving constituent volume to total alloy volume.

### 3.4.3 Analysis of Last Rotor of a Potassium Turbine Design

Using the previously derived equations, a numerical analysis of possible dissolution of metal from the last rotor blades of a potassium turbine design was performed. The numerical analysis was done by Westinghouse at the request of the AiResearch Manufacturing Company as a part of a study of Potassium Turbine-Alternator designs, for NASA Lewis Research

Center, under Contract NAS 3-10934, and has been previously reported in reference 85. It is repeated here to give the reader an idea of the numerical levels that result from application of the model to potassium turbine designs.

To our knowledge there are no experimental values of dissolution rate constant (a) available for TZM, TZC constituents dissolving into potassium. There are values for Fe , dissolving in $\mathrm{Na}^{(83)}$ and 304 SS dissolving in $\mathrm{Li}^{(84)}$. The values for 304 SS dissolving in Li are used. (See Figure 3.4-1.) The saturation solubilities of the various materials are taken to be:

| Material | $S_{0}$ |
| :---: | :---: |
| Mo | 0.2 ppm |
| Zr | 58 ppm |
| Ti | 68 ppm |



Figure 3.4-1 Temperature Dependence of a

The saturation solubilities of Zr and Ti are most uncertain $(85)$ and may be as low as 10 ppm at analyzed rotor conditions. The values used are near the maximum values reported in the literature at the analyzed rotor temperature. The rotor blade material is assumed to be TZM of the following composition (86):

| Constituent |  | Volume Fraction |
| :--- | :--- | :--- |
|  |  | 0.0009 |
| Carbon |  | 0.0110 |
| Titanium |  | 0.0014 |
| Zirconium |  | 0.9867 |
| Molybdenum |  |  |

The fluid and geometric conditions along the leading portion of the convex surfgce of the rotor blades are taken to be as follows: (85)

Rotor Blade Conditions

| Total liquid flow | $17.8 \mathrm{gm} / \mathrm{sec}$ |
| :--- | :--- |
| No. of rotor blades | 59 |
| Liquid flow/blade | $0.302 \mathrm{gm} / \mathrm{sec}$ |
| Blade height | 4.03 cm |
| Temperature | $670^{\circ} \mathrm{C}$ |
| Liquid density | $0.685 \mathrm{gm} / \mathrm{cc}$ |
| Liquid film width | 0.25 cm |
| Liquid film area | $1 . \mathrm{cm}^{2}$ |

The information from Figure 3.4-1 and the previous three tables on material solubilities, the composition of TZM, and the rotor blade conditions were used to calculate material removal rates using Equation 15. The results of this calculation follow:

## Rotor Blade Dissolution Results

| $\mathrm{m}_{\mathrm{a}}$-liquid deposi- | $0.302 \mathrm{gm} / \mathrm{cm}^{2} / \mathrm{sec}$ |
| :---: | :---: |
| rate/unit area |  |
| a solution rate | $2\left(10^{-5}\right) \mathrm{cm} / \mathrm{sec}$ |
| effective surface | 0.012 dimensionless |
| area ratio of $\mathrm{Ti}+\mathrm{Zr}$ $S$ average saturation | 63(10 ${ }^{-6}$ ) ppm |
| solubility of Ti and Zr |  |
| $\mathrm{P}_{\ell} \propto \mathrm{k}$ dissolution factor | $1.65\left(10^{-7}\right) \mathrm{gm} / \mathrm{cm}^{2} / \mathrm{sec}$ |
| $\dot{\delta}_{6}$ material thickness | 1.26 (10 ${ }^{-8}$ ) mm/sec |
| Thickness removed in 2000 hr | 0.0036 in . |
| Thickness removed in 20,000 hr | 0.0356 in. |

It will be noted from the tabulation of results that the liquid deposition rate, $\dot{m}_{a}$, is some 2 million times greater than the dissolution factor, $\rho_{\text {a }}$ ak. Therefore, the material loss rate is independent of the rate of liquid flow and deposition. By this model of material removal by dissolution, the liqujd flow rate will have to be reduced to about $10^{-6}$ of the level used here to effect a substantial reduction in material loss rate. It will also be noted that the calculated removal of material in 20,000 hours is substantial in terms of a 4 cm ( 1.575 in .) high blade. Hopefully, the model and empirical coefficients used are overly conservative.
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# SECTION 4 <br> LOW SPEED CASCADE TESTS* 


#### Abstract

Low speed cascade tests run on a turbine blade section, with various trailing edge thicknesses and shapes, investigated the downstream trailing edge wake. The blade section was modeled after a 3rd stator blade of the three stage potassium test turbine of NASA Contract NAS3-8520.

The wake velocity profiles were recorded by pressure traverse measurements at five different downstream positions. With these measurements, the mixing of the boundary layer and the vorticity associated with the trailing edge based drag of the wake were investigated. This investigation compared the traverse measurements with theoretical models for viscous and vortex flow.


## 4. 1 BACKGROUND

Moisture erosion studies have been conducted by Westinghouse for the past four years under the sponsorship of NASA. These investigations have been largely analytical and have been performed on a number of liquid metal and steam turbines.

An important factor in each of these investigations has been the trailing edge wake downstream of the stator blade row. It is within the environment of this downstream wake that the moisture drops exist from the time of their discharge from the trailing edge to the time of their impingement on the downstream rotor. Hence, the properties of the wake, such as vorticity and velocity profile, have an important effect on the size and trajectory of the moisture drops.

The wake traverse tests investigated the effect of the trailing edge thickness and shape on the properties of the blade wake. The wake properties include the change in velocity profile with downstream distance and the nature of the wake flow. The latter property is influenced by whether the wake flow is predominantly viscous or vortex.

The wake flow associated with zero trailing edge thickness and the momentum mixing of the boundary layer should be viscous. On the other hand, the flow associated with large trailing edge thickness would be expected to resemble the separated vortex flow downstream of a circular cylinder.

[^25]Data on the wake profiles and the wake decay were supplied by the pressure traverse measurements. Information on the wake vorticity was obtained from the traverse measurements by comparing the downstream loss by test with the downstream loss by theoretical models. These models gave the theoretical downstream loss with viscous mixing and vortex flow. These comparisons indicated whether the downstream flow was largely viscous or vortex.

The tests were run on the third stage, stator blade section, of the three stage potassium test turbine of Contract NAS3-8520, with various trailing edge configurations. This blade was selected because of the association of the threestage turbine with the NASA liquid metal program. Also, this blade was typical of those used in liquid metal and steam turbines.

A literature survey was conducted at the start of the program and a number of survey reports are listed in the reference section. However, not all of these reports are cited as references.

### 4.2 SYMBOLS



| a* | critical velocity |
| :---: | :---: |
| c | projected chord length of blade |
| $C_{\text {D }}$ | trailing edge drag coefficient based on the trailing edge thickness $T$. |
| CF | energy loss coefficient, Eq. 2 |
| CFD | increase in loss coefficient due to trailing edge thickness at position 2; i.e., $\mathrm{CF}_{2, \mathrm{~T}^{-}}$ $\mathrm{CF}_{2}$ |
| $\mathrm{CF}_{\mathrm{T}}$ | loss coefficient, finite trailing edge thickness |
| $\mathrm{CF}_{1}$ | loss coefficient, zero trailing edge thickness, at position 1 |
| $\mathrm{CF}_{2}$ | loss coefficient, zero trailing edge thickness, at position 2 |
| $\mathrm{CF}_{1, \mathrm{~T}}$ | loss coefficient, finite trailing edge thickness, at position 1 |
| $\mathrm{CF}_{2, \mathrm{~T}}$ | loss coefficient, finite trailing edge thickness, at position 2 |
| h | blade height |
| $\bigcirc$ | throat dimension |
| $\mathrm{P}_{\mathrm{i}}$ | inlet stagnation pressure |
| $\mathrm{P}_{5}$ | downstream static pressure |
| Pt | downstream stagnation pressure |
| 5 | blade pitch |
| T | trailing edge thickness, temperature. See Table 4.3-1. |
| u | distance from blade trailing edge in the tangential direction |
| u/s | referred distance from blade trailing edge in the tangential direction |
| $V$ | downstream velocity |
| $V^{\prime}$ | downstream velocity based on isentropic expansion from the inlet stagnation condition |
| $V_{r}$ | Referred downstream velocity, Eq. 1 |
| $V_{r, \min }$ | minimum, referred velocity in core of wake |
| w | flow rate |
| $\times$ | distance along streamline downstream of the trailing edge |


| $x / c$ | referred distance along streamline downstream of the trailing edge |
| :---: | :---: |
| y | distance in axial direction downstream of the trailing edge, inches |
| a | flow angle with respect to the tangential direction |
| $a^{\prime}$ | blade exit angle, with respect to tangential direction, based on the average of the suction and pressure surface angle at the trailing edge |
| $\gamma$ | specific heat ratio, 1.4 |
| Subscripts and Superscripts |  |
| 1,2 | downstream position at blade trailing edge, at position of uniform flow |
| D | drag |
| i | inlet stagnation |
| 5 | static |
| t | downstream stagnation |
| T | finite trailing edge thickness |
| $r$ | referred |
| min | minimum |
| 1 | isentropic, blade |
| 4.3 | TEST APPARATUS AND PROCEDURE |
| 4.3.1 | Blade Description |

The test blade is a 2 times full size model of the blade section from the three stage potassium test turbine of Contract NAS3-8520, e/4 blade height from the inner diameter position, third stator blade row.

There are nine separate configurations of the test blade which differ in trailing edge thickness and shape. These configurations consist of three different trailing edge thicknesses, 0.028 inch, 0.106 inch, and three different trailing edge shapes, round, square, and tapered (Table 4.3-1). The thin, round trailing edge configuration is an exact scale of the turbine blade section. The medium and thick trailing edge configurations
differ slightly in the trailing edge suction surface region, but the gauging dimension and blade pitch are the same in all blades. Due to the constant gauging with change in thickness, the blade exit angle, $a^{\prime}$, varies from 21 to 27 degrees.

Three sets of blades with thin, medium and thick trailing edge thickness were used. The blades had a round trailing edge shape and were changed from round to square and from square to tapered, by machining the trailing edge. Details of the trailing edge shapes are given in Table 4.3-1.

The calculated boundary layer properties at the trailing edge of the blade follow:

|  | MOMENTUM THICKNES5INCHES | DISPLACEMENT THICKNESSinches | FUL THICKNESSINCHES | EXPONENT |
| :---: | :---: | :---: | :---: | :---: |
| FRESSURE SUPFACE | 0.00184 | 0. 00207 | 0.0179 | 7.68 |
| SUCTION SURFACE | 0,00763 | 0.0120 | 0.0540 | 3.51 |

These boundary layer properties were calculated by the methods in Reference 2 and are for a blade Reynolds number of $3.4 \times 10^{5}$. The exponent is used in the velocity profile equation.

Trip wires of 0.018 inch diameter were installed on the suction and pressure side of the blade approximately 0.45 inch from the leading edge.

### 4.3.2 Test Rig

The low speed cascade rig is illustrated in Figure 4.3-1. The cascade consisting of six blades was mounted between the circular end walls. The height of the test blade was set by the three inch space between the end walls.

The traversing probe was accessible to the region downstream of the blades by a slot in the end walls. This provided an approximate two inch travel in the axial direction and an approximate eight inch travel in the tangential, pitchwise direction.

TABLE 4.3-1
TEST BLADE SPECIFICATIONS $\qquad$


|  | $\begin{gathered} c \\ \mathrm{in} . \end{gathered}$ | $\begin{aligned} & 0 \\ & \text { in. } \end{aligned}$ | $\mathrm{s}_{\mathrm{in} .}$ | $\begin{aligned} & \text { T} \\ & \text { in. } \end{aligned}$ | deg. | $\begin{aligned} & h \\ & \text { in. } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Thin | 2.14 | . 524 | 1.41 | . 028 | 4.5 | 3.0 |
| Medium | 2.20 | . 524 | 1.41 | . 106 | 12.4 | 3.0 |
| Thick | 2.24 | . 524 | 1.41 | . 160 | 18.4 | 3.0 |



Figure 4.3-1 Cascade Test Rig

| HORIZONTA INCHES | $\begin{aligned} & \text { VERTICAL } \\ & \text { (INCHES) } \end{aligned}$ |  |  |
| :---: | :---: | :---: | :---: |
|  | Thin | Medium | Thick |
| 0.000 | 0.000 | -0.035 | -0.147 |
| 0.100 | 0.032 | -0.142 | -0.096 |
| 0.200 | 0.062 | +0.001 | -0.045 |
| 0.300 | 0.096 | 0.046 | $+0.008$ |
| 0.400 | 0.130 | 0.093 | 0.062 |
| 0.500 | 0.168 | 0.141 | 0.116 |
| 0.600 | 0.208 | 0.190 | 0.172 |
| 0.700 | 0.252 | 0.242 | 0.229 |
| 0.800 | 0.300 | 0.295 | 0.287 |
| 0.900 | 0.350 | 0.350 | 0.346 |
| 1.000 | 0.406 | 0.406 | 0.406 |
| 1. 100 | 0.472 | 0.472 | 0.472 |
| 1.200 | 0.552 | 0.552 | 0.552 |
| 1.292 | 0.650 | 0.650 | 0.650 |
| 1.370 | 0.750 | 0.750 | 0.750 |
| 1.426 | 0.850 | 0.850 | 0.850 |
| 1.470 | 0.950 | 0.950 | 0.950 |
| 1.495 | 1.050 | 1.050 | 1.050 |
| 1. 506 | 1. 150 | 1. 150 | 1. 150 |
| 1. 510 | 1.250 | 1.250 | 1.250 |
| 1. 504 | 1.350 | 1.350 | 1.350 |
| 1.484 | 1. 450 | 1.450 | 1.450 |
| 1.440 | 1. 550 | 1. 550 | 1. 550 |
| 1.350 | 1.638 | 1.638 | 1.638 |
| 1.250 | 1.674 | 1.674 | 1.674 |
| 1.150 | 1.656 | 1.656 | 1.656 |
| 1.050 | 1. 582 | 1. 582 | 1. 582 |
| 0.994 | 1.500 | 1. 500 | 1. 500 |
| 0.948 | 1. 400 | 1.400 | 1. 400 |
| 0.922 | 1.300 | 1.300 | 1.300 |
| 0.902 | 1.200 | 1.200 | 1. 200 |
| 0.882 | 1. 100 | 1. 100 | 1. 100 |
| 0.855 | 1.000 | 1.000 | 1.000 |
| 0.824 | 0.900 | 0.900 | 0.900 |
| 0.780 | 0.800 | 0.800 | 0.800 |
| 0.726 | 0.700 | 0.700 | 0.700 |
| 0.664 | 0.600 | 0.600 | 0.600 |
| 0.592 | 0.500 | 0. 500 | 0.500 |
| 0.500 | 0.388 | 0. 388 | 0.388 |
| 0.400 | 0.288 | 0.288 | 0.288 |
| 0.300 | 0.206 | 0.206 | 0.206 |
| 0.200 | 0.138 | 0.138 | 0.138 |
| 0.100 | 0.082 | 0.082 | 0.082 |
| 0.012 | 0.026 | 0.026 | 0.026 |

While there are circular end walls at the end of the blade span, there is a slot in each of these end walls and there are no end walls at the ends of the cascade in the axial-tangential direction. Thus the flow is not confined along the boundaries of the jet.

### 4.3.3 Instrumentation

A Kiel total pressure probe operated by the L. C. Smith traversing rig was used for traversing downstream of the cascade. The overall shield diameter of the probe was $1 / 16$ inch. This probe measures the total pressure over a wide angle range and thus does not require point adjustment for yaw.

A total pressure cylindrical probe and thermocouple were located at the inlet to the cascade.

The probes were connected to pressure transducers. The electrical signals from the transducers and from the traversing rig were fed to the computerized data acquisition system.

### 4.3.4 Data Logging and Calculation

The data logging system, which is capable of accepting up to 300 channels of analog signals, digitizes the information and records the data on computer magnetic tape. In addition, the Hewlett Packard 2116A computer was coupled to à teletype printer which gove a continuous printout of the wake velocity. This made it possible to continuously monitor the data as they were acquired.

The L. C. Smith traversing rig was adjusted for traverse readings in 0.005 inch steps, approximately 10 seconds per step. Thus, each downstream traverse across the 1.41 inch blade pitch consisted of approximately 282 points and required approximately 50 minutes time.

The data from the magnetic tape were fed to the CDC 6400 computer. Calculations were made to determine the point by point referred
velocity and the flow weight average loss coefficient by the following equations:

$$
V_{r}=V_{r}(u, y)=V / N^{\prime}=\left(\frac{1-\left(P_{s} / P_{p}\right)}{\left.1-\left(P_{s} / P_{i}\right)^{(r-1) / \gamma}\right)}\right)^{1 / 2} \text { Eq. I }
$$

$$
C F=C F(y)=\frac{\int_{0}^{s}\left(1-v_{r}^{2}\right) d \dot{w}}{\int_{0}^{s} d \dot{w}}
$$

The computer output included Cal Comp plots of the referred velocity across the pitch of the blade.

### 4.3.5 Checkout Procedure

A number of tests were run to determine the most suitable type of probe for the traverse tests and to establish the measurements. At the time it was not known how sharp the wake profile would be in the region of the trailing edge, how many points it would take to specify the profile, how the size of the probe would affect the measurements, or how quickly the profile would change with downstream distance.

Tests were performed with a number of probes: the $1 / 8$ inch total-static cylindrical probe, $1 / 16$ inch total-static Cobra probe, $1 / 16$ inch total pressure pitot tube, and $1 / 8$ inch total pressure Kiel probe. It was found that the Cobra probe and the Kiel probe gave a clear definition of the blade wake and gave wake profile plots that were nearly identical. However the Cobra probe required adjustment for yow in each pitchwise traversè, particularly in the region of the trailing edge, while the Kiel probe required no adjustment. Also, the measured static pressure by the Cobra probe was particularly the same as atmospheric and gave essentially the same referred velocity except in the region $1 / 16$ to $1 / 8$ inch downstream of the trailing edge. Here the static pressure readings were erratic. It was therefore decided to use the

Kiel total pressure probe, consider the static pressure as atmospheric, and disregard the flow angle measurement.

In addition, tests were run to check on the downstream entrainment, the use of end walls, and the necessary number of blades for undisturbed flow in the center of the cascade. It was found that the six blade cascade was adequate. The wake profiles from the two center blades were practically identical and there was little change with respect to the wakes from the two center blades and the adjacent blades. This was true at all downstream positions. Measurements also were made at several blade span positions with similar results. Thus, it was not considered that the entrainment had an important effect on the flow in the center of the cascade or that it was necessary to have additional blades or end walls at the ends of the cascade in the axial-tangential direction. Further, it was feared that these end walls would restrict the downstream angle adjustment associated with the trailing edge thickness and invalidate the atmospheric pressure assumption.

Traverse measurements in the pitchwise direction were taken in 0.050 inch steps and in 0.005 inch steps. The 0.005 inch measurements gave much sharper profiles in the region of the blade trailing edge. As the traverse rig only provides for adjustment by factors of 10 , and as it requires considerable time to make the adjustment, it was decided to take all the measurements in steps of 0.005 inch.

Finally, tests were run with and without the 0.018 inch trip wires. Although the wake profiles were apparently unaffected, it was decided to traverse with trip wires. This was to assure a turbulent boundary layer along the length of the blade as in turbine operation.

### 4.3.6 Wake Traverse Tests

Traverse tests were run on eight trailing edge configurations at zero incidence. These configurations were with thin, medium, and thick trailing edge thickness and with round, square, and fapered trailing edge shape. In addition, incidence angle tests were run on two of these configurations at $\pm 12$ degrees incidence and Reynolds number tests on one of the configurations at $1.8 \times 10^{5}$ and $4.24 \times 10^{5}$ blade Reynolds number. Table
4.3-2 gives a list of the tests and the test conditions are listed below:

| Tests | $\begin{array}{c}\mathrm{pi}^{-p_{s}} \\ \text { (inches of water) }\end{array}$ |  | $\mathrm{V} / \mathrm{a}^{*}$ |
| :--- | :---: | :---: | :---: | \(\left.\begin{array}{c}Reynolds No. <br>


\left(\times 10^{5}\right)\end{array}\right]\)| $0^{\circ}$ incidence | 26. | 0.33 | 3.4 |
| :--- | :---: | :---: | :---: |
| $\pm 12^{\circ}$ incidence | 26. | 0.33 | 3.4 |
|  |  |  |  |
| Reynolds No. | 42. | 0.41 | 4.2 |
|  | 7. | 0.17 | 1.8 |

The blade Reynolds number is based on the blade exit conditions and the projected chord length.

Traverse measurements were taken in 0.005 inch steps, across one blade pitch in the center of the cascade, and at five axial downstream positions. The order of tests on each of the three blade thicknesses was with round, square, and tapered trailing edge shape. Change in the original trailing edge shape, from round to square to tapered, was made by removing the blades from the cascade and machining the trailing edge. The blades were numbered and provided with positioning pins to provide for the same setting in each assembly.

Hot wire measurements of the downstream wake gave no indication of immediate results and were abandoned. It was felt that more could be gained by detailed analysis of the data.

### 4.4 RESULTS AND DISCUSSION

### 4.4.1 Theoretical Models of Flow

By comparing the traverse results with theoretical models of the downstream flow, it is possible to tell how nearly the various models conform to the actual process. Thus, it is shown whether the wake flow is associated with a viscous or a vortex process.

TABLE 4.3-2
LIST OF TESTS

| BLADE TRAILING EDGE THICKNESS (INCHES) | TRAILING EDGE THICKNESS PITCH T/S | blade trailing EDGE SHAPE | $0^{\circ}$ <br> INCIDENCE ANGLE TESTS | $+12^{\circ}$ and -12INCIDENCE ANGLE TESTS | REYNOLDS NUMBER TESTS |
| :---: | :---: | :---: | :---: | :---: | :---: |
| thin | 0.0198 | ROUND | $x$ |  |  |
| 0.028 | 0.0198 | SQUARE | $x$ | X |  |
| MEDIUM | 0.0751 | ROUND | X |  |  |
| 0.106 | 0.0751 | SQUARE | $x$ |  | x |
|  | 0.0751 | ROUND | x |  |  |
| THICK | 0. 1134 | SQUARE | $x$ |  |  |
| 0.160 | 0.1134 | ROUND | $x$ | X |  |
|  | 0.1134 | TAPERED | X |  |  |

The following models were used in the comparison.

1) Lieblein Model - Eq. 3 of reference 6 gives the referred velocity in the core of the wake as:

$$
V_{r, \min }=1-0.13(x / c+0.025)^{-1 / 2}
$$

As the empirical equation is based on theory and test results for airfoils with zero trailing edge thickness, it associates the downstream wake with the viscous mixing of the boundary layer. This model is of particular interest as it was used in the moisture erosion calculations.
2) Viscous Model - This model associates the downstream loss with the mixing of the viscous boundary layer and with the filling of the dead space downstream of the trailing edge. The equations are specified by continuity, momentum, and energy relations; see reference 12 . The equations are with respect to the positions at the trailing edge and at the downstream point of uniform flow, assume incompressibility, and assume constant static pressure in the pitchwise direction at the trailing edge position. The exponent in the boundary layer equations was taken as 5.5 , corresponding to the calculated average for the suction and pressure surface. The constant pressure
assumption implies no base drag at the trailing edge, i.e., that the trailing edge drag coefficient is zero.
3) Viscous Model with Trailing Edge Drag - This is the same as the viscous model, but without the constant static pressure assumption at the trailing edge position. The trailing edge drag coefficient would be expected to be approximately 0.41 for the round trailing blade as for a circular cylinder. The equations are the same as for the viscous model except for the addition of the $C_{D}$ term in the axial momentum equation to allow for the base drag at the trailing edge, e.g., equation C3 of Reference 12:
$g p_{s, 1}+\sin ^{2} a_{1}\left[1-\delta^{*}-\delta_{t e}-\theta^{*}\right]\left[\rho\left(v^{\prime}\right)^{2}\right]_{1}=g p_{s, 2}+\sin ^{2} a_{2}\left[\rho v^{2}\right]_{2}$
after the addition of the base drag term appears as:

$$
\begin{aligned}
& {\left[\mathrm{PP}_{s, 1}\right]^{-1 / 2}\left[\rho\left(v^{\prime}\right)^{2}\right]_{1} \delta_{t e} C_{D}+\sin ^{2} \alpha\left[1-\delta^{*}-\delta_{t e}\right.} \\
& \left.-\theta^{*}\right]\left[\rho^{\prime}\left(v^{\prime}\right)^{2}\right]_{1}=g p_{s, 2}+\sin ^{2} a_{2}\left[\rho v^{2}\right]_{2}
\end{aligned}
$$

where $g, \rho, \delta^{*}, \delta_{t e}$ and $\theta^{*}$ are in the symbols of the reference report ( $\alpha$ is with respect to the tangential). Trailing edge drag implies vortex flow similar to the separated flow downstream of a circular cylinder.

### 4.4.2 Test Results

Figure 4.4-1 gives the Cal Comp plots of the traverse results. Bear in mind that the traverse was made in the pitchwise direction rather than normal to the wake. Thus, the traverse curves are at an approximate angle of 21 degrees to the blade wake rather than 90 degrees. The pressure and suction side of the wake are to the left and right of the trough and, due to the angularity, the pressure side of the wake is farther downstream in the streamline direction. This probably accounts for the fact that the wake appears to be thicker on the pressure side than on the suction side of the trough. $V_{r}$, min does not occur at exactly the same value of $\mathrm{u} / \mathrm{s}$ because of the impracticality of aligning the traversing rig in the pitchwise direction with respect to the center of the wake. Finally, all of the Figure 4. $4-1$ curves are for $3.4 \times 10^{5}$ Reynolds number.

Figure 4. 4-2 compares the traverse results with the Lieblein model. This curve is a plot of the referred velocity at the core of the wake with downstream, streamline distance. While the cascade results for the thin trailing edge blade agree with the model, the discrepancy increases with trailing edge thickness; in particular, the thick trailing edge blade shows a slower rate of decay than specified by the Lieblein model. This is probably due to the increase in vorticity, with increase in trailing edge thickness, for which reason the wake does not attenuate as rapidly as with viscous flow. Also, the tapered trailing edge shape agrees better with theory in the medium thickness blade. Probably this is due to the lower effective thickness at which the boundary layer breaks away from the trailing edge. Allowing that the thin trailing edge is a direct scale of the turbine blade section, it appears that the Lieblein model gives a good account of the process.

The Figure 4.4-3 curves give the energy loss coefficient with respect to the downstream distance. These curves specify the loss coefficient at the trailing edge position and at the downstream point of uniform flow. The loss coefficients af the trailing edge and downstream positions are used in conṣtructing Figure 4.4-4 and 5 .

The figure 4.4-4 and 5 curves compare the increase in downstream loss with respect to the downstream and trailing edge positions, and the increase in loss with trailing edge thickness, by test and theory. The theoretical curves are for the viscous model with trailing edge drag corresponding to $C_{D}=0 ., 0.20$, and 0.41. Generally, the tapered frailing edge blades conform to the model with $C_{D}$ of 0 . to 0.1 , the round trailing edge blade to the model with $C_{D}$ of roughly 0.2 , and the square trailing edge blade to the model with $C_{D}$ of roughly 0.3. Note that all trailing edge shapes, including the square trailing edge, exhibit less drag than the equivalent drag of a circular cylinder with separated flow. This corresponds to approximately $C_{D}=0.41$. Perhaps this is due to the reduction in effective thickness caused by the blanketing effect of the boundary layer beyond the end of the blade or, in the tapered blade, due to the lower effective thickness at the point where the boundary layer breaks away from the trailing edge. As the $T / s$ for the 3 stage blade is 0.02 , it appears that the model with $C_{D}$ of 0.2 is in good agreement with the flow.

Traverse tests at high and low blade Reynolds numbers of $4.2 \times 10^{5}$ and $1.8 \times 10^{5}$ did not show any distinguishable difference compared to those at $3.4 \times 10^{5}$ Reynolds numbers. Tests at higher and lower Reynolds numbers were limited by the capacity of the equipment and the accuracy of the instrumentation.

Also, tests at +12 and -12 degrees angle of incidence did not show any notable difference compared to those at zero incidence; see Figures 4.4-1 $a, b, g$, and $i$. This $\pm 12$ degree incidence range is as large as that usually encountered in turbines.

Bear in mind that the magnitude of the theoretical trailing edge loss depends on the blade exit angle, increasing with $a^{\prime}$, e.g., CFD given by Figure 4.4-5 for $\alpha^{\prime}=21$. degrees would be 12 percent greater for $a^{\prime}=30$ degrees at $0 .<\mathrm{T} / \mathrm{s}<$ 0.08 and $C_{D}=0.2$. It is probable that the test loss would correspond to this trend.


Figure 4.4-1 Wake Velocity Profiles at Various Downstream Positions


Figure 4.4-1 Wake Velocity Profiles
at Various Downstream Positions


Figure 4.4-2 Change in Velocity in Core of Wake with Downstream Distance 0 Deg. Incidence; $3.4 \times 10^{5}$ Reynolds Number


TRAILING EDGE THICKNESS
b) $T=0.160 \mathrm{in}$
c) $T=0.160 \mathrm{in}. \cdot$
o) $T=0.028 \mathrm{in}$.

Figure 4.4-3 Increase in Wake Mixing Loss with Downstream Distance; 0 Deg. Incidence; $3.4 \times 10^{5}$ Reynolds Number


Figure 4.4-4 Increase in Wake Mixing Loss with Trailing Edge Thickness. O Deg. Incidence; $3.4 \times 10^{5}$ Reynolds Number

### 4.5 SUMMARY OF RESULTS

The Lieblein empirical equation gives a good account of the wake decay for the thin trailing edge configurations, $T / s=0.02$. At large trailing edge thickness, $T / s=0.075$ and $T / s=0.113$, the rate of decay is less than specified by the equation due to the increase in the vorticity. Generally, the tapered trailing edge more nearly agrees with the model due to the reduction in effective thickness.

From a more detailed analysis: The wake flow is associated with the viscous mixing of the boundary layers shed from the suction and pressure
side of the blade and with the vortex flow due to the base drag at the trailing edge of the blade. Generally, the base drag and vorticity increases with the trailing edge thickness and with the bluntness of the trailing edge. In the case of the round trailing edge, the wake flow is approximated by a theoretical model based on the momentum mixing of the boundary layer and a base drag corresponding to $C_{D}=0.2$.

Blade Reynolds number in the range of 1.8 $\times 10^{5}$ to $4.2 \times 10^{5}$ and blade incidence in the range of $\pm 12$ degrees did not have a distinguishable effect on the properties of the wake.
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