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A Monte Carlo simulation model for radiation induced plasmas with nonlinear properties due to recombination has been developed, employing a piecewise linearized predictcorrect iterative technique. Several important variance reduction techniques have been developed and incorporated into the model, including an antithetic variates technique (negatively correlated variates) which has proven to be most useful. This approach is especially efficient for plasma systems with inhomogeneous media, multidimensions, and irregular boundaries, where other analytic or numerical solutions are either unrealistic or impractical. This model is quite general in scope and should be applicable to a variety of similar particle transport and diffusion-type plasma problems.

The Monte Carlo code developed in this work has been applicd to the determination of the electron energy distribution function and related parameters for a noble gas plasma created by $\alpha$-particle irradiation. The radiation induced plasma involved was characterized by the following features:

1) a continuous internal volume-source of high energy electrons
2) an applied electric field (optional)
3) secondary electron production via ionization processes
4) losses via recombination and leakage across boundaries The calculations were specifically carried out for a helium gas medium with an electron source rate from $10^{14}$ to $10^{22}$ ( $\# / \mathrm{cm}^{3}-\mathrm{sec}$ ), initial electron energies from 70 to 1000 eV , pressures from 10 to 760 tcrrs and E/P (electric field/pressure) ratios from 1 to $10 \mathrm{~V} / \mathrm{cm}$-torr.

For the lower source rates, it is observed that, in the zero electric-field case, the low-energy portion of the distribution function is quite close to a standard Maxwellian distribution. However, the high-energy portion (above the ionization potential) of the distrib: ions is a rapidly decaying parabolic-shaped tail which can be crudely represented by a $1 /(E n e r g y)$ distribution. The addition of the electric field causes the distribution function in the lowenergy region to shift towards Smit's (or Druyvesteyn's) distribution while the high-energy protion essentially retains its zero field shape. As the source rate increases beyond certain value (roughly $\nexists 0^{18} \mathrm{~cm}^{-3}-\mathrm{sec}^{-1}$ in the present case), the low-energy region begins to depart from the standard Maxwellian or Smit distributions and this departure can become quite large.

A major emphasis in this development was placed on computation efficiency. The present computation scheme with its variance and accelerated convergence techniques is thought to be quite efficient compared to alternate approaches.
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## CHAPTER I

## INTRODUCTION

A. Statempht of the Pronlem and Objectives

Two najor goals were set for this study. The first was to develos an efficient Monte Carlo simulation technique for solving radiation-induced plasma problems. This required adapting several variance reduction techniques in order to increase the Monte Carlo efficiency. The second goal was to apply the model developed herein to study the characteristics of a noble-gas plasma created by alpha-particle irradiation. The major point of interest is the determination of the electron energy distribution in the nuclear radiation induced plasma. This distribution is of direct importance to current experimental studies at the University of Illinois Where the possibility of directly pumping* gas lasers with nuclear radiation is under study (6). Recent results from these studies also show that nuclear radiation can be used to enhance the output from some type of electrically pumped lasers (5).
B. The Inportance of Nuclear Radiation Produced plasmas and the Thysical Model

Nuclear radiation can be used in two ways: to directly pump the laser, or alternately, where an electric discharge

[^0]serves as the main pump, to enhance the operation of lasers. The possibility of efficient coupling of lasers and nuclear reactors has generated an interest in the use of high-energy ion beams to pump lasers. To avoid radiation damage problems, gas lasers are generally thought of in this connection. There are several important reasons for searching for more direct methods of coupling energy from reactor sources into lasers (8), One is the possibility that the resulting laser may offer unique characteristics, e.g., new frequencies and new methods of modulation and control. Simplified coupling could also offer weight reductions and improved reliability, which may be of advantage in space applications. Also, it may eventually become feasible to simultaneously extract several energy forms, e.g., laser and electrical power from a single nuclear station.

In most gas lasers the excited states, and consequently the inversion of population necessary for laser operation, are formed directly or indirectly by electronic collisions in a plasma generated by an electrical discharge. However, an alternate way to accomplish this goal is via nuclear radiation which can produce ionization and excitation through toth direct interactions and interactions due to secondaryelectron production. Given the high neutron fluxes available from nuclear reactors, the particles from neutron-induced nuclear reactions (e.g., a-particles from a Boron coating on the wall of a laser tube) can furnish the nuclear radiation
source. The description of the transport of both the primary radiation and the secondary electrons, from their point of bixth throughout their path in the gas, is a key problem in the quantitative evaluation of the plasma. Therefore the development of nuclear.radiation pumping requires a thorough urderstanding of the radiation-induced plasma.

The following physical model is applied to the situation of a radiationwinduced plasma. Pertinent quantities of interest include: electron energy distribution spectrum; average electron energy; and rate of energy loss.

The heavy-charged particles ( $\alpha$-particles) are born in coating and enter an adjacent gas. In the present calculations, the cylindrical geometry of the actual laser tube is approximated by a slab geometry (cf. Figure 1) with two parallel plane boron coatings separated by a gaseous medium. The $\alpha$-particle radiation continuously creates high energy electrons throughout the gas volume (with energy $E_{0}$ ). The resulting plasma is a weakly ionized, three-component plasma (electrons, positive ions, and neutral gas atoms). It is assumed that the alpha-particle trajectory can be treated analytically using methods such as developed in (7). Further, this reference shows how to obtain the primary secondary-electron ( $\delta$-ray) energy spectrumi The difficult problem, however, is to follow the thermalization and further secondary production of these primary electrons.

Thus, the Monte Carlo simulation starts off by following these electrons on their life time histories, i.e., by simulating the course of their thermalization. Electrons go through various processes of collisions and scattering, resulting in a complex process of diffusion, energy degradation and secondary production, but finally,they recombine with positive ions or escape from the system, ending their histories.

With the radiation rates of interest here, the plasma is only weakly ionized and electrons mostly thermalize by collisions with the neutral background-gas atoms. In other words, collisions with ions and other free, electrons can be neglected. In this sense, the problem is simplified in that it remains linear. However, some non-linearity enters in the following way. The recombination process depends on the ion density and spatial distribution. However, the ions are originally formed by ionizations which occur as the electrons slow down.

Another important characteristic is that the plasma is highly non-equilibrium. The thermalized electrons and ions form an approximately Maxwellian background, but superimposed on this is the high energy tail due to the electrons in the process of slowing. Also, the alpha particles themselves represent a non-equilibrium component.

In summary, the special features of the plasma system are:

1) Continuous internal volume source.
2) An applied electric field may or may not be present.
3) Finite cylindrical geometry--approximated here by slab geometry.
4) Elertron-ion pair production and recombination processes.
5) The energy range of the electrons range from kilovol.ts to thermal (eV.):
6) The system represents a non-equilibrium plasma but in a steady-state condition (or stationary).
7) Due to relatively small densj.t.es of electrons and ions compared with that of gas atoms, direct interactions between the electrons themselves or electron-ion collisions are neglected.
C. General Approaches and Methods of Solution

Possible approaches toward solutions of these types of problems (particle transport and diffusion) can be categorizod as follows:

1) Analytical solution of the governing Boltzmann transport equation.
2) Numerical solution of the Boltzmann transport equation.
3) Direct analog simulation (Monte Carlo).
4) Mixtures of the above approaches.

The governing equation for this type of problem is the Boltzmann equation, and most classical methods have involved approximate analytic solutions of it. Solutions are possible only after various approximations and simplifications are made, and such solutions are often very restrictive and/or difficult to extend to actual situations of interest. More
or less the same drawbacks apply to numerical solutions. However, in this case approximations are necessary or the computation time becomes too long, especially as the dimensionality and the complexity of the problem increases. In fact, the computation time increases roughly exponentially with the dimensionality of the problem. Usually the governing partial differertial and integral equations (coupled Boltzmann equations) are reduced to finite difference equations, and tise requirements for stability and convergence severely limit the maximun step sizes of the independent variables. Further difficulties with the practical application of such approaches arise because it is often difficult to include realistic boundary conditions.

Direct simulation by the application of Monte Carlo techniques seems to be the better approach; sometimes the only approach for such problems. It by-passes the direct solution of the partial differential-integral equation, and generally no approximations and/or simplifications are necessary. Complicated boundary conditions can be handled easily, and the computation time increases at the most linearly with the dimensionality of the problem. However, computer time still may be a problem so that judicious selection of numerical schemes and variance reduction techniques are required.

Many methods have been devised in the past which involve a mixture of analytic, numerical, and Monte Carlo approaches.

In such situations, Monte Carlo is usually applied to the most difficult part of the problem. For instance, in the evaluation of the non-linear, five-dimensional collision integral in the Boltzmann equation, straight forward numerical quadrature would require months of computation time oven on the present day fast computers. The Monte Carlo (statistical sampling techniques which closely resemble the actual collision phenomena) techniques can produce results within reasonable computation time (24). The Monte Carlo method may be defined as a numerical device (numerical experimentation) for studying an artificial stochastic model of a physical or mathematical process. This study may be approached by one of two methods. The first is the process of simulation (direct analog simulation) in which the particles - electrons and ions in the case of plasma systems, or photons in the case of radiative transfer - are represented by a game of chance in the computer. In the second method, which is non-simulation, the Monte Carlo technique is strictly used as a numerical stochastic device for the solution of a given integral or partial differential equations $(24,25)$.

## CHAPTER II

THE MATHEMATICAL MODEL: NUMERICAL SCHEME AND PHYSICAL PROBLEM
A. General Description of the Physics of the Problem

The plasma under study is a weakly-ionized threecomponent plasma, and is non-equilibrium as described in Chapter I. The o-particle radiation continuously creates high-energy electrons throughout the gas volume. The Monte Caxlo simulation is to trace these electrons' life histories and their complex processes of diffusion and energy degradation. Since the diffusion process of the electrons through the medium is affected by the density of the positive ions and the other electrons present (background electrons), the resulting problem is non-linear.

1. Physical Processes Involved

The mechanisms by which particles interact with the atoms of the medium are elastic and inelastic collisions, by which the incident particle is slowed and dissipates some or all of its kinctic energy to the medium by the combined action of the above mentioned processes. The particle can also experience so called superelastic collision by which the particle collides with the excited atoms gaining some energy. Finally, the particle can collide and recombine with positive ions or can leak out of the system thus ending its life

## history.

As described in Chapter $I$, the type of interaction which is involved in any particular collisicn is governed by the laws of chance. For large numbers of interactions, the frequency of occurrence of any given interaction is determined by the relative magnitudes of the interaction cross sections. Secondary knock-on electrons due to the ionization process may be capable of further interacting with the atoms and producing additional secondary electrons.

As the system reaches steady-state, a balance is reached such that the birth rate for new particles, i.e., the rate at which primary or source electrons enter the system plus the production rate of secondary electrons due to ionization should approximately equal the loss rate due to leakage and absorption or recombination.

Since the transport of radiation through a medium affects its absorption properties, the transport of individual particles is indirectly affected by the density of the other particles present, and this introduces some nonlinearities into the system. We shall adopt a piecewise predict-correct technique to approximate the nonlinear system with a Iinear model.

We are concerned with the simulation, by random sampling of the scattering of the charged paxticles. The direct simulation of the physical scattering processes in such a way that the diffusion process is imitated by letting
the particles carry out a random walk, each step of which takes into account the combined effect of many collisions. The mechanjsms by which electrons interact with the atoms of the medium are elastic, inelastic, and superelastic collisions as well as recombination with positive ions. The incident source electron is slowed and dissipates some or all of its energy to the medium by the combined action of the various scattering processes, until it escapes, or recombines with an ion (radiative energy losses are negiected). The probability that an interaction occurs is determined by the total collision cross-section. The type of interaction is then determined by the relative magnitudes of the individual crossmsections.
2. Relation to the Transport Equation

Although no direct use will be made of the governing Boltzmann transport equation in the sequel, we shall write it down briefly, in order to indicate the mathematical problems to be solved implicitly by the Monte Carlo method. It is a nonlinear integro-differential equation of the form
$\frac{\partial f}{\partial t}+\bar{u} \cdot \nabla_{r} f-\frac{1 \Theta}{m}(\vec{E}+\bar{u} \times \vec{B}) \cdot \nabla_{u} f=\left(\frac{\partial f}{\partial t}\right)$ collisions
whele f: number density distribution function
$\overline{\mathrm{B}}$ : magnetic field
$\vec{u}$ : velocity of the particles
E: electic field strength
$t:$ time
r: spatial variable
In our situation $\bar{B}=0$ since the magnetic field does not exist. Further, if we assume an infinite medium and uniform source, $\nabla_{r} f=0$, the distribution function $f$ depends only on energy. Then the above equation reduces to

$$
\begin{equation*}
\frac{\partial f}{\partial t}-\frac{1 \rho}{m} \stackrel{\rightharpoonup}{E} \cdot \nabla_{u} f=\left(\frac{\partial f}{\partial t}\right) \text { collisions } \tag{2}
\end{equation*}
$$

The right hand side term is the collision term, which is the most difficult part of the equation. The effects of all relevant particle interactions must be included in this term. For the case of electron collisions with stationary gas atoms of uniform density, we can write the collision term as:

$$
\begin{equation*}
\left(\frac{\partial f}{\partial t}\right)_{\text {collision }}=\left(\frac{d N_{i n}-d N_{o u t}}{d V \cdot d t}\right) \tag{3}
\end{equation*}
$$

where $d N_{i n}$ gives the number of phase space points (electrons) that are scattered into the phase-space volume dV by collision in time $d t$. Similarly, $d N_{\text {out }}$ represents the number of poinds scattered out of $d V$ by collisions in time dt. This Eq. 2 states that the change in the distribution function $f$ are caused by collisions of various kinds and the external force duc to the electric field.

The assumplions that enter into the derivation of the transport equation which carry over to the Monte Carlo
simulation include:
a) the scattering centers (background atoms and ions) are distributed at random, i.e., possible correlations between the positions of various atoms and ions are not taken into account.
b) In the absence of an electric field, the trajectory of the particle is idealized as a zig-zag path, consisting of flights interrupted by sudden collisions in which the energy and direction of the particle changed. The quantummechamical interference (electron diffration) resulting from the coherent scattering by several centers are neglected, and a particle, in the course of traversing the medium, interacts with one scattering center at a time.

The diffusion process in terms of the transport equation is analogous to the use of Eulerian coordinates in hydrodynamics, in that one asks about the flux at given points in space. By contrast, the Monte Carlo method uses Lagrangian coordinates; one attaches a label to a particular bit of fluid, i.e., a diffusing particle, and follows its history. Then, by sampling many histories, one is able, at least in principle, to solve any diffusion problem.
B. The Stochastic Model - Numerical Scheme

The essential apploach to the nonlinear problem adopted here is the use of piecewise linearized steps. In each such step (an amount of time $\Delta t$ along the time axis), the
dominate parameters, which characterize the nonlinear properties, are predicted and considered to be fixed with respect to the independent variables. During the time $\Delta t$, the system can be considered as more or less linear, so the conventional Monte Carlo simulation technique is used. The quantities pertaining to the given system are computed for each of a reasonably large number of independent particle histories. The desired parameter values are obtained by averaging the results over all of the histories. At the end of the step, the dominate parameters are corrected before beginning the next step. In each step (time interval $\Delta t$, or cycle), instead of computing the trajectory and angular deflection of an electron after each interaction, we pexform a random walk calculation. Since each step of the random walk takes into account the combined effects of many individual interactions, we form a so-called condensed history by this approach. Let us describe the model in some detail, step by step.

1. The Geometry and the Coordinate System

The initial spatial geometry in this problem is a onem dimensional, finite slab (from $z=0$ to $z=D$ ) which is subdivided into uniform intervals called zones as shown in Figure 1. The energy range is from 0 to $E_{0}$ (mikeV) which is also subdivided into three regions: $0 \sim 1$ (thermal energy region), 1 to $E D 2$, and $E D 2$ to $E_{0}$. Each of these


Figure 1. Slab geometry of the medium with subdivided zones.
regions is further divided into smailer uniform or logarithmic spacing (intervals). The particle number density distribution $f(E, z)$ is a function of energy $E$ and spatial position $z$ and is generated such that particles with enelgy and spatial posjtion falling into the same intervals are grouped togother and normalized by the total particles processed. NIthough the system is stationary, we deliberattely introduce the time variable for the convenience of recording output information and carrying out the calculation steps. The time serves as a clock, or we can imagine that the systom begins in a transient state. Then, as time goes on it will eventually reach steady state. The storage of the timing information for indjvidual particles is not necessary. Instcad of following a single particle from the begioning to the end of its history, we follow a large rumber of particles, say $N$ (which represent the sample particles of the whole system population) through a small time interval at (called the cycle time). Within this time intervai, the system is considered to be linear, and the particles axc processed more or less independently as in a conventional linear Monte Carlo model. At the end of $\Delta t$, called nemsus time, we record data information for each particle (xccord particle state information). During this time interval (or present time cycle) some particles may experience cold,isions of some kind, some may not, and new prixticles (source particles, secondery particles produced
by ionization) enter the system. Some particles may be absorbed or escape from the system; their histories are therefore ended. This represents a random walk calculation, and each step of the random walk takes into account the combined effect of many individual interactions. The trajectory of a particle which is computed by this approach is called a condensed history. The residue particles (ionization produced secondary particles) are also set into motion, and their histories are followed separately. They are like all the other source particles in all respects. The complete description of particle histories is approximated by the condensed histories, or we take sequences of snapshots of all the particles in the system at various times to provide a moving picture of the history that can be used to estimate the quantities of interest. The path lengths travelled by the particles are also used as a clock to measure time, or equivalently, the variable $t$ may be replaced by $S(t)=\int_{t_{0}}^{t} V(x) d x$. The trajectories of the particles (the condensed histories) are described by the arrays as indicated in Figured 2. The superscript denotes the cycle time number; the subscript denotes particle number where the index 0 refers to the initial state of the particle. Other notation includes E: the particle energy, z: spatial position, and $U$ : the direction, and wt: the weight. When the particle has traveled a pathlength DCEN (in the same duration $\Delta t$ ), a condensed history


Figure 2. Snapshops of the particles' condensed histories.
is sampled. Letting the particle carry out a random walk in each step (fiom state $M$ to state $M+1$ ) takes into account the combinc? effect of many coilisions. The sizes of the steps of the random walk, i.e., the pathlength intervals DCEN (equivalent to $\Delta t$ ) are chosen such that the total number of steps should be kept as small as possible. Too large a step size ( $\Delta t$ ) may cause inaccuracies in the approximation. However, the length of the Monte Carlo calculation is directly proportional to the total number of steps. Thus, a compromise must be reached such that we choose as big a step size as possible without introducing intolerable inaccuracies. A reasonable injtial value is chosen such that the particle with the average energy of the time cycle travels one mean free path, i.e., $\Delta t=D_{a v g} / V_{a v g}$. Different time cycles have different $E_{\text {avg }}\left(V_{a v g}\right)$ and $D_{\text {avg }}$ so At may vary, but as steady-state is approached, At will not change much. By this technique we not only randomize and average the different particle samples, ensemblewise, but we also do the same ion the particle ensemble sets) along the time axis (averaging independent but equivalent time cycles). Trial and error results indicate that the optimum values of $\Delta t$ (or DCEN) lie between 0.5 ( $\mathrm{D}_{\mathrm{avg}} / \mathrm{V}_{\mathrm{avg}}$ ) $2.0\left(\mathrm{D}_{\mathrm{avg}} / \mathrm{V}_{\mathrm{avg}}\right)$. - The maximum number of particles (N) that can be processed in each cycle is limited by the amount of storage available in the computer system. For the IBM 360/75 system
at the Illinois Computer Center, the storage of the data for 5,000 particles is easily accomplished. By playing Russian roulette, splitting, or similar techniques, the total number of artificial particles (N) can be increased by an order of magnitude. The end of one time cycle $t_{i}$ is the start of the next time cycle $t_{i+1}$. While keeping track of the particles in a current time cycle at one time, we simultaneously record the data information after each particle reaches the census and extract the output parameter values after all the particles have been processed. In this way the storarge requirements are reduced to a minimum level possible.

The limitation on $N$ by the storage requirement may be further relaxed by the following technique. Instead of recording and tallying the output information and clearing or reinitializing all parameter values at the end of every cycle, we record the accumulated information for $K$ continuous, and similar but statistically independent time cycies, then renormalize and reinitialize. In this way the total number of particles processed is $K N$, and if processing of a large number of particles is desired, we can use a larger value of $K(K>1)$ at the expense of more processing time. The reason for this is based on the fact that the system being simulated is time independent. We have introduced the time variable artificially so that ergodicity holds, namely ensemble averaging is the same as time averaging.

## 2. Tracing Procedure

The sinulation is initialized by introducing $N$ particles with energy $E_{i n}$ Esampled Irom an initial guess for the number density distribution vs, energy], with spatial position $z_{i}^{0}$ (uniformally distributed throughout the spatial region), with direction $u_{i}^{0}(u=\cos \theta ; \theta$ : angle of flight with $z$ axis) which is uniformly distributed between -1 and +1 and with weight $w t_{i}^{0}$. Volume particles are emitted uniformly throughout the medium and isotropically in direction; namely, at $t=t_{0}:$

$$
\begin{align*}
& E_{i}^{0}=E_{i n}  \tag{4a}\\
& z_{i}^{0}=r_{i} \cdot D  \tag{4b}\\
& u_{i}^{0}=2 r_{i}-1 \tag{4c}
\end{align*}
$$

where $r_{i}$ : random number, uniformly distributed between 0 , 1 , or $r_{i} \in(0,1)$
d: slab width or cylincer diameter
$w_{i}, E_{i n}$ : weight and particle energy determined from Injtial distribution.

Once the particle data are determined, the geometry routine is entered. This includes the determination of the distance to boundary $d_{B}$, the distance to collision $d_{c o l}$, and the distance to census time $a_{\text {cen }}$ (clock distance equivalent to $\Delta t)$. These distances are defined by:

$$
\begin{align*}
d_{B} & =[(j+1) \Delta z-Z] / u \text { if } u>0  \tag{5}\\
& =(z-j \Lambda Z) /|u| \quad \text { if } u<0 \\
& =D L B(a \operatorname{large} \text { number } D L B \gg \Delta Z) \text { if } u \approx 0 \\
d_{c o l} & =\lambda(E) \quad|\ln r|=|\ln r| / \sum_{t}(E)  \tag{6}\\
d_{c e n} & =D_{a v g} \cdot D I=V_{a v g} \cdot \Lambda t \cdot D I \tag{7}
\end{align*}
$$

where $r$ : random number uniformly distributed
j: zone number
$\Delta z: ~ s p a t i a l ~ i n t e r v a l ~ s i z e ~$
$\Sigma_{t}$ : the total cross-section evaluated at the particles'
$D_{\text {avg }}$ : the average value of $D_{c o l}$ of $N$ particles of the previous cycle. It is approximately one mean free path corresponding to $\mathrm{E}_{\text {avg }}$ : the average energy of the cycle.

DI: input parameter for controlling the cycie time interval:

The next step depends on which of these distances is the smallest.
a. The System Without Electric Field ( $E_{f}=0$ )
i) If the smallest distance is $d_{c e n}$ : the particle is advanced in position and time to census time.

$$
\begin{align*}
& z^{\prime}=z+u \cdot d_{\text {cen }}  \tag{8a}\\
& u^{\prime}=u  \tag{8b}\\
& E^{\prime}=E \tag{8c}
\end{align*}
$$

The particle daca is stored, the energy is tallied, and
the density counter is incremented. Then we go on to process the next particle.
ii) If the smallest distance is $d_{B}$, the particle is advanced to the boundary such that:

$$
\begin{align*}
& z^{\prime}=z+\left(d_{B}+0.001 \cdot \Delta z\right) \cdot u  \tag{9a}\\
& j=\operatorname{INT}\left(z^{\prime} / \Delta z\right)+1  \tag{9b}\\
& d_{\text {col }}=d_{\text {col }}-d_{B}  \tag{9c}\\
& d_{\text {cen }}=d_{\text {cen }}-d_{B} \tag{9d}
\end{align*}
$$

where $j$ is the zone number. If $j>J Z$ or $j<1$, then the particle is considered lost or has escaped from the systemp and its history is ended. Otherwise the calculation and selection is repeated until the particle reaches the census time.
iii) If $d_{\text {col }}$ is the smallest, the particle is first advanced to collision point and

$$
\begin{align*}
& z^{\prime}=z+u \cdot d_{\operatorname{col}} \\
& d_{c e n}=d_{c e n}-d_{c o l} \tag{1.0}
\end{align*}
$$

Then the cype of collision is specified. For specifying the collisional processes, we divide the whole energy range into two regions. Region I: energy range 0 to EDl eV. Region II; energy range $E D 1 \mathrm{eV}$ to $E_{o} \mathrm{eV}$. Edl and $E_{o}$ are specified by input parameters and are referred to as the energy dividing line and source particle energy, respectively.

If the particle's energy is in the range of Region $I$, three kinds of collisions are possible: elastic collisions, electron-ion recombination, and superelastic collisions (where electrons hitting an excited atom pick-up the excitation energy). If the particle's energy falls in Region II, it can experience four kinds of collisions; namely, elastic collisions and three types of inelastic collisions--excitation to metastable level, excitation to other levels, and ionization. For ionization, the secondary electron so produced shares energy with the primary electron, and the energy of primary electron before collision less the joization potential is shared between the two electrons. The partition of the shared energy could be determined according to Goodrich's experimental distribution curve (31). But based upon Thomas' (1) calculation experience, the way in which the energy is partitioned does not have a strong influence on any of the calculated mean properties. Thus, for computational simplicity, as Thomas did in all his calculations, we choose the partition ratio 9:1. The secondary electrons produced via ionization are considered as new particles introduced into the system. Thus they are followed from their point of birth just like other particles. This is equivalent to the generation method for processing branched trees of samples.

The type of collision is determined according to Figure 3 using a random number (uniformiy distributed


Figure 3. The probability model for determining the types of collision.
between 0 and 1) to play the law of chances.
b. With Electric Field Present

The coordinate axis $z$ is defined as antiparallel to the electric field $E_{f}$. In the presence of electric field $E_{f}$; the state of motion of an electron is specified by its speed $V$ and the direction $\operatorname{cosine} \cos \theta$, where $\theta$ is the angle made by the line of flight with the z-axis at the time $t$. If an electron is in a state $[E(V), u(\cos \theta), z, t]$, it will assume (after a flight along the orbit by $\Delta t$ ) the new state $\left[E^{\prime}\left(V^{\prime}\right), u^{\prime}\left(\cos \theta^{\prime}\right), z+\Delta z, t+\Delta t\right]$. These parameters are connected by the following relations:

$$
\begin{align*}
& V^{\prime} \cdot \sin \theta^{\prime}=V \cdot \sin \theta  \tag{11}\\
& m V^{\prime} \cos \theta^{\prime}=m V \cos \theta+e E_{f} \cdot \Delta t  \tag{12}\\
& 1 / 2 \mathrm{mV}^{\prime}=1 / 2 \mathrm{mV}^{2}+e E_{f} \cdot \Delta z  \tag{13}\\
& E^{\prime}=E+e E_{f} \cdot \Delta z \tag{1.4}
\end{align*}
$$

where $m$ and -e are the mass and the electric charge of the electron, respectively. Here $\Delta z$ is the projection of the path length $L$ on the $z$ axis. It can be obtained as follows;

$$
\begin{align*}
\Delta z & =\int_{0}^{\Delta z} v_{z} d t=\int_{0}^{\Delta t}\left(v \cdot u+\frac{E_{f}}{m} \Delta t\right) d t \\
& =v \cdot 1 i \cdot \Delta t+1 / 2 \cdot \frac{E_{f}}{m} \cdot \Delta t^{2} \tag{15}
\end{align*}
$$

In carrying out the geometry routine, it is suitable to use time directly as the clock. The determination of the distance to collision $d_{C O l}(D C O L)$ and the distance to census
$d_{\text {cen }}$ (DCEN) is accomplished as follows:

$$
\begin{align*}
\text { DCOL } & =\lambda \cdot|\ln r|  \tag{16}\\
& =2 /\left(1 / \lambda(E)+1 / \lambda\left(E^{\prime}\right)\right)  \tag{17}\\
\text { DCEN } & =\sqrt{V_{y}^{2}+V_{z}^{2}} \cdot \Delta t  \tag{18}\\
V_{y} & =V \cdot \sin \theta  \tag{1.9}\\
V_{z} & =V \cdot \cos \theta+\frac{E_{f}}{2 m} \Delta t \tag{20}
\end{align*}
$$

where $E$ : the initial energy of the particle
E': the energy of the particle after flight time $\Delta t$ :
The next step is to determine which of the distances is smaller. If $D C E N<D C O L$, then the particle is advanced to the new state

$$
\begin{align*}
& E^{\prime}=E+E_{f^{\prime}} \Delta z \\
& z^{\prime}=z+\Delta z \\
& u^{\prime}=\sqrt{E / E^{\prime}} \cdot u+e E_{f} \cdot \Delta t \tag{21}
\end{align*}
$$

If E' $\leq 0$ or $z^{\prime}>0, z^{\prime}<0$ then the particle is considered to have escaped from the system. If DCEN $\geq$ DCOL, the particle is advanced to collision point.

$$
\begin{align*}
& \mu t^{\prime}=\Lambda t m \text { DCOL } \cdot \Delta t / D C E N \\
& D C E N=D C E N-D C O L \\
& z^{\prime}=z+\Delta z \cdot D C O L / D C E N \\
& E^{\prime}=E+\Delta z \cdot E_{f} \cdot D C O L / D C E N \tag{22}
\end{align*}
$$

then the specific collision type must be determined.

## c. Types of Collisions and Cross Sections

For the elastic collisions, the particle scatters off with angle of deflection $\theta$ and energy loss $\Delta E$, the following formula is used (36).

$$
\begin{equation*}
\Delta E=\frac{2 m}{M}\left(E-E_{n}\right)\left(1-\cos \theta_{s}\right) \tag{23}
\end{equation*}
$$

where ${ }^{{ }_{s}}$ : scattering angle (angle of deflection)
E: particle energy
$E_{n}$ : target gas atom energy m : electron mass M: gas atom mass
$E_{n}$ is selected according to a Maxwellian distribution, and the $\Lambda E$ so formed may have either positive or negative values, indicating the loss or gain of energy respectively. For calculational simplicity, instead of selecting the deflection from the elaborate distributions, we use $\pi / 4$ or $\pi / 2$ deflection approximations, namely $\theta_{s}=\pi / 4$ or $\pi / 2$, then $\cos \theta_{s}=0$ or 0.70711 . Another reasonable alternative is to assume that the direction after collision is equally probably in all directions (isotropic scattering). We select this direction at random with unifcrm distributior, and based on Eq. 23 calculate $\cos \theta_{s}$ and $\Delta E$, respectively, where

$$
\begin{align*}
& \cos \theta=2 I_{i}-1  \tag{24}\\
& \theta_{s}=\theta-\theta_{i}
\end{align*}
$$

where $\theta_{i}$ : incident angle
$\theta$ : outgoing angle after collision
For the three kinds of inelastic collision cross sections we use approximate formula based on experimental data as correlated by Itoh and Musha (2). The formulas are expressed in the form:

$$
\begin{equation*}
\Sigma(E)=\frac{B\left(E-E_{i}\right)}{A+\left(E-E_{i}\right)^{2}}+C \tag{25}
\end{equation*}
$$

where the constants $A, B, C$, and $E_{i}$ depend on the kind of collision and scattering angle. For the elastic cross section in helium, we use a single approximate formula for whole effective energy range based on Heylen and Lewis's paper (10), namely:

$$
\begin{equation*}
\sum_{e l}(E)=26 \exp (-0.04 E)\left(\mathrm{cm}^{-1}\right) \tag{26}
\end{equation*}
$$

For the recombination cross section for helium (35), we assume the simple form:

$$
\begin{align*}
\sum_{R C B}(E) & =\mu(E) \cdot N^{+} \\
\mu(E) & =10^{-9} / V(E) \tag{27}
\end{align*}
$$

where $\mathrm{N}^{+}$: ion density
V: electron velocity
the superelastic cross section is

$$
\begin{equation*}
\sum_{S e l}(E)=\frac{0.109(19.8-E)}{0.25+(E-19.8)^{2}} \cdot \frac{N^{+}}{3 \cdot D_{n}} \tag{28}
\end{equation*}
$$

where $\mathbb{N}^{+}$: positive ion density
$D_{n}$ : gas atom density
E: electron's energy
3. The Prediction and Correction of Dominant System Parameters

There exists a single parameter, the ion density distribution $N^{+}(E, z)$, which completely characterizes the nonlinearity of the system. This simplifies the problem and suggests the following predict-and-correct scheme. We assume that the average mean free path (or $\Delta t$ ) and the. ion density distribution $\mathrm{N}^{+}(E, z)$ in the present time cycle also applies to the next time cycle, In other words, in each time cycle we use the predicted values of $\Delta t$ and $N^{+}(E, z)$ from previous time cycle. At the end of present time cycle, we use the up to date information to renormalize and correct the value to be used for the next time cycle. As steady state is reached, the predicted and corrected values of the parameters converge. From the continuity equation

$$
\begin{equation*}
\nabla \cdot J=S-L \tag{29}
\end{equation*}
$$

where 5 : the particle current flow in or out of the system
S: the source
J: the sum of losses
To start with, we assume that $\nabla \cdot J=0$, so that

$$
\begin{equation*}
S=L=\alpha(E) N^{+}(E, z) N^{-}(E, z) \tag{30}
\end{equation*}
$$

Here $\mathbb{N}^{-}(E, z)$ is the electron number density, the key quantity we are calculating. To initialize the run we have to predict $\mathbb{N}^{+}(E, z)$. It is reasonable to initially assume this distribution is uniform in $z$, and a maxwellian distribution in $E$, i.e., $N^{+}(E, z)=N_{0} M(E)$. We also assume that $N^{-}(E, z)$ is the same as $N^{+}(E, z)$. Then we obtain

$$
S=L=\alpha(E) N^{+}(E, z) N^{-}(E, z)
$$

$$
\begin{equation*}
=\alpha(E)\left[N^{+}(E, z)\right]^{2} \tag{31.}
\end{equation*}
$$

or $\quad S_{0} \delta\left(E-E_{0}\right)=\alpha(E) N_{0}^{2} M^{2}(E)$

Integration of both sides gives

$$
\begin{align*}
& S_{0}=N_{0}^{2} \int_{0}^{E_{0}} \alpha(E) M^{2}(E) d E \\
& . N_{0}=\left[S_{0} / \int_{0}^{E_{0}} \alpha(E) M^{2}(E) d E\right]^{1 / 2} \tag{32}
\end{align*}
$$

This gives a starting value for the calculations. In later cycles the renormalization process involves integration of Eq. 29, with $\nabla \cdot J \neq 0$, i.e.,

$$
\begin{aligned}
& \iint \frac{d J(E, z)}{d z} d z d E=\iint S(E, z) d z d E \\
& \quad-\iint \alpha(E) N^{+}(E, z) N^{-}(E, z) d z d E-J_{e s c}+J_{S}
\end{aligned}
$$

which reduces to

$$
\begin{aligned}
J(z=d) & -J(z=0)=s_{0} d-\iint \alpha(E) N^{+}(E, z) N^{-}(E, z) d z d E \\
& -J_{e s c}+J_{s}
\end{aligned}
$$

$$
\begin{equation*}
N_{i}^{2}=\frac{s_{0} d+J_{s}-[J(z=d)-J(z=0)]-J_{\text {esc }}}{\iint \alpha(E) M(E) n^{-}(E, z) d z d E} \tag{33}
\end{equation*}
$$

where $i$ refers to ith time cycle
$J_{\text {esc }}:$ current due to escaped electrons
$J_{s}:$ current due to secondary electrons produced
by ionizations
$M(E): \quad$ Maxwelifan distribution (normalized) $n^{-}(E):$ electron number density distribution (normalized)
$S_{0}$ : source rate
$N_{i}$ : ion density distribution (normalized)
The value of $N_{i}$ replaces $N_{0}$ in equation (33) at later time cycles. The value of $N_{i}\left(N^{+}\right)$enters the formula for the recombination cross section and superelastic cross section, thus it directly affects the rates of recombination and superelastic collision. Indirectly, it affects the balance of the system, or equivalently the rate of convergence of the Monte Carlo calculation. An adaptive correction procedure is used here. It is based on the value of the "balance factor" BF , defined as the ratio of the particles introduced into the system by source and ionization processes to the particles removed from the system due to recombination and leakage. We adopt a over-relaxation type of correction technique, the over-correction is used to speed up the over-all convergence rate. As defined before, if $B F>1$, the system has more particles introduced
into than eliminated, but if $\mathrm{BF}<1$, the opposite is true, The over-correction factor is proportional to (BF) ${ }^{k}$, i.e., to the kth power of the balance factor. The value of $k$ initially chosen was $k=2$, but an optimum value can be obtained by trial and error.

## CHAPTER III

## VARIANCE REDUCTION TECHNIQUES

## A. General Background

The Monte Carlo method for method of statistical trials) consists of solving various problems of computational mathematics by the construction of some random process for each such problem, with the parameters of the process set equal to the required quantities of the problem. These quantities are then approximated by observations of the random process and the computation of its statistical characteristics, which are approximately equal to required parameters [from Schreider (15)]. Every Monte Carlo computation that leads to quantitative results may be regarded as estimating the value of a multiple integral. Suppose we have $M$ random numbers in the computation system. The results will be a vector valued function $R\left(\xi_{1}, \xi_{2}, \cdots \xi_{M}\right)$ involving the sequence of random numbers $\xi_{1}, \xi_{2}, \ldots \xi_{M}$. This is an unbiased estimator of $\int_{0}^{1} \ldots \int_{0}^{1} R\left(x_{1}, x_{2}, \ldots x_{M}\right)$ $d x_{1} \ldots d_{M}$. For the sake of simplisity, we take the onedimensional integral as a standard example. Let

$$
\begin{equation*}
\theta=\int_{0}^{1} f(x) d x \tag{34}
\end{equation*}
$$

where $f e L^{2}(0,1)$ or $\int_{0}^{1}[f(x)]^{2} d x$ exists.
Define the relative efficiency of two Monte Carlo methods as follows. Let the methods call for $n_{1}$ and $n_{2}$ units of computing time, respectively, and let the resulting
estimates of $\theta$ have variances $\sigma_{1}^{2}$ and $\sigma_{2}^{2}$. Then the efficiency of method 2 relative to method 1 is defined as

$$
\begin{equation*}
\frac{n_{1} \cdot \sigma_{1}^{2}}{n_{2} \cdot \sigma_{2}^{2}} \tag{35}
\end{equation*}
$$

Equation 35 is the product of two terms, the variance ratio $\sigma_{1}{ }^{2} / \sigma_{2}^{2}$ and the labor ratio ${ }^{n} 1 / n_{2}$. If $\eta_{1}, \eta_{2}, \ldots \eta_{N}$ are independent random numbers with uniform distribution between 0,1 or $\eta_{i} \in(0,1)$; then the quantities $f_{i}=f\left(\eta_{i}\right)$ are the independent random variates with expectation $\theta$. Therefore

$$
\begin{equation*}
\overline{\mathrm{E}}=\frac{\mathrm{I}}{\mathrm{~N}} \sum_{i=1}^{N} f_{i} \tag{36}
\end{equation*}
$$

is an unbiased estimator of $\theta$, and its variance is

$$
\begin{equation*}
\frac{1}{n} \int_{0}^{1}(f(x)-\theta)^{2} d x=\frac{\sigma^{2}}{n} \tag{37}
\end{equation*}
$$

Accordingly the quantity $\bar{f}$, which has been determined by observation of the random process, is approximately equal to the required quantity $\theta$ (or in other words, it is $n$. unbiased estimis of $\theta$ ) with a probability which can be made as close as required to unity if a large number of trials is practical. We refer to the estimator 7 as the crude Monte Carlo estimator of $\theta$ (commonly referred to as Monte Carlo estimation).

Let us introduce another even less efficient method, namely hit or miss Monte Carlo. Suppose that $0 \leq f(x) \leq 1$
when $0 \leq x \leq 1$. We may draw the curve $y=f(x)$ in the unit square $0 \leq x, y \leq 1$, and $\theta$ is the proportion of the area of the square beneath the curve. Stating this formally, we write

$$
\begin{equation*}
f(x)=\int_{0}^{1} g(x, y) d y \tag{38}
\end{equation*}
$$

where $g(x, y)=0$ if $f(x)<y$

$$
=1 \text { if } f(x) \geq y
$$

Then

$$
\begin{equation*}
A=\int_{0}^{1} \int_{0}^{1} g(x, y) d x d y \tag{39}
\end{equation*}
$$

The estimator

$$
\begin{equation*}
\bar{g}=\frac{1}{n} \sum_{i=1}^{n} g\left(\xi_{2 i-1}, \xi_{2 i}\right)=\frac{n}{n} * \tag{40}
\end{equation*}
$$

$n *$ is the number of occasions where $f\left(\xi_{2 i-1}\right) \geq \xi_{2 i}$ In other words, we take $n$ trials at random in the unit square, and count the proportion of them which lie below the curve $y=f(x)$.

Historically, a hit or miss method was first propounded in the explanation of Monte Carlo techniques. It is the easiest to understand but one of the least efficient techniques. The rate of convergence and the variance (statistical error) is in general proportional to $1 / \sqrt{N}$ where $N$ is the number of samples. It is obviously impractical to gain a significant improvement of accuracy by merely increasing $N$. Therefore more efficient techniques for reducing the variance and/or increasing the efficiency
are very important. Monte Carlo experimentalists need wide experience and background in both the mathematics and the physich of the problem, and they have to exercise considerable ingenuity in distorting and modifying problems in the pursuit of variance reduction techniques. Statistical and inferential procedures are also important in order to extract the most reliable conclusions from the observational data.

The basic requirement of the Monte Carlo calculations is to establish how random numbers may be used to sample a function that describes, in a probabilistic fashion, a physical event. The procedure by which this is done follows from the fundamental principle of Monte Cario (16), which may be stated as follows. If $p(x) d x$ is the probability of $x$ lying betweer $x$ and $x+d x$, with $a \leq x \leq b$

$$
\begin{equation*}
\int_{a}^{b} p(x) d x=1 \tag{41}
\end{equation*}
$$

When $\quad r=P(x)=\int_{a}^{x} p(y) d y$
determines $x$ uniquely as a function of the random number $x$ which is uniformly distributed on range ( 0,1 ). The quantities $p(x), P(x)$ are the probability density and the probability distribution functions, respectively.

With the development of large computers, the use of the Monte Carlo method in a wide range of problems has
increased rapidly. In particular, the method is applied to varicus physical problems such as plasmas (15), radiative transfer problems (21), neutron transport and nuclear reacter physics (29), etc.

The random walk type simulation can be briefly described in the following manner. One first introduces the basic physics of the problem into the computer in a probabilistic fashion. A system of coordinates and boundaries are defined and then, as a computer experiment, particles are released from the source. These particles are traced as they diffuse through a prescribed medium following the probabilistic interaction laws. The particles are followed until they escape from the medjum or are absorbed or are converted to the thermal field.

The parameters pertinent to the evaluation of the desired quantities are recorded. One continues processing additional particles until adequate statistical estimates of the quantities of interest have been obtained.

When doing a Monte Carlo problem one focusses attention on three main topics. They are:

1. The development of the analogy for the probability processes (simulation).
2. The generation of sample values of the random variables on a given computing machine.
3. The design and use of variance reduction techniques.

The variance reduction methods are often strongly dependent on the piobabilistic model, thus the greatest gains are often made by exploiting specific details of the problem, rather than by routine application of general principles.

## B. Importance Sampling

The general idea of importance sampling is to draw samples from a distribution other than the one suggested by the problem. Then an appropriate weighting factor is introduced to correct the biasing caused by changing the original distribution. If done correctly the Einal results are essentially unbiased. The object is to concentrate the distribution of sample points in the parts of the region that are most "important" instead of spreading them out evenly. Thus, the probability of sampling from an interestm ing region is increased; the probability of sampling from unimportant or less interesting region is correspondingly decreased. Stating this formally, we have

$$
\begin{equation*}
\theta=\int_{0}^{1} f(x) d x=\int_{0}^{1} \frac{f(x)}{g(x)} g(x) d x=\int_{0}^{1} \frac{f(x)}{g(x)} d G(x) \tag{43}
\end{equation*}
$$

for any functions $g$ and $G$ satisfying

$$
\begin{equation*}
G(x)=\int_{0}^{x} g(y) d y \tag{44}
\end{equation*}
$$

where $g$ must be a positive valued function such that

$$
\begin{equation*}
G(1)=\int_{0}^{1} g(y) d y \tag{45}
\end{equation*}
$$

if $\eta$ is a random number sampled from the distribution $G$, then $f(\eta) / g(\eta)$ has the expectation $\theta$ and variance

$$
\begin{equation*}
\sigma_{f / g}^{2}=\int_{0}^{1}\left(\frac{f(x)}{g(x)}-\theta\right)^{2} d G(x) \tag{46}
\end{equation*}
$$

We notice that if $g(x)=c f(x)$, or if $g$ is proportional to $f$ and if $c=\frac{1}{\theta}$ then $\sigma_{f / g}^{2}=0$. This perfect situation does not exist, since we do not know $\theta$. We always obtain an unbiased estimate for positive function $g$. Our object is to select $g$ to reduce the standard error of our estimate.

Because the estimate is the average of observed values of $f / g$, we choose $g$ such that $f / g$ is as constant as possible in order to achieve a small sampling variance. While we intend $g$ to mimic $f$, we generally restrict our choice of $g$ to functions simple enough to allow analytic integration.

For the present plasma problem, the importance sampling technique is developed as follows: during the particle's (electron's) random walk, it suffers a large number of collisions with gas atoms, and these collisions may be elastic or inelastic or of other kinds. The probabilities of their occurrence depend on their cross section $\Sigma_{i}$. We have

$$
\begin{equation*}
\Sigma_{t}=\Sigma_{1}+\Sigma_{2}+\cdots \Sigma_{M} \tag{47}
\end{equation*}
$$

where $\Sigma_{i}$ : the cross section for $i$ th process
$\Sigma_{t}$ : total cross section or the summations of the cross sections of all the possible processes that the particle may experience.

Dividing both sides of equation 47 by $\Sigma_{t}$, we obtain:

$$
\begin{equation*}
1=p_{1}+p_{2}+\cdot \cdot p_{M} \tag{48}
\end{equation*}
$$

where $\mathrm{E}_{\mathrm{i}}=\Sigma_{i} / \Sigma_{t}$ the probability of ith process occurring as the particle experiences a collision. If we introduce weights $w_{i}$ into equation 47 we obtain

$$
\begin{equation*}
\Sigma_{t}^{\prime}=w_{1} \cdot \Sigma_{1}+w_{2} \cdot \Sigma_{2}+\cdots w_{M} \cdot \Sigma_{M} \tag{49}
\end{equation*}
$$

Similarly we have

$$
\begin{equation*}
1=p_{1}^{\prime}+p_{2}^{\prime}+\cdots p_{M}^{\prime} \tag{50}
\end{equation*}
$$

After the application of the weights, we put more weights on the interesting or more important events. Then their artificial probabilities are greater, therefore we can get better estimates of the important parameters. Coincidently, such a linear weighting scheme can only be applied to the elastic collision process in our system. The other collision processes involve appreciable changes in the particle's energy (catastrophic collision). Also cross sections are energy dependent, these nonlinear effects prevent the application of above mentioned weighting scheme to inelastic collision processes. By looking at the cross section values, in the low energy region, the elastic cross section is by
far the largest by order of magnitude. Others have shown that the elastic process does not strongly influence the estimated parameters that we are interested in (1, 2). As an electron makes an elastic collision, it loses only a small amount of energy while making a small angle deflection. In fact, most other workers simply neglect elastic loses if an electric field is present (1, 2, 10). In our case, with $E_{f}=0$, elastic effects must be included. In the low energy region ( $\approx 0 \mathrm{eV}$ to 20 eV ), the energy of a majority of the particles lies below 1 eV and over $90 \%$ collisions. are elastic collisions, and only a few collisions are inelastic.

The collision process subroutines are a time-consuming part of the simulation calculations. If we can supress: the elastic processes by a factor of $k e l$ the chances of all other processes are increased by approximately the same factor. Therefore we convert more computing time to processes which contribute more strongly to the quantities of interest. The following formulation provides the theoretical support for this. . In lieu of equations 47-50, the $P_{i}$ are the original probabilities (undistorted probabilities) while the $p_{i}^{\prime}$ are the weighted probabilities. Then the correction factors are intrcduced as follows; at energy $E$, we have

$$
\begin{equation*}
c_{1}=p_{1 / p_{1}^{\prime},} c_{2}=p_{2 / p_{2}^{\prime}}, c_{M}=p_{M / p_{M}^{\prime}} \tag{5I}
\end{equation*}
$$

or $c_{i}=p_{i / p_{i}^{\prime}}=\frac{\Sigma_{i} \cdot \sum_{t}^{\prime}}{\Sigma_{t} \cdot \sum_{i} W_{i}}=\frac{\sum_{t}^{\prime}}{\Sigma_{t}} \frac{1}{W_{i}}$
If we Let $w_{1}=\frac{1}{k_{e 1}}, w_{2}=w_{3}=. . w_{M}=1$
then from (5I) we have

$$
\begin{equation*}
c_{1}=\frac{\Sigma_{1} \cdot \Sigma_{t}}{\Sigma_{t} \Sigma_{1} \cdot W_{1}}=\frac{\Sigma_{t}}{\Sigma_{t}} \frac{1}{W_{1}}, c_{i}=\frac{\Sigma_{t}}{\Sigma_{t}}=1, i \neq 1 \tag{52}
\end{equation*}
$$

let $\Sigma_{1}=\Sigma_{e l}$ namely we introduce weight on elastic cross section only. Since $\Sigma_{e l}(E) \gg \Sigma_{i}(E), i>1, \forall_{i}$ then

$$
\begin{equation*}
\frac{\sum_{t}(E)}{\sum_{t}(E)}=\frac{\sum_{e l}(E)}{\sum_{e l}(E)} \quad w_{1}=\frac{1}{k_{e l}} \tag{53}
\end{equation*}
$$

and $\quad c_{1} \simeq w_{1} \frac{1}{w_{1}}=1, c_{i} \simeq \frac{1}{k_{e l}} \quad(i \neq 1)$
Equation 53 holds for low energy region, which is approximately independent of energy.

## C. Russjan Roulette and Splitting

In general, the sampling is done such that we examine the sample and classify it as being in some sense "interesting" or "uninteresting". We are willing to spend more than average amount of work on the interesting samples and on the contrary, we want to spend less effort on the uninteresting ones. This can be done by splitting the interesting samples into independent branches, thus resulting in more of them, and by killing off some of the uninteresting ones. The first process is splitting and the second Russian Roulette.

The "killing off" is done by a supplementary game of chance. If this game is lost, the sample is killed; if it is won, the sample is counted with an extra weight to make up for the fact that some other samples have been "killed". The game has a certain similarity to the Russian game of chance played with revolvers - whence the name.

For the present plasma system we divide the whole energy spectrum into two regions, the low energy region I ( 0 eV to EDI eV ) and the high energy region II (EDI to $\mathrm{E}_{0}$ ). Here $E_{0}$ is energy of source particles, which is the highest energy the particle can have. EDl is the energy region divjaing line, which can be chosen as any valuebetween 5 eV and 100 eV depending on the initial guessed energy distribution. In region $I$, the number density is high, and the elastic process is the dominant process. As we mentioned earlier, the elastic process does not contribute much, so Region I is classified as uninteresting. Each particle in this region (particles with energy less than EDI) is assigned a weight $k l(k I \geq 1)$. In other words, each particle plays the role of $k l$ particles.

In region II , classified as interesting region, each particle carries a weight $w_{2}\left(w_{2}=1 / k_{2}, w_{2} \leq 1\right)$. Namely, each particle in this region is split into $k_{2}$ particles with weight $w_{2}$.

As particles cross over to other regions, care must be taken to account for killing off and splitting effects.

For instance, a particle in region I may acquire enough energy, either from electric field or by superelastic collision with the excited atoms, to cross over to region II. Then we should generate $k_{3}$ particles $\left(k_{3}=k_{1} \cdot k_{2}\right)$ in region II with the same energy.
particles from the high-energy region may lose part of their energy by inelastic collision such that they cross over to the low-energy region. Then killing off should be effective. For every $k_{3}$ such particles that cross over from region II to region $I$, only one particle survives. The values of $k_{1}$ and $k_{2}$ can be chosen according to the total number of particles in the system to be processed, the source rate, and related accuracy requirements. They a : anput parameters.
D. Initial Guess

Monte Carlo methods comprise that branch of experimental mathematics which is concerned with experiments on random numbers. The user, like the experimental physicist needs theory and knowledge to give structure and purpose to his experiments, and as experimental work provides growing insight into the nature of a problem and suggest appropriate theory. Good Monte Carlo practice should keep this relationship as a general maxim.

The basic procedure of the Monte Carlo method is the manipulation of random numbers, but these numbers should not
be employed prodigally. Each random number is a potential source of added uncertainty in the final result. Thus it will usually pay to scrutinize each part of a Monte Carlo experiment to see whether that part can not be replaced by an exact theoretical analysis contributing no uncertainty. In other words, exact analysis should replace Monte Carlo sampling wherever possible. Sometimes reliable intúition would aid in increasing the efficiency of Monte Carlo calculations. For the plasina system we are simulating, the straight-forward approach would be to follow $\mathbb{N}$ source particles on their life time history, until they lose energy sufficient by collisions to reach a thermal equilibrium. Over 50 inelastic collisions generally occur, and the probability (inelastic cross sections) for inelastic p-ocesses is low. Consequently, the particles travel a relatively large distance which consumes a good amount of time. Thus a large number of time cycles would be required before the system reaches steady state. To avoid this, we use our intuition, to start off with a guessed initial distribution. The electron energy distribution $f(E)$ (or electron number density distribution) is a function of the electron's energy E. Initial particle data is generated using this distribution, and this can save considerable irrelevant computations. This idea is simple, yet very useful and effective. Without an initial distribution, the problem would require hundreds of time cycles to
converge. However, with a reasonable guess, good results have been obtained in as little as tens of time cycles. Of course, the better the initial guess, the faster the convergence.

## E. Antithetic Variates

When we estimate an unknown parameter $\theta$ by means of an estimator $t$, we may seek another estimator $t$ ' having the same (unknown) expectatio: $\theta$ as $t$ but a strong negative correlation with $t$. Then $1 / 2(t+t)$ will be an unbiased estimator of $\theta$, and its variance is

$$
\begin{equation*}
\operatorname{var}\left[\frac{1}{2}\left(t+t^{\prime}\right)\right]=\frac{1}{4} \operatorname{var}(t)+\frac{1}{4} \operatorname{var}\left(t^{\prime}\right)+\frac{1}{2} \operatorname{cov}\left(t, t^{\prime}\right) \tag{54}
\end{equation*}
$$

where $\operatorname{cov}\left(t, t^{\prime}\right)$ is negative, and

$$
\begin{aligned}
& \operatorname{var}(t)=\varepsilon\left[(t-u)^{2}\right] \\
& \operatorname{cov}\left(t, t^{\prime}\right)=\varepsilon\left[(t-u) \cdot\left(t^{\prime}-u^{\prime}\right)\right]
\end{aligned}
$$

$u, u^{\prime}$ are the mean of $t, t$ respectively, and $\varepsilon(x)$ is the expectation of the random variable $x$.

It is possible to make var(t+ti) smaller than var(t) by suitably selection $t$ '. For. example, l-r is uniformly distributed whenever $r$ is, and if $f(r)$ is the unbiased estimator of $\theta$, so is $f(I-r)$. When $f$ is a monotone function, $f(x)$ and $f(1-x)$ will be negatively correlated. Thus we could take

$$
\begin{equation*}
\frac{1}{2}(t+t \cdot)=\frac{1}{2} t(x)+\frac{1}{2} f(1-r) \tag{55}
\end{equation*}
$$

as an estimator of $\theta$.
The name and idea of antithetic variates was first introduced by Hammersley and Morton (13, 14) during attempts to improve Buffon's needle experiment for estimating the value of $\pi(3.1415926)$.

The main idea of antithetic variates is based on the underlining theorem [from Hammersley and Morton (12)] which can be stated informally as follows: "Whenever we have an estimator consisting of a sum of random variables, it is possible to arrange for a strict functional dependence between them, such that the estimator remains unbiased, while its variance comes arbitrarily close to $t$ smallest that can be attained with these variables". As the name implies, antithetic variates are the set of estimators which mutually compensate each other's variations. Essentially, we rearrange the random variables by permuting finite subintervals in order to make the sum of the rearranged functions as nearly constant as possible. rom the practical viewpoint, the mathematical conditions imposed by antithetic variates to the Monte Carlo calculation are quite loose and flexible. It is relatively easy to find a negatively correlated unbiased estimator to produce an efficient variance reduction scheme.

A system of antithetic variates is obtained by simple transformations based on a stratification of the interval (12). The transformations are constructed in such a way
that the efficiency of the method will increase as a higher power of $M$ (the number of antithetic variates taken). The transformations considered are linear combinations of the values of the function $f$ at a number of points. Thus a correlated stratified sampling technique is developed, and its efficiency generally exceeds that of crude sampling by a factor $\mathrm{M}^{3}$.

The following useful transformations are obtained in this manner:

$$
\begin{align*}
t_{1} & =\frac{1}{n} \sum_{i=1}^{n}\left\{\alpha f\left(\alpha r_{i}\right)+(1-\alpha) x\left[\alpha+(1-\alpha) r_{i}\right]\right\}  \tag{56}\\
& =\frac{1}{n} \sum_{i=1}^{n} G_{\alpha} f\left(r_{i}\right) \\
t_{2} & =\frac{1}{n} \sum_{i=1}^{n}\left\{\alpha f\left(\alpha r_{i j}\right)+(1-\alpha) f\left[1-(1-\alpha) r_{i}\right]\right\}  \tag{157}\\
& =\frac{1}{n} \sum_{i=1}^{n} \mathscr{L}_{\alpha} f\left(r_{i}\right)
\end{align*}
$$

The value of $\alpha$ is between 0 and 1 , the variance $\operatorname{var}\left(t_{j}\right)$ has a minimum at some value of $\alpha$. An adequate rule of thumb is to choose a by finding the root of

$$
\begin{equation*}
f(u)=(1-\alpha) f(1)+\alpha f(0) \tag{58}
\end{equation*}
$$

Another useful transformation is

$$
\begin{equation*}
t_{3}=\frac{I}{m} \sum_{j=0}^{m} f\left(\frac{r+j}{m}\right)=U_{m} I(r) \tag{59}
\end{equation*}
$$

In general, the variance of crude Monte Carlo is $\operatorname{var}(t)=O\left(m^{-1}\right)$ while the variance of $t_{3}$ is $\operatorname{var}\left(t_{3}\right)=$ $0\left(m^{-2 M}\right),(M>1)$. The simplest form of antithetic transformations have proved quite successful in neutron transport calculations.

The general notion and a simple form of antithetic variates are applied in our present calculations. High efficiency gain can be obtained easily if it is used sparingly and at judicious points in the computation. We have used the random number $r_{i}\left(r_{i} \in(0,1)\right)$ most of the time for playing the law of chances, and $1-x_{i}$ is another random number of the same kind which is the image of $r_{i}$. The two are used together in good many places where repeated use of $r_{i}$ is required. This serves the purpose of two antithetic variates and cuts the labor in' half (same random number $r_{i}$ being used twice). Equations 55 and 59 have been used in the initial data preparation program and source routine where initial particles states ( $\mathrm{E}_{\mathbf{i}}, \mathrm{u}_{\mathrm{i}}, \mathrm{z}_{\mathrm{i}}, \mathrm{wt}_{i}$ ), $E_{i}$ are generated according to input initial distribution. For instance:

$$
\begin{aligned}
& u_{i}=2 r_{i}-1, u_{i+1}=2\left(1-r_{i}\right)-1 \\
& z_{i}=r_{i} \cdot d, z_{i+1}=\left(1-r_{i}\right) \cdot d \\
& E_{i}=E_{k}+r_{i} \cdot \Delta E_{k}, E_{i+1}=E_{k}+\left(1-r_{i}\right) \cdot \Delta E_{k} \\
& E_{i}=E_{0} \text { for source particles. }
\end{aligned}
$$

Here $k$ is an energy index, or $k$ th energy interval.
Wherever $r_{i}$ appears, $r_{i}$ and $1-r_{i}$ are used interchangeably.

Thus we are generating source particles from diametrically opposite directions, or from symmetric locations.

## F. Double History (Double processing) Technique

In the particle tracing routine, using the general idea of antithetic variate technique, we have adopted a "so-called" double history processing technique which is described as follows;
a) In the course of tracing the particle's history, in each time cycle, we use the transformed random number $\lambda \cdot|\operatorname{lny}|$ to decide the distance to collision $d_{\operatorname{col} 1}$ and go on until the particle reaches census time. However, we process the same particle twice under the identical initial condition except that we use $\lambda \cdot|\ln (1-r)|$ as the distance to collision $a_{\text {col }} 2^{\text {. }}$ Both sets of history are ta lied but only one set of particle data is'stored. This way each particle is processed twice independently but correlated in such a way that they compensate each other's variation (variance).
b) Another alternative for double history processing is, to play a dual direction random walk instead of dual collision distances. We process the same particle twice in such a way it looks like there are two identical particles emerging into the system in two diametrically opposite directions. Again both histories are tallied, but only the original particle's data is stored.

The two versions of the double history processing technique increase the labor (computation time) by a factor of 1.2 to 1.5. The efficiency gain is difficult to specify. At least it is certain that the gain is more than double the total number of the particles in the system.

The purpose of dual processing is to compensate each particie's variation and minimize the variance (statistical errors). One set of particle data in dual processing is thrown away, while the other set is stored just like normal processing. Which one of the two resulting sets is saved is completely random.

## CHAPTER IV

## MONTE CARLO SIMULATION CODE

## A. Introduction

This chapter plesents the complete Monte Carlo simulation program, including an input, output, main flow chart, and the background theory and techniques incorporated. This program implements the condensed history approach that was described in Chapter II together with various variance reduction techniques described in Chapter III.

The basic Monte Carlo calculation can be described most easily by reference to the simplified flow chart shown in Figure 4. By means of this flow chalt we shall follow the particle tracing process, making relatively brief comments on the various steps implied by each box, on each routine, and on the main program variables. The program is written in FORTRAN IV and is designed to be run on TBM 360/75 under the HASP-MVT system.

## B. Calculational Procedure and Program Description

To obtain an overall view of the calculations, we note that there are three basic steps involved in the simulation process. The first is the initialization of all parameter values, i.e., prepare the particle data and predict the unknown dominate parameter values. The second is the main loop of particle tracing which generates census information. The third uses the census information and takes tallies to estimate the histograms (electron energy or number density
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Figure 4. Flow chart of the Monte Carlo simulation code.
frequency distribution vs. energy), and parameter values. Finally the dominate parameter va ues are corrected and the program returns to the first step.

Let us follow the logic flow diagram (Figure 4) in the order of the number marked on the left hand side of the boxes, and describe their individual functions.

1. Input Control: The main program is usually compiled and the loaded version is then stored on disk storage, ready for execution. In order to offer a wide flexibility, the following input parameters are used to control the program runs.
a) NDISK: program start control. The program can start from the beginning (cycle 0), or it can start from the stopping point of the previous run. This feature enables long runs to be broken up into several short runs. It also offers debugging flexibility and economy of computer time. While a long run may run up to 150 time cycles, we can always break it up into multiple numbers of fives and tens cycles. Thus we can adjust other parameter values on a cut and try basis without wasting much computing time. The input parameter for this control purpose is NDISK: input 0 for storing from very beginning; input 1 for starting from the latest tenth cycle of last
run; input 2 for starting from the latest fifth cycle.
b) K1, K2, and ED1: Regional weights and dividing energy. The Russian Roulette and splitting variance reduction techniques use three input parameters to control the amount of killing off and/or splitting of particles. This also determines where to divide energy regions for the Russian Roulette and splitting, assuming that the option to use Roulette is selected. The input parameters are Kl: the weight of particles in region $I$ ( $\mathrm{K} 1 \geq 1$ ), $\mathrm{K} 2:$ the inverse of the weight $w 2$ of particles in region $I I$ where $w 2=1 / K 2$ ( $\mathrm{K} 2 \geq \mathrm{l}$ ), EDl: the energy dividing line, namely ( 0 to EDI) is region $I$, (ED1 to $E_{0}$ ) region II where the energies are in electron volts.
c) NTC: The total number of time cycles to be run. DTC: The input parameter to control the length of census time $\Delta t$ of the time cycles. In terms of distance travelled by the particles, At is equal to a fraction or multiple of one mean free path , corresponding to average energy of particles in the system.
d) NTP: The total number of particles that actually exist in the simulation system.

NTW: The artificial* total number of particles in the system during Russian Roulette and splitting games.

NS: The number of source particles injected into the system during each time cycle.
e) KELC: The input parameter that controls the importance sampling option of the program, i.e., the multiplying factor used to suppress the elastic cross section (reduces the probability of elastic process by a factor KEIC).
f) EDP: The input value of the ratio of the electric field strength to the pressure.

PDPO: The input value for the reduced pressure of the system ( ${ }^{p} / p_{0}$ where $p_{0}=1$ torr).
g) NIP: The input parameter used to control double processing: $N I P=2$ for double processing, $N I P=1$ for single processing.

IUSN: IUSN $=1$ for dual-collision type double processing

IUSN $=-1$ for dual-direction type double processing
*The total number modified by scaling and weighting factors.
h) $D: \quad$ The input value of the width of the slab (diameter of the cylinder) which defines the external boundaries of the medium.

JZ:
i) NCUM: Inp t control to give cumulative results (time average) over the time cycles or a cumulative average over NCUM time cycles. NAVP: Input constant to control the power of $\Delta t$, (or $\Delta \mathrm{D}$ ) namely $\Delta \mathrm{t}_{\mathrm{i}} * * \mathrm{NAVP}$ is the weight of the cycle to be used for cumulative results. These two parameters are used to implement antithetic variates techniques along the time axis.
j) EO: The energy of sou:ce particles.

SR: The rate of the source particles entering the system.
k) FID: An array that contains the initial guess distribution (number density vs. energy).

1) NUSC: An input parameter used to control the upscattering elastic collision process; NUSC $=$ 1: with upsacttering, NUSC $=0$ : without upscattering.
2. Data preparation: The initialization is entered only once during the calculation, where the time cycle is 0 (or at time $t_{0}$ ). After the input phase, all the pertinent
parameters are set to their proper permanent or temporary values. Before entering the next phase to trace the particle histories, several dominate parameter values must be predicted. The data preparation routine is called in to generate particle data $\left(E_{i}\right.$ : energy, $u_{i}$ : direction of travel, $Z_{i}$ : position, $W_{i}$ : weight) based on the guess for the initial distribution (generate machine particles). Then the average energy of the system is calculated and is used to predict the census time ( $\Delta t$ or equivalently DCEN) as well as the number of ions $\left(\mathbb{N}^{+}\right)$.
3. Particle tracing: With the point of origin, direction of propagation, and energy (velocity) known for the initial source particles, the next phase follows the particles through a series of stochastic interactions until the census time is reached, and the particle data and parameters values are tallied and updated. During the course of tracing the particle histories, all the relevant events are recorded and later on can be interrogated to provide the output quantities of interest. This section of the program is the central part of the main program. It contains the main loop for tracing all the particles in the system in a self consistent way. Most of the variance reduction techniques are incorpoiated here, including double processing, Russian Roulette, and splitting, as well as the various versions of
importance sampling techniques.
4. Secondary particle tracing: The residue particles, i.e., particles generated by ionization collision process (the secondary electrons so produced) are treated in all respects like the regular source particles, except trat their starting positions and time coordinates as well as directions are those associated with the particles that generated them. These residue particles may go further and produce other residue particles (secondary electrons) if their energy is high enough, thus forming a short production chain. The probabilitty of such chain production is small however, since the average energy of the secondaries is quite low. The end of the main loop comes after all such residue particles are processed.
5. Data calculations: The details of the phase of the computations depend upon the specific goals and character of study. Our prinary interest is the particle energy distribution (or number density vs. energy). This frequency distribution and other pertinent parameters are estimated (or calculated) using the stored data from various parameter counters in the main loop (tallied information) as well as tallied hittories. The quantities of interest include local values (for the current time cycle only) and the cumulated values from several time cycies. After these calculations, the next phase is to prepare for the processing of new time
cycle.
6. Normalization and printout: Up to this stage, all the output quantities have been calculated. Next the output information is printed out, and at the same time, if the cycle number is the multiple of five, all the particle data and related parameter values are stored on the disk. Then the next run can be read off of the disk and the process can proceed from where we left off the last time. All the parameter values are again initialized, and new source particles are generated for the next time cycle. Particles that have escaped from the system co have been absorbed create holes in the particle data storage which are filled up by the new source particles and the residue particles produced during the time cycle. Before going on to the next cycle, the ion density is renormalized and corrected in a semiadaptive way according to a balance factor BF . The ion density distribution parameter $\mathrm{N}^{+}$is a dominate parameter since it affects several processes such as the rate of recombination and the rate of super-elastic collision (refer to Equations 27 and 28). It is corrected in such a way as to accelerate convergence, till the system reaches a balanced situation. Then increment time from $t^{n}$ to $t^{n+1}$. The output quantities are the following:
a) The kind of gas in the medium, source particle energy, pressure, slab thickness, and $\Delta t$ the time interval of this cycle.
b) The number of time cycles, the time in seconds, the number of source particles generated during the cycle time, and the average energy of the particles in the system.
c) The number density distribution vs. energy, the single cycle distribution, the cumulated distribution, the number-density deviation, the averageenergy deviation, the average energy, and the energy interval vs. energy.
d) The number density and the average energy vs. $z$ (position zone).
e) The ion distribution ( $N_{+}$), the number of ionizations (NIZN), the number of escaped particles (NES), the number of absorbed or recombined particles (NAS), the number of super-elastic collisions (NSE), the number of excitations to metastable levels (NMET), and the number of excitations to other levels (NEXC).
f) All the inpat control parametexs as listed in section IV-1.
g) The electric field strength (EF), the source rate, the $W$-value, the average energy of escaped particles, and the average energy of absorbed paxticles.
h) The number check on the density disbributions.

All the above outputs include both current cycle values and the cumulated values over the past cycles.
7. Final checks: The last stage is to check whether the prescribed number of time cycles have been processed, adequate statistics have been collected, and all the useful data have been stored on the disk. If so, the program stops.

Further programming details are provided in Appendix

## CHAPTER V

RESULTS
A. Convergence and Reliability

The present Monte Carlo Model is a predict-correct
iterative scheme, with semiadaptuve control ability. For such an iterative procedure, our main criteria for the evaluation and determination of convergence are based on the following inferences:

1. The balance factor (BF) as defined in Chapter II (Section II-B-3) signifies whether or not the system has reached steady state, i.e., converged to a final solution. At steady state, the value of BF should be approximately equal to unity. It may approach to unity in both directions, and due to semiadaptive control procedure used, it may oscillate around unity. Larger amplitude oscillations are observed at first, but they rapidly damp out.
2. The estimated values of the major parameters, e.g. the average energy and the $W$-value show a similar fluctuation, and then they converge to nearly constant values as steady state is approached.
3. The validity of the convergence has been checked using test problems where analytic results axe available. A good comparison has been obtajned, showing that the program and the model are working correctly, free of obscure errors.

## B. Error Estimation and Analysis

## 1. Error Analysis

I. As mentioned in early chapters, Monte Carlo simulation is equivalent to performing mathematical experiments, the results being based on observations of such experiments. From this analogy we can derive the following procedures for the analysis of errors or accuracies of our calculations.

It is convenient to subdivide experimental errors into three broad types, namely: random errors, systematic errors, and blunders. In general, the experimental error is some additive function of all three, while blunders can hopefully be eliminated. We shall describe them in detail in following sections.
a. Random errors - such errors are of great concern in Monte Carlo type calculations. They generally involve etatistical fluctuations or deviations, representing the difference between the singly measured value and the best value of a set of measurements, i.e., the difference between the arithmetic mean and the true mean. Sometimes such errors are referred to as elementary (or inherent) errors in the measurements. The commonly used measure of random errors is the variance or standard deviation.
b. Systematic error - a systematic error tends to have the same algebraic sign, iie. itis either an additive or subtractive quantity introduced in the measurement
process. It is an unpleasant and insidious contribution which is not generally amenable to statistical treatment. Thus such errors seriously impair the reliability of the estimation. Typical examples include:
i) Incorrect assumptions or approximation in the representation of certain processes.
ii) Constructional faults and mistakes in the algorithms or subroutines.
iii) Inadequate regard of constancy of experimental conditions or inadequate sampling techniques (biased).
c. Blunders - these are outright mistakes which should be corrected by all means. Possible examples include:
i) Incorrect logic, misunderstanding of the problems.
ii) Errors in transcription of data.
iii) Mistakes in constants used.
iv) Confusion of units.

In any type of calculation, the systematic error as well as blunders should be removed. One way for detecting such errors is to compare the program against some known reliable solutions. Only the random errors are subject to reduction by the various treatments amenable to attack by variance reauction technqiue;.

The precision in an estimated (mean) value is proportional to the reciprocal of the statistical error and is
high if the statistical error is small, i.e. the accuracy is high if the net systematic error is small. Usually, but not necessarily, high accuracy implies small statistical errors as well.

As discussed in later sections, our model and program has been checked against several test problems, and good agreement has been obtained. Therefore, it can be assumed that any serious systematic errors have been removed and that the program is free of blunders. Thus, we shall concentrate on the analysis of random errors.

No thorough analysis of variance has been made. Due to the intricate way that the histories calculated during a given time cycle depend on previous time cycles, a meaningful variance estimate beyond che first time cycle seems to be out of the question. However as the system reaches steady state, the deviations or variations (statistical fluctuations) of the estimated parameters can be estimated by means of standard deviation (or variance) over subsequent time cycles. Namely, we use the following formulation:

$$
\begin{equation*}
S_{i}=\left[\frac{\sum_{j=1}^{n}\left(f_{i j}-\bar{f}_{i}\right)^{2}}{n}\right]^{1 / 2} \quad ¥ i \tag{61}
\end{equation*}
$$

where $s_{i}$ : the standard deviation at the ith energy interval over $n$ consecutive time cycles.
$f_{i j}: \quad$ the parameter value (density distribution function of ith energy interval, at $j$ th time cycle.
$\overline{\mathbf{f}}_{\mathrm{i}}$ : the average parameter value of $i$ th interval over n time cycles.

A heuristic approach was adopted to measure local deviations or statistical fluctuations at each time cycle. This provides a relative magnitude of deviation or dispersion which can be used to compare the various variance reduction techniques. The approach is described as follows:

The estimated major frequency distribution (the electron energy density distribution function in our case) is obtained in the form of histogram. The abscissa of the histogram is divided into so-called class intervals (energy intervals in our calculations). In each such interval an erect rectangle (block) of heigh $f_{i}$ and width $E_{i}$ is formed. This block-area type of distribution is the fitted frequency distribution curve. We devise a numerical description of local deviations by defining:
i) the location index of the center of the erected rectangles in the histogram as $i$ and with abscissa value $E_{i}$.
ii) the spread or dispersion around the center.

The total number of particles in each class interval (energy interval) is proportional to the area of the rectangular flock ( $f_{i} \Delta E_{i}$ ), the particle's energy in this class interval falls in the range ( $E_{i}-\Delta E_{i / 2}, E_{i}+\Delta E_{i / 2}$ ) with overall average energy $\bar{E}_{i}=E_{i}$. Then the following relationship holds (refer to Figure 5):


Figure 5. Rectangular block representation of the electron energy distribution histogram.

$$
\frac{\Delta \bar{E}_{i}}{L E_{i}}=\frac{\Delta f_{i}}{f_{i}}
$$

or $\Delta f_{i}=f_{i} \frac{\Delta \bar{E}_{i}}{\Delta E_{i}}$
where $\Delta \bar{E}_{i}$ is the deviation of the average energy $E_{i}$ from $E_{i}$ or $\Delta \bar{E}_{i}=\bar{E}_{i}-E_{i}$. Also $\Delta f_{i}$ is the corresponding deviation of the frequency distribution at location index i.

Equation (62) provides a relative measure of the amplitude of the deviation of density distribution curve at energy $E_{i}$ which can be used for comparing the efficiency of different variance reduction techniques as well as provide an heuristic clue to the modification of the fitted density distribution curve.

## 2. Data Filtering

The random errors (statistical fluctuations) result in bumps and ridges in the estimated frequency distribution function. It may be possible to alleviate many of these distortions by means of data smoothing techniques (data filtering).

Two types of data smoothing techniques commonly used in the processing of time series might be used here: a. Moving averages - this technique operates by replacing each point of the frequency distribution function (height of the histogram at $E_{i} V_{i}$ ) at time cycle $t_{j}$ with an average value of several subsequent points in the time cycle series. Thus if $f_{i j}$ is the value
of frequency function at ith energy interval and jth time cycle, then $f_{i j}$ is replaced by

$$
\sum_{j=1}^{M} f_{i j} \cdot W_{j / M}
$$

where $W_{j}$, the weighting factor for the $j$ th time cycle, usually has the value of 1 or we can define it as a function of $\Delta t_{j}$. The value of $M$ is the number of successive points of the time cycles to be included in each average.
b. Parabolic filtering - this is similar to the moving averages technique, but $M$ is selected as an odd number, the point to be replaced is located in the center of these $M$ points, and a parabola is fitted to these points by means of least squares. Thus it is replaced by the corresponding point $f_{i}$ on the derived parabola. The process is repeated by shifting the center point to the next one in the time cycle series.

The technique of moving averages (a) is employed in the program, because of it's simplicity and the fact that the parabolic smoothing technique is too sensitive to the changes in the distribution function. Note that this smoothing (filtering) technique only becomes effective as the simulated system reaches steady state.

## C. Solutions of the problem

1. Preliminary Checks

In order to verify that the model is valid and correctly working, and the computer program is free of bugs, blunders, and systematic errors, we solved a specific problem first reported by J. A. Smit (ll) and later extended by Heylen and Lewis (l0). Their solutions for the electron energy distribution were obtained analytically based on the Boltzmann transport equation for the special case characterized as follows:
i) electric field present
ii) no external sources
iii) infinite size medium of background noble gases.

The comparisons are made for helium gas at $\mathrm{E}_{\mathrm{f} / \mathrm{p}}=4,5$, $10 \mathrm{~V}_{\mathrm{f}} \mathrm{cm}^{-1}$. ( $\mathrm{E}_{\mathrm{E} / \mathrm{p}}$ : electric field strength to pressure ratio). The results are shown in Figures 6, 7 and 8. Both Smit and Heylen's results have taken into account all the collision processes including those due to elastic loss as well as inelastic losses. Heylen's results is more up-to-date, for low $E_{f / p}$ values only $E_{f / p}=5$ is given, which was chosen for the present comparison. In so far as possible, the same cross sections as Smit and Heylen and Lewis used were incorporated in the present calculations. The slight discrepancies apparant at the lowenergy end is probably due to dirferences in treating the scattering process, and


Figure 6. Comparison of the electron energy distribution for He at $E_{f / p}=4$ for
a) Smit's calculation $(1936)(\overline{\mathrm{E}}=$
$\mathrm{b})$ present calculation $(\overline{\mathrm{E}}=6.51)$


Figure 7. Comparison of electron energy distribution for He at $E_{f_{p}}=5$
a) present calculation ( $\bar{E}=6.64$ )
b) Heylen and Lewis' result ( $\overline{\mathrm{E}}=6.51$ )


Figure 8. Comparison of electron energy distribution for He at $E_{f / p}=10$
a) Smit's result $(\overline{\mathrm{E}}=7.7)$
the many approximations required in their analytic solutions. Also, some of the cross sections used in this calculations are experimental values, which may differ by some amount from that used for analytic solutions.

For the high energy region. (near the source energy) checks have been made against the analytic solutions reported by Lo and Miley (32). As shown in Figure 9, the general shape of the electron energy flux distributions are in reasonable agreement. In this case it was not practical to use the same cross sections as incorporated in the analytic solutions, and this may account for some of the differences observed. Also the analytic solutions are obtained for an infinite medium vs. a 1 cm slab in the present case. Thus the analytic solutions do not allow leakage, although this becomes important in the present calculation for low pressures. Lo and Miley's results are plotted in Figure 9 for the source energy $E_{0}=1500 \mathrm{eV}$ and $E_{0}=500 \mathrm{eV}$, whereas the present results are for $E_{0}=$ 1000 eV . The plot shown is for the flux density (normalized) instead of energy number density. They are related as follows:

$$
\begin{equation*}
\varphi(E)=f(E) \cdot V(E) \tag{63}
\end{equation*}
$$

where $\varphi(\mathrm{E}):$ electron flux density $f(E)$ : electron number density $\mathrm{V}(\mathrm{E})$ : Electron kinetic velocity


Figure 9. Comparison of the high-energy portion of flux density curve
a) $E_{0}=1500 \mathrm{eV}$ and $\mathrm{E}_{0}=500 \mathrm{eV}$ : Lo and Miley's result
b) $E_{0}=1000 \mathrm{eV}$ : present calculations

Since we only intend to compare general shapes of distribution, the normalizations used for the various curve, shown here are arbitrarily choosen for optimum display of information.
2. The Electron Energy Distribution Function without Electric Field

The calculations for electron energy distribution functions for helium with a high energy exectron source, but no applied electric field (Figures 10 to 14) were carried out at two different pressures and various source rates. The slab thickness $D$ is chosen to be fixed at $D=1 \mathrm{~cm}$, which is equal to the actual diamter of cylindrical tube usec in the laboratory (7). The two pressures are chosen to be $\mathrm{P}=10$ torr and $\mathrm{P}=760$ torr, corresponding to a typical low-pressure case and.a normal atmospheric pressure.

We have chosen two different source energies ( $E_{0}$ ), one at $E_{0}=1,000 \mathrm{eV}$ and the other at $E_{0}=70 \mathrm{eV}$. These values roughly correspond to the highest energy and the average energy in the primary electron energy spectrum for MeV alpha-particle irradiation of helium as done in the experimental studies conducted at the University of Illinois (6).

The range of interest for the source rates for a boron coated tube irradiated in the Illinois TRIGA reactor lies between $10^{14}$ to $10^{18}\left(\# / \mathrm{cm}^{3}-\mathrm{sec}\right)$. However, results shown for source rates above about $10^{16}$ are questionable since the resulting ionization density becomes large enough that
electron-melectron collisions become important, and this process was neglected here.

The major quantity of interest here is the electron energy distribution function which were defined as $\mathrm{n}^{-}(E)$ in Chapter II. For simplicity, we represent the normalized distribution corresponding to $n^{-}(E)$ by $f(E)$. This normalization is defined by:

$$
\begin{equation*}
\int_{0}^{E_{0}} f(E) d E=1 \tag{64}
\end{equation*}
$$

For the plasma system without electric field $\left\{E_{f}=0\right\}$, the distribution functions with cource energy $E_{0}=1000 \mathrm{eV}$ are shown in Figures 10 and 11 for the pressure $p=10$ torx, and $p=760$ torr respectively. Similar distribution functions for $E_{0}=70 \mathrm{eV}$ are shown in Figures 12 and 13. An idealized Maxwellian distribution plus l/E tail are shown in Figures 10 to 13 for reference. (The Maxwellian plus $1 / E$ distribution was used as the initial distribution for these calculations. Note that since this curve is for reference only, it is arbitrarily normalized to a point on the Maxwellian curve and does not satisfy Equation 64.) For the range of source rates mentioned, the calculated energy distribution for helium (He) are reasonably Maxwellian at low energy region. The differences due to variations in the source rates show up at the high energy end, especially near the source energy, where the magnitudes seem to depend Inearly on the values of source rate. This is somewhat
deceptive, however, since the absolute magnitude at any point is due to the normalization. (This point is stressed again later in connection with Figure 24).

The fact that the distributions drop off rapidly for energies above about 20 eV is attributed to the fact that the threshold energy for inelastic processes is 20 eV , above which energy the ionization and excitation processes bring more electrons into the low-energy region.

In order to investigate the change in distribution function at very high source rates, a calculation for $S_{0}=$ $10^{22}$ particles/cm ${ }^{3}$-sec was carried out. As mentioned earlier, the neglect of electron-electron collisions makes the accuracy of this calculation questionable. Still the trends are of interest, and it is seen from Figure 14 that the distribution curve changes drastically. In fact, it is no longer Maxwellian at the low-energy end. Due to the high source rate, more high-energy particles and more particles with energy in the range from 0.3 eV to 20 eV are present in the system.

As discussed earlier; the distribution curve drops sharply for energies above the excitation threshold energy (at $E=20 \mathrm{eV}$ ) due to the dominance of ionization and excitation collision processes. At the higher pressure, the distribution curves decrease more rapidly compared to low pressure, since increased scattering slows the electrons down more rapidly. This effect is shown in Figures 15 and 16 ,


Figure 10. The electron energy distribution for He without an eledric field but different source rates at $p=10$ torr, $E_{0}=1000 \mathrm{eV}$ and Maxwellian plus $1 / E$ distribution.


Figure 11. The electron energy distribution for He without an electric field but different source rates at $p=760$ torr, $E_{0}=1000 \mathrm{eV}$ and Maxwellian plus $1 / E$ distribution.


Figure 12. The electron energy distribution for He without an electric field but different source rates at $p=10$ torr, $E_{0}=70 \mathrm{eV}$ and Maxwellian plus 1/E distribution.


Figure 13. The electron energy distribution for He without an electric field but different source rates at $p=760$ torr, $E_{0}=70 \mathrm{eV}$ and Maxwellian pius l/E distribution.


Figure 14. Comparison of $f(E)$ for He without an electric field (source rate $S_{0}=$ $\left.10^{22} \# / \mathrm{cm}^{3}-\mathrm{sec}\right)$ with the standard Maxwellian distribution plus $1 / E$ tail.


Figure 15. The electron energy distribution for He, without an electric field, for different pressure at $S_{0}=10^{16}, E_{0}=1000 \mathrm{eV}$.


Figure 16. The electron energy distribution for He, without an electric field, for different pressure at $S_{0}=10^{16}, E_{0}=70 \mathrm{eV}$.
for the same scurce rate $s_{0}=10^{16}\left(\# / \mathrm{cm}^{3}-\mathrm{sec}\right)$ and source energy, but two different pressures. The reduction in magnitude of the high energy tail as the pressure increases is clearly illustrated.

In these calculations, the rate of both leakage and absorption (recombination) are strongly dependent on the pressure. At higher pressures (e.g., $p=760$ torr), very few particles leak out of the system, and the loss are dominated by the absorption process. For lower pressure ( $\mathrm{p}=10$ torr), fewer particles are absorbed, while more escape or leak out of the system. Also, more particles escape in the high-energy region, but the absorped particles are mainly in the low-energy region.

The estimated major parameters are summarized in Table 1, which includes the average energy of the system ( $\bar{E}$ ), the number of positive ions ( $\mathbb{N}^{+}$) and the W-values for various combinations of source rate $S_{0}$, source energy $E_{o}$ and pressure p.

The W-value is defined as the amount of energy required (input) to produce an ionization pair (positive ion and electron), or

$$
\begin{equation*}
\text { W-value }=\frac{\left(\mathbb{N}_{s} \cdot E_{o}-E_{T e s}-E_{T_{a b}}\right)}{\mathbb{N}_{z}} \tag{65}
\end{equation*}
$$

Where $\mathbb{N}_{s}$ : the number of source particles introduced into the system during the period $\Lambda t$.
$\mathrm{E}_{\mathrm{Te}}$ : the total energy lost with escaping particles during the time $\Delta t$.

Table 1. Calculated Parameter Values for the Plasma Without a Electric Field

| $\begin{aligned} & * \mathrm{p} \\ & \text { (torr) } \\ & \hline \end{aligned}$ | $\begin{gathered} E_{o} \\ (\mathrm{ev}) \end{gathered}$ | $\stackrel{\mathrm{S}_{\mathrm{O}}}{\left(\# / \mathrm{Cm}^{3}-\mathrm{sec}\right)}$ | $\begin{gathered} \bar{E} \\ (\mathrm{eV}) \end{gathered}$ | $\begin{array}{r} \mathrm{N}^{+} \\ \text {(\#) } \\ \hline \end{array}$ | W-value Range |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 10 | 1000 | $10^{18}$ | 0.171 | $0.125 \times 10^{14}$ | $41 \sim 63$ |
| 10 | 1000 | $10^{16}$ | 0.157 | $0.125 \times 10^{13}$ | $35 \sim 53$ |
| 10 | 1000 | $10^{14}$ | 0.111 | $0.125 \times 10^{12}$ | $49 \sim 58$ |
| 760 | 1000 | $10^{18}$ | 0.167 | $0.583 \times 10^{15}$ | $32 \sim 38$ |
| 760 | 1000 | $10^{16}$ | 0.123 | $0.446 \times 10^{14}$ | $40 \sim 65$ |
| 760 | 3.000 | $10^{14}$ | 0.104 | $0.67 \times 10^{13}$ | $35 \sim 54$ |
| 10 | 70 | $10^{18}$ | 0.104 | $0.125 \times 10^{14}$ | $50 \sim 62$ |
| 10 | 70 | $10^{16}$ | 0.082 | $0.125 \times 10^{13}$ | $47 \sim 63$ |
| 10 | 70 | $10^{14}$ | 0.075 | $0.124 \times 10^{12}$ | $40-57$ |
| 760 | 70 | $10^{18}$ | 0.082 | $0.16 \times 10^{15}$ | 47 - 65 |
| 760 | 70 | $10^{16}$ | 0.075 | $0.141 \times 10^{14}$ | 42 - 58 |
| 760 | 70 | $10^{14}$ | 0.075 | $0.157 \times 10^{13}$ | $39-55$ |
| Maxwellian distribution |  |  |  |  |  |
|  |  | 0 | 0.05 |  | - |

*P: pressure, $E_{0}$ : source energy, $S_{0}:$ source rate, E: average energy of the particles, $\mathbb{N}^{+}$: number of positive ions.
$E_{\text {Tab }}$ : the total energy lost with recombining particles during the time $\Delta t$
$N_{z}$ : the total number of ionizations produced during
As seen from Table 1 , the average energy $\bar{E}$ tends to be higher for higher source rates and higher source energy, and it is lower for higher pressures. However, the differences are in general very small. (All the average energies are consistently greater than that of a Maxwellian distribution). The values for ion density $\mathrm{N}^{+}$are roughly proportional to the square root of source rate, and are higher for higher pressures, virtually independent of source energy.

The W-values are quite sensitive to statistical fluctuations, and the ranges of variation obtained over the last 10 time cycles in a given calculation are shown in Table l. The $W$-values obtained here do not show any clear dependence on the system parameters, thus variation indicated may be totally due to the statistical fluctuations. This is not too surprising since the $W$-value is known to be roughly incependent of particle energy, etc. The W-value for helium obtained experimentally by Jesse and Sadouski (34) is 43. A reasonable value to choose for the $W$-value from Table 1 would be 50 , which is little bit higher than the experimental result. The reason for this discrepancy is not clear, but it may be due to small inaccuracies in the ionization-excitation cross section employed here. The W-value is, by definition, quite sensitive to the details
of the ratio of the ionization to the excitation cross section as a function of energy.
3. The Electron Energy Distribution Function with an Applied Electric Field

The calculated electron energy distribution functions in He with an applied electric field ( $E_{f} / p=10$ ) are plotted in Figures 17 to 21 , in a manner similar to that in the previous section. All these calculations are carried out at the electric field to pressure ratio $E_{f} / p=10$. Smi.t's result (without source or $S_{0}=0$ ) are plotted together with present calculations at given pressure and source energy $\left(p=10,760\right.$ and $\left.E_{0}=1000 \mathrm{eV}, 70 \mathrm{eV}\right)$, with three different source rates. It is observed that the distribution functions are highly non-Maxwellian. For the source rate in the range $10^{14} \# / \mathrm{cm}^{3}-\mathrm{sec}$ to $10^{18} \mathrm{\#} / \mathrm{cm}^{3}-\mathrm{sec}$, the distribution curves at low energy end are quite close to the Smit's results (11). At the high energy end, they have a shape similar to the curves of no electric fields. Again differences due to the source rate show up at high-energy region. Below 10 eV , all the distribution functions fall on the top of each other, and they begin to spread out as the energy increases above 10 eV . For high pressures or low source energy, more difference (between $S_{0}=0$ and $S_{o} \neq 0$ ) show up at high-energy end than that of low pressure and/or high source energy. Again at very high source rates $s_{o}=10^{22}$ $\left.\ddot{H} / \mathrm{cm}^{3}-\mathrm{sec}\right)$ the distribution function changes appreicably.

In Figure 21, the comparison is marde with a very high source rate $\left(S_{o}=1.0^{22} / \mathrm{cm}^{3}-\mathrm{sec}\right)$ and with one in the region of interest ( $S_{o}=10^{16}, p=760$ torr). For very high source rate, the distribution function changes quite a lot; it stij. $\perp$ preserves the general shape, but at low-energy end, it is much smaller in amplitude. (However, as stressed. earlier, the high source rate calculation is questionable due to theneglect of electron-electron interactions.)

The changes in these distribution functions due to different pressuresare also shown in Figures 22 and 23. The observed trends are similar to those ir the previous section for the electric field $E_{f}=0$ case.

So far, the normalized distribution functiors $f(E)$ have been displayed. However, to stress the fact that the absolute magnitudes of the curves depends strongly on the source (shapes have received our interest to this point), Figure 24 shows the unnormalized electron energy distribution functions for He (with electric field or $E_{f} \neq 0$ ) are plotted, with $E_{f} / p=10, p=10$ torr, $E_{O}=1000 \mathrm{eV}$, and three different source rates $\left(\mathrm{S}_{0}=10^{14}, \mathrm{~S}_{0}=10^{16}, \mathrm{~s}_{0}=10^{18}\right.$ ). The magnitude (unnormalized) distribution is defined as

$$
\begin{equation*}
N^{-}(E)=N^{+} \cdot f(E) \tag{66}
\end{equation*}
$$

where $\mathrm{N}^{+}$: number of positive ions
$f(E)$ : normalized distribution
The values of $\mathrm{N}^{+}$are $0.24 \times 10^{15}, 0.24 \times 10^{14}$, and $0.24 \times 10^{13}$ corresponding to the three source rates $S_{o}=10^{18}, s_{o}=10^{16}$


Figure 17. The electron energy distribution for He with an electric field

$$
\text { at } E_{f / p}=10, p=10 \text { torr, } E_{0}=1000 \mathrm{eV}
$$



Figure 18. The electron energy distribution for He with an electric field at $E_{f / p}=10, P=760$ torr, $E_{o}=1000 \mathrm{eV}$.


Figute 19. The electron energy distribution for He with an electric field at $\mathrm{E}_{\mathrm{f} / \mathrm{p}}=10, \mathrm{p}=10, \mathrm{E}_{\mathrm{o}}=70 \mathrm{eV}$.


Figure 20. The electron energy distribution for He with an electric field at

$$
E_{f / p}=10, p=760 \text { torr, } E_{0}=70 \mathrm{eV}
$$



Figure 21. The electron energy distribution function at $E_{f / p}=10, p=760$ torr for $S_{o}=10^{22}$ and $S_{o}=10^{16}\left(\# / \mathrm{Cin}^{3}-\mathrm{sec}\right)$.


Figure 22. The electron energy distribution for $H e$, with an electric field at $s_{0}=20^{16}, \Sigma_{0}=1000 \mathrm{eV}$.


Figure 23. The electron anergy distributions for He, with an electric field at

$$
s_{0}=10^{16}, E_{0}=70 \mathrm{eV}
$$



Figure 24. The unnormalized electron energy disiribution for He at $E_{E / P}=10, P=10$ tors, $E_{0}=1000 \mathrm{eV}$,


Figure 25. The effect of recombination on the electron energy distribution a) with normal recombination cross section $\times 100$
b) with nomal recombination cross section $x$.
and $s_{0}=10^{14}$, respectively.
In order to show the effect of recombination, a normal case is compared in Figure 25 to a calculation where the absorption cross section was arbitrarily increased 100 times. It is obscrved that the major effect comes in at low-energy region. More and more electrons recombine as they thermalize and hence, the lower energy region of the distribution is depleted. Since recombination does not occur at high energies, this region is not affected.

The calculated major parameter values for the system with an electric field are summarized in Table 2. As expected on physical grounds the values of the average energies for this case are much higher than the corresponding values with no electric field (compare to Table l). However, other general trends are the same, e.g. the value of the average erergies are slightly higher for higher source rate and/or higher source energy, but: are lower for higher pressures.

For comparison the average energy $(7.7 \mathrm{eV})$ found by
Smit. for an electric field and $E_{f / p}=10$ but with no source present is included in Table 2 . It is in general higher thar the present values. The reason is not entirely clear. At first thought the additional high-energy source electrons might be expected to raise the average energy. However, as found by $T$. Ganley (37), the piesence of highenergy electrons to produce ionization allows the electrons in the Maxwellian region to decrease in energy, and as a rosult the overall average may actually decrease.

Table 2. Calculated Parameter Values for Plasma with Applied Electric Field $\left(E_{f / p}=10\right)$

| $\begin{aligned} & * \mathrm{p} \\ & (\operatorname{tos} x) \\ & \hline \end{aligned}$ | $\begin{gathered} \mathrm{E}_{\mathrm{O}} \\ (\mathrm{eV}) \end{gathered}$ | $\begin{gathered} \mathrm{S}_{3} \\ \left(\# / \mathrm{Cm}^{3}-\mathrm{Bec}\right) \end{gathered}$ | $\begin{gathered} E \\ (\mathrm{ev}) \end{gathered}$ | $\begin{gathered} N^{+} \\ (\#) \end{gathered}$ | Modified <br> W-value range |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 10 | 1000 | $10^{18}$ | 8.1 | $0.24 \times 10^{15}$ | $35 \sim 44$ |
| 10 | 1000 | $10^{16}$ | 7.5 | $0.21 \times 10^{14}$ | $34 \sim 54$ |
| 10 | 1000 | $10^{3.4}$ | 7.3 | $0.24 \times 10^{13}$ | 37.5-60 |
| 760 | 1000 | $10^{18}$ | 7.0 | $0.23 \times 10^{17}$ | $37 \sim 50$ |
| 760 | 1000 | $1.0^{16}$ | 6.6 | $0.204 \times 10^{16}$ | $30 \sim 51$ |
| 760 | 1000 | $10^{14}$ | 5.4 | $0.24 \times 10^{15}$ | $34 \sim 57$ |
| 10 | 70 | $20^{18}$ | 5.96 | $0.21 \times 10^{15}$ | $31 \sim 35$ |
| 10 | 70 | $10^{16}$ | 5.18 | $0.21 \times 10^{14}$ | $34 \sim 50$ |
| 10 | 70 | $10^{14}$ | 4.46 | $0.213 \times 10^{13}$ | $31 \sim 56$ |
| 760 | 70 | $10^{18}$ | 5.7 | $0.284 \times 10^{16}$ | 35-46 |
| 760 | 70 | $10^{16}$ | 5.0 | $0.26 \times 10^{15}$ | $39 \sim 48$ |
| 760 | 70 | $10^{14}$ | 4.3 | $0.24 \times 10^{14}$ | $32 \sim 49$ |

Smit's distribution

$$
0 \quad 7.7
$$

*p: pressure $E=$ source energy; $S_{0}$ : source rate;

The values of $N^{4}$ are roughly proportional to the square root of the source rate (recall Equation 33) and are independent of the pressure and source energy.

Strictly speaking, the definition of the $W$-value for the field case should include an allowance for energy gained so electrons in the alectric field which then result in iondation. There is no way to include this energy transfer in the present case, so the vaiues listed in Table 2 are based on the ion pair production aivided by the energy input with the high-energy source electron alone (no field contribution). This is, then the same formalation (Eq. 65) as that of no field case, and we lable the result as the "effective" or "modified" W.value. Again these values fluctuate considerably, so the ranges observed in the last 10 time cycles are given. As would be expected from the neglect of the field contribution, the W-n values in this table are in general smaller than that of no field case. As in the earlier calculation, no general trend can be observed, as so far as the dependence of the parameters ( $E_{0}, S_{0}, p$ ) are concerned, and this is consistent with the earlier observations and the litexature which indicate that the $W$-values are fairly insensitive to these parameters. We have concluded so far that, the distribution functions for non-field case ( $E_{f}=0$ ) are more or less assume a Maxwellian distribution in the low-energy region for source rates below $10^{18}$. However, when an electric field
is added, the distribution shifts to that found by Smje in the low-energy region. this is, in effect, the wellmknown Druyvesteyn distribution. It is significant that the addj.tion of a source adds a tail to this distribution, bigt it does not drastically change the lowonergy region. By antuition, it might ba expected that smit's distribution (with electric flela or $\mathrm{E}_{\mathrm{j}} \neq 0$ ) would change back to a Maxwelitian distribution as tho electric fied approaches zoro. In order to display the transition region, the distribution funcetons for smaller eloctric field ( $E_{x / p}=1$ ) are ploted in $F$ igure 26 together with the calculated distribution functions at $E_{X / p}=10$ and $E_{E}=0$. The highenergy taji of the distribution curve are not significantily affected by reducing the electric field $E_{f}$, but the distribution function in the low energy region starts to approach a Maxwellian distribution as expected.

## D. Conclumion on Monte Cario Results

Based on the Monte Carlo solutions wo obtained so fax, we can make the following coments.

1. For the normal range of souxce rate ( $5 \times 10^{18}$ ), where the neglect of electron-electron interactions remains valid, the Maxwellian plus $2 / E$ distribution is a good initiad. approximate distribution for the no eloctrie fiold case. Likewise the Smit (or Druyvesteyn) plus $1 / E$ distribution is a good approximato indtidal distribution to be uscd for the system with an electric field present.


Figure 26. The electron energy distribution for He at $p=$ ic torr, $S_{0}=10^{16}$
for $E_{f / p}=0, E_{f / p}=1$ and $E_{f / p}=10$.
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 the late moute or corgutational time required. Thum
 Vaxiown mexting vaximan reduction techniques can be used, but thoy ara proklem mependent, Thus techniques that are exfeint fox one typ of problem might not be an effectiva for other typss at problem. Thus wuch techniquas must be puatexousty thlocted and modified for the particular problem under contidexation. one busic undorlying principle which applian to any Monto Carlo calculation is: Apply as much known Lxcormation ane can (given in analytic and/or numerical form) to reduce the uncertainties of the problem. Whenever poselbl Monte Carlo experiments should be checkud and roplaced by axact theoretical analyala to reduce uncertainties.

The Monte Carlo experimentaliat has to exercise ingenuity in digtorting and modifying problems in the pursuit
of variance.reduction techniques. Although Monte Carlo methods are general devicen, still a great deal of work depands upon the individual's originality to create special methods or numerical schemes to suit their needs. Unlike the physical experimentalist, the mathematical experimentalist using Monte Carlo Methods has the advantage that his experimental material consists of mathematical obfecta which can be distorted, controlled, ant modified more easily.

The $y$-eatest successes of the Monte Carlo method have arisen where the basic mathematical problem itself consiats of the investigation of some random processes. However, there are exceptions involving deterministic problem-solution of boundry value problems and partial differential equations. The solutions of these problems are closely connected with the characteristics of cartain random diffusion type processer (or can be convertod to such type of processes), therefore these problema are reduced to the modeling of such processes. Thus the model and the apecial techniques developed in present research aro quite general in scope, and it ahould be possible to apply them to many classes of Monte Carlo calculations with a certain amount of modification.

## B. Summary of Present Work

In this rasearch study, we have devised a genexal mathematical modol for the particle transpoxt or diffusion
type plasma problems which have inherent nonlinear properties due to recombination. Many special variance reduction techniques are incorporated into the system. The model can be used for calculating both time-dependent and steady-state nonlinear transport problems provided that suitable methods exist to calculate, predict, and correct the important parameters which dominate the nonlinearities. A wide range of nonlinear problems can be formulated and handled in this way. The principle idea, the piecewise linearized predictcorrect model, is a general, simple, and efficient approach for solving nonlinear problems. In principle, most nonlinear probloms can be cast in terms of the basic idwas and algorithms of present work. This represents an extension of earlier works of Musha sind rtoh (8). Thomas (9), and Fleck Jr. (11). As for the amount of computation time and efficiency involved, the present atudy has made significant improvemente. Some of the improvements are a natural consequence of the large storage space available in modern computer syatems. Additional inpravements come from a low aimple, but effective. special techniques incorporated into the present model. As described in Chapter IX, these include:

1) The initial distribution - straightforward particie tracing proceduras would reguite tollowing every ainislated particle from its birth (from mource) with initial energy $F_{0}$ at t $t_{0}$ to the end of its dite time hiatory. This type of simulation would requife hundreds
of cycle times to achieve a final steady state condition. Instead, we start with an apprixmately steady-state system by guessing an initial particle energy distribution. Then we simulate the system by tracing particles starting with energy corresponding to this input distxisution. This is equivalent to skipping over the initial transiont time cycles and greatiy reduces the computation $t$ ime and increases the calculation gfficiency.
2) The application of the negatively-correlated variates (antithetic variates) technique greatly reduces statistical fiuctuaticns with a minimum number of simulating particlea fmachino particies).
3) Tie introduction of weighting acheme and an artificial game of chance (using weighted croses sections) coneributed some reduction in calcuiation time and reselved some prackical difelculties.
4) For the systom with an applied electric isield, the exact formulation for a yarabolid f3ight path was used to advance the particies in larger steps than would have been pessible uning the temali-step inear approximation employed by Nusha and Itoh (3) and adso by Thomas (9). This improve the efficiency appreciably.

Throughout the ontire calculation, one basic balarce equation (sq. 30) played a very important role. It meredy statem that at stomdy state, the source is balanced by losses.

By means of this equation, we predict the nonlinear parameter values and provide checks for convergence of the solution. The need for large amounts of storage space for Monte Caric calculations no longer creates serious problems or drawbacks on modern large computer systems, such as was the case as recent as seven or ten years ago. In addition, techniques exist for further reducing the storage requixement. In the present study, we suggest a technique to eliminate major storage requirements, and use only a smell amount of storage as a temporary buffer storage (described later).

In other types of numerical solutions, e.g., in finite difference solutions of the diffusion equation, the step size $1 t 28$ restricted by stability requirements. However, in this present model, At 13 only restricted by the degree and amourit of nonlinscarities present in the system. This restriction is far less stringent.

## C. Practical Limitations and the cures

It was necessary to solve several difficulties in the present simulation study in oxder to provide practical solutions. We mall deacribe them item by item.

1) The electron encigy Jistribution is the quantity of major interegt. The difrorence between the magnitudes of its maximum and minimum non-zcro values is of the order $10^{3}$. This is due to high denaity in the low-energy region (thermal energy) and the relatively low density
in the high-energy region (near the source energy).
It is unrealistic to hope to produce reasonable numbers of particles in the low-density (high-energy) region and at the same time have $10^{9}$ times as many in the low energy region. This problem is resolved by combining the following techniques:
a) Russian Roulette and splitting.
b) Weight factors which produce fractional particles.
c) Logarithmic energy intervals. The number of particles in each energy class interval $\lambda E_{i}$ is dinectly proportional to $f\left(E_{i}\right) \cdot \wedge E_{i}\left(f\left(E_{i}\right)\right.$ : number density at $\left.E_{i}\right)$. By using logarithmic energy intervals, we have small intervals at low energy region and large intervals at high energy so that the product $f\left(E_{i}\right) \cdot \Delta E_{i}$ assumes a practical magnitude.
2) The total number of simulatirg particles (machine particles) $N_{r g}$ is limited by the storace requirement and the economy of the calculation (computing time is proportional to $N_{T}$ ). We have to set an upper limit (Nmax) on the total number of simulating particles in any time cycle. During each time cycle of duration $\Delta t, N_{s}$ source particles are introduced into the system, and $N_{z}$ secendary partictes are produced (by ionization). At the same time $N_{e s}$ particles escape from the system, and $N_{A b}$ particles are lost due to reconbination.

There are two conditions to be satisfied at all times:
a) $\mathrm{N}_{\mathrm{c}}+\mathrm{N}_{z}+\mathrm{N}_{\mathrm{s}} \leq \mathrm{N}_{\mathrm{T}} \leq \mathrm{N}_{\mathrm{max}}$
b) $N_{z}+N_{s}=N_{e, s}+N_{A B}$
where $N_{c}$ : the number of census particles (background particles).

Condition a) insuces that total number of particles in the system is always under the limit (Nmax). Condition b) indicates that a particle balance should be satisfied at steady state.

In the program, there are two equivalent problems to be considered. One is the balance of the machine particles [corresponding to condition (a)], and the other is the balance of simulated particles [weighted particles, corxesponding to condition (b)]. Both conditions must be satisfied simultaneously. Condition (a) allows a certain amount of leeway since the number of particles that survive the integration cycle (time cycle) and hence requixe storage will be less than $N_{C}+N_{z}+N_{s}$. Here $N_{s}$ is chosen to be an input number, the weights of these particlos are determined by the source rate. If condition (a) can not be met, $N_{s}$ is taken to be

$$
\begin{equation*}
N_{s}=N_{m a x}-N_{c}-N_{z}-v Z-1 \tag{68}
\end{equation*}
$$

where $J Z$ is the number of spatial zones. It has been shown (12) that Equation 68 insures the stabilization of census population without overly reducing the number of source particles.

The proper selection of the energy dividing line (EDI) for Russian Roulette and splittirg can insure the satisfaction of condition (b). Also as mentioned in earlier chapters, the balance factor (BF) is used to speed up convergence and force condition (b) to be satisfied sooner.
3) In any Monte Carlo calculation, finite samples are uscd to estimate or simulate the behavior of a large parent population. This is the main source of statistical fluctuations (variance or uncertainty). In the present simulating system, less than 5000 particles were used to simulate approximately $10^{14}$ physical particles. This croates the problem of matching the values of input and estimated output quantities. Due to the huge scaling factor ( $10^{14} / 5000$ ), a small amount of statistical fluctuation or estimation error in the estimated value will be amplisied about $10^{\text {ll }}$ times. To avoid this, we use the estimated (or equivalent) input quantities which carry the same order of magnitude of statistical fluctuation and weight.
4) There are several reasons that make the logarithmic onergy scale the logical choice for the group intervals in the energy axis of phase space. These include:
a) the wide energy span (0 to 1500 ev )
b) the relatively high number density at low energies combined with a low rate and small amount of energy
exchange due to collision processes. In the hichenergy region, the situation is just the opposite.
c) to produce reasonable number of particles in earh energy interval [for the reason mentioned in the first section (II-E-I)]. The size and number of intervals are mainly dictated by the range of ciata (energy range in this case) and number of observations available. Excessive fragmentation of the data may produce many intervals with few occupants, on the other hand, insufficient divisions may obscure important dispersions. Thus an optimum number of intervals will be a compromise between these extromes.

## D. Euture Extensions

The Monte Cario methods are applicable to the most widely diverse branches of computational mathematics including particle physics (neutron transport for instance), operations research problems such as the investigation of servicing processes, modeling the processes of information transmission: in communication theory, the evaluation of definite integrals, the solution of partial differential equations (e.g. boundry-value problems); the solution of systems of linear equations - inversion of matrices, and many other applications. Problems handled by such methods are in general of two types, the probabiłistic and the deterministic, according to whether or not they are directly concerned with the behavior and outcome of random processes.

Their basis lies in simulating statistical experiments by means of computational techniques. Based on the underlying principles described earlier, various variance reduction techniques can be applisd. The present work serves as an example and guide for using the important new techniques such as correlated sampling.

1) The code developed can readily be used to calculate electron energy distribution functions for other gaseous media by merely changing the cross sections input. The model can also be modified to include the electronelectron and electron-ion interactions although this adds more nonlinearities into the system. This would allow calculation for higher source rates and cases where the fractional ionization is large.
2) R.s for the complex transport problems encountered in areas such as plasmas physics and astrophysics, the model and techniques can readily be extended to the problems with more complex yeometry and/or boundry conditions, with inhomogeneous media and multi-dimensions. Also many kinds of nonlinear features can be studied in a realistic fashion.
3) More elaborate error checking and correction procedure (based on the known physical phenomena or theoretical formulation.s) such as the correction matrix used by Berger ( 9 ) should be developed to treat the combined effect of statistical fluctuations and other types of
uncertainties. This is essential for generating good results for Monte Carlo calculation.
4) More elaborate algorithms or techniques for playing the artificial games of chance by means of weighted cross sections would be a good direction for future research. This must be based on the investigator's intuition and experience, but still it is a promising approach for increasing the efficiency.
5) The present model and techniques can be also implemented on smaller computer systems such as pDP-il or other similar systems where large amount of fast storage space are not available. The following tecnniques could be used to process the calculation without storing all the particle data (namely $\mathrm{E}_{\mathrm{i}}, \mathrm{u}_{\mathrm{i}}, \mathrm{z}_{\mathrm{i}}, \mathrm{Wt}_{i} \mathrm{H}_{\mathrm{i}}$ ). At the beginning of each time cycle, we generate a small number (some reasonable amount, $\approx 100$ for instance) of particles. The corresponding particle data can be generated from the initial input distribution or from last time cycle. After these particles have been processed, only the accumulated information is stored. A new group of particles come into the system by generating a new set of data, based on the same distributions, which are stored in the same temporary storage space. The previous particle data is destroyed after they have been processed. The same process is repeated until all the necessary prespecified number of particles have been
processed, and the new distributions are obtained. This eliminates the necessity of storing ald the partiole data at each the cyonr, and this oliminaten the large arrays that demand the major amounts of storago space. Due to the random nature of the processing algorithms, and the Markovian behavior of the time cycle process (these time cycle processes are a kind or Markov process), this storage saving algorithm can accomplish the desired results.

## E. Concluding Romarks

In developing any Monte Carlo models and porforming calculations, as mentioned in Chapter $V$ the systematic exrors and outright blunders must be detected and romoved by testing and comparing with known results.

The various variance reduction techniques are used to incroase the relative computation efficiency, reduce inhorm ent rondom errors or statistical fluctuations. For better calculational results, more samples are favorable even though -not conomic. In any Monte Carlo calculation there oxists a minimum number of samples below whjch the results or statistics are no longet valid and dependable regardess of the variance reduction schemes employed. In the other vorts, variance reduction techniques help to reduce statistical flucthations, but they can not be used to remove all the fluctuations causea by small sampies.

The mindmum ampto gize is, of courco, problem dependent. Thefe aro no defindte ruses of formula For ity thut a eut
 is mecoptrable.

Nonto Gario calculations are pervapa boat in the pretimo inary stagno where they hoip te give a gonorol idea of tho Qduation and give hinte of foolings for tronds. If more
 may hot alway be practieal good methed. In any eade, the Monto carde mothod 12 an important tool in the inferantial aralyais of the mathomatiealmphysies pxobloms, but $1 t$ mould bo viowed an oupplementing, wathor than replacing, analytie and other numerical methods.
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[^0]:    *"Pumpirg" of a laser is defined as the introduction of cnergy into the lasing medium required for population inversion. The electrical current which creates the discharge in the conventional gas laser is the pump in that case. Flash lamps are used for many solid state lasers.

