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. CHAPTER I
•;

INTRODUCTION

1. INTRODUCTION TO THE GENERAL PROBLEM

It has been said that the astrophysicist differs from other

physicists in that he has no control over the object of his studies.

He cannot bring a star into the laboratory and subject it to

different tests at his convenience; he cannot create supernovae as

he desires, nor can he change the vantage point nature has given

him. Rather he must be content, for the present, with looking out

into space at the information nature has seen fit to provide him.

This information travels over vast interstellar, and even

intergalactic, distances in the form of electromagnetic radiation,

covering the entire energy spectrum from low frequency radio waves

to > 100 MeV gamma rays. Similarly, other information is coming to

us continually, in the form of charged particle radiation; and the

cosmic ray physicist, like the astronomer, looks into space with his

"telescopes", to gather this information.

\
The work presented here is concerned with the detection and

measurement of the cosmic ray charge spectrum for nuclei heavier

than iron (Fe, Z = 26). .These "trans-iron" nuclei are of great

interest for several reasons. First, they promise to be one of the

more sensitive clocks for use in determining the age of cosmic rays.

The discovery of radioactive nuclides and their decay products in



the primary flux, will allow an estimation of the elapsed time since

these cosmic rays were synthesized. In addition, the relatively

short interaction length of the very heavy trans-iron particles

Cv- 0.5 gm/cm2 for Z ̂  90 nuclei in hydrogen), makes their relative

abundance a fruitful source of information regarding the amount of

interstellar matter that they had to traverse to reach the earth.

Further, a study of the trans-iron cosmic rays may provide us with

clues as to the very processes of nucleosyntheses by which the bulk

of the trans-iron nuclei in the universe are produced. This in turn

may shed light on the mechanics of the supernova, which is postulated

to be the major source .of all cosmic rays. Finally, trans-iron

cosmic ray experiments may demonstrate the existence of the recently

postulated1 "super-heavy" nuclei (Z = 110-114).

2. COSMIC RAYS

Cosmic rays were "discovered" in April 1912, when Victor Hess2

found that the penetrating radiation responsible for discharging

his electroscope, increased with altitude as his manned balloon

ascended. For many years after its beginning, cosmic ray physics

was limited to the study of extensive air showers, (i.e., the

secondary particles produced by the interaction of the primary

cosmic rays with the atmosphere). Techniques to lift detectors

above most of the atmosphere were not perfected until the 1940's.

Then, as the field grew, cosmic ray physics gave birth to high

energy physics as the muon3, the pion\ the kaon5 and even the



positron^, were first discovered among the cosmic ray secondaries.

With the advent of the high altitude balloon and the sounding

rocket, nuclear track emulsions and cloud chambers7 were used to

confirm the earlier conclusions based on air shower data/ that

protons were the major component of the primary cosmic ray flux.

Then, in 1948, Freier, et. al., 8' 9' 10' found the tracks of nuclei

with Z > 3 in nuclear emulsions exposed during a high altitude

balloon flight. It has since been established that a substantial

amount of the primary flux is composed of He (Z = 2) nuclei, and

about 1% by number are composed of the stripped nuclei of the

elements heavier than He, extending up to the Uranium group elements

(88 < Z < 96).

3. TRANS-IRON COSMIC RAYS

Until 1966, the entire body of cosmic ray data had yielded only

one or two events that were possibly heavier than Fe, and it looked

as though the spectrum might end there.

At that time, Fleischer, et. al.,12 were investigating the

possibility of etching "fossil" cosmic ray tracks left in meteorite

crystals. They reported numerous short tracks ^ which they attrib-

uted to the Bragg peak in the ionization, which occurs in the last

few microns of the tracks of stopping Fe nuclei. Among these short

tracks were several longer tracks, which they interpreted as being

due to trans-iron primaries. This was the first substantial



evidence that trans-iron nuclei really did exist in the primary

cosmic ray flux, and led to the first abundance estimate for

trans-iron cosmic rays. Their value of 2 x 10~ relative to Fe,

compares favorably with current values.1**

Fowler"15', inspired by these meteorite results, flew the first

"large area" detector designed to search for trans-iron cosmic rays.

Known as "Texas I", it was launched from Palestine, Texas, and

consisted of 4 layers of nuclear emulsion in a 4.5 square meter

array. The emulsion layers were interleaved with lead to give it

ty

a stopping power of 4 gm/cm . A stack of at least that thickness

was required to obtain a measure of the cosmic ray particle energies.

This was done by examining the change in the ionization rate as the

particle penetrated through the stack. The ionization rate is

proporational to Z2/32 where $ is the velocity of the particle

relative to the velocity of light in a vacuum. This first flight

yielded 13 tracks with Z » 2616 (including 2 with Z a- 90), and

about 2 x 105 Fe "group" (Cr, Fe, Ni) tracks. Thus, the integral

flux for Z » 26 came out at about 0.65 x 10" "* that of Fe which

corresponded well with the meteorite measurements when corrections

for solar modulation were taken into account. The most recent

estimates indicate that Z a/ 90 nuclei only compose about 1% of the

trans-iron flux.



Since that first flight there have been 14 other large, area

passive detector arrays flown,18 including 6 more by Fowler1,9

(Texas II, III, and IV; and 3 from Sioux Palls, S. D.); 3 by

Blanford, et. al.,20 (the "Barndoor" series); 2 by Filz, et. al.,21

(the Large Area Plastic Experiment - LAPE series), and 3 by the

Manned Spacecraft Center (the Cosmic Ray Emulsion Plastic Experi-

ment - CREPE series). The earlier of these flights were configured

similar to Fowler's original experiment, however, more recent

arrays have contained sheets of atchable plastic track detectors

in addition to the nuclear emulsions. (The latest attempt included

an array with an area ̂  75 m2. Unfortunately, the entire gondola

was lost due to a balloon termination malfunction.)

In addition to the balloon exposures, several small emulsion

stacks have been flown onboard various U. S. and Russian spacecraft;

however, the areas involved were insufficient to record more than

one or two trans-iron events.

There have also been attempts to detect trans-iron cosmic rays

•><>with active counters. Binns, et. al., flew an instrument which

consisted of parallel plate pulse ionization chambers and a Lucite

Cerenkov counter. Their detector had an effective area of *» 1 m2

ster, and as such, has proven too small to gather more than a few

trans-iron primaries per balloon flight.



The total area-time exposure factor for all of the experiments

mentioned in this section is 'v* 1.5 m2 ster years,23 and this

exposure has yielded ̂  210 events with Z > 50.2^

4. TRANS-IRON DETECTORS

The recent work on trans-iron cosmic rays has led to two

significant advances in detector techniques. The first is the

development of the plastic track detectors mentioned in the previous

section. This was an extension of the meteorite work by Fleischer,

et. el.25* It was discovered that certain plastics, most notably

Lexan, Cellulose Triacetate and Cellulose Nitrate, could be etched

in NaOH with the result that the tracks of heavily ionizing

particles left cone shaped "etch pits" similar to those shown in

Figure 1. They found further, that the etch rate, which is

determined by measuring such parameters of the "pit", as depth and

width, were directly related to the radiation damage rate, which is

given by the expression:2^

J = (aZ*2/e2) (£n (32/d - 32)) - 32 + K) , (1)

where a and k are empirically chosen constants and Z* is the effec-

tive charge:

Z* = Z (1 - exp(-1303Z2/3)). (2)



From equation (1), it is clear that one needs some measure

of the velocity in order to get an accurate charge estimate from

these detectors. Previously employed methods for velocity measure-

ments such as the use of "thick" detector arrays, have yielded

charge determination accuracies as good as ± 4%.2^ Other

uncertainties are introduced by the fact that the etch rates for

similar tracks vary from sheet to sheet and even from place to place

in the same sheet. Further, the etch rates tend to decrease with

increasing time between exposure and etching,28 and an additional

complication is the fact that exposure to any ultra-violet

-. OQ
radiation tends to enhance the etch.rate." These peculiarities can

be worked around by scanning the area surrounding an event for

stopping Fe tracks, to be used as a; relative calibration. This

calibration effort has been aided by the recent availability of

heavy ions from accelerators. With these calibrations, the plastic

track detectors have become one of the major tools in the trans-,

iron cosmic ray search.

The second significant advance in trans-iron detectors was an

improvement in the emulsion measuring technique. As mentioned in

Section 3, the ionization rate is proportional to Z2/f52, which for

example, implies that a relativistic (B ̂  1), Z ̂  50 nucleus would

have an ionization rate in emulsion similar to that of an Fe nucleus

with 3 ̂  0.5. Thus, without some additional information about the

velocity, the emulsions, when measured for simple ionization rate



FIGURE 1

ETCH PITS IN PLASTIC TRACK DETECTORS

This figure contains a pictorial representation of the pits

left in a typical plastic track detector after etching. The

successive sheets indicate the effects of the velocity decreasing

through a stack. When the velocity is known in a given sheet, the

parameters of the etch cone will yield a measure of the charge.
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(such as by grain counts or core diameters), were plagued by large

uncertainties in the charge estimates. The improvement in emulsion

technique consists of measuring the energy spectrum of the 6-rays

generated along the track of the particle in question. Rather than

tracing the paths of individual 6-rays to obtain their ranges, one

measures the probability of grain development as a function of the

distance from the track. This grain development curve yields the

same integrated information about the 6-ray energy spectrum as a

compilation of the individual 6-ray ranges. Figure 2 is a plot of

the radius for which 40% grain development above background occurs

vs. the radius for which the probability of grain development is

0.1% above the background. The appropriate curves for Z = 30, 40,

etc. are indicated, and successive points along a given curve

correspond to increasing values of 3. It is readily apparent that

for 0.3 £ 3 £ 0.70, a measurement of the two radii yields a

unique value of both charge and velocity. The typical accuracy with

which the two radii can be measured will yield an uncertainty in

the charge estimate of approximately 2 charge units.3" When 8 is

^, 0.70, however, this uncertainty will be considerably greater.

It can be seen from Figure 2 for example, that a particle with

Z = 90, and 3 ̂  1 is virtually.indistinguishable from a particle

with Z = 75 and 3 ̂  0.75. This implies a total uncertainty of ̂  15

charge units. If on the other hand, an independent measure of the

velocity is available, the events with 3 £ 0.7 become easily

distinguishable and the radii measurement accuracies will again yield

charge assignment uncertainties approaching 2 charge units.

10



Currently, the emulsions and plastics flown in large area

arrays represent the most viable method of gathering trans-iron

cosmic ray data. The active detector systems flown to date have

been too small to obtain more than a few trans-iron events per

balloon flight, and until it becomes possible to fly these

instruments.on earth orbiting spacecraft to obtain long exposures,

they will not compete with the passive arrays.

5. THE DRAWBACKS OF CONVENTIONAL VELOCITY DETERMINATION METHODS

From the discussion above, one can see that if nuclear emulsions

and plastic track detectors are to provide accurate charge

determinations, they require an independent measurement of the

velocity, at least for particles with 3 £ 0.70. The two conventional

methods used to obtain these energy or velocity measurements are:

first, as mentioned above, flying thick stacks to slow or stop

the particles, and second, to conduct several flights with slightly

thinner stacks at different geomagnetic "cut-offs", and then by

comparing all of the data, statistically deduce the spectrum. This

second method becomes difficult in view of the very poor statistics

which result from the extremely low fluxes. For example, if a 25 m2

array were to be exposed for ̂  80 hours at a low geomagnetic cut-off

11



FIGURE 2

R(0.4) vs. R(O.OOl)

This is a plot of the radius for which the probability of grain

development in nuclear emulsion (such as Ilford G-5) due to 6-rays

is 0.-4, versus the radius for which the probability is 0.001. The

appropriate curves for Z = 30, 40, etc., are plotted and successive

points along a given curve correspond to increasing values of 8.

3 is indicated at intervals of 0.1 along each curve.

12
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(e.g., 1.6 GV), with between 2.5 and 5 gm/cm^ of residual atmosphere,

it would collect only ̂  64 events with Z £ 50.

The use of a thick stack to obtain an estimate of the velocity

is extremely penalizing in balloon payload weight. Current gondola

fabrication techniques allow an almost even weight to area trade-

off; thus, if one could reduce the stack weight by half, the area

could be literally doubled. In the past, stacks have been as thick

as ̂  10 gm/cm^, solely to obtain velocity measurements. If an

alternative method of velocity determination were available, these

2
stacks could be reduced to < 1 gm/cm , and almost a factor of 10

area increase could be realized with the same balloon system.

This thick stack method further suffers from the occurrence of

nuclear interactions in the detector. When a primary nucleus

fragments in the stack (10 gm/cm of Pb represents ̂  0.2 interaction

lengths for a Z ̂  90 primary), one is denied a measure of the full

range; and the energy estimate which results from an examination

of that portion of the track which lies above the interaction, has

the same uncertainties associated with it that the thinner stack

experiments have.

6. A NEW INDEPENDENT VELOCITY DETERMINATION METHOD

The last few sections have been leading up to the requirement



for the development of a detector which will provide an independent

measure of the velocity (at least for 8 \ 0.70), and that can be

flown on balloons and spacecraft in the giant arrays along with the

nuclear emulsions and the plastic track detectors. Any such

detector should be extremely light and durable if it is to be of

great material use. This is the motivation for the development and

use of the Fast Film Cerenkov Detectors discussed in Chapter II.
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CHAPTER II

FAST FILM CERENKOV DETECTORS

1. DESCRIPTION OF THE FAST FILM TRANS-IRON CERENKOV DETECTORS

A. Introduction

When a charged particle passes through a dielectric medium at

a velocity that is greater than the phase velocity of light in that

medium, it gives rise to a characteristic radiation, known as

Cerenkov radiation.^ It is directional and propagates as an

azimuthally symmetric cone shaped wavefront. The basic idea behind

the fast film Cerenkov detector (which was originally suggested by

Badhwar, Deney, and Kaplon)32 is to photographically record the

Cerenkov light generated by a fast charged particle when it

passes through a transparent dielectric medium such as depicted

in Figure 3. The photographic image left on the film by the
- • " . '. • . . " • • ' \"

Cerenkov light, can be used to determine the velocity of the

particle. This technique, however, is only useful for very heavy

nuclei (Z ̂  50), because of the current limitations in film sensi-

tivity.

The Cerenkov wavefront propagates at an angle 6 with respect to

the radiating particle's trajectory, or "track". This angle is

17



FIGURE 3

THE BASIC DETECTOR CONCEPT

As shown in the pictorial representation of the fast film

Cerenkov detector, a fast charged particle will give rise to

Cerenkov radiation as it traverses the detector's "radiator" layer.

This radiation will illuminate the "film" layer over a region

bounded by a conic section, and an analysis of this image will yield

a measure of the velocity of the radiating particle.
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given by the relation:33

COS 9 = -i- (3)

where n is the index of refraction of the medium. Since the index

of refraction is the ratio of the phase velocity of light in the

medium to that in a vacuum, the threshold velocity above which a

charged particle will Cerenkov radiate is given by 8 = 1/n.

The number of Cerenkov photons within a spectral region defined

by the wavelengths A and X_, emitted per unit path length by a

particle of charge Ze, and velocity B, (in normal dielectric media)

is given by: 34

^- = 2irz2a(l - l/B2n2)(i--L) , (4)
dl X2 X1

where a = e2/)<c. The spectral sensitivity of the film (see Appendix

B) is such that our concern is limited to a region of wavelengths

for which the index of refraction of .the radiator is approximately

constant. Let P be the number of Cerenkov photons emitted per unit

path length that are observable on the film. Then, from equations

(3) and (4) , one can write:

P = 2TTOZ2 sin29 fdetector = P sin
26 , (5)

20



where p = 2 IT a Z2 f, , and f is defined by the term:detector detector

Detector '^ ~ ̂  - <«

X^ and \2, for the fast film Cerenkov detectors, are respectively

the longer and shorter wavelength film sensitivity cut-offs. If the

transparent dielectric Cerenkov radiator employed had possessed a

transmission cut-off that was more limiting than the film

sensitivity, then that cut-off wavelength would have to be used in

equation (6), instead of the film's wavelength cut-off. Figure 4 is

a plot of P as a function of.3 for a given Z and n.

There are two independent methods to obtain the velocity by

an analysis of the Cerenkov radiation from a fast particle. From

equation (5), a knowledge of the photon output, P, the charge, Z,

the index of refraction, n, and the detector response, fdetector'

will yield a measure of the velocity. From equation (3), a

knowledge of the Cerenkov angle, 6, and the index of refraction, will

also yield a measure of the velocity. It is this second method

(i.e., measuring the Cerenkov angle, 9) that is employed by the fast

film Cerenkov detectors.

The detector configuration will be discussed next, followed by

detector design limitations, and then the mechanics of obtaining

the Cerenkov angle, 6, from an analysis of the photographic image.

The final section is devoted to photometry and photographic

considerations.

21



FIGURE 4

•P'.VS. P

The Cerenkov output P in photons per ym of track length is

plotted vs. 3 for Z = 26, 50, 60; 70, 80, and 90. The index of

refraction used in the plot is 1.484, which corresponds to the

material employed in the actual radiator. The film sensitivity

cut-offs for Eastman Kodak 2485 have also been incorporated in

the plot. . ,
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B. Fast Film Trans-Iron Cerenkov Detector Configuration

The basic detector, is depicted in Figure 5. It consists of

the highest speed film currently available, Eastman Kodak 2485

(EK 2485) in optical contact with a transparent polymer gel, similar

to lucite. The index of refraction of the gel is matched with that

of EK 2485 to eliminate interface reflections. This index of

o
refraction is 1.484 at a wavelength of 5200 A.

The polymer gel is poured between two sheets of EK 2485 film

which are arranged with their emulsion sides facing. This is

accomplished in a manner designed to prevent any bubbles from

forming between the gel-, and the film. This sandwich is then pressed

between two flat plates, which control the thickness of the gel while

it cures. The gel is then in uniform optical contact with the film

surfaces. The inclusion of a film surface on either side of the

radiator is intended to allow for the examination of any images

possibly occurring in the "upper" sheet. Images appearing in the

upper sheet could not (in most cases3^) be due to Cerenkov radiation,

because of its directional nature. Rather, they could only be

attributed to development caused by 6-rays similar to nuclear

emulsion tracks, or to light generated by a scintallation of the

radiator. Both effects are relatively symmetric with respect to the

two sheets, and thus a comparison of the two images will allow these

other competing effects to be removed from the analysis.



The opaque layer indicated in Figure 5, between the film

emulsion and the Estar base/ was required to prevent exposure of

the film by any Cerenkov light or scintillation generated in the

base itself. This layer, or anti-halation coating as it is called,

becomes transparent during processing, allowing the film to be

examined in a normal manner.

2. DESIGN CONSIDERATIONS ...

A. Detector Evolution

The first effort -to photographically record these Cerenkpv .,

images was made by simply placing a sheet of Eastman Kodak 2485

film next to a thin plate of normal plexiglass, packaging them in :

a light tight container, and then exposing them; to the primary ,

cosmic ray flux.̂  This first attempt was inconclusive due to

static electric discharges which Occurred between the film and the

plexiglass as they were separated. The discharges caused general ,

fogging and marking of the highly sensitive film.

At this point, the approach described in the previous section

was taken. Early attempts were made with a methyl methacrylate gel.

This material proved to be too rigid for use as the Cerenkov

radiator, because it imparted stresses to the EK 2485 emulsion.

These stresses caused pressure marking. Butyl methacrylate was

finally used as the radiator gel, and has proven flexible enough to

25



FIGURE 5

DETECTOR CONFIGURATION .

This figure depicts the actual configuration of the fast film

Cerenkov detectors which consisted of a plastic gel radiator

sandwiched between two sheets of Estar backed Eastman Kodak 2485

film. The antihalation layer between the film emulsion and the

Estar is provided to prevent exposure from the base side. The use

of both an upper and a lower sheet is intended to allow an

examination of any isotropic effects such as.scintillation or film

development caused by 6-rays.
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allow the detector to withstand a 6 inch radius bend with no adverse

effects.

This degree of complexity in fabrication was required due to

the inability of Eastman Kodak to coat the 2485 photographic

emulsion on any other base except Estar. Estar is exceedingly

(and non-uniformly) birefrigent, which makes it unsuitable for our

purposes. If it had been possible to coat the EK 2485 photographic

emulsion on a suitable base, the base itself could have served as

the Cerenkov radiator.

B. Fundamental Physical Problems '

Before outlining the detector's basic capabilities, there are

several limiting effects that must be discussed.

i) Cerenkov Angle Resolution -

The resolution of Cerenkov angle, 6, is experimentally

constrained by a number of factors.37 Briefly, they are:

a) Scattering of the Radiating Particle.

The thickness of the radiator in the fast film trans-
iron Cerenkov detectors is ̂  100 um. In this short
distance, a relativistic trans-iron nucleus will
undergo such slight Coulomb scattering, that any
uncertainty in 0 from this effect is quite negligible.

28



b) Energy Loss of the Radiating Particles

Since the Cerenkov angle is proportional to the velocity,
the angle will change as the radiating particle slows.
In the 100 ym radiator an average relativistic trans-
iron nucleus will loose a total of ̂ 0.4 MeV/nuc. This
implies A 6 ̂  10"1* rad.

c) Dispersion in the Medium

It was stated in Section 1, that for purposes of comput-
ing the total Cerenkov output, the index of refraction
could be considered a constant. Actually the index of
refraction increases from 1.482 at the film's cut-off
wavelength, to 1.488 at the upper cut-off. For a
given velocity, this difference in index of refraction
will cause a maximum spread of A 9 ̂  1.4 x 10~2 rad,
between the directions of propagation of the shortest
and longest wavelengths in the film sensitivity.

d) Diffraction of the Radiator

The width of the diffraction peak in the Cerenkav wavefront
is given approximately by A 9 'v X/L sin- 9, where X is
the wavelength of the radiation, and L is the total
radiation path length. For 0 £ .7, A 6 \ 1.8 x 10~2 rad.

e) Finite Film Grain Size

The mean diameter of the undeveloped grains in the EK
2485 film emulsion is about 0.5 ym. The angle
subtended by one grain at 100 um represents an
approximate limit to the resolution of 9. This angle
is, A 9 ̂  0.5 x 10-2 rad.

Thus, the resolution of the Cerenkov angle is limited by

an uncertainty of A 9 £ (.0142 + .0182 + .0052 + .00012) ** *

2.3 x 10~2 rad. This translates into an uncertainty in 8 of

£ 0.02, for the worst case (6 ̂  1).
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ii) Cerenkov Radiation from 6-Rays

There is an additional effect that must be

considered when the primary is very highly charged. In

this case, the number of knock-on electrons (6-rays) is

considerable, and some fraction of these will possess

velocities above the Cerenkov threshold. Thus, there will

be a contribution to the total Cerenkov output from the

secondary particles. The 6-ray spectrum is well known for

the case of nuclear emulsions. Since the electron

density is much greater in the emulsions than in the

plastic Cerenkov radiators, the emulsion spectrum can be

used as a worst case. Using this spectrum one finds that

for a relativistic primary (3^1) the number of 6-rays

produced with 8 £ .6 is approximately 3 x 10"1* Z2 per

Urn of track length. Thus for short track lengths

^ 100 ym, this effect can be neglected.

iii) Development due to lonization and Scintillation

It was pointed out in Section IB that an upper

sheet was included in the detector to evaluate any develop-

ment caused by scintillation or 6-rays. The butyl

methacrylate employed as a radiator is virtually free of

scintillation. An examination of the upper sheets which

correspond to lower sheets containing Cerenkov images,

yields no evidence of any exposure due to scintillation.

30



The 6-rays generated by the radiating particle during

its passage through 2485 film emulsion cause development

'in a region 5 jam in diameter. This is reasonable

when compared with 5-10 ]m nuclear emulsion core

sizes. One expects the 2485 6-ray development to be less

because of the much lower electron density in the 2485

film emulsion. This ionization core represents a lower

limit in the size of Cerenkov images which can be

identified. . - . ' > • . .

C. Detector Capabilities

The fast film Cerenkov detectprs are primarily intended for use

in determining the velocity of trans-iron nuclei with 3 > 0.7. They

will in fact yield a measure of the velocity for nuclei with Z £ 55

and 3 £ 0...$8. The mechanics of this measurement are discussed in the

next section. In addition to the velocity, an analysis of the

Cerenkov images will provide an estimate of the charge of the

radiating particle. This is done by solving equation (5) for Z, if

P is known. However, since the film sensitivity is highly non-linear,

the uncertainty in P will cause a corresponding uncertainty in Z

which will be considerably greater than the error in the emulsion

and plastic charge assignments. Thus, even though the Cerenkov

detectors possess some charge measuring capability, their principle

role is in determining velocity.
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The fast film Cerenkov detectors also satisfy the requirement

that they be light and durable. Including packaging, they represent

£ 0.2 gm/cm2. They can be exposed to a space environment for

extended periods, including temperatures as high as 50°C with very

little degradation. Further, delays in processing after exposure

can be as great as 6 months with no noticeable effect (if the storage

is at ̂  20°C). Pressure marking during handling is prevented by

packaging the detector in 12" x 12," sheets, between two layers of

thin cardboard. This configuration makes it possible to readily

deploy the fast film Cerenkov detectors in the large area plastic

and emulsion arrays.

In concluding these remarks on the detector capabilities, it

may be worthwhile to point out that an examination of Cerenkov

output will discriminate between a highly charged particle and a

—o 9 ~~
magnetic monopole. The monopole will radiate as 7, n where Z

is the pole strength of the monopole and n is the index of

refraction.38 Since a charged particle radiates as Z2; for Z ̂  Z,

a monopole would produce 2.25 times the charged particle Cerenkov

output if n were ̂  1.5. Since current theories predict pole

strengths ̂  137 ", such an event would be hard to miss.
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3. CERENKOV IMAGE GEOMETRY

In order to obtain the velocity of the particle from the

Cerenkov image, one needs to know how the image depends upon all

of the physical parameters. Since the Cerenkov light propagates in

a cone shaped wavefront, the image on the lower film sheet will have

the shape of a conic section. The parameters of the conic section

(i.e., eccentricity and scale) are determined by the thickness of

the radiator/ T, the dip angle of the track, <S (the complement of the

zenith angle) , and the Cerenkov angle, 6. . . : • . . . .

Consider first the case of normal incidence (6 = Tr/2) as

depicted in Figure 6. Cerenkov light generated in track length dl,

will fall entirely in the annular region with area dA. As mentioned

in Section 1, the photon distribution will be azimuthally symmetric

(independent of <f>, the polar angle in the plane normal to the track) .

One can readily see that all of the light generated along the track

below dl will fall on the film within the circle enclosed by the

annular region dA; and that all of the light from the track above

the element dl, will fall outside the region dA and its enclosed

circle. Thus, for a radiator of thickness T, no light will fall

beyond a radius R = T tan 6, and the image will be a circular area.

The photon density, p(r), as a function of the radial distance, r,

from the track impact point is given by the number of photons
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FIGURE 6

CERENKOV IMAGE GEOMETRY, NORMAL INCIDENCE

This diagram depicts the geometry for a normally incident

(6 = —) particle. A Cerenkov radiating particle will illuminate
2 ' ' •

a circular region in the plane normal to the track. All of the

light generated in the track length dl will fall in the annular

region dA and the intensity distribution will be independent of <
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generated in the track length dl, divided by the area dAi

o _
2irr tan6

sine cos9 , (7)

where P is the number of photons generated per unit track length

from equation (5).

For non-normal incidence, there are three cases in general;

1) for 6 > 6 the image will be an ellipse; 2) for 6 = 6, a parabola;

and 3) for 6 < 6, an hyperbola. Figure 7 illustrates the geometry

for the elliptical case. The polar equation for the ellipse as

a function of the parameters: 6, 6, and T, will now be derived.

The primed variables are polar coordinates in the film plane

and their unprimed counterparts represent polar coordinates that

are normal to the track. R and R'(4>') represent distances from

the track impact point to the "edge" of the actual conic section,

and r and r1 are general polar coordinate radii.

The general equation of the ellipse shown in Figure 7 is given

by the expression:

£i + — = i (8)

where X and Y are the rectangular coordinates with respect to an

origin located at the geometric center of the ellipse, a and b
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are respectively the semi -major and semi-minor axes of the ellipse.

Let XQ be the X coordinate of the track impact point which is

located on the semi-major axis. From triangle CDE in Figure 7b

one can see that:

XQ = a + d - T tan (J- - 6) ,

where d is the distance from the edge of the ellipse to the vertical

projection of the apex of the cone onto the plane of the ellipse.

From triangle CBE, d is:

d = T tan - 6-6) . (10)

Thus, from (9) and (10) one finds:

X0 - T (cot(6+6) - cot6)+a .

Next consider triangle ACE of Figure 7b:

2a + d = T tan(--6+6) , (12)
2

or combining this expression with (10):

a = - (cot(6-6) - cot(6 + 9)) . (13)
2
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FIGURE 7

CERENKOV IMAGE GEOMETRY, ELLIPTICAL CASE (6 > 6)

Figure 7 shows the Cerenkov image geometry for the elliptical

case (6 > 9), where a and b are respectively the semi-major and

semi-minor axes of the ellipse, and X is the distance of the

"track impact point" from the geometric center of the ellipse. <j>'

is the polar coordinate in the plane of the ellipse with its

origin at the track impact point, measured from the semi-major

axis. T is the thickness of the radiator (7b) and 6 is the dip

angle of the track.
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To calculate b, one makes use of a general relation for the

eccentricity given by:1*̂

, (14)

which is valid for all conic sections. Since the eccentricity of

the ellipse is given by:

e = (1 - bVa2)3* , (15)

one then has:

b - a (1

Now, to obtain the polar equation of the ellipse with the

origin located at the track impact point, we first require the

parametric equation for X and Y as a function of 4>'» (the desired

polar angle measured from the semi-major axis). Since, from

equation (8):

Y = b (1 - xVa2)*8 , (17)

there is only one independent parametric relation. We may obtain the

relation for X as a function of *' by considering:

tan*' = „ Y „ , (18)
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then, with (17):

X

and finally solving (19) for X, one finds:

X = Xp tanV t b ((1 - XQ2/a2)tan2(()' + b2/a2)^ . (20)
+ b2/a2

The upper sign in equation (20) applies for - 2- — <J> ' > — » since
2 — 2

it yields only values of X > X , and similarly the lower sign gives

only values of X < X which implies that it is valid for

^<f>' >_ 1 . From (20), (17) and the Pythagorean theorem, the

polar equation of the conic section in the film plane,

R1 (6,6 ,T;<j>' ) , is finally obtained as:

R' (6,e,T;<J>') = ((X - XQ)
2 + b2 (1 - xVa2))1* . (21)

Appendix A discusses the corresponding relations for the cases

of parabolic and hyperbolic images.

Next we require the photon density as a function of r1 and $',

the polar coordinates in the film plane. Consider Figure 8a. Since
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FIGURE 8

GEOMETRY OF THE TRANSFORMATION FROM THE
UNPRIMEDTO THE PRIMED PLANE

a) The photons generated in the path length dl, which pass

through the differential area element dA, will also pass

through the area element dA1 in the film plane.

b) To obtain the transformation of r as a function of r1 and

<}>', consider triangles EFG and E'F'G. Since they are

r R . T tan6
similar triangles, we have — = Rl((j).) or r = r' R, (<j,,)sin6

(R = T tan0/sin6 since EG = T/sin6).

c) To obtain the transformation of <j> as a function of <j>'

consider the projection of the angle <f> onto a plane tilted

at an angle 6 with respect to the track. Since the angle

transformation does not depend on T (i.e., it must be the

same for every dl from (a) above,) T can be set to °°. In

ABthis case we have AD = C'D1, AB = A'B1, tancf) = , and

CIBI A"' B' *^
tancj) = . Then, since sino = _—„ , we have

. _ _ f*i I TJ I

C'D' f
 C B

tanij) = sin6 tan<}>'.
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we know p (r, <£) from equation (7) we can use conservation of photons

to write:

p' (r'xfrMdA' = P(r,((>)dA , (22)

or

(23).

Making use of the similar triangles EFG and E'F'G, indicated in

Figure 8b, one has in a straightforward manner:

r . r, _T-.tane
R1 (<J>') .sinfi

and differentiating,

dr _ T tan9
dr' R' (((,') sin6

The angle transformation can be obtained by considering the projec-

tion of $ on to the primed plane as depicted in Figure 8c. Line

segments AB = A'B1 , C'D1 = AD, and B'C' = C'D' tan <|)' ; then from the

triangle A'B'C1 one finds:

tan<)>' = sin6 tan<() , . (26)



and by differentiating inverse functions:

di))1 sin2 6 + tan2*1

Now, combining equations (7), (23) , (24), (25) and (27) one has the

photon density function:

Tp secV Sin29 ' .

tan**')
ofr- AM . - (2R)
p(r '* } " 'T* *' ' (28)

This function has experimental significance in that the film

response and even the film sensitivity threshold can be thought of

in terms of the number of photons/vim2 impinging on the film

(hereafter referred to as the "photon density") . Let pc be the

minimum photon density required to cause a detectable exposure

on the film. Then, if p(R'(<()1)) (the photon density at the edge

of the conic section) is < pc, that portion of the conic section

edge will not be observable on the film. Rather, for that <j>',

the photographic image edge will be given by a curve of constant

photon density (iso-density curve) , corresponding to pc. It is

possible for part of the photographic image edge to be determined

by an iso-density curve while the balance of the photographic image

edge is determined by the actual conic section edge. Examples of

these "composite" edge curves are illustrated in Figure 9. The



FIGURE 9

COMPOSITE CURVES

a) Several iso-density contours are plotted for a typical ellipse.

b) An example of a composite curve where part of the edge is

determined by the iso-density curve corresponding to the film

sensitivity and the rest of the curve is determined by the

actual conic section.
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polar equation for the photon iso-density curve, r1 , comes
PC

directly from equation (19), by replacing p with PC and solving

for r' ,

*'' ' T ' <»>

These photon density expressions are valid for all three conic

section cases when the proper R'(4>') is used. Also, since the T

dependence of R'(4>') can be factored out, T/R(<j>') is independent

of T, and therefore, so is r1 . The polar equation for the
pc

composite edge curve, F( <)>'), for a given PC, is then given by:

P(t') = R'(<n / r' (<(>') - R'{*')Mc

= r' (((.•) , r' (<{.') < R' (<(.') (30)
PC ^c

In principle one can uniquely determine 6 by fitting the edge

of the observed image to either one of the composite edge curves, or

to a conic section. 6 and the proper semi-major axis orientation

are known from the plastic and emulsion measurements, and T can be

measured directly. The uniqueness of the shape of the conic

section edge and the iso-density curves as a function of 6 , comes

directly from equation (14) , which can be written in the form:

cos 0
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Since 6 is known, e, the eccentricity of the conic section, which

is a unique parameter of the shape is also a unique function of 6.

From equation (29), r'p is inversely proportional to R'(<j>');

therefore, the eccentricity of the iso-density curve is inversely

proportional to the conic section eccentricity. The inverse

proportionality still preserves the uniqueness.

Although theoretically unique, for 6 ̂  75° the iso-density

curves approach being circles to the extent that the eccentricity

is difficult to resolve. For these vertical tracks one must rely

on resolving the conic section edge to allow an evaluation of 6

from a fit to equation (21). For events where 5 ̂  75°, one can also

fit interior iso-density curves to obtain values of 6, redundant to

the edge fit, but independent of T.

4. PHOTOMETRY AND PHOTOGRAPHIC CONSIDERATIONS

As stated in Section 1, the film employed in the fast film

Cerenkov detectors is EK 2485 which is the most sensitive

photographic film currently available. The undeveloped grains are

relatively coarse (^ 0.5 pm in diameter), and the overall

sensitivity is slightly directional. The direction, or more ,

properly, the side of maximum sensitivity is controlled at the time

the film is coated. The spectral response is fairly flat across

the visible wavelengths, dropping slightly in the red from 6000 A

to 7000 A. The long wavelength cut-off is extremely sharp, and



o
occurs at about 7000 A. The short wavelength sensitivity extends

into the near ultra-violet, and the actual cut-off experienced

o
at around 3000 A is due to the transmission curve of the photo-

graphic gelation. The spectral sensitivity curve is included in

Appendix B.

When the film is processed with extensive and uniform

agitation, such as in a sensitometric processing machine, exposure

levels down to approximately 1 photon/ym2 are detectable with an

efficiency of about 5%. The mean grain diameter after processing

is *> 3 ym. As such, these low photon fluxes cause a grain

development which is distinguishable above the background fog when

the exposure is over a large enough total area. Figure 10 is an

exposure vs. density plot1*1 for the maximum speed attained. This

processing was accomplished in an LB-10 sensitometer processing

machine with MX-642 developer for 3 minutes at 33°C.

The film is extremely pressure sensitive and great care must

be exercised during handling to prevent pressure marking. However,

the film is relatively stable when subjected to temperature

excursions and has been used at temperatures as high as 50°C and

as low as -100°C, with little degradation in fog level. Further,

excursions in atmospheric pressures from 1 atm to a hard vacuum,

and changes in humidity from 0 to > 90% seem to have little effect.



Finally there seems to be no evidence of reciprocity failure with

the ultra-short (Cerenkov) exposure durations, 'v 10~12 sec.

Most films suffer differences in development between similar

exposures of differing durations/ even though the time integrated

photon flux is the same for each case. This reciprocity failure

is usually more prevalent when the exposures are longer than 1 sec.

Shorter exposures generally do not exhibit such failures. Eastman

Kodak 2485 has been tested1*2 for reciprocity down to exposures

as short as 10~9 sec. These tests have shown no evidence of

reciprocity failure for times between 10~6 and 10~9 sec. The fast

film Cerenkov detector results have extended these limits down to

10"12 sec. - . - : - . • • . :

Figure 11 is a plot of photon density in the Cerenkov image vs.

radial distance from the track impact point for the case of normal

incidence. The levels for Z = 26 (Fe), 40, 60, 80, and 100 are

shown, along with the calculated region of 6-ray ionization

development. The approximate threshold sensitivity of the film is

indicated, and it is apparent that if the radiator is thick enough to

make R £ 100 ym, there will be little chance of resolving the conic

section edge. If the edge is not resolved, one has to fit

iso-density curves, as discussed in the previous section.



FIGURE 10

EXPOSURE vs. DENSITY CURVE FOR THE
EASTMAN KODAK 2485 AS PROCESSED

This exposure vs. density .curve was obtained from a piece of

film flown on CREPE II, that had been exposed to a calibrated step

tablet prior to the detector fabrication. The processing was

accomplished in an LB-10 sensitometric processor at 33°C (90°F)

at a rate of 6 in./min.
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FIGURE 11

TYPICAL PHOTON DENSITY VS. RADIUS FROM TRACK

Photon density curves corresponding t<~> several charge values

for the case of normal incidence are plotted against the radial

distance from the track impact point. The maximum sensitivity of

the Eastman Kodak 2485 film is also plotted, and all of the radii

for which the photon densities are above the film limit, would cause

an exposure of. the film.
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The next chapter presents the experimental and data reduction

techniques, along with the results obtained from fast film trans-

iron Cerenkov detectors that were exposed on high altitude balloon

flights.



CHAPTER III • - . - • .

DATA REDUCTION PROCEDURES AND EXPERIMENTAL TECHNIQUES

1. INTRODUCTION

This chapter deals with, the experimental techniques used to fly

the detectors, process them, scan them, and then measure the events.

The methods employed to evaluate the measurements and make error

assignments are discussed; followed by an evaluation of the perform-

ance of the fast film Cerenkov detectors.

2. EXPERIMENTAL CONSIDERATIONS •

A. Balloon Flight Operations

As indicated in Chapter I, the trans-iron cosmic ray detectors

are exposed through the use of high altitude balloons. These

balloons have become reliable methods of lifting moderately heavy

payloads (1000-2000 Ibs.) to pressure altitudes of around 2 to 3

9 -
milibars (̂  2.5 gm/cm remaining atmosphere).

I

The entire ascent requires/^ 2-3 hours, of which the last 10

milibars require ̂  30 minutes. Thus it is possible to record a

number of events that have passed through a significantly greater

amount of air (in gm/cm2) than is present, at the final float

altitude., To disallow these tracks from the, analysis, one
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provides for a layer of the stack to shift with respect to the rest

of the stack, upon reaching float altitude. Then, the criteria for

acceptance of an event is that the tracks all align with the shifted

stack in the "altitude" position. No shift is required prior to

descent on a normal flight, since it only takes a few minutes for

the parachute to reach the more dense atmospheric levels.

So far, fast film Cerenkov detectors have been flown as part of

trans-iron cosmic ray detector stacks on 4 balloon flights. The

parameters of these flights are given in Table 1.

B. Scanning

CREPE II has provided the data discussed in this Chapter. The

stack configuration flown on CREPE II is shown in Figure 12. The

shifted layer consisted of 5 sheets of 0.01" lexan and was located

above the main stack. The shift of 1" relative to the main stack

was accomplished by the use of 48 pyrotechnic actuators. All of

the actuators functioned properly and the shift occurred without

incident. However, since the balloon became a derelict and came

down slowly, the shifted layer was only able to eliminate those

tracks acquired during the ascent and not those gathered on the much

longer descents.

The main stack consisted of 5 sheets of 0.01" thick lexan (and

some Cellulose Triacetate), followed by the fast film Cerenkov
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detectors, then, 5 more sheets of lexan, a sheet of 200 micron Ilford

G5 nuclear emulsion, and finally ^40, sheets of lexan.

After the detector was recovered and the stack disassembled,

the nuclear emulsion was processed and several layers of the plastic

were etched. Then both the emulsions and the plastics were

independently scanned for trans-iron candidates. Table 2 lists

estimated scanning efficiencies for the various charge and energy

regions.

The emulsion scanning was accomplished with low power stereo

microscopes. The efficiency of such scanning is a function of both

dip angle and energy. The tracks corresponding to slower particles

have denser cores and are more easily ••recognizable than the tracks

of relativistic particles. For steep tracks (6'̂  75°) the scanning

efficiency is somewhat less than for flatter tracks because of the

difference of the projected size (length) of the track in the

microscope field. - : "•' •'•••- '•-'- • • ' • - • " '•

U 3The plastics are searched through an ingenious technique. One

layer is etched in a manner that causes the pits on each side to

connect, forming a hole. The sheet is then fed through an ammonia

vapor blueprint machine with some ammonia sensitive paper. The

vapor diffuses through the holes and forms spots on the paper. The

plastics are then examined under a microscope in the regions of the
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TABLE 1

PARAMETERS OF THE BALLOON FLIGHTS

CARRYING FAST FILM CERENKOV DETECTORS

This table lists the parameters of the 4 balloon flights which

have carried fast film Cerenkov detectors. Of the 4 flights, only

CREPE II has yielded usable data. A detailed account of the flight

of CREPE II is contained in Appendix E. The notes appearing on

Table 1 are defined here:

a. The fast film Cerenkov detectors were damaged by excessive
pressure marking and are unusable.

-b. This flight provided the only usable fast film Cerenkov
detector data obtained so far. Details of this flight are
presented in Appendix E.

o
•c. - Only ^ 21 hours of the flight were at altitudes < 4.7 gm/cm .

The remainder of the flight was at a. 10 gm/cm2. The fast
film Cerenkov detectors suffered' a loss of film speed due
to modifications in the detector design and have not yielded
any events. .. • • - •

d. This entire gondola was lost at sea on May 27, 19.71.
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FIGURE 12

CREPE II STACK CONFIGURATION

The shifted stack consisted of five.0.01" lexan sheets. The

main stack had the Cerenkov detector on top with 5 more sheets of

0.01" lexan directly underneath. The 200 urn Ilford G5 nuclear

emulsion was next, and finally forty 0.01" lexan sheets. The total

stack thickness was ̂  2 gm/cm2 and the basic module size was

12" x 12".
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TABLE 2

SCANNING EFFICIENCIES

The scanning efficiencies are broken down by charge and velocity.

Due to the small number of events, the values listed are estimates

based on selective rescanning and remeasuring. Some events were

found and incorrectly identified in one detector layer, and then

"rediscovered" in another layer. This has been folded into the

estimated limits on the scanning efficiency listed on this table.
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TABLE 2

SCANNING EFFICIENCIES

Velocities

Charge

Z > 80

80 > Z > 65

65 > Z > 50

Z.< 50

Relativistic
.3 > 0.6

> 90%

> 80%

£ 75%

£ 50%

Slowing Stopping
0.6>6>0.4 3 < 0.4

^ 100% ^ 100%

> 90% > 90%

£ 80% ? 80%

? ?



spots. The drawback of this procedure is that relativistic particles

etch at a much lower rate than slow particles. As a result, the

scanning efficiency is a strong function of velocity, and in fact,

relativistic Z ̂  50 particles are probably not found by this

procedure. A further drawback of this method is that it is also a

direct function of the dip angle. The flatter the track, the longer

the etch path for hole formation. Because of these problems, the

plastics are also scanned under stereo microscopes similar to the

emulsions. The scanning of the two detectors compliment one an-

other in that the emulsions are better for flat tracks whereas the

plastics are best for vertical tracks. The efficiency estimates given

in Table 2 represent the combined values for both plastics and

emulsions.

C. Event Identification in Fast Film Cerenkov Detectors

Processing of the fast film Cerenkov detectors was begun by

stripping the plastic gel from the film in an inert conducting

solution (3.0 N NaNO,). The conducting solution precluded any

static electric arcing, but the physical act of separation did cause

some pressure marking, so a different method of separation was tried.

The final procedure adopted was to cut out *> 6" x 6" squares of the

fast film Cerenkov detector, with the candidate events from the

emulsion and plastics located approximately in the center. These

squares were then mapped with electronic micrometers to obtain

total thickness measurements. These measurements would later yield
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radiator thicknesses at the event locations. After the mapping,

the squares were soaked in acetone to dissolve the radiator and

the film was subsequently processed. The film speed was not

effected by these procedures (which were, of course, carried out in

total darkness). This was verified by reading calibrated step wedges

that had been exposed on every tenth film sheet before fabrication.

The lower sheet was then scanned in the location of the

emulsion and plastic candidates. Identification was made not only by

proper location of the Cerenkov spot, but also by locating the

corresponding ionization spot in the upper sheet and verifying the

proper dip and azimuthal angles for the event; where the film was

undamaged, the fast film Cerenkov detectors have yielded images

for all of the obviously fast events with Z £ 55 based on emulsion

charge estimates.

The ionization spots were small, as expected (^ 5 ym in diameter),

and there was no evidence of any scintillation, or exposure from the

base side in either sheet. Since the ionization spots contain so few

grains, very little usable charge or velocity information can be

obtained from them. A photomicrograph of a Cerenkov image and it's

accompanying upper sheet ionization spot is included in Appendix F.
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3. MEASUREMENT AND ANALYSIS OF THE EVENTS

A. Automated Microscope Image Dissector

After an event has been located and identified through the

scanning efforts described in the previous section, the Cerenkov

image is measured by a device known as an Automated Microscope Image

Dissector (AMID).̂  AMID was designed to measure nuclear emulsion

tracks, and is in essence a sophisticated precision programmable

scanning microdensitometer. It consists of an oil immersion

microscope which is viewed by a programmable image dissecting tele-

vision camera. The image dissector scans a square field that, with

a 12x objective, is ̂  540 ym on a side. The scan is not continuous,

but rather is composed of 1024 x 1024 individual cells. The image

dissector tube can be directed to any of the cells in the field at

will, and the integration time that it spends observing a given cell

is also programmable. The response of the tube is fixed and the

output for each cell, which corresponds to the time integrated light

intensity, is an octal level between 0 and 377g. The absolute noise

level is only weakly dependent upon the integration time, and

thus one can select a general integration time that will yield a

high output to noise ratio, even for very dark fields. For example,

if an image is scanned with a cell integration time of 10 usec, and

yields an average cell output level ̂  100 ; one can increase the
8

integration time to 30 ysec, which will then raise the average

cell output to ̂  300 . Since the noise is approximately independent
8
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of the integration time C\> ± 3 in most cases) , the signal to noise
8

ratio will be considerably improved. The tube is calibrated for

variations in sensitivity across the field, by scanning a blank

field through the microscope optics; and then programming slight

changes in the individual cell integration times to correct for any

nonuniformities discovered. The illumination lamp and the image

dissector tube are allowed to stabilize before any measurements are

made, and fluctuations are guarded against by selective remeasuring.

For the Cerenkov images, the raw scans are made by selecting

every fifth cell forming a regular grid of 205 x 205 cells, which

uniformly covers the entire field (i.e., 540 ym x 540 ym) . This

grid is further reduced by averaging the levels of the 8 cells

immediately adjacent to each cell, and then taking every other of

these summation cells to form a 102 x 102 grid. Figure 13 depicts

this grid structure. Finally, this grid is extracted and placed on

magnetic tape for analysis. Thus, the AMID system yields a detailed

photographic density map of the Cerenkov image which has been

slightly smoothed to remove local nonuniformities.

The resolution obtained with this 102 x 102 grid (^ 5 ym which

is slightly greater than the developed grain size), has proven

sufficient to provide all of the required details of the observed

images.
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FIGURE 13

AMID SCANNING FIELD

a) The basic AMID field consists of 1024 x 1024 cells. For measuring

the Cerenkov images, AMID is programmed to scan every fifth cell

forming a 205 x 205 data matrix.

b) The 205 x 205 data matrix is reduced to a 102 x 102 data matrix

for final analysis by averaging the levels of the 8 points

adjacent to every other of the 205 x 205 data matrix points.

This provides first order smoothing as well as a factor of 4

reduction in the size of the final data matrix. In the

averaging of the 9 adjacent points, the center point is given

full weight, the laterally adjacent points *i weight, and the

diagonally adjacent points % weight. Thus in the final 102 x 102

matrix, each of the original 205 x 205 points has the same weight.

TO
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B. Analysis of the Images

As pointed out in Chapter II, the edge of the photographic image

will be determined by one of two limits. If the film is sufficiently

sensitive, the edge of the observed image will be the edge of the

actual conic section. However, if the Cerenkov photon density at

some places along the conic section edge is below the film

sensitivity threshold, then at those places the observable image edge

will be an iso-density curve, and the resulting shape will be the

composite of the two curves, which is given by equation (30). We

wish to find the theoretical shape that best fits the observed image

edge.

The analysis of the image loaded on tape by AMID then proceeds

in the following manner:

1. The 102 x 102 grid is scanned for the center of the image by
finding the region of maximum photographic density, (relative
photographic density « log (I/AMID level) ). Because of the
films' saturation characteristics, it is not possible to
directly locate the track impact point. Rather, this step
provides the approximate region in which the track impact point
is located. This step also provides a photographic density level
which is clearly internal to the image, from which one can begin
the search for the image edge.

2. The search for the image edge is begun by forming concentric rings
of successively lighter photographic density about the central
dense region located in the previous step.
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These rings are formed in a manner such that each ring contains
* 100 grid points. Figure 14 demonstrates this ring formation
for a typical event. After each ring is formed, the points are
broken down by octants, and the radial deviation from the mean,
S j , is calculated for each octant (i.e., j = 1, 8):

= , (3a)

i=l "j

where nj is the number of points contained in the jfc^ octant,
f . is the radius of the i*" point, measured from the center of
the region located in Step 1, and nu is the mean radius for all
of the points in the jt*1 octant. In the ideal case, Sj will
be ^ 0, only if the image is a circle. However, the total
combined deviation for the entire ring:

' (33)

will, for all shapes change only slightly from ring to ring
until the edge is reached. When the edge is reached, S
increases in most cases by a factor of > 5 between the last
image ring and the first background "ring". For our purposes,
the edge is defined as the ring which is followed by an
increase in S, by a factor of at least 3. Efforts to
discriminate the edge ring in greater detail result in
virtually no difference in the final fit described in Step 7
below.

At this point, the ̂  100 points from the edge ring, found in
'Step 2, are examined by eye. Usually, there are a few . :
(£ 20) points which are clearly background. These background
points always lie randomly distributed, and clearly outside of
the edge ring as shown in Figure 14. Those background points
whose radii are > 1.5 times the apparent image radius are
removed. If any doubt as to the validity of a point exists,
the point is not removed. This step is not required, as these
points would be automatically removed in Step 6 or 7 below.
The sole purpose of this step is to materially reduce the amount
of computing time required to reduce an event.

In order to fifthe edge ring to one of the curves given by
equation (30) , we first require a starting guess. If this
guess is poor, it is possible to trap the least squares
fitting program in a local relative minimum, far from the
actual minimum. The variance, V (equation (34) below) , is
calculated for a 3 dimensional matrix of parameter values. The
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FIGURE 14

FORMATION OF CONCENTRIC
RINGS FROM THE DATA MATRIX

This figure demonstrates the method of concentric ring formation

from the data matrix obtained by the AMID scan of the image.

a) First, the region of maximum photographic density is located by

accepting the matrix points with the lowest 100 levels. The

track impact point should be located in this region.

b) This represents one of the typical iso-density rings, concentric

to the central region but still interior to the image edge. It

contains 75-100 matrix points. An average event will have 15-20

such interior rings before reaching the edge. There is virtually

no background for these internal rings.

c) When the edge is reached, background points appear causing a

rapid degradation in the dispersion of the points. This shows

such an edge ring.

d) Background points are present in increasing proportion in the

last few rings, until the ring structure disappears entirely

, leaving a random distribution of points surrounding a completely

void central region, as depicted.
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3 parameters are: 1) 9, the Cerenkov angle/ 2) p/2irpc, as a
single parameter from equation (29) , where p=2iraZ2f , t ector
from equation (5) , and pc, the photon iso-density,
represents the limit of the film's sensitivity in photons/ym2,
and 3) is the location of the track impact point. 0 is varied
in steps of 0.1 from 0.1 to 0.7; p/2irpc is varied in steps of
100 from 50 to 1250; and the location of the track impact point
is varied over a 25 point square grid (5 x 5) , centered on, and
completely covering the central region located in Step 1.
V is given by:

(34)

where n is the number of points in the ring, f^ is the it^1

radius measured from the track impact point, and F̂  is the
theoretical radius computed from equation (30) . The dip angle
of the track, <S, and the azimuthal orientation (direction of
$'=Q) , are both known from the plastics and emulsions, and the
radiator thickness, T, is measured as described in Section 2.

5. With the parameters corresponding to the smallest value of V
found in Step 4 used as a starting "guess", the data are then
subjected to a fitting program which minimizes V.

6. The parameter values found in Step 5 are then used to eliminate
data points greater than 4 standard deviations from the
calculated image. (The standard deviation -+

7. The parameters are fitted again and the data further conditioned,
this time to 3 standard deviations; and then fit a final time.

8. The errors are assigned by allowing the fitting program to
evaluate chi squared in the region of the final minimum. In
addition, error estimates are also calculated using the
standard form: n

E (fi
s =
e n - k

where k=4, is the number of parameters (the location of the
track impact point actually counts as two parameters) , and
n-k is the number of degrees of freedom. The least square
error estimates of equation (35) usually correspond with the
empirical chi squared limits found by the minimizing program.

(35)
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Several dummy data sets were subjected to this analysis and

the parameters were generally fit within the error limits. In

addition to the edge ring, several of the outer most concentric

rings may also be fit by this process. However, the errors from

these internal fits tend to be greater than those from the edge

fits, and the number of usable rings is small, due to saturation

in the film response.

4. RESULTS FROM CREPE II

The scanning of the nuclear emulsions and the plastics flown

on CREPE II yielded 64 events with Z > 50. These events are listed

in Table 3 in order of decreasing charge estimate (as assigned by

the plastic).'*5 Also included in Table 3 are, 1) $ at the detector,

as determined from the change in radiation damage rate in the

plastic, 2) 6, the dip angle of the track as measured in the

plastic, 3) $ffc<3 (or limits on 3) for those 27 events where the

fast film Cerenkov detector was used to evaluate the velocity, and

4) Etop, the kinetic energy at the top of the atmosphere (in MeV/nuc),

calculated as described in Chapter IV. For 18 of the events in

Table 3, the emulsion and plastic measurements are not yet complete,

and only limits on the charge and velocity have been listed.

Therefore, subsequent discussions of the emulsion and plastic data

will be confined to an evaluation of the 46 events, for which final
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TABLE 3

CREPE II Z>50 DATA

This table lists the CREPE II Z>50 data in order of decreasing

charge estimate as assigned by the plastic track detectors. Also

included is the value of 3 assigned based on the emulsion and plastic

range measurements from the CREPE II stack. The results from the

fast film Cerenkov detectors are listed along with the dip angle of

the track, and the kinetic energy per nucleon at the top of the

atmosphere (as discussed in Chapter IV) . The notes listed on the

table are given here:

a. The kinetic energy corrections were computed for 3.0 gm/cm
of residual atmosphere.

b. The fast film Cerenkov detector was damaged in processing
and no event was discernible in the detector.

c. The fast film Cerenkov detector was damaged in flight and
was unusable.

d. The fast film Cerenkov detector was not processed because
the event was not found before the radiator thickness
measuring equipment was dissassembled. Further, by the
time the event was identified, the film was unusable at the
speed required.

e. Possible ionization spots located in both sheets but no
Cerenkov image.

f . No event found in the fast, film Cerenkov detector.

g. This event missed the fast film Cerenkov detector.

* This event was not included in the charge data evaluation

t This event was included in the compilation of the energy spectrum
for 600 < E < 1400 MeV/nuc.
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measurements are available (the excluded events are indicated by

an *). Table 4 is a synopsis of the data for the 10 events which

had Cerenkov images. There were also 139 trans-iron events with

Z £ 50 and even though they contained a few relativistic events none

of them had a discernable Cerenkov image. An evaluation of the film

sensitivity and the measured events yielded an estimate of the

usable charge threshold for the fast film Cerenkov detectors of

Z * 55. Further, an examination of the physical limitations

discussed in Chapter II, and the observed images, indicates that

the velocity threshold for the detectors to be useful is g ̂  .68.

5. EVALUATION OP THE FAST FILM CERENKOV DETECTOR PERFORMANCE

The velocity comparisons of Table 4 generally agree within the

error estimates as indicated by the scatter plot in Figure 15. It

should be pointed out that the ability of the plastics and emulsions

to assign precise velocities for & £ .68 is not as good as the fast

film Cerenkov detectors (which is reflected by the relative errors).

The plastics and the emulsions can however, readily distinguish

between slow and relativistic particles. The important feature

of Table 4 is that all of the events with Cerenkov images are known

from the plastics and emulsions to have $ > 0.7. Further, no

definitely fast (3 > 0.7) events with Z ̂  55 for which the fast film

Cerenkov detectors were usable, have failed to yield Cerenkov

images. These results establish the fast film Cerenkov detectors
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as a viable method for determining the velocities of Z £ 55,

@ £ 0.68 particles.

The fast film Cerenkov detectors are not, however, very

accurate charge measuring devices at present. The values and

confidence limits for the parameter p/2trpc are also listed in

Table 4. The uncertainty in photometry makes the estimate of

p "v ± 20%. As such, the uncertainty in the charge assignments

by the fast film Cerenkov detectors are at least ± 20%. Figure 16

is a plot of-v/p/2irpc vs. Z for the events in Table 4.

The next Chapter deals with astrophysical corrections to

the data.
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TABLE 4

SYNOPSIS OF THE EVENTS WITH CEKENKOV IMAGES

This table lists the 10 events from Table 3 which had Cerenkov

images, and in addition to the information contained in Table 3, the

value of 8, p/2Trpc, and the actual maximum and minimum limits on $

from the fast film Cerenkov detectors have been included.
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FIGURE 15

PLASTIC AND EMULSION VELOCITIES
VS.

CERENKOV DETECTOR VELOCITIES

The velocities assigned by the Cerenkov detector are plotted for

those events included in Table 4 versus the velocities assigned by

the plastics and emulsions. The errors are indicated for each event.

The correlation between the two velocity assignments is very good.
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FIGURE 16

•yp/2irpc vs. Zp

Z_, the charge assignment in the plastic is plotted versus

*/p/2Trpc which varies linearly with the charge of the particle. The

values plotted are from Table 4, and the errors are indicated

by the brackets surrounding each event.

This plot indicates a good correlation between the two

measurements but the uncertainties in the fast film Cerenkov

detector measurements render them generally unuseful as sensitive

charge measuring devices.
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CHAPTER IV

CORRECTIONS TO THE DATA

1. INTRODUCTION

Before the data presented in the last chapter can be compared

with an interstellar propagation model, they must be corrected for

the effects suffered during penetration of the solar cavity, the

geomagnetic field, and finally the residual atmosphere that was

traversed before reaching the detectors. Since these perturbations

occur more or less sequentially, the corrections are applied in the

same sequence. The raw data are corrected first to the top of the

atmosphere, then to the "edge" of the geomagnetic field, and

finally to interstellar space, outside of the solar cavity. After

the correction factors are discussed, the corrected CREPE II charge

spectrum is compared with the results from previous experiments.

The chapter is concluded with a discussion of the trans-iron cosmic

ray energy spectrum.

2. CORRECTING THE DATA TO THE TOP OF THE ATMOSPHERE

Correcting the measured fluxes for atmospheric interactions

constitutes a small propagation problem by itself. Table 5 lists

the mean free path in air (and also in interstellar hydrogen) for
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.TABLE 5

INTERACTION MEAN FREE PATH LENGTHS

This table lists the interaction mean free path lengths

in gm/cm2 for several primary charge values. The values for

both air and hydrogen are given.
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TABLE 5

-INTERACTION-MEAN_EREE_PATH_LENGTHS_ lIN.jgm/cm2)

Primary Charge

26 40 50 60 70 80 90

Air 11.70 8.83 7.63 6.77 6.06 5.54 5.06

interstellar 1.58 1.08 0.09 0.77 0.67 0.60 0.54
Hydrogen
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Fe, and several trans-^iron nuclei.. The total (inelastic) interaction

cross section is given by;1*6

/

ffint = 49.8 (A-38 + A'-38 -1J2 mb , (36)

where A is the nucleon number of the primary, and for air, A1 = 14.7

(the mean atomic weight of air) . Equation (36) is just an extension

LL 1
of the nucleon-nucleus interaction cross section:

aint = 49-8 A'76 rob • (37)

M

One finds the mean free path length in gin/cm by substituting

equation (36) in the expression:

, 1674A' .,„.t= " ( }

Since the flight altitude was between 2-4 gin/cm2 , the decrease in

flux due to the passage through air of primary Z ̂  50 nuclei is

considerable. Because the dip angles are known, one can compute the

exact path length in air, and thus apply a correction for atmospheric

attenuation to each event. Here, we are treating each event as part

of a flux of particles with the same initial parameters. In this

manner, one can speak of the "mean free path length", and compute a

meaningful average correction. The path length in air, Xair, as a

function of the dip angle, $ and the vertical depth Xv, is given by

the "flat-earth approximation" which is valid for all dip angles

likely to be of interest:

X • = *v , (39)
sinS
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The resulting factor to be applied to each event is of the form:

fair = ̂ ^air^' ' (40)

f . accounts for the interaction losses in the atmosphere, but there

still remains the problem of enhancement of lower Z particles due to

the spallation of heavier particles. Unfortunately, partial cross

sections for trans-iron primaries interacting with air have not

been measured. The only available estimates are those calculated

from the semi-empirical formula of Rudstam. This formula has

been slightly modified in recent years and yields the approximate

cross section for production of A, Z nuclei by spallation of A1 , Z"

nuclei : **9

oint tlU.) ,,aA'z',Az
1.79[(exp(P0A.) -l)(l-

- Ra(A)|z - Zp(A)|
3/2) , (41)

where :

f-^A1) = exp(-gT'hA') , (42)

Ra(A) = d'A"
e , (43)

Zp(A) = SA T'A
2 , (44)
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and Pa = 0.056, d
1 = 11.8, e1 = 0.45, S = 0.486, T1 = 1.111138,

g = 0.25 and h = 0.0074. However, before one can calculate the

enhancement of lower Z particles, some estimate of the abundance of

heavier contributing primaries must be available. At this point

the method adopted is to lump all of the available data into the

various charge groups shown in Table 6. Then one can calculate

the percentage enhancement of a particular charge group due to the

spallation of the primaries in heavier charge groups. Neglecting

energy loss, the relative enhancement of charge group i, fspai/ is

given by:50

/*Xair

fsPal=J0 - ,,,1674

X
e

0
dX , (45)

where a . . is calculated with equation (41) by averaging over
J f1

A1, Z' for group j and summing over A, Z for group i. The

calculated values of a. . also are included in Table 6. Since i
j f1

and j represent groups of nuclei X^nt is replaced by

int _ , and S. is the ratio of the estimated
ii A' /1674>

intensity of group j nuclei divided by the estimated intensity of

group i nuclei at the top of the atmosphere. Contributions to a

charge group from itself are included. In this case a^j is,

of course, replaced by a. . .
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The final atmospheric corrections needed are those which are to

be applied to the measured energy for each event in order to obtain

the energy of the primary at the top of the atmosphere. The range

of the primary at the detector can be written in an approximate form:

VA(E) =rV E ) ' (46)

2
where, R (E) is the range (in gm/cm ) of a proton with kinetic

energy per nucleon, E. R_ (E) has been tabulated by Barkas and

Berger;^1 however R_ (E) in air can be approximated for intermediate

energies (400 MeV < E < 5000 MeV) in the form:

Rp(E) = 0.01163 E3/2 gm/cm2 . (47)

The range of the primary at the top of the atmosphere is:

Rz,A (E) + Xair ' (48)

where E1 is the kinetic energy per nucleon in MeV at the top of

the atmosphere. Then, using equations (46) and (47) , equation (48)

can be solved for E1 as a function of E.

E' = (E3/2 + Z Xair) 2/Vv/rtuC . (49)
0.01163A
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TABLE 6

AVERAGE CROSS SECTIONS (IN mb)

FOR INTERACTIONS IN AIR

This table lists in matrix form the approximate values of the

partial cross-sections for the production of an i^1 group nucleus

from the interaction of a jt" group nucleus in air, a1,., calculated

from Rudstam's formula. One computes these group values of a\. by

averaging for the jt*1 group and summing over the i™ group, a1
ii

represents the partial inelastic cross-section for production of an

it" group nucleus from an i group nucleus.
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The corrected energy is, listed for each event in Table 4 of

Chapter II.

Since there is. some doubt as- to the residual atmospheric profile

for CREPE II (as discussed in Section 5 below) , it is important to

examine the ramifications of using too small a value for Xy in

equation (39).

1. From equation (40) one finds that the percentage error in
the absolute flux value assigned to a charge i, would be
given by Ax/Xj., where Ax is the error in the residual
atmosphere.

2. Since the percentages from Table 7 for atmospheric enhance-
ment to each group are moderately small; the relative
abundances would be slightly incorrect, but the general
features would survive.

3. Correction to the top of the atmosphere tends to steepen a
given power law energy spectrum. Thus, insufficiently
corrected data would possess an energy spectrum that was
flatter than the actual primary spectrum.

3. CORRECTIONS FOR THE GEOMAGNETIC .FIELD

It was first pointed out by Fermi that since a static magnetic

field does no work, Liouville's theorem predicts that the flux

density of particles with a given rigidity, reaching some point in a

region of space containing such a field, is unchanged by the presence

of the field. Thus, if we consider the earth's magnetic field and

observations made at some geomagnetic latitude, we have the well

known result that all primaries with rigidities below some threshold

value, RC, will be deflected away. Above Rc, there is a penumbral
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zone extending up to some value Rp. In this penumbral zone there

exist bands of rigidities for which the particles are still deflected

away, but all primaries- with, rigidities above R^ will reach that

geomagnetic latitude. Further, the flux density of all the particles

with rigidities sufficient to reach that latitude, will be the same

as the primary flux density of those rigidities. This threshold

rigidity, R , is commonly referred to as the "cut-off" rigidity,

which has been mentioned previously.

Rigidity, R is defined as the momentum of a particle, divided

by its charge, and it can be written in the form:

MV, (50)

where W is the total energy of the particle in MeV (W = AE + Me2 where

E is the kinetic energy per nucleon) and M is it s total rest mass.

W
Let w be the total energy per nucleon in MeV/nuc, (w = —) , and m

be the rest mass per nucleon (m = — 931.1 MeV/c2) .5 3 Then,* nuc A <v • '

R™ = (—) (w2 - m2 cc")3* MV, (51)iu z

and solving for w,

(( RT, )2 + m2 c1* ) MeV, fCT\w = A "' nuc \3*'
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one obtains an expression for w as a function of PJn. From equation

(52), it can be seen that the total energy per nucleon at a given

cut-off rigidity is a function of A/Z, and that nuclei with a

small A/Z ratio have a higher cut-off total energy per nucleon.

Hence, in determining abundance ratios above a given total energy

per nucleon, between elements of differing A/Z ratios from data

collected on a flight at some fixed cut-off rigidity, one must

normalize the individual abundances to some reference A/Z ratio.

To accomplish this normalization, we require an assumption about

the form of the energy spectrum. As discussed in Section 6, the

data suggest that the integral energy spectrum at the top of the

atmosphere can be best approximated by a power law in total energy.

The integral energy spectrum with index -v+1 (where -v is the index

of the differential power law spectrum), can be written:

Ni(>wc) = Ki (AiWc)~
V+1 . (53)

The data further indicate that v is ̂  6.5, rather than the value

of 2.6 which is accepted for the sub-iron (Z < 26) cosmic ray

nuclei. For the purposes of calculating the geomagnetic normaliza-

tion factor, the value of v = 6.5 has been assumed. The geomagnetic
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normalization factor, f is given by:

gm N (>w(Rc))
Ai'zi

Using equations (52) and (53) , f can be put in the form:

(5 ;

V

+ m2
nuc 2

m2
nuc

-V+l

(55)

where, for CREPE II, R °o 1.6 GV (i.e., 1600 MV) .c

At any point near the earth's surface, the cut-off rigidity is

a function of both the dip and the azimuthal angles. Along the flight

path traversed by CREPE II, this dependence varies only slightly for

dip angles > 40°, and since ^ 20% of the tracks have dip angles

< 40°, the correction factor (54) is still a good approximation

when applied to the CREPE II data.

4. SOLAR MODULATION EFFECTS

The modulation of the interstellar cosmic ray flux by the solar

wind and the accompanying magnetic field has been the subject of

extensive investigations over the past few 11 year solar cycles.

Parker51* suggested a model for the modulation of cosmic rays

where irregularities in the magnetic field which propagates

outward from the sun along with the solar wind, act as scattering

centers which the cosmic rays must diffuse through to reach the

103



earth. Parker did not include the effects of the adiabatic deceler-

ation of cosmic ray particles by the radially diverging solar wind

in his original diffusion calculation. The effects of an adiabatic

decleration have been recently examined by Goldstein, Ramaty and

Fisk55, and from their calculations one finds that the inclusion of

adiabatic deceleration does not significantly alter the correction

factor for rigidities greater than 0.5 GV. Thus, in correcting the

CREPE II data, the effects of adiabatic acceleration will be ignored.

Silberberg56, concluded that for rigidities between 1.5 and 15 GV

(the region of interest for CREPE II), the solution of the diffusion

equation (neglecting adiabatic deceleration) that best fit the proton

and He data, implies a decrease in the interstellar flux by a factor

of exp [-K(t)/Rm3] when observed at the earth (where the coefficient

K(t) contains the entire time dependence of the modulation), Bhatia,

et. al.,57 have recently concluded that the 10 < Z < 28 cosmic ray

nuclei appear to be modulated in the same manner. We will therefore

assume that the trans-iron nuclei are also modulated in a similar

fashion. Thus to obtain the flux in interstellar space, one applies

a correction to the data at the top of the atmosphere which is of

the form:

fsol = exp(K(t)/Rm3) . (56)

Using equation (50), fsoi can be written:
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K(t) has been evaluated by Rao58 from the available cosmic ray data.

The last solar minimum occurred in 1965, for which Rao assigns K(t)

^ 0.4 6V. (The uncertainty in K(.t) at solar minimum is such, that

values as high as 0.6 GV may be correct.) Based on the data from

the previous half cycle (1958 - 1965), K(t) was found to vary by

"^ 3.1 GV between maximum and minimum, which implies K(t) ^ 3.5 GV at

solar maximum. Figure 17 is Rao's plot of the variation of K(t) as

a function of the observed decrease in the Climax, Colorado neutron

monitors rates. During the flight of CREPE II, the Climax neutron

monitor rate (̂  3800/hr.) was ̂  13% below the (̂  4350/hr.) rate at

solar minimum. From Figure 17, this implies that K(t) ̂  1.8 GV. If

one assumes that K(t) was ̂  0.6 GV at solar minimum, then the corre-

sponding value during the CREPE II flight would have been ̂  2.2 GV.

For our purposes we will use the value of K(t) = 1.8 GV to compute

the solar modulation corrections.

. ;

Table 7 illustrates the relative effects of the various correc-

tions discussed in this chapter, on the abundances contained in the

various charge groups.

5. COMPARISONS WITH THE RESULTS OF PREVIOUS FLIGHTS

Chapter 5 deals with astrophysical implications of the data

presented above; but before proceeding to these discussions, it is

interesting to consider the characteristics of the corrected data

from the CREPE II balloon flight, with respect to the corrected data

from previous trans-iron balloon flight experiments.
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FIGURE 17

SOLAR MODULATION COEFFICIENT
vs.

PERCENT DECREASE IN THE CLIMAX NEUTRON MONITOR RATES

This graph was taken from Rao,^^ and Indicates how the solar

modulation coefficient, K(t), varies with the decrease in the

Climax, Colorado neutron monitor rates from those measured at solar

minimum. The rate during CREPE II was ̂ 13% below the solar minimum

rate and the corresponding value of K(t) is ̂  1.8. The solar

modulation correction factor is given by: f .. = exp[K(t)/Rmg].
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TABLE 7

RESULTS OF THE CORRECTIONS OF THE DATA

This'table presents the results of the atmospheric,

geomagnetic, and solar modulation corrections to the CREPE II

data. The data have been arranged in various charge groups, and

the solar modulation and geomagnetic correction results have been

renormalized to the Z > 84 group.
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Figure 18 presents the Z > 50 CREPE II charge spectrum in

histogram form, by individual charge, corrected to outside of the

solar cavity. It is compared with the corrected data from Fowler's

4 balloon flights conducted over Palestine, Texas, CRc ̂4.5 GV)

during the period from 1967 to 1969.Fff The data from a lower geomag-

netic cut-off experiment (Sioux Falls, 1969,6I RC ^ 1.75 GV) is also

«
included. The Sioux Falls detector array had an area of ̂  4 m , of

which only ̂  1 m2 has been scanned. This ̂  1 m2 recorded a total of

5 events with Z > 50 after having been flown twice, once at ̂  6

n

gm/cm of residual atmosphere for 40 hours, and then for another 40

n

hours at ̂  3 gm/cm of residual atmosphere. This time-altitude

profile is very similar to estimated effective time-altitude profile

for the CREPE II flight as indicated in Table 1.

The CREPE II data possess two discrepancies when compared to the

other results. First, the 58 > Z > 50 data from CREPE II is extreme-

ly deficient when compared to the Palestine data. This may be

explained by the existence of a large number of as yet unmeasured

events which have tentatively been assigned charge values of 50 > 2

^_ 45. When detailed measurements of these events are completed, it

is possible that many of these events will have final charge assign-

ments in the range 58 >_ Z >^ 50 . Due to this deficiency the remain-

ing discussion of the CREPE II data will be confined to the Z > 60

events. The second discrepancy is that the Z ̂  60 flux from

the Sioux Falls flight (0.088/m2 hr), is a factor of ̂  2 greater

than the flux from CREPE II (0.039/m
2 hr) . Similarly, if
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one considers only thoae events from CREPE II which are of a high

enough rigidity to be compared with the fluxes from the 4 Texas

flights (11 events)f the CREPE II fluxes- are again a factor of £ 2

too low, even when solar modulation corrections are applied.

Finally, the limits for scanning efficiency listed in Table 2 of

Chapter II still do not come close to explaining this discrepancy.

To investigate this further, a selective scan of the plastics

and emulsions was made to estimate the total number of Fe group

events recorded by CREPE II. A partial rescan indicates that the

scanning efficiency for the Fe group nuclei was ̂  75%. The

estimate of the number of CREPE II iron group events is ̂  4 x 10 ,

which is also about a factor of ̂  2 too low when compared with the

Texas I-IV data, assuming the Pe differential energy spectrum has an

index of -2.6. Clearly, the scanning efficiency is incapable of

accounting for this discrepancy.

There are three possible explanations (besides a gross undis-

dovered scanning inefficiency) for the total flux discrepancy

experienced in the CREPE II data.

First, since the balloon became a derelict after 40 hours, the

altitude for the remaining portion of the flight can only be

estimated. The first 40 hours were at altitudes corresponding to
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FIGURE 18

A COMPARISON OF THE CREPE II CHARGE

DATA WITH THE RESULTS FROM PREVIOUS EXPERIMENTS

The CREPE II flux, corrected to outside of the solar cavity

is compared with the results from Sioux Falls and the Texas I-IV

flights. These plots have been rounded off to the nearest whole

charge and the solar modulation corrections have been renormalized to

the U-group at the top of the atmosphere. •
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^ 2.5 gm/cm of residual atmosphere. It is estimated from visual

triangulation and theoretical interpolation that an additional

* 40 hours at altitudes with less than 6 gm/cm2 of air remaining,

were obtained during the latter 12 days of the 14^ day flight

(see Appendix E). If the altitude estimate for this second ^ 40

hours of exposure is grossly incorrect, and the total effective

exposure was actually confined to the first ̂  40 hours of the flight;

that would then account for almost a factor of 2 discrepancy. If

this is the case, then, the atmospheric corrections may have been

calculated with too small a value for Xv.

The second possible explanation is a significant increase in

solar flare activity. This can cause a corresponding decrease

in the primary cosmic ray intensity observed at the earth in

addition to normal solar modulation. These Forbush decreases, as

they are called, have been known to result in reduction of up to 40%

in the local primary cosmic ray intensity. The usual method employed

to measure the relative magnitude of the decrease, is to compare the

rates reported by the neutron monitors operating around the world.

However, no significant variations in the neutron fluxes were

observed during the flight of CREPE II, and no other data available

suggests that there was any general decrease in the over-all cosmic

ray primary flux.
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The final possibility is that the decrease experienced by

CREPE II was a real feature of the Fe and trans-iron primary cosmic

ray flux. The fact that the neutron monitors did not record any

variations, implies that the decrease would have to be limited to

only Fe group and heavier nuclei. If any lower charges were

effected, it would have shown up in the neutron counts. Unfortunate-

ly, the background on the emulsions is extreme, due to the slow, 12

day descent. This makes it virtually impossible to obtain valid

proton or light nuclei track counts, and as such, a direct verifica-

tion of a decrease in the Fe and trans-iron flux relative to the

lighter nuclear cosmic rays is not available.

Thus, at present, it is not possible to uniquely determine the

source of the discrepancy between the CREPE II absolute fluxes and

those from previous flights. The validity of the relative abundances

from the CREPE II data is not significantly effected by these

discrepancies.

These general flux discrepancies in no way change the conclusion

of the previous chapter, that the fast film Cerenkov detectors have

demonstrated their capability to assign velocities for 3 £ 0.68 and

Z ̂  55. The next chapter considers possible sources for the trans-

iron cosmic ray nuclei, and their propagation through interstellar

space.
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6. THE TRANS-IRON COSMIC RAY ENERGY SPECTRUM

CREPE II was the first flight with energy resolving capabilities

conducted at a low enough geomagnetic cut-off, and with a large

enough time-area exposure (as mentioned in the previous section, the

Sioux Falls experiment reported only 5 events) to allow an evaluation

of the trans-iron cosmic ray energy spectrum.

Figure 19 is a plot of the integral energy spectrum (versus

kinetic energy per nucleon) compiled from the CREPE II emulsion,

plastic and fast film Cerenkov detector Z ̂  60 data, corrected to

the top of the atmosphere. The data points based on just the fast

film Cerenkov detector measurements, corrected to the top of the

atmosphere and normalized to the combined data at 1000 MeV/nuc, are

also indicated. A maximum likelihood calculation (the details of

which are presented in Appendix C, along with a discussion of the

error estimates) indicates that the differential energy spectrum

from the CREPE II Z ̂ _ 60 data, for kinetic energies between 600 and

1400 MeV/nuc at the top of the atmosphere/ is best fit by a power

law in total energy with spectral index -6.5 ± 1.7 (i.e.,

dN(E) « (E + mnuc)~
vdE, where v = 6.5 ± 1.7, and the integral

spectrum, N(>E) « (E + mnuc)~
v+1)- The effects of solar modulation

on the integral spectrum are indicated by the dotted line in

Figure 19, which represents the integral spectrum

corrected to outside of the solar cavity. The integral
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spectrum corresponding to V =2.6, normalized to the CREPE II data

at 600 MeV/nuc, is also plotted. From these plots and from the

likelihood calculation of Appendix C, it is clear that the Z > 60

data recorded during the CREPE II flight, do not agree with the

V 'v 2.6 spectra generally attributed to the sub-iron cosmic rays.

This general disagreement with V ̂  2.6 can be observed from the

fast film Cerenkov detector data alone, as indicated by the

appropriate error bars in Figure 19. A maximum likelihood

calculation based on the fast film Cerenkov detector data for the

events with kinetic energies between 600 and 1400 MeV/nuc, yield

+3 9a value of V ̂  8.8_3*|. The likelihood calculations were done with

the principle values of the energies at the top of the atmosphere

as listed in Table 3. These calculations did not take the

uncertainties in these energies into account. The effect of the

uncertainties in these energies on the likelihood calculations is

discussed in Appendix C.

The significance of these results is deferred to Section 4C

of Chapter V. Chapter V discusses the astrophysical implications

of the corrected data.
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FIGURE 19

Z > 60 INTEGRAL ENERGY SPECTRUM FROM CREPE II

This plot contains the integral energy spectrum at the top of

the atmosphere based on the CREPE II Z > 60 emulsion, plastic, and

fast film Cerenkov detector data. The results from just the fast

film Cerenkov detectors corrected to the top of the atmosphere

are also plotted. The spectral index, v (N(>E)=(E+mnuc)~
V+1) is

'v 6.5 ± 1.7 from the combined data. This steepens slightly for the

kinetic energies between 600 - 1400 MeV/nuc to 7.2 ± 2 outside of

the solar cavity. The integral spectrum corresponding to v = 2.6

is plotted, normalized to the CREPE II data at 600 MeV/nuc. The

Z > 60 data from CREPE II including the independent fast film

Cerenkov detector data, indicate a general disagreement with v *> 2.6.
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.CHAPTER V

ASTROPHYSICAL IMPLICATIONS OF THE DATA

1. INTRODUCTION

In this chapter, the astrophysical implications of the corrected

data will be explored. To begin, we will consider the various

possible sources of trans-iron cosmic rays, then proceed to examine

the effects that several cosmic ray propagation models have on the

abundances characteristic of each of these sources. The data,

corrected to outside of the solar cavity as discussed in Chapter IV,

will be compared with these calculations, and the astrophysical

implications of this will be discussed.

2. POSSIBLE SOURCES OF TRANS-IRON COSMIC RAYS

A. Trans-Iron Nucleosynthesis Processes

There are currently two viable theories of trans-iron nucleosyn-

thesis, and both of these theories require environments which are

expected to exist in only a limited number of astrophysical phenomena.

The s-process (s-slow), the first of the two trans-iron nucleo-

synthesis theories requires that moderate neutron densities nn ^ 10

neutrons/cm be maintained for long durations (̂  10 years), at

temperatures of T ^ 1-2 x 108 °K, in regions rich in Fe group "seed"

nuclei. The seed nuclei (e.g., Fe) absorb neutrons at a slow rate
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compared to beta decay times, and thus the s-process proceeds

along the chain of beta stability shown in Figure 20. This chain

continues up to Z =83 where the s-process is prevented from climbing

any higher by the onset of natural a-decay, and the resulting lack

of any long-lived nuclides among the elements with 88 > Z > 83

(trans-Bismuth gap). The most likely source that is able to sustain

this s-process nucleosynthesis is found in the interior of the red

giant and super giant stars, and these stars are known to undergo

mass ejections which could contribute these s-process trans-iron

nuclei to the cosmic ray flux. The red giant and super giant contri-

butions will be solely s-process and also predominately low energy

at the source, since no obvious acceleration mechanisms are available.

The second theory, known as the r-process (r-rapid), only occurs

in an ultra-neutron rich environment (nn VL0
20 - 10 3<* neutrons/cm3) ,

and at temperatures of Tr > 10
9 °K. In this case, the neutron

density is so high, that the neutron rich nuclei do not have suffi-

cient time to beta decay before more neutrons are absorbed. The

result is a climb along a path far to the neutron rich side of

stability, which continues as long as the neutron density remains

high enough. When the neutron density falls, the super neutron rich

nuclei beta decay back into the first stable nuclei with the same

nucleon number. Typical tracks are depicted in Figure 20.
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For the r-process, the proper type of environment is predicted

to exist in supernovae and the associated .neutron stars. Mechanisms

for loss of materials from.neutron stars are not yet understood* how-

ever, it is clear that during a supernova, vast quantities of matter

are expelled from regions which are, or were neutron rich enough to

support the r-process nucleosynthesis of trans-iron elements.

Further, oscillating electromagnetic fields generated in the immedi-

ate vicinity of a neutron star are capable of accelerating the

ejected particles to the highest energies observed in cosmic ray

primaries at earth.62 Finally, it should be noted that the pre-

supernova phase of stellar evolution is not well understood, and

significant quantities of s-process nuclei especially (Z £ 50)63 may

be synthesized and ejected into the region immediately surrounding

the star, prior to a supernova. Thus, with the possibility of some

s-process contamination, we can look to supernovae as the primary

source of r-process trans-iron cosmic rays. The specific abundances

yielded by the two processes are discussed in Section B.

B. Relative Abundances of r and s Process Sources

Burbidge, Burbidge, Fowler, and Hoyle, presented the first

detailed compilation of r-process and s-process abundances. These

abundances were subsequently re-evaluated by Seeger, Fowler and

Clayton65 with emphasis on the r-process. The review presented in

this section regarding the general r and s-process abundances is

based primarily on the work presented in these two references.
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FIGURE 20

r AND S - PROCESS NUCLEOSYNTHESIS PATHS

This figure depicts the r and s - process nucleosynthesis paths

as originally discussed by Burbidge, Burbidge, Fowler, and Hoyle. The

s - process proceeds along the chain of nuclides in the "valley" o'f

3 stability. The s - process terminates at Pb (Z = 82) because of the

onset of natural a - decay for Z > 83.

The r - process proceeds along paths far to the neutron rich side

of stability with discontinuities at the neutron magic numbers. When

the neutron density drops, the neutron rich nuclides along the r -

process paths 3 decay back to a stable configuration as depicted. The

r - process is responsible for all of the abundances with Z > 83.
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Figure 21a contains a plot of the s-process relative abundances

of Burbidge, Burbidge, Fowler, and Hoyle, which were calculated by

evaluating the s-process contributions to the solar system abundances

of Suess and Urey. These r-process abundances will be referred to

as the "solar system s-process" abundances. They possess a marked

odd-even effect, and a characteristic decrease with increasing Z.

There is a noticable enhancement around the nuclei with Z or N

(neutron number) equal to a magic number (e.g., 50, 82, 126). This

enhancement is most dramatic at Pb (doubly magic, Z = 82, N = 126),

where the "spike" in the spectrum is known as the Pb-peak. Finally,

there are no s-process elements with Z > 83.

The "solar system r-process" relative abundances are shown in

Figure 21b. The r-process spectrum possesses three pronounced peaks.

The first peak occurs at A ̂  80 (Z ̂  34), and is known as Se-Kr peak.

The details of this peak have not been well established due to

current uncertainties in the relative contributions to the solar

system abundances from these two processes. The second peak at A

'v 130 (Z *v 52) , is due primarily to the r-process isotopic contri-

butions to Te (Z = 52) and Xe (Z = 54), and hence, is known as the

Te-Xe peak. The third peak is.the most firmly established and is

located at A ̂  195 (Z ̂  78). This peak is referred to as the Os-Ir-

Pt peak for the three, principle elements that comprise it. There

may also be a lesser and broader peak at A ̂  164 (Z ̂  67), but this

feature has not yet been resolved. Finally, the r-process is
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responsible for all of the abundances for Z > 83. .The region

96 i Z >. 88 contains all of the long lived nuclides in the Z > 83

solar system abundances, and is known as the "û group".

The relative heights of the three r-process peaks (Aj ** Se-Kr

peak, A2 = Te-Xe peak, and A3 = Os-Tr-Pe peak) are determined by the

temperature and the neutron density present during the nucleosynthe-

sis. If one begins with Fe "seed" nuclei and a neutron density

nn > 10
20 neutron/cm3, at some temperature Tr > 10

9 °K, then r-

process nucleosynthesis will commence, and A and A2 will be formed

first. As A begins to form, AI will .become partially depleted

because the Aj nuclei will be used as seeds at a greater rate than

they are formed. Finally, the U-group elements are populated, and

then, in the neutron-rich environment, these nuclei are induced to

fission. This fissioning takes place at a rate which doubles the

number of nuclei in a characteristic "cycle time", t2. Seeger,

Fowler, and Clayton,6 have related t2 to T and n , as plotted in

Figure 22. They also found that if the process continued for a

total duration, A t >_ 2t2, the resulting relative abundances were

independent of At, and were a function of t2 only. This is reflected

in Figure 23, which is a plot of the r-process peak characteristics

versus t2 and At. In addition to the relative peak heights for Aj

and A , Figure 23 indicates the principle location of the A3 peak,

which also varies with t2> Longer cycle times shift A3 toward

heavier nuclei and shorter cycle times move the peak toward slightly
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FIGURE 21

r AND S - PROCESS SOLAR SYSTEM ABUNDANCES

a. The solar system s - process abundances are plotted (based

on Si = 10 ). They possess a charactiustic peak at Pb (Z = 82) and

no abundances for Z > 83.

b. The solar system r - process abundances are plotted (based

on Si = 106). They exhibit three peaks, labled Alr AZ, and A3, and

the r - process is responsible for the Z >. 83 abundances. There are

no long lived nuclides with 88> Z >83 and this region is known as

the "trans-Bismuth gap."
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FIGURE 22

CYCLE TIME VERSUS TEMPERATURE AND NEUTRON DENSITY

This plot is from Seeger, Fowler, and Clayton, and represents

the cycle time as a function of temperature and neutron density.

Temperatures «109 °K will not support an r-process.
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FIGURE 23

CHARACTERISTICS OF THE r - PROCESS PEAKS VERSUS

THE CYCLE TIME AND THE DURATION

The features of the r - process peaks are independent of duration

for durations >. 2 cycle times. This is indicated by the boundaries

of the regions corresponding to different A, and A relative peak

heights. The location of the A peak is a function of the cycle time

as depicted.. For an A3 peak located at Z ̂  76, the corresponding

cycle time is 'VL sec.
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lighter nuclei. This makes the location of A3 a measure of t . It

is interesting to note that the solar system r-process abundances

plotted in Figure 21b do not correspond to a unique value of t2 in

Figure 23. The A2 location (Z ̂ 78) implies a t2 ̂  8 second, whereas

the Aj and A2 peak heights favor a t ^ 200 second. This may imply

that the contribution to the solar system abundances by r-process

nucleosynthesis occurred in two separate events.

The abundance of the U-group relative to the r-process Z ̂  83

abundances has not yet been completely determined. The problem lies

in the possible effects that the spheroidal deformation of the U-

group nuclei may have on the r-process path. The U-group nuclei

exhibit relatively large quadrupole moments, indicating that most

of the ground states are spheroidal rather than spherical in shape.

The r-process solar system abundances plotted in Figure 21b, were

calculated assuming that this spheroidal deformation had no effect

on the r-process path.. Hoyle and Fowler,?8 have shown that the

inclusion of spheroidal deformation effects in the calculation of

the r-process U-group abundances, can lead to increases of up to a

factor of 2, for the U-group abundances plotted in Figure 21b, with

respect to the Z <_ 83 abundances. It was also shown that the

abundances of the individual nuclides within the U-group, relative

to each other, were generally unchanged by the inclusion of the

spheroidal deformation effect. All references to U-group abundances

which include the effects of spheroidal deformation are based on



this work by Hoyle and Fowler68, and the subsequent paper by Clayton.69

Thus, we find that the present uncertainty regarding the effect

that spheroidal deformation has on the r-process, leads to a

considerable latitude in the abundance of the U-group relative to

the r-process abundances for Z <_ 83.

As a final point on r-process nucleosynthesis, Schramm and

Fowler,70 have examined the possibility that stable superheavy

nuclei (Z >̂  100) are produced in an r-process environment similar

to that which produced the solar system A3 peak. (i.e., t2 ̂  8

sec., nn = 10
28 neutrons/cm3, Tr = 1.8 x 10

9 °K) They concluded

that the most likely candidate with a half life long enough to

survive cosmic ray propagation times is Z = 110, A = 184 (half life

^ 4 x 107 years). The abundance of this superheavy element resulting

from this r-process synthesis would be approximately 6% of that of

Uranium.

3. PROPAGATION MODELS

A. Introduction

Assuming that trans-iron cosmic rays are in general ejected

from discrete sources such as supernovae or red giants, they must

then cross the interstellar distances, passing through, and inter-

acting with the interstellar gas. Thus, when they reach the solar

system, some fraction of the original, or primordial particles will
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have been eliminated by these interactions, and conversely many of

the particles will be surviving fragments from the spallation of

heavier primordial nuclei on the interstellar gas. This problem is

considerably more complicated than the apparently similar atmospheric

correction calculations described in Chapter IV, Section 2. In the

case of interstellar propagation, the path lengths are a priori

unknown.

The simplest path length approximation is the so called "slab"

model, which, as implied by the name, employs a 6-function path

length distribution at some "slab" thickness. In the past, attempts

were made to explain the observed cosmic ray charge spectrum in

terms of a unique slab thickness for all cosmic rays. The slab

model was successful in explaining the observed abundance of the

L-nuclei (Li, Be, and B) at kinetic energies > 1500 MeV/nucleon, as

the fragments resulting from the interaction of heavier M-nuclei

(C, N, and 0), while passing through a ̂  4 gm/cm2 slab thickness.71

However, the slab-model is unable to explain the observed energy

dependence of the L/M ratio72 at kinetic energies below 1500 MeV/

nucleon, and this, coupled with other discrepancies, has caused

many authors to examine alternative path length distributions.

Recently, Shapiro, et. al.,73 compared various vacuum path length

distributions including gaussian, slab, and exponential

functions. (The vacuum path length is the path length that would

be traversed in the absence of interstellar gas.) They found that
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for the cosmic ray data with 2 >_ 26, the vacuum path length distri-

-X/Xebution that fit the data best was an exponential of the form e

where Xe the mean vacuum path length, was ̂ 4.34 gm/cm
2.

The slab model will be presented in Section B, and the exponen-

tial model will be discussed in Section C.

B. Propagation Calculations

1.) Slab Model

The slab model is similar to the atmospheric correction

problem, in that we calculate the effects on a given source spectrum

of propagation through a fixed thickness of matter. The diffusion

equation for J • (E) , the density of i-type nuclei with kinetic energy

per nucleon, E, is given by:7**

Ji(E,X) Jj.(E,X)
_

dX X, ypuv(E)Ti X
-L n -1- e

(58)

where X. is the mean inelastic interaction length (see Equation (38)),

9f is the Lorentz factor, T^ is the radioactive decay half life

for i-type nuclei, v(E) is the velocity of a particle with

kinetic energy per nucleon, E, B.. is the radioactive decay

branching ratio, and p. . is the fragmentation parameter for the

137



production of i-type nuclei from j-type nuclei. p-jr/^-i ^s equivalent

N
to — a-ji» where N& is the interstellar density in atoms/cm , and

PH
PH is the mass density of the interstellar gas. For 0-^ in mb,

—2. ̂ i , where N., is taken to be 1 atom/cm3 and pu ̂ 1.674 x 10~21*
PH 1674 a H

gm/cm3 (In addition to H, interstellar gas actually contains ^ 10%

He73 (10% of the number of atoms), however the approximation of pure

H causes little uncertainty when compared with the uncertainty in

the assumption of N, ̂  1 atom/cm3).

The first term on the right hand side of equation (58) represents

the loss due to interactions in the interstellar gas; similarly,

the second term represents the loss due to radioactive decay during

propagation, the third term accounts for enhancement in i-type nuclei

by fragmentation and radioactive decay of heavier j-type nuclei; and

the final term corrects J^(E) for energy changes, such as ionization

losses during the propagation. In this model, kinetic energy changes

which occur during interactions are neglected, and only the effects

of ionization losses are included.

^

Due to the experimental data from accelerator runs with protons

incident on trans-iron targets, the partial cross-sections, O-., for

interactions of trans-iron nuclei with Hydrogen are better known than

those for interactions with air. Recently, Silberberg and Tsao

conducted a very detailed compilation of the data, and used it to

perform extensive modifications to Rudstam's original relations.

These modifications have yielded the most current and complete values
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for the partial cross-sections, and as such, have been used without

further modification. These partial cross sections theoretically

represent the direct production of i-type nuclei from j- type nuclei.

However, it has been assumed that any unstable product nuclei with

lifetimes less than 60 sec are included in the cross-section for

production of the resulting stable nucleus. Spallation contributions

to unstable product nuclei with >_ 60 sec. lifetimes are separately

calculated and added to the abundance for the final stable nucleus

into which it decays.

If one limits the model by assuming that tertiary and higher

interactions do not occur, the solution to equation (58) can be

written in the form:

(59)

where JH represents the surviving source nuclei, and J. is the
1 i l 1/2

secondary interaction contribution. Using the boundary condition

that J.(E,O) = J. (E) (the source abundance), one finds that:77

(̂  +_!_)) (60)
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and,

^>ix° i j -Vir-r0
J ( E ) f ( E' Xo- f < E ' e ' *i dx •

fx° i
/ fion
J

i,o i o n ' o - ion' 3

An expression for the ionization loss correction factor f̂ on(E,X)

which represents the effect of the energy loss term in equation (58) ,

7 fihas been derived by Ramaty and Lingenfelter, and further discussed

by Gloeckler and Jokipii.79 In order to obtain a usable function for

f • (E,X) , one must make some assumptions regarding the energy loss

rate and the energy dependence of the source spectrum. One can

approximate the range-kinetic energy relation by:

E = K RA , (62)

where R , the range in gm/cm2 of a nucleus with charge Z and mass
Z,A

^m A, is approximated by —j R (E) (where R. (E) = the range of a

proton with kinetic energy per nucleon, E). For kinetic energies

between 400 and 5000 MeV/nuc, this approximation causes E to be

80in error by less than 5%. As discussed in Chapter IV, the

data suggest that, in interstellar space, the differential

energy spectrum is best approximated by a power law in total

energy per nucleon, w, with spectral index ^7.2. For small



changes in the kinetic energy .per nucleon, E (AE .« m c ), one

can approximate a power law in total energy per nucleon with index

- V , by a power law in kinetic energy per nucleon with index

-- — - - . The error produced in J. (E) at 1000 MeV/nuc by this

approximation with V ̂  7.2 is ̂ 3%, and the relative abundances are

even less sensitive. Thus, to calculate fion(
E/x) the energy

dependence of the differential energy spectrum is approximated by:

"•'• \
+ "nuc/(E) « E E + m (63)if0

' ' fl 1

Using these approximations, fion reduces to:

mnuc

RD(E) in Hydrogen gas has been tabulated by Barkas and Berger.
82

The relative intensity of i-type nuclei predicted to exist at

earth by the slab model, Jj_ s±~fo is given by the'sum of J^ ^ and J^

from equations (60) and (61). The integral in equation (61) reduces

to an incomplete gamma function which can be numerically integrated.

. The only parameter that can be varied in the slab model is the

slab thickness, X , = X0. Figure 24 contains plots for Z > 45 of
SXcLD

Ji slab at a k^net;i-c energy of 1000 MeV/nuc, calculated for Xslab =

0.5, 2.0, and 4.5 gm/cm2 (only even Z abundances have been plotted

in the interest of legibility). For the spectra presented in

Figure 24a, the source, J^ 0, was taken to be the solar system
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FIGURE 24

THE RESULTS OF SLAB MODEL PROPAGATION

a. This plot contains the result of slab model propagation

through 0.5, 2.0, and 405 gm/cm
2, on the. solar system s - process,

abundances (based on Si = 10s).

b. This plot contains the corresponding results for the solar

system r - process abundances.
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s-process relative abundances given in Figure 21a. The source

abundances in Figure 24a have been plotted relative to Si = 106,

and the calculation results have been plotted with respect to these

source abundances. Figure 24b contains the corresponding plots for

the case where the source was taken to be the solar system r-process

abundances given in Figure 21b. For these calculations, V was taken

to be 7.2. The relative abundances are virtually insensitive to the

kinetic energy per nucleon, E, that was employed for E > 600 MeV/nuc,

but the energy spectrum is slightly flattened by the propagation.

For example, interstellar propagation through a slab thickness

^0.5 gm/cm2, changes V from 7.2 at the source, to ̂  6.6 near the

earth, for Z ̂  75 nuclei.

Cowsik, et. al, have previously considered the slab model as

applied to the propagation of trans-iron cosmic ray nuclei. Their

calculations assumed V = 2.6, and they concluded that for a slab

thickness of 'v 4 gm/cm2, in order to explain the (80 >^ Z >_ 36/Z > 80)

ratio, which from the available data (corrected to outside of the

solar cavity) is ̂  15, one must assume a source which is composed of

essentially only U-group nuclei. If the source had a (80 ̂  Z >_ 36/

Z > 80) ratio which was » 1, then their slab model calculation for

n
xslab = 4 gm/cm and V = 2.6, indicated that the ratio near earth

would be » 100. The. existence of a source that supplies only

U-group trans-iron nuclei is contrary to our understanding of the

r-process, which is currently the only theory that provides for



U-group nucleosynthesis. Thus, Cowsik, et. al. argued that the

slab model is inadequate to explain the observed trans-iron cosmic

ray fluxes when slab thicknesses ^ 4 gm/cm2 (i.e., the slab thickness

required to explain the L/M ratio) are employed.

Since the CREPE II data indicate that the energy spectrum of

the Z > 60 cosmic rays is much steeper than V = 2.6 (i.e., V 'V 7.2),

we should recheck the validity of Cowsik, et. al.'s conclusion, for

the case of a steeper energy spectrum.

Table 8 presents the results of the present slab model calcula-

tions with the solar system r-process source of Figure 21b, (i.e.,

no spheroidal effects) for V = 2.6, and V = 7.2. The table has

been divided into various charge groups, and normalized in each

case to the U-group. The values listed for the slab model results

represent the relative integral flux above a kinetic energy of

600 MeV/nuc. The data from CREPE II and the combined currently

available data for Z > 50 from all of the trans-iron cosmic ray

experiments, corrected to outside of the solar cavity and normalized

to the U-group, have also been included.

The last row in Table 9 contains the (84 >_ Z >^ 51/U-group)

ratios. (The 84 ̂  Z > 51 group has been used for comparison rather

than the 80 >_ Z >_ 36 group used by Cowsik et. al., since the former

group has greater relevance to this experiment.) From these ratios



TABLE 8

COMPARISON OF SLAB MODEL RESULTS

The results of slab model calculations with X =4.5 gm/cm2
SLAB

are presented for V = 2.6, and V = 7.2 (V is the index of the

differential total energy spectrum at the source). The source

abundances employed in these calculations were the solar system

r-process abundances from Figure 21b. These abundances do not

include the effects of spheroidal deformation. Also included in

the table are the corresponding abundance values from the data.

Each of the columns in the table have been individually normalized

to the U-group.

a. The final measurements from the CREPE II data for the
59 > Z > 51 group have not yet been completed.
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one can see that the disagreement between the data and a slab model ,

o
with an r— process source and X , , =;4.5 gin/ cm , is even greater

when V = 7.2 than it is for v =2.6. Thus, barring the existence of

some, as yet, undiscovered U-group nucleosynthesis process one can

reasonably rule out the slab model for slab thicknesses ^ 4 gm/cm2.

A

Since a slab thickness of 'V 4 gm/cm is required to explain the L/M

ratio, the slab model does not appear to provide a viable theory

of cosmic ray interstellar propagation.

2.) Exponential Model

This particular version of the model was originally

discussed by Cowsik, et. al.8"* and assumes a steady state of cosmic

rays in the galastic disk, which is maintained by a uniform injection

and rapid diffusion throughout the volume of the disk, with a slow

leakage at the surface. Cowsik et. al., have employed a rigidity

dependent expression for the mean vacuum path length for leakage

out of the disk, Xe, which is of the form Xe = 3 + 25/R(GV) gm/cm
2.

However, since the relative abundances for the heavier trans-iron

nuclei are extremely insensitive to Xe, (see Figure 25), we have chosen

to employ Xe as a constant parameter, independent of rigidity. The

' diffusion equation for the exponential model (using the same notation



employed in the discussion of the slab. model above) , is given by:

_ JjtE).. y J±(E) _

X± Xe .

85

where Q^ represents the source injection. The appropriate exponen-

-x/Xtial vacuum path length distribution is of the form e A//ve_

Since an X = 0 path length is non-physical, one introduces86 the

additional parameter, Xmin, which is the lower path length cut-off

(i.e., the vacuum path length distribution is given by 0 for X < Xmin

and exp(-X/Xe) for X >^ ̂ min)-' Tften» tne solution of equation (62),

in the form Jj (E) = J. , (E) + J- , (E) is given by:
•*• !f L !» z

87

Ji.l(E) = ̂ ^ I fi°n(E'x) Ji'°(E) •**(* ^ + k +

1 \ (66)

and,

Ji 2'
(E) =e x / exp("x r + r +

x'2 Ae J \ . Ai - Ae
min

Pm >•„.. \ f* i
4 .(E) In

YPHv(E)T .^0

exp/-x. 4_ + _i i - —1 -\ \ ax, ax . (6.7)
V 3>j YPHv(E)T± Xi YPHv(E)Tjy ^

11*9



In this case , J . represents the intensity of i-type nuclei in1,0

absnece of interstellar matter or any modulation effects.

The relative intensity predicted to exist in interstellar

space by the exponential model, J. (E) is then given by the sumi , exp

of J, , (E) and J. (E) from equations (66) and (67) . For all of
1, 1 J-r 2

the exponential model calculations discussed below, the integrals in

equations (66) and (67) were numerically integrated.

For this model, there are two parameters of interest, the

exponential mean path length, A and the lower path length cut-off,

Xniin. Xe appears in the solution in the factor exp(-X [ /Xe +

i/\i + —
 1 — ]); and thus, for Xe » Xir Xg has very little effect

YPjjV (E) T.̂

on the relative abundances. As stated in Section 3A, the value for

Xe that best fits the cosmic ray data for Z <^ 26 is ̂  4.34 gm/cm .

It is reasonable to suspect that the mean leakage path length for

trans-iron nuclei is similar to that for Fe and lighter nuclei.

Since, Xj^ for the heavier trans-iron nuclei is < 1 gm/cm2, the

choice of X is not significant.

Figure 25 includes plots for Z > 45 of Ji e (E) at a kinetic

energy of 1000 MeV/nuc and with Xe = 4.34 gm/cm
2, for ̂^ = 0.1,

0.25, and 0.5 gm/cm2 .(as in Figure 24, only the even Z abundances

have been plotted) . In these calculations , V was taken to be 7.2.

For the spectra in Figure 25a, the solar system s-process abundances
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normalized to Si « 106, were used for Jj A, and the calculation. ' . . i/ o • •

results have been plotted relative to these source abundances .

Figure 25b corresponds to the case where the solar system r-process

abundances of Figure 21b (i.e., no spheroidal deformation effects)

were used for J^ ,0. As in the case of the slab model, the relative

abundances are insensitive to the kinetic energy per nuclaon, E,

for E > 600 MeV/nuc, and the energy spectrum is flattened by the

propagation. For the case where \e = 4.34 and K^n = 0.1, V is

decreased from 7.2 at the source, to 6.3 in interstellar space, and

for V ̂  7.2 in interstellar space, the source spectrum must have

Table 9 displays the results of exponential model calculations

with Xe = 4.34 gm/cm
2 and X^^ = 0.1, for both V = 2.6 and V = 7.2,

where the source abundances were taken to be the r-process solar

system abundances presented in Figure 21b (i.e., no spheroidal

deformation effects). The results of this calculation using V « 7.2

for the case where the source abundance reflects the minimum possible

(84 >_ z >_ 51/U-group) ratio that can be expected with the inclusion

of the spheroidal deformation effects as discussed in Section 2B of

this Chapter, have also been given in Table 9. This minimum ratio

was 15.70, and it was calculated by taking Hoyle and Fowler's

estimates for the maximum possible U-group abundances expected

after the inclusion of the spheroidal deformation effects. From

the combined data currently available (corrected to outside of the
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FIGURE 25

RESULTS OF EXPONENTIAL MODEL PROPAGATION

a. This plot displays the results of exponential model

propagation with Xe = 4.34, on the s-process solar system abundances

(based on Si = 106) . The curves corresponding to X . = 0.1, 0.25,

and 0.5 are indicated. The result for \e = 1.0 gm/cm and

XjK̂ n = 0.25 gm/cm2 is also indicated. One can observe from a

comparison of the A~ = 1.0 gm/cm2, X . =0.25 gm/cm2 curve with the
mm

Xe = 4,34 gm/cm
2 , Xm^n = 0.25 gm/cm

2 curve, that the different values

of Xe have almost no effect on the relative abundances. This

demonstrates that the calculation of relative abundances is insensi-

tive to \e, and justifies the use of \e as a constant parameter,

independent of rigidity.

b. These are the corresponding curves for the solar system

r-process abundance (based on Si = 106).

152



I I
Xe»l.00 gm/cm

2

gm/cm2

H

I
S
0)

ONLY EVEN Z
'ABUNDANCES '
ARE PLOTTED

TYPICAL S-PROCESS
SOURCE ABUNDANCES.
RELATIVE TO Si-10

MIN»0.1 gm/cm

XMIN=0'25 9m/cm

0.5 gm/cm

90

RESULTING
SPECTRA AFTER
EXPONENTIAL
MODEL
PROPAGATION
WITH A =4.34

Ae=1.00 gm/cm
xmin*°'25 9m/cm

-3

ONLY EVEN Z
ABUNDANCES
ARE PLOTTED

TYPICAL
r-PROCESS
SOURCE
ABUNDANCES
RELATIVE

\ TO Si«106
N /

b.

FIGURE 25

X =0.1 gm/cmMIN

RESULTING
SPECTRA AFTER
EXPONENTIAL
MODEL
PROPAGATION WITH

X «=4.34 gm/cm

153



TABLE 9

COMPARISON OF EXPONENTIAL MODEL RESULTS

This table presents the results of exponential model

propagation calculations with Ae = 4.34 gm/cm
2 and X . =0.1 gm/cm2,

The results for the cases where the source spectrum is taken to

be the r-process abundances which neglect spheroidal deformation

effects (for both V = 2.6 and V = 7.2) are compared with the

case where the maximum possible spheroidal deformation effects

have been included in the source abundances (for V = 7.2). The

data have also been included in this table, and all of the columns

have been individually normalized to the U-group.

a. The final measurements from the CREPE II data for the
59 >^ Z >^ 51 group have not yet been completed.
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solar cavity) which is discussed in Section 4 below, the (84 >_ Z >_ 51/

U-group) ratio is 8.64 ± 1.21. This ratio is almost a factor

of 2 less than the minimum obtainable ratio in the source abundance

based on the current understanding of U-group nucleosynthesis.

Since this ratio increases after interstellar propagation, there

is clearly a discrepancy between the data and our estimates of the

source abundances. This discrepancy makes it virtually impossible

to evaluate the parameters of the exponential model. It may,

however, be stated that the exponential model yields a (84 _> Z >_ 51/

U-group) ratio which is considerably closer to the source ratio than

the ratio obtained from the slab model. Thus, in conclusion, we are

at present unable to evaluate how well the exponential model

represents the propagation of trans-iron cosmic rays, but one can

observe that it gives significantly more compatible results than

the slab model.

3.) Cosmic Ray Clocks

Since the presently available trans-iron charge resolution

CV ± 4%) is unable to resolve individual elements, we cannot yet

estimate the propagation time through a measurement of the abundances

of individual radioactive nuclides and their decay products. We can,

however, examine the relative abundances of groups of nuclides, and

the abundance ratios between these groups. This may yield at least

-some information regarding the age of the heavier trans-iron cosmic

rays.
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Consider the U-group nuclei. All of these nuclei possess half

lives <_ 1010 years, and ̂  2/3 of them (based on solar system r-pro-

cess abundances) have half lives <^ 7 x 108 years. During

propagation these nuclei are removed from the galactic flux by

three processes! fragmentation, radioactive decay, and leakage

out of the galactic disc. As discussed in Section 2 above, the

mean free path for leakage out of the galaxy, Xe, has a negligible

effect on the observed trans-iron relative abundances (at least

for Xe >^ 2 gm/cm
2), and therefore, if Xe » \i, XQ will have no

significant effect on the ratio between groups of trans-iron nuclei.

The fragmentation of U-group nuclei by interstellar H, according to

the cross sections of Silberberg and Tsao, results primarily in a

fission that produces two daughter nuclei both of which have Z < 60

Further, these cross sections indicate that only a small fraction

(< 5%) of the U-group fragmentation products occur in the range
\

83 >^ Z >_ 80. (83 ̂ Z ̂  80 will be referred to as the "Pb-group",

and includes Pb and Bi.) This last observation is important since

the radioactive decay paths of the U-group nuclei all lead

finally to the production of either Pb or Bi. This implies that the

(U-group/Pb-group) ratio will decrease with time as the decaying

U-group nuclei enhance the Pb-group. Since the U-group fragmentation

products will not significantly effect the Pb-group abundance, the

only other factor affecting this ratio is the slight difference

in interaction mean free paths between the two groups (X^ ̂0.54

gm/cm2 for U-group nuclei, and Xj_ ̂ 0.58 gm/cm2 for the Pb-group
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nuclei). Thus, the (U-group/Pb-group) ratio is relatively sensitive

to the elapsed time since nucleosynthesis, and significantly less

sensitive to the thickness of matter traversed. This was first

pointed out by Mewaldt, et. al.88 Their interest in a measure of

the duration of the propagation, as opposed to a measure of the

thickness of matter traversed, is due to the possibility that the

density of matter in the medium being traversed may not have been

constant during the entire propagation.

If the mean path length for escape of trans-iron nuclei from

the disc were « 2 gm/cm2, X& would then become comparable to Aif

and as such cause a non-negligible effect upon the trans-iron .

relative abundances. In addition to affecting the relative

abundances predicted by the exponential model, a small Ag would

imply that a significant number of trans-iron nuclei would leak

from the disc into the galactic halo, a region of considerably less

gas density than the disc (^ 1 atom/cm3 in the disc and ^0.01

atom/cm3 in the halo).89 According to the theory originally

g Q
proposed by Ginzburg and Syrovatskii, after leakage from the

disc, the nuclei would be "stored" in the halo region for some

characteristic time determined by the rate of leakage out of the

halo into intergalactic space, and the leakage from the halo back

into the disc (for our galaxy this storage time is typically

^ 108 years).91 Thus, the flux observed in the disc is the

superposition of the nuclei that have not yet leaked out of the
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disc (disc component) , with those which have been stored in the

halo and subsequently leaked back into the disc (halo component) .

For the disc component with the exponential model, the

effective mean path length in gm/cm2, \nean, i(E)' traversed by an

i-type nucleus with kinetic energy per nucleon, E, is given by:

<E> = Xo £1 + X X < > ) , (68)mir

where 1/AQ = (l/X̂  + I/A + 1/yp vtEjT.^). Using equation (68),

the "mean age", T. (E) , of the disc component of i-type nuclei

with kinetic per nucleon, E, is given by:

T (E) = Xmean>i(E) . (69)
i,mean yPHv(E)

From equation (69) one finds that for "reasonable parameters"

(e.g., \e = 4.34 gm/cm
2 and X . < 0.5 gm/cm ), the exponential

model predicts the mean lifetime of the disc component of the

heavier trans-iron nuclei (e.g., Pb at 1000 MeV/nuc) to be

<\j 5 x 10s years. This is less than the £ 106 year lifetimes of the

Q o Q

sub-iron disc component, and much less than the 10 year halo

storage time. Thus, a time sensitive ratio (e.g., U-group/Pb-group)

should be able to determine whether or not the observed flux

possesses any substantial halo component.
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Figure 26 is a plot of the (U-group/Pb-group). ratio as a func-

tion of Xe for the disc component and the halo component. The disc

solutions were calculated by varying Xe for the exponential model

of the previous section, and the "halo solutions" were obtained by

o

using the same model with Na = 0.01 atoms/cm . For the halo

solutions, X is the mean leakage path length from the halo into

intergalactic space. V was taken to be 7.2 at the source, and

the ratios were compiled for the integral fluxes with a kinetic

energy >_ 600 MeV/nuc. The range of solutions due to the possible

effects of spheroidal deformation on the U-group abundances, have

been indicated in each case. The ratio from the combined currently

+1.0
available data (as discussed in the next section) , is 1.75 _.65» an(^

is plotted in Figure 26, at X = 4.34 gm/cm2 for reference only.

This plot illustrates the discrepancy between the data and our

estimates of the source abundances. A measured (U-group/Pb-group)

ratio of 1.75 implies (assuming a disc component with V = 7.2) that

the source ratio should be ̂  3.5 and the maximum ratio from the solar

system r-process is ̂  1.8. Because of this discrepancy we are

prevented from drawing any serious conclusions. To illustrate this

point, let us consider the admittedly highly unlikely but not impos-

sible situation, that there are no Pb-group elements at the source.

In this case, assuming a disc component with v = 7.2 at the source,

it would require a mean propagation lifetime of £ 107 years to

explain the observed ratio of ̂  1.75. (For a predominantly

halo component and V = 7.2, a (U-group/Pb-group) ratio of 1.75 is
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obtained after ̂  108 years with a Pb-group.deficient source.) Thus,

we cannot absolutely.rule out any mean propagation lifetime < 10s

years, until we have some .definite information regarding probable

source abundances. This information may become available after the

charge spectrum has been measured more accurately and such data as

the locations of the r-process peaks are known. This will allow an

accurate estimate of the actual r-process environment and in turn

will allow a better calculation of the expected abundances.

There are a number of other time sensitive ratios that have

been suggested by various authors (e.g., A3-group/Pb-group, A3-group/

U-group, etc.). Unfortunately, these ratios all suffer from our

uncertainties regarding the source abundances, and because of this,

they offer no greater insight as to the mean age of the trans-iron

cosmic rays.

4. DISCUSSION OF THE DATA

A. Charge Spectrum

The CREPE II charge data as presented in Figure 18 of Chapter

IV, possess too few events to allow a meaningful evaluation of the

Z > 50 trans-iron cosmic ray charge spectrum. However, a composite

of the charge data from all of the previously conducted trans-iron

cosmic ray experiments does possess enough events to begin to allow

an analysis of the spectral abundances.
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FIGURE 26

U-GROUP/Pb-GROUP vs. X

This plot compares the variation of the (U-group/Pb-group)

ratio as a function of X where p is taken to be 1 atom/cm
e H

(disc solution), with the case where pH is taken to be 0.01

atom/cm2 (halo solution). The range of possible solutions

which arises in each case from the uncertainty in the effects

that spheroidal deformation has on the possible source r-process

U-group abundances. The ratio obtained from the data is plotted

at A = 4.34 gin/cm3 for reference only.
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Figure 27 contains a histogram charge spectrum which represents

a composite of all of the currently available data for Z > 50 cosmic

Q q

rays, (including CREPE II). These plots have been corrected to

outside of the solar cavity and are rounded off to the nearest whole

charge. The plot is normalized to yield the number of U-group events

in interstellar space required to account for the number of U-group

events observed at balloon altitudes after all of the corrections

have been applied. The average uncertainty in the charge assignment

is ̂  ± 4%.

The U-group can be easily distinguished from the Z < 88 events

due to the existence of the trans-Bismuth gap 87 ̂  Z >_ 84, which

contains no stable or long lived nuclides. Since the data possess

such a gap, one considers all of the events above the gap to be U-

group events. Thus, the error in the charge assignment does not

hinder the identification of U-group events; it only limits the

resolution of individual abundances within the group.

Unfortunately, the separation of the Pb-group (83 >_ Z >_ 80)

events from the potential r-process A3-group (79 >_ z _^ 75) events is

not as easy. Assuming, the ± 4% error, there are 8 (+7, -4) Pb-

group (83 £.z fl 8°) events and 27 (+13, -10) A3-group events in the

composite (raw) data. The errors in the number of Pb-group and

A3-group events are coupled in the sense that the minimum value for

the A3-group corresponds to the maximum value for the Pb-group and
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vice versa.

Even with these charge, assignment uncertainties, one is still

able to make the following coannents regarding the nature of the" nucleo-

synthesis at the source. . Einatr the .very, existence of U-group

nuclei in the trans-iron cosmic ray flux indicates that at 'least

some r-process nucleosynthesis must be present at the source, and

this, coupled with the overall data for Z > 50, strongly suggests

that the source is "primarily" r-process. The A, and A3 peaks are

present, and combined with the apparent lack of a dominant Pb peak,

one is hard pressed to make a case for a significant s-process

contribution.

Proceeding then, on the assumption that the Z > 50 trans-iron

cosmic rays are only synthesized through an r-process, information

regarding the parameters of that r-process can be inferred from an

examination of the corrected data. The location of the A3 peak is

a measure of the cycle time and the duration of the process, as

outlined in Section 5B. From the data, the peak appears to be

closer to Z = 76 rather than to the Z = 78 peak which is character-

istic of the r-process elements contained in the solar system

abundances. However, this difference is still within the charge

assignment errors (^ ± 3 in the vicinity of Z = 75), and the

statistics of only ̂  23 events with 79 ̂  Z > 74 preclude a strong

claim on a peak at Z = 76, as opposed to 77 or 78. If the A3 peak
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FIGURE 27

Z > 50 CHARGE SPECTRUM ASSEMBLED FROM
THE COMBINED PUBLISHED DATA

This histogram represents both the raw data available from all

of the currently published trans-iron cosmic ray experiments

(including CREPE II), and that data corrected to outside of the

solar cavity, renormalized to the U-group abundance required to

produce the number^of U-group events observed at balloon altitudes,

and rounded off to the nearest charge« The A2 peak, A peak,

trans-Bismuth gap, and U-group are all clearly visible. This

leads to the conclusion that the source nucleosynthesis is

predominantly r-process.
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is indeed located at Z = 76, Figure 23 implies a very short cycle

rt il

time, ̂  1 second. Seeger, et. al., have shown as indicated in

Figure 22, that a cycle time of ̂  1 second implies that the tempera-

ture during nucleosynthesis was probably less than 1.4 x 10 °K and

^ op O

the corresponding neutron density was probably ^ 10 /cm . The

final observation one can make from the data regarding the r-process

environment is that the existence of a well formed A3 peak and U-

group indicates that the nucleosynthesis probably continued for a

number of cycle times. If these two features had been less well

formed, one would have predicted durations of £ 1 cycle time.

B. Energy Spectrum

The most significant result of the CREPE II experiment has been

the observation that the Z > 60 cosmic ray nuclei have an energy

spectrum which is considerably steeper ( V=6.5±1.7 at the top

of the atmosphere and V ̂  7.2 ± 2 outside of the solar cavity),

than the almost universal V ̂  2.6 spectrum of the sub-iron cosmic

rays. This difference cannot be accounted for by any of the correc-

tions, nor by any reasonable uncertainties in the corrections.

Further, the result of the exponential model calculations indicate

that in general the Z > 60 energy spectrum is even steeper at the

source.
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The reason for the differences between the energy spectrum of

the heavy trans-iron cosmic rays and the sub-iron cosmic rays, is

not; undereta»dft>par.yLyi/because there is.-»as ,yet,'.>no clear-cut

agreement on .the accelenation jnechwaisiu iwhich produces the .

observed V ̂  2.6 spectrum for the sub-iron cosmic ray nuclei.

Current theories concerning the acceleration of cosmic rays are

based on their hypothesized supernova origin. With the recent

discovery of rapidly pulsating stellar sources95 (pulsars), and the

subsequent association of several pulsars with supernova remnants,96

it appears safe to conclude that at least some supernovae leave

pulsars as remnants. Pulsars are believed to be rapidly rotating

magnetic neutron stars which are capable of emitting electromagnetic

energy in quantities necessary to explain the observed cosmic ray

energy spectrum. In order for the rate of supernovae in the galaxy

to support the observed cosmic ray energy spectrum, 'V/IO49*5 ergs

would be required per supernova.97 It is estimated that between

1050 and 1052*5 ergs are available in the form of pulsar rotational

it Qenergy, of which > 10 ergs are dissipated by the acceleration of

charged particles.98 These pulsars are thought to be ̂  10 km in

diameter, and possess surface magnetic fields ̂ 101 gauss.

Rotational frequencies (i.e., pulsar frequencies) as high as ̂  300/

second, and decreases, in frequency with time, which may be attributed

to a slowing down due to electromagnetically radiated losses in

rotational energy, have been observed.100
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Grewing and Heintzmann101 have purposed that the intense low

frequency electromagnetic waves in the immediate vicinity of a

pulsar are capable of accelerating charged particles to energies

of 101 - 1023 eV. Unfortunately, their model is unable to produce

significant quantities of the moderately relativistic (10 GeV/nuc >_ E >_

1 GeV/nuc) particles that.comprise the bulk of the cosmic ray flux.

i n o
Kulsrud, Ostriker and Gunn, . have since suggested that the

intense low frequency electromagnetic waves are probably not entirely

dissipated in the vicinity of the neutron star, but are still strong

enough when they reach the nebular filaments, to accelerate charged

particles to relativistic energies. The very recent observation of

polarized X-rays emanating from the Crab nebula,103 which are

thought to be due to synchrotron emission by accelerating nuclear

charged particles, has been claimed as strong evidence for the

acceleration of these particles in the Crab Nebula.

According to the model of Kulsrud, Ostriker, and Gunn, the

nebular filaments are approximated by a single expanding spherical

shell. The cavity bounded by the shell is filled with strong

electromagnetic waves generated by a rapidly rotating neutron star

at the center, whose magnetic dipole moment is assumed to have a

non-zero component perpendicular to the axis of rotation. When rs(t),
. 2/3

. where \
o

—f «
the time dependent radius of the shell, is > A V , where V =

-12 ^(Z/A) x 2.26 x 10 L , (L being the pulsar magnetic dipole
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luminosity in ergs/sec.), and X is the wavelength of the magnetic

dipole radiation, a particle which is injected into the cavity from

the shell at some time t, will be accelerated to a kinetic energy

per nucleon, E, which can be written!101* .

EB3mnuc. V0A
a _

4rs(t)
2

Thus, the kinetic energy per nucleon to which a particle is

accelerated by" this model is; a:function of the radius of

the shell at the time' of injection. If one assumes that rs(t) « t^

and that the rate of injection of a given nuclear species

from the shell is constant, then after long times, the differential

energy spectrum of these nuclei produced by the entire event is a

power law in total energy per nucleon with index -1 - I/ (2?). Since

VQ is a function of A/Z, at any given radius rg(t), the kinetic

energy per nucleon attained by an injected nucleus is a function

of A/Z. However, the index of the differential total energy per

nucleon spectrum for a given nuclear species resulting from a

single supernova is independent of the A/Z ratio. Although this is

in complete agreement with the current cosmic ray data for the sub-

iron .nuclei,105 the model does not account for the observed

differences between the energy spectra of the heavy trans-iron and

the sub-iron cosmic rays.

In conclusion, the Z > 60 cosmic ray energy spectrum appears
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to be fundamentally steeper .than the sub-iron nuclei, and the

current acceleration models are unable to account for this

difference. Further, it is quite possible that the index of the

o
differential energy spectrum has some .Z , or Z/A dependence for

trans-iron nuclei, with the heaviest nuclei having the steepest

spectra. We clearly do not possess sufficient data to evaluate

this conjecture. Finally, in light of this possibility, an

effort should be made to take a very close look at the energy

spectrum of the 60 > Z > 26 nuclei.
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CHAPTER VI

SUMMARY

During the course of this dissertation several observations

and conclusions were made concerning fast film Cerenkov detectors,

and the available data on the trans-iron cosmic rays. These are

briefly summarized here.

Plastic track detectors and nuclear emulsions, which are the

primary detectors employed in the present trans-iron cosmic ray

experiments, are both hindered by the necessity of obtaining an

independent measurement of the velocity of each particle (at least

for the events with 3 > 0.75) in order for these detectors to

provide an acceptable charge resolution. Conventional methods for

velocity determination through the use of thick detector stacks

suffer from the problem of nuclear interactions in the stack, and

from the requirement of flying relatively heavy payloads, which is

limiting in balloon altitude and total detector area. Thus, there

is a requirement for a light, durable detector which is capable of

providing these velocity measurements.

A fast film Cerenkov detector that is able to provide velocity

measurements for particles with Z >^ 60 and 3 ̂  0.68 has been

designed and flown as part of the CREPE II large area trans-iron

cosmic ray experiment. These detectors consisted basically of a
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sheet of film in optical contact with a transparent dielectric layer

of uniform thickness which acts as a Cerenkov radiator. A charged

particle with 3 > 0.68, incident from the radiator side, will

illuminate an area on the film whose edge has the shape of a conic

section. An analysis of the shape of the image appearing on the

film will yield a measure of the velocity of the particle„ Current

film sensitivities limit these detectors to use with Z >_ 60 particles,

and although theoretically capable of providing a charge measurement,

the uncertainty in the film's response creates a considerable

uncertainty in the charge estimates available from these fast film

Cerenkov detectors. Therefore, the principle role of these detectors

is that of determining the velocity.

CREPE II yielded a total of 64 events with Z >_ 50 (as determined

by the plastic and emulsion measurements). For 27 of these events,

fast film Cerenkov detector data were obtained. For the other events,

the fast film Cerenkov detector layer either suffered flight damage,

damage in processing, or has not yet been processed. Of the 27

events, 10 had Cerenkov images which have yielded velocity estimates

that correspond well with the plastic and emulsion "thick stack"

velocity estimates. The remaining 17 events were either below the

charge or the velocity threshold of the detector. Thus, the fast

film Cerenkov detectors provide a means of determining the velocity

of > particles with Z > 60 and 3 > 0.68<,



CREPE II was the first flight with energy resolving capabilities,

conducted with a large enough time-area exposure to allow an evaluation

of the trans-iron cosmic ray energy spectrum. A maximum likelihood

calculation using the 31 events with Z > 60 and kinetic energies/nuc

between 600 and 1400 MeV/nuc (as measured in the plastics and emulsions,

and corrected to the top of the atmosphere) yields an index of 6.5 ± 1.7

for the differential spectrum in total energy. (A similar calculation

using only the 10 events for which fast film Cerenkov detector

information is available gives a value of 808
 +^'p). These

™" J • J

results are significantly different from 2.6, which is the

accepted value of the index for primary cosmic ray H, He, L, and

M nuclei. Existing pulsar acceleration models are unable to explain

this difference.

When the Z >_ 60 charge data from CREPE II are combined with

all of the Z >_ 60 data from previous experiments, the resulting

spectrum shows the existence of elements with Z ̂  83, and a relative

abundance peak at Z ̂  76-78. These observations, coupled with

the apparent lack of any significant peak at Z = 82, strongly

suggest that the (Z > 60) source spectrum is the product of an

r-process nucleosynthesis.

When reasonable assumptions about the relative abundances

at the source are made, slab model propagation calculations are

generally inconsistent with the observed Z ̂  60 cosmic ray charge
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spectrum (corrected to outside of the solar cavity). Unfortunately

the present uncertainties in the understanding of the r-process

preclude any further conclusions (e.g., regarding the exponential

path length model) based on the current data.
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APPENDIX A

CERENKOV IMAGE GEOMETRY FOR 6 <0

1. 6 = 0 - PARABOLA

Chapter II contains a detailed discussion of the Cerenkov image

geometry for the case of 6 > 0 where it was shown that the image had

the shape of an ellipse. When 6=0 the image edge will be a parabola,

and the general equation is given by:

Y2 = 4CX (A-l)

Using geometrical arguments similar to those employed in the

elliptical case, one finds that:

C = |- tan 6 (A-2)

where T is the thickness of the radiator. The polar equation of the

parabola analogous to equation (21) in Chapter II is given by:

R1 (6, T, <J>') = /(X - XQ)
2 + 4CX y (A-3)

where X is given by:

X0 tan* (f)1 + 2C ± 2(X0 C tan* .<j>' + .C*)2. A i , o/-i 4- 0/^7 /-» j_«.«2 o.| . o2>

tan2 <f>'
(A-4)

and X is:
o

X = T esc (26) (A-5)
o
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All of the photon density relations given in Chapter II are valid

for the parabolic case when equation (A-3) is used for R" (<j>").

The upper sign in equation (A-4) is used for £ < <j>'< - H and the
2 ~~ 2

lower sign is used in the remaining two quadrants. The argument

for this sign choice is identical to the one presented in Chapter II

for the elliptical case.

2. 6 < 6 HYPERBOLIC

When <5 < 6, the problem is complicated by the fact that all of

the Cerenkov light does not fall on the lower film sheet (see Figure
r

A-la). The resulting image in the lower film sheet is shown in

Figure A-lb. In this case, the outer edge of the image is the

hyperbola formed by the intersection of the Cerenkov cone and the

film plane. The asymptotes of the hyperbola are found to be:

a = - (Cot (6 - 9) - cot (6+6)) (A-6)

and:

where T is the thickness of radiator. The polar equation R'(4>')

for this hyperbola is given by:

/ 2 \ 1,
R' (6, 9, T, <J>') = ((X + X )2 - b2 (1 - X /a2) | (A-8)

J
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where:

- M 2

\
-X0 "tariV"-- b I (-°- - 1) tari2^1 + :b2/ax m o ^ . a 2 ^ , . . . . . 7 ^ (A_g)

tan2<j>' - .b2/a2

and:

X = T (cot(6) - cot (6 + 0)) + a . (A-10)
o

The upper sign in equation (A-9) applies for _. > $' > •*• and the lower
2 — —• *•

sign applies for ^JL £ <j>' > IL. For tan tj>' = ± — (i.e., parallel to the
2 2 a

asymptotes/ when 3Jt > 4> > IT, R ' ( 6 , 9, T; *') -*• °°. Since the photon
2 2

density is inversely proportional to R', the photon density falls to 0

for these two angles and, is 0 for tan"1 ^ >_ cj>' >_ tan~1(-—) . This

gives the image shape shown in Figure A-lb. As in the parabolic case,

all of the photon density relations from Chapter II are valid when

equation (A-8) is used for R ' C t j ) 1 } . The appropriate photon iso-

density curves are shown in Figure A-lb.

The image in the upper sheet is shown in Figure A-lc where the

asymptotes are parallel to those occurring in the lower sheet

a a"
^b~ = rr) . The polar equation of the hyperbola in Figure A-lc is

given by:

R"(4>") = (X"2 + b"2 (ill- 1) ] , (A-ll)
\ a"2 /

where we have used the double prime (") to indicate coordinates in

the upper sheet. X" is given by:

y" - tantj)" + (tanV + 4 b'^/a"2)^ (A_12)
X 2b"Va"2
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FIGURE A-l

HYPERBOLIC IMAGE GEOMETRY

a. This sketch demonstrates that for 6 < 0, all of the light does

not fall on the lower sheet, and that the upper sheet does receive

some Cerenkov light.

b. This drawing illustrates the image geometry as observed in the

lower sheet, and the corresponding iso-density contours (dotted

lines) similar to those presented in Figure 9 of Chapter II for the

.elliptical case.

c. This represents the image geometry and iso-density coutours in

the upeer sheet for the hyperbolic case.
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UPPER SHEET
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f LOWER SHEET

6 < 0
a.

C. UPPER SHEET

PHOTON ISODENSITY
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FIGURE A-l
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with:

a" = T(cot (0-6) + cot 6) , (A-13)

and:

b" = a"

To find the photon iso-density curves in the upper sheet, one

must find the relation for r. . .. T ... where the unprimed coordinates
r" dr" d<f>"

are in the plane normal to the track. Then, as in Chapter II:

p" (r", < |>») = r,,dr y P (r, < f r ) .

v p
where P(r, 4>) = -— sin6 cos0, and P is given by equation (5) in

Chapter n. r
n *; ,/,.„ is given by:

r dr d(j) _ sin2 g (-cos (h cos"1 D0) x

r" dr" d*" BQ
2 (1-D0

2)̂  [sin26 - sin2(h cos'̂ )]*

r (X" b"2 -1) -TcOt6 n
[2B0(a" -T cot6) + 2A T csc(9-6) ?"2 ]x

where:

A0 = 2X (a" - Tcot6) + T
2 (csc26 + esc2(8-6))-a2 , (A-16)

and:

n

B = 2T esc (0-6) [x"2(b-l5- -1) - 2TX" cot6 +.T
2csc26], (A-17)
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and:

The photon iso-density curves are plotted in Figure A-lc.

The photon density in the upper sheet for 6 > 10° will be

below the film sensitivity threshold outside of the ionization spot

region for all values of 9 < 47.6° (i.e., the Cerenkov angle for

3=1 with the index of refraction ^ 1.484) and all Z < 100. Thus,

one would not expect to find any Cerenkov images in the upper

film sheets with the current limitations in film sensitivity.
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APPENDIX B

EASTMAN KODAK 2485 FILM CHARACTERISTICS

Eastman Kodak 2485 is an extremely high speed panchromatic

recording film with an extended red sensitivity. The relative

spectral sensitivity of the film is plotted in Figure B-l. The

film grains actually have a short wavelength sensitivity that

extends below .25 ym, but the photographic gel containing the

grains has a transmission cut-off at ̂  .275 ym.

The exposure versus density curve obtained from the EK 2485

flown on CREPE II has been plotted in Figure 10 of Chapter II.

This curve displays the speed and high contrast possessed by the

film. The contrast is so high that the film "saturates" (achieves

maximum photographic density) when the exposure is increased by

^ a factor of 10 over the absolute threshold level.

The film's grain structure is quite coarse. The undeveloped

grains are ̂  0.5 ym in diameter, and the developed grains are from

2-5 ym in diameter depending upon the exposure level. The grains

are suspended in an aqueous photographic gel and the entire photo-

graphic emulsion layer is ̂  12 ym thick. The undeveloped grain

density (grains/cm3)is a function of the depth in the gel and gives

the film a more and a less sensitive side (i.e., the surface with

the higher grain density is more sensitive).
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FIGURE B-l

RELATIVE SPECTRAL SENSITIVITY OF EK 2485

This plot is based on the Eastman Kodak data regarding the

spectral sensitivity of their 2485 high speed recording film.

The lower wavelength cut-off is actually determined by the trans-

mission cut-off of the photographic gel, and not the actual film

sensitivity.
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The film can withstand moderate temperature excursions-without

loss of speed, and can be placed in a vacuum for extended periods

with no ill effects. Unfortunately, the film suffers from extreme

pressure sensitivity, and will mark if fingernails come into contact

with the film surface during handling.

The EK 2485 film employed on CREPE II was mounted on a 0.004"

estar base with an opaque "anti-halation" layer between the emulsion

and the base. All of the details of this film are discussed in

KODAK Publication No. P-94, which is available from Eastman Kodak,

Rochester, New York.
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APPENDIX C

EVALUATION OF THE ENERGY SPECTRUM

1. THE MAXIMUM LIKELIHOOD METHOD

The method of maximum likelihood is generally considered to the

best statistical approach to a measurement problem when the function-

al relationship between the measured quantity and the desired

parameter is known. In our case, we wish to evaluate the form of

the energy spectrum in terms of the individually measured kinetic

energies.

To begin, we assume that the spectrum has the functional form:

dN(E) = K (E + ¥ mnuc)~
V dE (C-l)

where /f = 0 is a power law in kinetic energy per nucleon, and ¥ = 1

is a power law in total energy per nucleon (i.e., E is the kinetic

energy per nucleon, and E + mnuc = w, the total energy per nucleon) .

The method of maximum likelihood requires that the functional form be

normalized. Assuming that our measurements cover some range of

kinetic energies from E to E , the normalized function, n(E) , is

given by:

n(E) - (V-D (E
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The likelihood function, L, is written:

N
L = H n(Ei) , (C-3)

i

where N is the number of events with measured kinetic energy per

nucleon between E and E . Substituting equation (C-2) into (C-3),

one finds:

. (V-1)N N
L = - exp[-V

C(E0 + * >uc>~
V+1- (E, + ¥

(C-4)

In the limit as N -*• °°, L approaches a normal distribution in V, and

the most likely estimate of V is that value which makes L a maximum.106

Since An L is maximum when L is maximum, we can examine An L to

obtain the most likely estimate of V.

N( - <E
(C-5)

Figure C-l contains a plot of in L versus V for both T = 0 and

¥ = 1. (An L is plotted on an arbitrary relative scale) These

curves were calculated from the kinetic energies per nucleon at the

top of the atmosphere for the 31 events contained in Table 3

(Chapter III) with Z > 60 and 600 <_ E <_ 1400 MeV/nuc (i.e., EQ =

600 MeV/nuc and Ei = 1400 MeV/nuc) . For the case of T = 1 (power

law in total energy per nucleon) , the maximum in An L occurred at

V ̂  6.5. To evaluate the precision of this estimate, we note that
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even with 31 events, L closely approximates a normal distribution.

For a normal distribution, the standard deviation, S (i.e., the

standard error), is the difference from the mean of the value of v

for which L has decreased by a factor of e . In our case, since Sin

L has been plotted, the standard deviation is* S = 6.5-V , where
• 5

V is the value of V when &n L decreases from the maximum by 3j.

From Figure C-l, one finds S ̂  1.7.

The curve for V = 0 in Figure C-l has a maximum (at Vy=Q ^ 3.1 ±

0.810 of in L = 1.28 which is considerably less than the (v.̂ .S'i 1.7)

maximum of £n L = 4.39 for ¥ = 1. This implies that the data fit

a power law in total energy per nucleon (¥ = 1), considerably better

than a power law in kinetic energy per nucleon. A similar calculation

for the 8 fast film Cerenkov detector events with 600 <_ E <_ 1400 MeV/

nuc at the top of the atmosphere, yields a value of V ̂  8.8 ±3*! for

y = 1.

In conclusion, a maximum likelihood calculation for the 31

CREPE II events with Z > 60 and 600 <_ E <_ 1400 MeV/nuc, indicates

that between these kinetic energies per nucleon the energy spectrum

is best fit by a power law in total energy, w, with index

6.5 ± 1.7.
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FIGURE C-l

LIKELIHOOD CURVES FOR THE INDEX OF THE DIFFERENTIAL
ENERGY SPECTRUM OF THE Z> 60 CREPE II DATA

This plot represents the 2 likelihood curves based on the 31

events indicated on Table 3 in Chapter III, of the index of the

differential energy spectrum of the Z > 60 CREPE II data. The

curves for both a power law in total energy and a power law in

kinetic energy are given. Both plots are drawn to the same

arbitrary log scale.
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2. UNCERTAINTIES IN THE ENERGY SPECTRUM

The previous section dealt with a maximum likelihood calculation

of the spectral index from the measured energies. However, no

mention was made of the uncertainty in the determination of the

individual energies. As listed in Table 3, the experiment provides

us with a measure of 3 and 63, the associated uncertainty, which is

related to 6E by the expression:

~ - (Y+D Y ?p (C-6)

where Y = (1 - S2) • The plastics and emulsions actually provide

range estimates (and uncertainties) which have been translated into

3 and 63. The appropriate 6E's propagated to the top of the

atmosphere have been included in Table 3.

To examine the effect of 6E on the uncertainty in the estimate

of V, consider the differential spectrum plotted in Figure C-2.

This spectrum was compiled by grouping the 31 events in Table 3 with

Z > 60 and kinetic energies between 600 and 1400 MeV/nuc, into bins

of 100 MeV/nuc. (The two events between 1100 and 1400 MeV/nuc have

been combined into one 300 MeV/nuc bin.) For the j^ bin,, the

principle data point was plotted at the mean kinetic energy per

nucleon for the events in that bin:

Ei. (C-7)

202



where n. is the number of.events on,the jtn bin, and the Ê 's are

the individual kinetic energies per nucleon of the n. events in

the jt*1 bin. The uncertainty in this point is given by:

(c-e,

where 6l^ is uneertainty in the kinetie energy per nueleen of the

point. Differentiating equation (C-7), one findsi

(c-9)

Since the uncertainties in the kinetic energy per nucleon for all

of the events in Table 3 are not symmetric, the values of 6E. are

not in general symmetric.

The uncertainty in the number of events in each bin obeys the

binomial statistics of 31 total events. The standard deviation, S.,

for the number of events in the j bin is given by:

. [nj (1 - y31)]*
3 AEj

where AE. is the bin size of the jth bin. For our purposes we will

adopt a slightly more liberal (gaussian) error and assume that:

S. = nj (C-ll)
11
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FIGURE C-2

DIFFERENTIAL ENERGY SPECTRUM FROM CREPE II Z > 60 DATA

This plot contains the error ellipses constructed around the

data points which have been assembled into 100 MeV/nuc bins (1100-

1400 MeV/nuc has been combined into one 300 MeV/nuc bin). It can

be seen that the flattest spectrum (in total energy) that can be

simultaneously drawn through all of the error ellipses has an index

of V ̂  5.39. .
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To proceed, we construct ellipses about the error bars in

Figure C-2 which contain the domain of probable values for each

point. One then asks what are the maximum and minimum values of V

for which a power law in total energy per nucleon with spectral

index -V, can be drawn, and simultaneously intersect all of the

ellipses. As shown in Figure C-2, these values are V = 7.25 and

V = 5.39, respectively. The curve with V = 2.6, representing the

same total number of events between 600 and 1400 MeV/nuc (31), has

also been included in Figure 2-C.

This curve plotting exercise tends to corroborate the result of

the maximum likelihood calculation presented above. Thus, based on

the 31 events from CREPE II with Z > 60, and 600 <_ E <_ 1400 MeV/nuc,

it would appear that the energy spectrum of the heavier trans-iron

cosmic rays is significantly steeper than the V = 2.6 spectrum

attributed to the sub-iron cosmic rays.
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APPENDIX D

IMPROVEMENTS TO THE FAST FILM CERENKOV DETECTOR DESIGN

1. USING THE FILM BASE AS THE RADIATOR

Eastman Kodak has recently succeeded in placing the 2485 film

emulsion on a CTA (Cellulose Triacetate) base. This base is non-

scintillating and has a uniform index of refraction, which makes it

a suitable Cerenkov radiator. Some of the CTA backed 2485 was

produced with no anti-halation layer, and with the direction of

maximum film sensitivity toward the base. This material is ideal

for use as a fast film Cerenkov detector with the film base employed

as the Cerenkov radiator„

Currently, the available CTA base thicknesses range from 65 ym

to 200 jam. One might consider flying several thicknesses in the

same detector stack,107 and then compare the images, selecting the

optimum detector thickness to analyze each event.

Under any circumstances, this form of the fast film Cerenkov

detector should be free of the disassembly problems encountered in

the version flown on CREPE II.
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2. EXTENDING THE SPECTRAL SENSITIVITY OF THE DETECTOR

Since the Cerenkov photon output (equation (5) of Chapter II) is

proportional to (i_ - i_) , where A: and A2 are the lower and upper
. ^2 . A!

wavelength cut-offs respectively, if one could extend the spectral'

sensitivity of the detector, the current charge threshold limitation

of Z ̂  55, could be lowered.

The EK 2485 film grain sensitivity already extends into the

ultra-violet, past the transmission cut-offs for the photographic

gel and the CTA base. If one could find a replacement for the gel

that had a shorter cut-off wavelength, and a base (e.g., thin quartz

glass plates) that also had a shorter ultra-violet cut-off, then,

the resulting fast film Cerenkov detector would have a lower charge

threshold, and the image sizes could be made larger (yielding more

accurate measurements)- through the use of a thicker radiator layer.

Both of the improvements suggested in this appendix will have

no effect on the form of the analysis of the Cerenkov images as

described in Chapter III.
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APPENDIX E

THE CREPE II BALLOON FLIGHT

The CREPE II gondola weighed.over 1400 pounds and contained a

'̂22.3 m2 detector array whose detailed stack configuration is given

in Figure 12 of Chapter III. The gondola was launched on a 20 x 10s

A

ft polyethelene balloon from Fleming Field in South Saint Paul,

Minnesota at ̂  1915 CDT on September 4, 1970. The ascent was normal,

and the balloon reached a float altitude £ 130,000 ft (3.0 gm/cm2

of residual atmosphere) by ̂  2145, at which time the upper detector

layer was shifted 1" with respect to the remainder of the stack.

The time versus altitude graph is presented in Figure E-l.

The flight was relatively uneventful until ^ 1200 CDT on

September 6, when, because the flight trajectory was approaching

rough terrain, an attempt was made to terminate the flight by

command. This attempt failed due to a malfunction of several

explosive bolts in the cut-down fitting. The balloon was then

tracked with the hope that a back-up timer, which had been set for

^ 1900 CDT on September 6, would terminate the flight. The timer

also failed because some additional explosive bolts malfunctioned.

An attempt to terminate the flight by opening the valve in the top

of the balloon was made, but an electrical relay failed, and the

valve would not open. The balloon floated on as a derelict and
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FIGURE'E-l

CREPE II ALTITUDE PROFILE

This plot represents the altitude profile of the CREPE II

flight in gm/cm2 of residual atmosphere. There was no telemetry

after 0310 on September 7 and the remaining profile has to be

pieced together from the other information as indicated.
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at ̂  0310 CDT on September 7, the .onboard altitude telemetry stopped

due to battery exhaustion. From that point on, altitude data are

available only from sporadic optical triangulations and less accurate

radar fixes.

During the daylite hours of September 7, the balloon was over

a thick cloud layer and no altitude measurements were made. The

balloon most probably rose above the last recorded altitude of the

previous night due to the effect of solar heating. However, the

cloud layer will retard the normally seen daylight altitude gain

because the reflection of the solar infrared by the clouds is far

less than that experienced while over foliage. During the evening

of September 7, the balloon was sighted, and a theodolite triangula-

tion indicated an altitude ^ 100,000 ft. (^ 11.5 gm/cm2). The next

day the balloon rose to ̂  120,000 ft. (̂ 4.5 gm/cm2), where it

apparently floated throughout the day. The balloon continued to

drift for the next 10 days, and finally impacted near Regina,

Saskachewan at 0530 CDT on September 19. During most of the

latter 10 days of the flight, the balloon was over the Pacific Ocean

and no altitude data ate available at all. It is estimated that

after the loss of the altitude telemetry (0310 CDT September 7), the

balloon experienced no more than an additional ^ 40 total hours at

altitudes >_ 6 gm/cm2. The minimum additional exposure above 6 gm/cm2

was ̂  10 hours.
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When the gondola first impacted near Regina, it was still

attached to the balloon system. The balloon acted like a giant

sail and dragged the package for more than five miles across the

countryside, before being severed from the package by a power line,

This dragging caused moderate damage to some of the fast film

Cerenkov detectors as indicated in Table 3 of Chapter III.
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APPENDIX F

PHOTOMICROGRAPH OF A CERENKOV IMAGE AND
IT'S ACCOMPANYING UPPER SHEET IONIZATION SPOT

Figure F-l contains a photomicrograph of the Cerenkov image corres-

ponding to event number 41 in Table 3. The azimuthal direction of

propagation is from about 10 o'clock to 4 o'clock, where page number

represents the 3 o'clock position on the page. The upper sheet

ionization spot is also pictured under the same magnification. The

value of 3 from the measurement of the Cerenkov image is > .95 and the

particle had a Z > 60 based on preliminary emulsion measurements.
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FIGURE F-l

PHOTOMICROGRAPH OF A CERENKOV IMAGE AND
IT'S ACCOMPANYING UPPER SHEET IONIZATION SPOT

This figure contains a photomicrograph of a Cerenkov image and

the corresponding ionization spot left in the upper sheet of the

detector.
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