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Foreword

The discovery of the high temperature of the solar corona by Edlen in 1942
revitalized solar physics both by posing new and fundamental problems and by
stimulating the development of the theoretical and observational techniques needed
for their solution. The most important unsolved mystery surrounding the quiet sun
is still the explanation of how the sun’s temperature increases outward from 4500 K
in the photosphere to 2 000 000 K in the corona without violating the first law of
thermodynamics. If we are now close to solving this puzzle, as I suspect we are,
it is largely because theorists have access to measurements made over more than
36 octaves of the solar spectrum, from gamma rays to long radio waves, measure-
ments that are being made with solar instruments on the ground, in balloons and
rockets, and in orbiting solar observatories.

This all-wavelength attack on the problems of the quiet sun will be climaxed
in the spring and summer of 1973 when solar astronomers at observatories in many
parts of the world will join with the experimenters on the NASA Skylab mission
in a coordinated program of observations aimed at the solution of the coronal
heating problem and many others as well.

One of the principal figures in this unprecedented adventure in international
scientific cooperation is Edward G. Gibson, the author of this book, who has been
selected to fly on the Skylab mission together with eight other astronauts. As part
of the preparation for the mission, the astronauts underwent an intensive period
of study and training in order to become familiar with the scientific goals of the
mission, with the operation of the sophisticated onboard instrumentation, and with
the complexities of the solar observing program. One obvious requirement of the
training program was a modern, up-to-date textbook of solar physics, and since no
such work was available, Dr. Gibson undertook to produce one himself. The book
is written from the point of view of a physicist seeking to understand and interpret
solar observations in the framework of theoretical physics. This orientation as well
as the primary purpose of the book combine to make it a unique and valuable
contribution to the literature of solar physics, and a superb textbook for college-
level and graduate students.

This book evidences the seriousness and dedication with which Dr. Gibson and
his fellow astronauts regard the scientific objectives of the Skylab mission. As one
of the experimenters, I take this opportunity to express my personal thanks and
appreciation for their collaboration and to wish them well on their great venture.

Leo GOLDBERG
Director
Kitt Peak National Observatory
MARcH 1972
ili
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1
Understanding the Sun: Why, What, and How

1.1 MOTIVATION

Solar energy—it sustains every known living organism. The sun provides
virtually all of the heat and light our planet receives. Thus, it has been, and remains,
a major factor in shaping the course of our own evolution. Awareness of our physical
dependence on solar energy stimulates a curiosity about the nature of its source.
However, our desire to understand goes beyond curiosity. Gaining insight into the
nature of the sun’s structure and dynamics has significance in many areas.

The sun is a star, a very unique one for us because of our proximity to it. It is
representative of many distant stars, but we are close enough to it to observe the
details of its physical makeup. Theories of stellar structure and evolution are
formulated and tested using the sun as a reference. In understanding the sun and
stars we must understand processes that occur on the very small scale (microscopic)
and the very large scale (macroscopic). To this end we use the sun as a gigantic
astrophysical laboratory. The existing combinations of temperature, density, and
very large characteristic lengths provide physical conditions far in excess of the
capabilities of terrestrial laboratories. Thus, several fundamentally important areas
of study with practical application are furthered by solar investigations. These
areas include atomic physics, nuclear physics, plasma physics, and magnetohydro-
dynamics.

The character of our environment is strongly dependent on the character of
the radiation emissions from the sun. Biologically, we are very sensitive to high-
energy solar radiation and particle emissions. Understanding of our own evolution,
as well as the possibility of life forms elsewhere in the solar system, requires that we
understand the past history of the sun’s high-energy emissions. The major step that
we are presently taking in exploring and utilizing space requires that we be able to
predict the time of occurrence and the type of energy emissions of solar flares. In
this way, adequate protective measures for flight crews can be designed and timely
utilized., Even adequate design of unmanned spacecraft requires that the total solar
radiation emission be well defined. The very thin protective layer of gas around the
earth, our atmosphere, is also sensitive to the sun’s radiation. An improved under-
standing of the characteristics of the energy our atmosphere receives in turn yields
further'insight into such variable terrestrial processes as weather, the chemistry of
the upper atmosphere, the course of geological ages, and long-range radio communi-
cations that are influenced by the properties of the ionosphere.

1



2 THE QUIET SUN

Motivation for gaining knowledge is at best difficult to analyze. Even though
the furtherance of science and practical applications have been mentioned here,
the enjoyment received from studying inherently interesting phenomena should not
be ignored. Solar structure and processes involve very large energies by our stand-
ards, very large physical dimensions as well as microscopic lengths, time scales
ranging from nearly the age of the universe itself to seconds, extremely high tem-
peratures of up to 10 billion degrees Kelvin, and dynamic and complex interactions
between magnetic fields and matter nowhere encountered or reproducible in our own
environment. The understanding of solar phenomena stimulates and exercises our
intellect, making it an end in itself.

1.2 CENTRAL QUESTIONS

Current research in solar physics seeks answers to many very detailed questions.
To make a given research effort feasible, the questions that it asks must usually be
small in scope. However, almost all of them are part of much larger and broader
questions summarized below.

Abundances

What is the relative abundance of the elements? That is, of what is the sun
made? Certainly we need this information to make physical models of the sun and
analyze observed phenomena. In addition, however, the knowledge of abundances,
especially the ratio of helium to hydrogen, is of importance in understanding the
evolution of our galaxy and the universe. A currently attractive theory for the
beginning of our knowable universe, the “big bang” theory, asserts that approx-
imately 13 billion years ago all matter and energy emerged from a high-density
primordial fireball. The ratio of helium to hydrogen which would have resulted is
not greatly different than that observed in the sun (&1/10, by number), but the
combined abundance of the heavier elements would have been much less than the
solar value (&1/100). Thus, it is further theorized that stars were formed from the
original hydrogen and helium, the heavier elements and a relatively small amount
of additional helium were formed in their interiors by nuclear fusion reactions, some
of these stars subsequently exploded, and the sun and other nearby stars contracted
from the explosion remnants. A second theory, the steady-state theory, assumes
that matter is continuously being ‘“created” everywhere and that the average
density of matter remains constant as the universe expands. The ultimate acceptance
or rejection of any cosmological model depends in part on the ability of the model
to correctly predict the observed solar and stellar abundances. To be a decisive
yardstick, these abundances must be known accurately.

Energy Generation

What are the basic thermonuclear processes responsible for the sun’s luminosity?
Our ability to understand the continuous flow of energy from the sun and stars
depends upon our ability to comprehend the details of the nuclear reactions that
convert mass into energy. In an extremely difficult experiment, neutrinos from the
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sun have been observed. Neutrinos are massless, chargeless particles that travel
with the speed of light and interact so rarely with matter that almost all those
generated in the core by nuclear reactions directly escape the sun. Thus, when the
extremely difficult task of detecting the elusive neutrino is overcome, we can “see”’
all the way to the solar core. So far, the measured neutrino flux is significantly
lower than the predicted value which calls for a modification of either our theories
of stellar interiors or the experiment procedures and interpretation. The measured
neutrino flux also sets an unexpectedly low limit on the helium abundance just
considered.

Does the rate of energy generation by the sun change with time? Certainly we
expect changes in the energy production rate on a time scale comparable to the
age of the sun (43 billion years). However, changes on a much shorter time scale
cannot be ruled out. Is the solar constant really a constant?

Outward Energy Flux

How is the energy transported outward from the core, where it is generated,
to free space and how are solar properties determined by this energy flow? The
energy generated in the core diffuses toward the surface as radiation, except for
the relatively small amount carried away by neutrinos. At a point close to the
surface, most of this energy flux is transformed into turbulent convective bubbling
motions of the gas and reaches the visible edge of the sun in this form. It then
returns to the radiative form we observe. However, the turbulence also generates
waves which propagate mechanical energy into the relatively thin atmosphere above
and heat it to temperatures only slightly less than those in the core. Our under-
standing of this atmospheric heating and the resulting temperature structure is far
from complete. The role of observed atmospheric structures, including spicules, the
chromospheric network, and active regions, in the mechanical heating of the
atmosphere is also largely unknown.

Solar Wind

How is the flux of particles leaving the sun generated and what is its relation
to observed solar features? The energy source for the wind ultimately lies in the
mechanical heating of the atmosphere, but the details of the energy conversion are
not well understood. The relation between the observed nonuniformities of the solar
wind are related to the large-scale magnetic fields and the resulting atmospheric
structures. Again, the details of this relation are not well known. In addition to
energy, the solar wind continuously transports angular momentum away from the
rotating sun. The present and past values of this momentum loss are not accurately
determined. Thus, the history of the sun’s rotation and the effect on its own evolu-
tion are not well defined.

Solar Activity

What are the mechanisms which generate cyclic nonuniform activity on the
sun? Energy is not emitted uniformly or steadily over the sun’s surface, but rather
“solar storms’ are observed in which the local energy emission appears enhanced.
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These storms, which may last for many months, are manifested by dark sunspots
surrounded by plages (large areas brighter than average), prominences (large
volumes of dense cool gas suspended above the surface), very nonuniform structures
in the outer atmosphere, and a complex configuration of enhanced magnetic fields.
The frequency of occurrence of this activity reaches a peak approximately every
11 years, but the magnetic fields return to the same general configuration only every
22 years. It currently appears probable that solar activity is caused by an inter-
action between magnetic fields and the nonuniform rotation of the sun. The sun’s
equator rotates faster than the poles and the shearing action on the gas contorts
the fields into configurations that produce activity. Although this appears feasible,
many details of the formation, maintenance, and dissipation of solar activity are
yet to be understood.

Associated with solar activity but also major questions in themselves are:
What is the past history and current distribution of magnetic fields throughout the
sun? And what is the mechanism responsible for the faster rotation at the solar
equator? Both of these are fundamental to our understanding of solar and stellar
phenomena.

Flares

What is the basic mechanism responsible for a flare? Although flares are really
a form of solar activity, their practical importance and their intriguing dynamic
nature warrant them special attention. Flares are manifested by an explosive release
of high-energy radiation and, occasionally, particles from very localized areas of
magnetically complex active regions. This release occurs sporadically and involves
energies that are extremely large by our earthly standards. It is currently suspected
that large solar magnetic fields accumulate and store energy in an unstable con-
figuration. Return to a more stable and lower energy configuration is somehow
triggered and energy is rapidly released. The details of the energy buildup, storage,
and release are not known. Also of importance, but not understood, is the mecha-
nism by which particles are accelerated to extremely high energies and released.

Our Progression Toward the Answers

It was only a half century ago that Sir Arthur Eddington speculated that the
energy source for the sun and stars is the conversion of mass into energy as hydrogen
undergoes fusion reactions to form helium. Since that time, especially in recent
years, our knowledge and understanding of the sun has grown rapidly. This growth
is attributed to increased observational and theoretical capabilities and increased
interest in understanding solar phenomena from many sectors.

The objective of the solar observer is to measure the sun’s radiation with high
spectral and spatial resolution and, in some instances, high time resolution. Our
atmosphere has always impeded his progress. It absorbs all the solar radiation it
receives except in some relatively narrow wavelength ranges in the visible, infrared,
and radio regions. Turbulent eddies within our atmosphere refract the sun’s radia-
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tion and limit our ability to spatially resolve solar features. Also, the corona, the
very tenuous outer atmosphere of the sun, can be observed only at times of solar
eclipse. At other times when we try to observe it by covering up or occulting the
sun’s bright disk, light from the disk is scattered by the atmosphere and creates a
background that overwhelms most of the corona’s faint light. As observing plat-
forms have become available on sounding rockets and orbiting spacecraft, the
limitations of our atmosphere have been removed. Instruments can now measure
the total solar spectrum; their spatial resolution is limited only by the defraction
limit of their optics and pointing stability, and they can continuously observe the
changing corona.

Significant strides in the improvement of ground-based technology have also
been made. These include the development of the vacuum telescope which sig-
nificantly decreases the atmospheric limitation on spatial resolution; improved
spectrographic techniques giving greater spectral resolution; and improved sensors,
both photoelectric and film, yielding improved resolution in space, wavelength, and
time.

The availability of high-quality observations and an increased interest has
spurred theoretical efforts. The growth of computer technology has permitted the
calculation of more accurate but complex physical models. New theoretical tools,
data, and understanding of basic phenomena have become available with the many
significant developments in the fields of plasma physics, magnetohydrodynamics
(MHD), nuclear physics, and atomic physics.

The current surge of interest and our rapidly expanding observational and
theoretical capabilities make this an exciting time to take part in exploring the sun.

1.3 OUR METHODS AND APPROACH

In the following chapters we discuss our current knowledge of the sun and
emphasize physical concepts. That is, the presentation of the observational results
and photographs and the use of equations are all directed toward leaving the reader
with a firm physical feel for the subject. This approach is based on the conviction
that in order to either properly appreciate, observe, or theoretically analyze solar
phenomena, one must have a clear mental picture of the physical world under
consideration.

A broad overview of solar structure and processes is presented in chapter 2.
The treatment is purposely kept basic so that people without advanced training in
physics and mathematics can appreciate the subject. It also serves as a rapid
orientation for those with more advanced backgrounds but unfamiliar with solar
phenomena.

The quiet sun is discussed in detail in chapters 3 to 6. An equivalent treatment
of the active sun would require another volume of at least the same length. Subjects
having direct bearing on the central questions just discussed are emphasized. It is
felt that it is both meaningful and valid to discuss the quiet sun as an entity by
itself. It is a logical starting point for understanding all solar phenomena and can be
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used conceptually as a matrix into which active phenomena are introduced. The
relatively short length of the solar cycle implies that activity is restricted to the
sun’s outer layers. The overall magnetic field of the active sun is completely reversed
during a cycle and, because of the very high electrical conductivity of the solar
gases, the field cannot appreciably penetrate the surface. Thus, treatment of the
solar interior as a spherically symmetric body free of activity is a valid approach.
In the sun’s inner atmosphere, the photosphere and chromosphere, quiet and active
regions can be observationally separated and we can again validly describe quiet-sun
characteristics. However, in the outer atmosphere, the corona, the effects of activity
are more widespread and have therefore been included in our description where it is
required.

It is hoped that you will experience some of the same excitement and awe in
understanding solar phenomena as I have found in describing them.



2

A Description of Solar Structure and Processes

2.1 CLASSIFICATION OF PHENOMENA

The description of the physical nature of solar phenomena and the under-
standing of their origins is aided by a division of these phenomena into two classes:
quiescent and active.

In the quiescent model, the sun is viewed as a static, spherically symmetric
ball of hot gases; that is, solar properties change with radius only and are uniform
over any one spherical layer. Using this assumption, we investigate first the core
of the sun and then progress through several distinet layers to an area many solar
radii outside the sun’s visible edge. Thus, the core, convection zone, photosphere,
chromosphere, and corona are considered in their order of occurrence, which enables
us to trace the generation of solar energy and the various modes of its transport
outward. The unique physical characteristics of each layer are attributed to various
manifestations of this outward energy flow. The model of the quiet sun which
evolves will form a conceptual framework into which the characteristics of the
active sun are introduced.

In contrast, solar activity refers to processes that occur in localized regions
of the sun’s atmosphere and within finite time intervals. The observable features
of an active region form the basis of the study; these include sunspots, plages,
filaments, and flares (fig. 2-1). The time scales for solar activity can be classified
as slow (the time of growth to maximum of the solar cycle), intermediate (the
development time of an active region), or fast (the rise time of a flare), and have
magnitudes from many years down to seconds.

2.2 THE SOLAR CORE

An essential property of the sun is that it is massive (one-third million times
as massive as the earth). Under its own gravitational attraction, solar material is
compressed to such a high central density and temperature that nuclear reactions
take place. These nuclear reactions are the source of the energy which is continu-
ously radiated to space and which drives solar activity.

A relatively small core contains most of the mass and is almost entirely respon-
sible for the sun’s luminosity. For example, within the central sphere having one-
fourth the solar radius (1/64 of the sun’s volume), one-half of the solar mass is

7
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concentrated and 99 percent of the sun’s emitted energy is generated. At the very
center, the sun’s temperature is 15 million degrees Kelvin, its pressure is approxi-
mately 250 billion atmospheres, and its specific gravity is slightly less than 160.
Although the nuclei are a thousand times more densely packed than those of any
metal, the high temperature keeps the material in a gaseous state. That is, a rigid
lattice structure does not exist and electrons and bare nuclei still move about rapidly
as free particles. The energy released in the core results from the fusion of hydrogen
nuclei to form helium nuclei (4 'H——*He) and, for every 1 gram of hydrogen
entering the reaction, 0.007 gram is converted into energy. Hence, to generate
continuously the observed luminosity of 4X10% kW, this nuclear furnace devours
mass at the rate of 5 million tons per second.

The core also contains almost all of the products of reaction or ‘““ashes” of the
nuclear burning. Correspondingly, there is a central depletion of hydrogen. In
moving out from the sun’s center to the surface, the fraction of hydrogen by mass
increases, with 96 percent of the increase taking place in the first 1R, (1Rg=1 solar
radius). The remainder of the sun is essentially a uniform mixture of hydrogen,
helium, and approximately a 1-percent mixture of heavier elements. The hydrogen
atoms are approximately 10 times more abundant than the helium atoms, and the
atoms of the heavier elements appear in roughly the same abundance ratios as in
the earth’s crust. (C, N, O, Ne, Mg, Si, S, A, Ca, Fe, and Ni are the major contrib-
utors to the gas density.) These heavier elements are the products of nuclear
reactions that may have been formed in the early moments of the “big bang”
universe or in the interiors of stars formed earlier than our sun.

The energy that is generated in the sun’s core is transferred toward the surface
by radiation. Outward from the core, the temperature, pressure, and density decrease
rapidly, as does the energy of an average photon. Photons are absorbed and re-
emitted many times as they diffuse toward the surface. In this way, the energy
flowing from the core in the form of high-energy gamma rays is changed to X-rays,

Ficure 2-1.—The full disk of the sun. (a) White light (2155 UT), taken on October 21, 1971.
Significant features which are evident here include the sharpness of the limb, the increased
darkening near the limb, and the sharp contrast between the quiet uniform background and
the sunspots at the center. Also evident is the lack of complex features relative to (b). (b)) He
(2120 UT). This photograph was obtained in the light of the Balmer-a absorption line of
hydrogen (abbreviated Ha and here includes the light in about a 3-A wavelength increment
centered at 6563 A). In this photograph, taken 35 min before the photograph in (a), we ob-
serve light which originated higher in the atmosphere (the chromosphere) than if it had been
taken in white light (the photosphere). The sunspots are partially marked by the complex
structures of the chromosphere which includes fibrils (numerous small dark linear elements
covering the disk), filaments (large dark linear elements), and plages (bright areas usually
near sunspots). Note that limb darkening is evident here also. (¢) Composite photograph.
This includes the solar disk in Ha on July 16, 1959, prominences at the limb from a 1928
Mount Wilson spectroheliogram, and the solar corona during the eclipse of July 1963. ((a)
and (b) are courtesy of E. Mayfield and E. Frazier, San Fernando Observatory of the Aero-
space Corp.; (c) is courtesy of S. Smith and B. Nolan, Lockheed Solar Observatory.)



10 THE QUIET SUN

then to extreme ultraviolet (XUV) rays, to ultraviolet (UV) rays, and finally to
the lower energy visible light which is most characteristic of the solar energy freely
radiated to space. Figure 2-2 lists these spectral ranges and the variables used.
However, the energy is not transported all the way to the surface by radiation
only. At approximately 0.86R, the gas properties have changed to such an extent
that the gas above is convectively unstable and turbulent convection occurs. The
general structure, physical properties, and modes of energy flow of the sun are
given in figure 2-3.

F1GUuRe 2-2.—Ranges of the electromagnetic spectrum.
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Ficure 2-3.—Idealized general solar properties, structure, and modes of outward energy flow.
The features shown are not to scale and provide a qualitative picture only.
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2.3 THE CONVECTION ZONE

Temperature is the gas property that is primarily responsible for the establish-
ment of a turbulent layer beneath the sun’s surface. In the convection zone, the
temperature has reached a value which is low relative to that in the core. This has
two important consequences. First, a significant number of the free electrons in
the gas are moving slowly enough that they can be captured into bound energy
states by hydrogen and other nuclei to form atoms. Secondly, associated with the
increase in the number of atoms, there is an increase in the opacity of the gas
(it becomes less transparent to radiation) and a resulting increase in the tempera-
ture gradient. Photons are more easily absorbed by atoms, a greater resistance to
the diffusion of radiation is offered, and a steeper temperature gradient results.
Hence, an element of gas that moves slightly upward, cooling by expansion as it
goes, also tends to be heated by the energy given up when electrons recombine with
nuclei; therefore, its temperature does not drop as rapidly as it would otherwise
(fig. 2-4). Because of this heating and the large temperature gradient in the sur-
rounding medium, the element of gas is at a higher temperature and, more impor-
tantly, at a lower density then its surrounding medium. Thus, the motion upward
is accelerated and turbulent convection results. This instability also is exhibited
by an element that is initially moving downward. The convection cells that are
formed are similar to thunderstorms in our own atmosphere. Throughout the con-
vection zone, except immediately below the photosphere, the effect of the increased
opacity is considerably stronger than the effect of recombination. The energetic
boiling and bubbling at the top of this turbulent layer can be observed at the sun’s

surface.

Py Tpby

Ficure 2-4.—Buoyancy of an upward-
moving fluid element. The subsecript de-
notes the initial conditions which are the
same inside and outside of the fluid ele-
ment. The subsecript 2 denotes the condi-
tions after the rise of the element, which is
assumed to occur without heat transfer
across the element’s boundaries. Also,
P2’ =ps. If p2’ <ps, the element will continue T
to rise because of buoyancy forces. In this A
case the atmosphere is convectively un-
stable.
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The primary mode of energy transfer through the convection zone is direct
transport, not radiation. Each element of rising gas carries its own parcel of energy
directly to the surface. In addition to this mode of transfer, the powerful turbulence
generates noise or “mechanical energy’”’ which, as low-frequency sound waves,
propagates through the photosphere and into the sun’s outer layers. Although the
amount of energy transported in this way is relatively small, it plays a major role
in establishing the character of the outer layers of the sun. Gravity waves, generated
in the low photosphere by overshooting convection cells, may also propagate a
significant amount of nonradiative energy. Water surface waves, with which we
are familiar, are a form of gravity waves.

Up to this point, our discussion has been based on theory only. The charac-
teristics of the interior (core, intermediate region, and convection zone) are not
visible to us and must be determined by calculations that are made to fit the
observable features at the surface. From this point on, however, our primary source
of knowledge will be observation rather than theory.

2.4 THE PHOTOSPHERE

In moving outward through the convection zone, the gas density, temperature,
and pressure continue to decrease, and density becomes the important parameter.
A layer is reached where a photon emitted outward has only a small probability of
being reabsorbed or scattered. The photon then is more likely to escape into space
through the transparent atmosphere above. It is this layer, called the photosphere
(light sphere), which we actually see and which defines the very sharp visible edge
of the sun. The temperature here is relatively low, and because the sun is in hydro-
static equilibrium, the scale height of the atmosphere is small and the density drops
off very rapidly. Additionally, the density of the negative hydrogen ion (H-),
which is responsible for most of the radiation emission and absorption at visible
wavelengths, drops off even more rapidly. The sharp decrease in the density of
H- with height, over and above the decrease of the total density, is related in
chainlike fashion to the decrease of the electron density (H+e=2H-) which is a
very sensitive function of the decreasing temperature. In this way, most of the
radiation we see is emitted from a very thin layer only about 100 km thick. This
layer is 0.014 percent of R, or one-seventh second of arc as seen from the earth
(1 arcsec="726 km).

Some physical properties of the sun, defined at the thin visible surface of the
photosphere, are the following. The radius is 0.696 X 10° km or 109 earth radii. The
corresponding average angular diameter viewed from earth is 31’59” or 1919 arcsec.
The surface gravity is approximately 27g, the pressure is about 0.01 atm, and the
temperature at the top of the photosphere is approximately 4300 K. If it is assumed
that the emitted radiation is in equilibrium and the Stefan-Boltzmann law (energy
flux =¢T*) is used to calculate an effective temperature for the whole emitting layer,
a value of 5780 K results.

The energy which is radiated by the photosphere constitutes almost all of the
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Visible

F1GUure 2-5.—Solar energy at the earth’s orbit and the attenuation by the earth’s atmosphere
(From Hynek, 1951; used with permission of McGraw-Hill Book Co.)

energy emitted by the sun into space and is centered in the visible spectrum.
Figure 2-5 illustrates the distribution of solar energy with wavelength. Also shown
are some of the absorbing regions of our own atmosphere. It has been calculated
that approximately half of the solar energy received at the earth’s surface is in the
visible range. Thus, it is not surprising that our eyes have developed sensitivity in
the visible spectrum rather than in another range. An important feature of the
solar spectrum not shown in figure 2-5 is the presence of Fraunhofer absorption
lines, named after their discoverer. They appear as sharp dips in the intensity-
versus-wavelength curve (fig. 2-6).

Ficure 2-6.—Ha absorption line. The circles
represent the mean profile at the center of
the quiet solar disk as observed on Decem-
ber 21, 1962. The solid triangles are ob-
servations made in 1960. The absorption
at —2.3 A& is a blend of Si I absorption
line and absorption by terrestrial water
vapor. He is an exceptionally strong line.
Most Fraunhofer lines are weaker and are
formed entirely below the temperature
minimum in the photosphere. (Courtesy of
O. White, Sacramento Peak Observatory,
Air Force Cambridge Research Labora-
tories.)
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Each atom in the solar atmosphere will preferentially absorb and reemit radia-
tion at certain discrete wavelengths or lines in the spectrum. The probability that
a photon emitted in the photosphere will be reabsorbed before escaping to space
will be greater, the closer its wavelength is to one of these discrete wavelengths.
Most Fraunhofer lines are relatively weak, with respect to the hydrogen Balmer-
alpha line (He), and originate entirely from regions below the temperature mini-
mum. Thus, radiation escaping the photosphere at the center of most lines will be
characteristic of the higher cooler layers; hence, lower in intensity. Conversely, the
radiation off line center, where the atmosphere is more transparent, will have
originated in the lower hotter layers and will be more intense. These characteristics
provide a useful tool for determining how the properties change in the solar atmos-
phere with height. We can “see” down to a given layer by correctly choosing the
wavelength at which to make our observations. The hydrogen Balmer-alpha line
at 6563 A (Ha), which is emitted when a hydrogen atom drops from its second to
its first discrete level of excitation, is commonly used for observation. It is a natural
wavelength for observation because it occurs in the visible spectrum and because
hydrogen is by far the most abundant element in the solar atmosphere. Figure 2-1 (b)
is a photograph taken at the center of the Ha absorption line and is characteristic
of the chromosphere, the layer above the photosphere. The atmospheric fine struc-
ture that can be seen here is far more detailed than if the picture had been taken
far from line center or had included the total visible spectrum, as in figure 2-1(a).
Use of a narrowband filter on the core of a strong line allows us to observe the very
nonuniform chromospheric structure.

In the photosphere, a surprising phenomenon occurs. One would expect that,
because the layers above the photosphere absorb only a small amount of energy
from inside and are free to release this energy by radiation, the temperature would
continue to decrease as we move outward. However, at the top of the photosphere,
the temperature reaches a minimum and then actually increases outward to a
coronal value of approximately 10® K, a temperature approaching that found in the
core. This is demonstrated by the transition from the darkening at the edge of the
sun evident in white-light photographs, which is characteristic of photospheric
emission (fig. 2-1(a)), to the limb brightening seen in much shorter wavelength
photographs, which is characteristic of the atmosphere above (fig. 2-7). When we
observe closer to the limb, the radiation we see originates from higher layers because
of the increase in the number of atoms along our line of sight. As was previously
implied, the mechanism responsible for the additional energy input to the outer
atmosphere is the wave generation by the convection zone below. A small but
significant amount of nonradiative energy in the form of waves passes through the
photosphere and is dissipated in the chromosphere and corona, thereby elevating
their temperatures.

Contrary to this line of reasoning, however, is the limb darkening (fig. 2-1(b))
and absorption (fig. 2-6) observed in Ha. If the temperature increases with height
in the chromosphere, where the cores of strong lines like Ha are formed, why do
we not observe limb brightening and observe emission rather than absorption lines?
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F1cure 2-7.—X-ray photograph of the sun
made on November 4, 1970. This excellent
photograph illustrates the very non-
homogeneous detailed structure of the
solar gas and magnetic field in the lower
corona. The gas density and temperature
is controlled by the magnetic field and
the emission outlines the magnetic lines
of force and tends to be strong where the
field is strong. Limb brightening, enhanced
emission from active regions, and loops or
arches of emitting gas that connect areas
on the surface of opposite magnetic
polarity are evident. (Courtesy of Solar
Physics Group, American Science &
Engineering, Inc.)

The answer lies in a fundamental difficulty often encountered in analyzing the solar
atmosphere—the lack of thermodynamic equilibrium. The high-temperature chro-
mospheric gas is immersed in the relatively low-temperature photospheric radiation
and the concept of a single temperature that describes both gas and radiation
properties is no longer applicable; hot gas and bright radiation do not necessarily
correspond. The population of the energy levels of the atoms and ions do not
correspond to the thermodynamic equilibrium population at the gas temperature.
Analysis reveals that, for many lines, the ratio of the densities of the emitters to
the absorbers is much lower than the corresponding case of thermodynamic equilib-
rium at the gas temperature. Thus, strong absorption at the centers of lines formed
in the chromosphere can often result.

An obvious indication of the underlying hydrogen convection zone and the
most notable feature of the photosphere is granulation. In a high-resolution white-
light photograph, granulation is clearly evident, resembling a pattern of corn kernels
(fig. 2-8). In reality, the photosphere is the top layer of the seething, bubbling
convection zone. Large cells or fluid elements well up to the surface, radiate away
their excess heat, and split apart as the cooler gases flow back down around their
outside edges. These cells have an average angular size of a little over 2 arcsec
(1800 km), a characteristic lifetime of 10 min, and a temperature difference from
center to edge of at least 100 K. Convection patterns of a similar appearance can be

Ficure  2-8.—White-light  granulation.
(Courtesy of R. Danielson, Project Strato-
scope of Princeton University, sponsored
by ONR, NSF, and NASA.)
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Ficure 2-9.—Convection cells. (@) Convection cells in a thin layer of oil. Heat is added at the
bottom of a thin layer of oil, carried upward by the flow at the center of each cell, and liberated
to the air. The cooler oil sinks back down at the edges of the cells. This process has been made
visible by the addition of fine aluminum powder. (b) A cross section of convection cells in
smoke. Heat is added by passing electrical current through the horizontal wire at the center
of the picture and convection cells above the wire are formed. (From Kiepenheuer, 1959;
copyright 1959 by the University of Michigan Press.)

generated in a thin layer of oil (fig. 2-9) and within the earth’s atmosphere
(fig. 2-10).

A larger and somewhat more difficult to observe pattern of photospheric motion
is supergranulation, which is also thought to be of convective origin. Using the
Doppler effect, one can detect the mainly horizontal motion from center to edge
within a supergranular cell (figs. 2-11 and 2-12). Supergranulation cells are approx-
imately 18 times larger than granulation cells (2} earth diameters), and they last

Figure 2-10.—Cumulus cloud formations
resulting from convection cells in unstable
air. Note the resemblance to solar granu-
lation. The photograph was taken by
Astronauts L. G. Cooper and C. Conrad,
Jr., from the Gemini 5 spacecraft off the
coast of Baja California, Mexico. (NASA
MSC, S-65-45455.)
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Ficure 2-11.—Ha canceled velocity spectroheliogram made by Leighton’s method. Spectro-

heliograms are made using a spectroheliograph in which the entrance slit is mechanically
moved across the image of the sun while the exit slit is moved over stationary film. In this
way a photograph of the sun can be made using only the light within a very small wavelength
increment. This picture was made from the photographic cancellation of two spectrohelio-
grams, one made on the red side of Ha line center (Ha-+A\) and the other made an equal
distance from line center but on the blue side (Ha—A\). For the one made on the red side,
regions moving away from the observer will appear darker because the light from the region
will be Doppler shifted toward the red. That is, the light observed at Ha-+ A\ will have
originated closer to the absorption line center and therefore will be darker. The same will be
true for regions moving toward the observer seen at Ha —A\. The photographic differences
between receding and approaching velocities can be enhanced if the spectroheliogram made
at Ha— AN is photographically reversed (positive to negative) and added to that made at
Ha+A\N. Now regions having no velocity relative to the observer will appear gray, those
moving away will appear dark, and those approaching will appear light. Leighton’s method
proved so sensitive that it was necessary to introduce a special correction to eliminate the
effect of solar rotation (=~2 km/sec, corresponding to a Doppler shift of 0.04 &). The above
picture is a result of applying this procedure to Mount Wilson photographs. The center of the
sun appears gray showing that no large-scale vertical pattern exists. However, as we observe
closer to the limb, pairs of bright-dark elements became pronounced. They are the same size
as the chromospheric network. The dark elements of each pair are always closer to the limb
showing that the mainly horizontal flow is away from the center of each pair (convection
cell). (Courtesy of R. Leighton, Mount Wilson and Palomar Observatories.)
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Ficure 2-12.—Supergranulation. The flow of ionized gas from the center to the edges in super-
granulation cells carries magnetic fields to the cell boundaries and a network of enhanced
fields results. Spicule location coincides with this network.

roughly 120 times longer. Because of its size, supergranulation has a more deeply
rooted pattern of motion. This motion may be caused by larger and thicker con-
vection cells induced by the helium ion recombination which occurs in a much lower
layer than the recombination of hydrogen ions.

The disturbances created by the convection zone are also responsible for a
rhythmic rising and falling of the solar atmosphere with a period of approximately
5 min. These vertical oscillations are observed to vary harmonically across the
surface as well, with a spatial wavelength of 5000 km or less. The observed change
in phase in the vertical direction is negligible, suggesting that the oscillations are
standing waves trapped in the photosphere and in the chromosphere around the
temperature minimum. Both outward-propagating low-frequency sound waves
generated in the convection zone and gravity waves excited by the underlying
turbulence are under consideration as the basic cause for the oscillations. An
artist’s conception of the solar atmosphere is shown in figure 2-13.

2.5 THE CHROMOSPHERE

For a few seconds before and a few seconds after totality during an eclipse, a
bright pink flash appears at the limb. This flash gives visibility to the chromosphere
or “color sphere,” the normally transparent layer above the photosphere. Its color
is attributed to the dominance of the red-line He in the emission spectrum. Because
the chromosphere is just above the temperature minimum, the density in its lower
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Ficure 2-13.—The solar atmosphere.

portion continues to decrease very rapidly with height. A large density decrease
(a factor of 10—*) across the chromosphere results and, as in the photosphere, this
large density change can be used as a key to our understanding. The chromosphere
can be viewed as the froth on top of the turbulent and relatively dense photosphere,
a froth that is closely coupled by magnetic fields to the underlying dynamics.

As the low-frequency sound waves generated in the turbulent convection zone
move into the chromosphere, two important changes occur. Because of the rapid
density decrease, the sound waves are accelerated to shocks. The amplitude of the
material velocity in a wavefront must increase if the flux of energy 1/2pV 25 aterial Vwave
is to remain nearly constant, similar to the effect produced by the cracking of a
whip. These higher velocity pulses of fluid motion lead to more energetic collisions
between the fluid particles and, thus, a stronger heating of the fluid as the waves
pass through it. Second, the decrease in density leads to a relative increase in the
ability of the magnetic fields to carry the energy flux in the form of waves (MHD
waves). These waves traveling through the field also induce vibrations of the
charged particles, electrons and ions, and energy is again deposited in the fluid
as these particles collide with each other or with the uncharged particles. The
combination of these two mechanisms results in the chromosphere being heated
from 4300 K at its base to near-coronal values in less than 3000 km. The gravity
waves, generated in the photosphere by the motion of overshooting convective cells,
also can couple with magnetic fields and may provide another source of atmospheric
heating. Regardless of the details of energy source, kinetic energy in the form of a
coherent and directed wave motion (either of the entire fluid or of just the charged
particles) is converted by particle collisions into the kinetic energy of random
particle motion that we call heat.

The density decrease also causes the kinetic energy of fluid motion to become
small relative to the energy stored in the magnetic field, which does not decrease
rapidly with height. The ability of a magnetic field to store energy can be visualized
as follows. When increasing the strength of a magnetic field by increasing the
current which produces it, electrical energy must be expended to overcome the
inductive effects that resist the current change. This energy can be pictured as
being deposited in the magnetic field, the energy density being proportional to the
square of the field strength. The stored energy will manifest itself by inducing
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currents and forces when the solar material, which has a high electrical conduc-
tivity, tries to move perpendicular to the magnetic lines of force. Because of the
density decrease, the situation changes from that in the photosphere, where the
fluid motions overpower the magnetic field and push it about at will, to that in the
upper chromosphere, where the motion of the completely ionized gas is confined
and organized by the magnetic field. In particular, the horizontal outward motion
in the supergranular cells carries magnetic fields to the cell edges where the shear
in the fluid flow enhances the field strength. This produces a network of magnetic
fields which extends up into the chromosphere (fig. 2-12). It has been established
that this chromospheric network coincides with the network of high temperatures
and either bright emission or dark absorption features seen in many Fraunhofer

F1GURE 2-14.—Ha line-center spectroheliogram made on August 27, 1963. The network of bright
emission in quiet regions can be detected, but is much more evident in figure 2-15. (Courtesy
of Mount Wilson and Palomar Observatories.)
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Ficure 2-15.—Ca II spectroheliograms made on August 27, 1963. (a) Violet side of Ca II line
at 3934 A. The network of bright emission is much more evident in this spectroheliogram
made slightly on the violet side (K2V) of the absorption line of Ca II (calcium ionized once)
at 3934 A (referred to as the Ca K absorption line). (Courtesy of Mount Wilson and Palomar
Observatories.)

absorption lines characteristic of the chromosphere (figs. 2-14 and 2-15). This
network of higher temperatures is a consequence of the enhanced magnetic fields
which facilitate the upward transport of mechanical energy and the dissipation
mechanisms of the MHD waves discussed previously.

The chromospheric network is also the location from which brilliant jets of
luminous gas rise to approximately 10 000 km and then fade in 2 to 5 min. These
flames or spicules (spears) are evident in photographs of the limb, where they
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Fieure 2-15 (concluded).—Ca II spectroheliograms made on August 27, 1963. (b) Violet side
of Ca II line at 8498 A. In this spectroheliogram made slightly on the violet side (—0.36 A)
of the absorption line of Ca II at 8498 A, the network is again evident but to lesser degree
than in K2V. (Courtesy of Mount Wilson and Palomar Observatories.)

appear to be densely packed because of line-of-sight superposition. Hence, the term
“burning prairie” has been applied to the chromosphere (fig. 2-16). By observing
in Hea but slightly to the red side of line center, we can easily see the spicules in
absorption against the relatively bright solar disk, and their sparseness and similar-
ity to the network are evident (fig. 2-17). They, too, lie along the chromospheric
network and undoubtedly their origin is strongly related to the presence of magnetic
fields. It may be that spicules provide the primary path for material and energy
flows into the corona, or they may be nonrelated, but dynamic, side effects.
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Ficure 2-16.—Spicules at the limb observed in Ha. This remarkable series of photographs was
made by Dunn using the Sacramento Peak vacuum telescope to reduce the effects on seeing
of turbulence in the earth’s atmosphere and thereby obtain relatively high resolution. In-
dividual spicules are easily resolved. At line center the overlapping of many spicules along
the line of sight gives the appearance of a diffuse chromospheric limb above the inner sharp
photospheric limb. If all light outside of a narrow passband centered at Ha could be filtered
out, only this outer diffuse limb would be visible. There is not a one-to-one correspondence
between features seen in the red and violet wings of Ha (+1.0 A) which illustrates the Doppler
effects of motion along our line of sight in the spicules. (Courtesy of R. Dunn, Sacramento
Peak Observatory, Air Force Cambridge Research Laboratories.)
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F1cure 2-17.—Spectroheliograms made on July 23, 1961. The photographs illustrate the corre-
spondence between the chromospheric network and the spicule grouping. Although an exact
correspondence cannot be made by visual inspection, the equality of the general scales of the
network and spicule pattern is evident. Also, the location of a well-formed network (b) and
a well-ordered spicule pattern (c) shows good correspondence. The network can also be seen
at Ha line center (a) in quiet regions as faint brightenings called flocculi which lie at the bases
of the spicules. (a) Ha line center. (Courtesy of Mount Wilson and Palomar Observatories.)

2.6 THE CORONA

In the region above the chromosphere, we encounter very low densities and a
correspondingly more difficult task of observation. Relative to the disk of the sun,
the corona’s intensity in white light is lower by a factor of at least 10-%, a brightness
roughly equivalent to that of a full moon. Direct observation by earthbound
coronagraphs (telescopes which occult the sun’s disk ) can yield only partial informa-
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F1cure 2-17 (continued).—Spectroheliograms made on July 23, 1960 (b) Violet side3®f Ca K
line center (K2V). (Courtesy of Mount Wilson and Palomar Observatories.)

tion about the white-light corona out to many solar radii because the background
sky intensity, produced by light scattering in our atmosphere, overwhelms the
corona’s faint light. There are several ways of overcoming this difficulty.

The conventional and time-honored method of observation is to wait for a
total eclipse, which occurs roughly two times every 3 years, and to let the moon
do the occulting. Fortunately, the moon is almost the same angular size as the sun.
The advantage gained in this case is that direct rays from the disk are no longer
scattered by the ambient atmosphere and the intense background light is not
produced. Thus, the white-light corona can be observed out to a much larger radius
(fig. 2-18). However, the life of the corona observer employing this method is not
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F1cure 2-17 (concluded).—Spectroheliograms made on July 23, 1961. (c) 0.7 A to the red side
of He line center. (Courtesy of Mount Wilson and Palomar Observatories.)

an easy one. Expeditions carrying several tons of equipment usually must travel
to remote sites on the earth to observe a total eclipse. When totality arrives, he will
be able to take data for a maximum of only a few minutes, weather permitting.

A second method of observing the white-light corona out to several solar radii
employed recently involves momentarily lifting a coronagraph above the major
portion of our atmosphere on a sounding rocket. The background of scattered light
is greatly reduced and the light from the photosphere and chromosphere can be
effectively occulted within the instrument. This method is useful, but its natural
extension, flight of a coronagraph on an orbital spacecraft, will rapidly exceed the
few hundred minutes of observation time that has been available from total eclipses
during the last century.
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Ficure 2-18.—The solar corona at sunspot
minimum. This photograph was made at
the eclipse of June 30, 1954, and shows a
corona that is almost spherically sym-
metric except for the band of enhanced
electron density around the equator which
results from the small amount of activity
present. The exposure time was 50 sec.
(Courtesy of A. Wallenquist, Uppsala
Observatory.)

THE QUIET SUN

The light seen from the white-light corona originates in three distinct ways.
The first component of coronal light, the K corona (from the German Kontinuier-
lich, meaning ““ continuous’), is responsible for most of the light we see within the
first 1.3R, from the surface (fig. 2-19). This light is the continuous spectrum
emitted by the photosphere and scattered toward the observer by the free coronal
electrons (fig. 2-20). The Fraunhofer lines do not appear because the Doppler shift
given each photon of light as it is scattered by a rapidly moving electron is large
relative to the width of the lines. Therefore, the lines become very broad and overlap
so that they are no longer discernible. The F corona, on the other hand, is a compo-

Ficure 2-19.—The three components of
coronal light. The dominant component
from 1.0 to 2.3Ry is the K corona shown
here for solar maximum. The F corona is
dominant from this radius outward. The
E corona makes a relatively small con-
tribution when the total emitted energy
in the visible spectrum is considered, as
was done for this figure, but for lines of
emission over limited wavelength intervals
it can be large relative to the other two
components. This figure illustrates that
even to see out to only 1.2Ry to 1.3Rg,
optimum viewing conditions are required
(pure blue sky). Also, we are limited even
during an eclipse by the radiance of the
background sky which, for the upper limit
on the radiance shown here, would limit
the observation of the F corona to approxi-
mately 4Rg. The lower limit on the sky
radiance at midtotality of 3X10™° Bg
would permit observation well beyond
4R;. (After van de Hulst, 1953.)
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Ficure 2-20.—Representative coronal elec-
tron densities at the solar equator and
sunspot minimum. The values shown for
30Ry outward are uncertain. At sunspot
maximum these densities are approximately
a factor of 2 higher. The values used in
making this plot have been given by
Newkirk (1967).

nent which arises from the photospheric light scattered by relatively heavy, slow-
moving solid particles between the earth and sun in the plane of the ecliptic and
does show the Fraunhofer lines. This is the same mechanism responsible for the
zodiacal light and, in fact, the F corona is sometimes referred to as the “inner
zodiacal light.”” The third component, the E corona, is the light of the lines emitted
by ions of the coronal gas. Relative to the electrons, the thermal motion of the ions
is slow and the emission lines are also not washed out by large Doppler shifts like
the Fraunhofer lines of the K corona.

It is not precisely correct to use the concept of temperature to gage the energy
state of the coronal gas. Because the coronal gas is transparent to almost all of its
own radiation and is therefore not a closed system, it is not in thermodynamic
equilibrium. Many methods exist to define the temperature of the coronal gas. Most
of these methods yield approximately the same value and have established that
each particle in the corona has a very high average energy.

One method is to deduce a temperature from the hydrostatic scale height of the
radial density change, the temperature (average particle energy) being proportional
to this height. Another method uses observations of the intensity of the radiation
at radio wavelengths to directly determine the gas temperature. Although the
corona is transparent to visible light, it is opaque to radio waves having wavelengths
greater than approximately 2 meters. The electron gas is of sufficient density to be
a good absorber and emitter of radiation in this range. Thus, the electron gas and
the radiation of radio wavelengths can be assumed to be at the same temperature.
A third method is to observe the high degree of ionization of the coronal atoms and
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then to calculate the temperature (average electron energy) that must exist to
achieve balance between the ion production and removal mechanisms. Illustrative
of this high ionization is Fe XVII, iron ions which have been stripped of 16 of their
26 electrons and which contribute many high-energy emission lines to the E corona.
Lastly, a temperature (average ion speed) can be obtained from the measured
Doppler width of the coronal ion-emission lines. These methods confirm that an
effective temperature of 10° K exists, 1.5X 10¢ K being a nominal value for the inner
corona. Even though this temperature is very high, the total amount of energy in
the corona is small. The average energy per particle is large, but the energy density
is low because of the extremely low particle density, 10° particles/cm? at 4R, com-
pared to 10" particles/cm? at sea level in the earth’s atmosphere. Also, because of
this low density, the energy emitted by the corona is only about 10-* of that of the
chromosphere.

Because the corona’s high temperature and degrees of ionization cause much
of the emitted radiation to fall into the higher energy X-ray and XUV ranges where
the photosphere and chromosphere appear relatively dark, a coronagraph is not
required when observing in these spectral regions. Areas of locally higher density of
the inner corona can be seen directly against the relatively dark photospheric disk
(fig. 2-7).

The corona is not static, as so far implied, but is expanding under its own
pressure gradient against the solar gravity and into the vacuum of space. The
resultant flow, termed the ‘“solar wind,” reaches the earth with a supersonic velocity
of roughly 400 km/sec, a density of only a few particles per cubic centimeter, and a
temperature of about 10° K. The earth-sun distance of 215R, is covered by the flow
in approximately 5 days, in contrast to the 8 min it takes visible light to reach us.
Close tothe sun (less than approximately 3R ), the geometry of the flow is controlled
by the magnetic-field structure. However, because of the decrease of the magnetic
pressure relative to the gas-dynamic pressure, the fields are contorted and strung
out into the solar system by the wind outside of the region close to the sun. Hence,
the earth is actually immersed in the sun’s outer atmosphere, although this atmos-
phere is extremely tenuous.

In summary, we have seen that the sun’s energy is generated in the core and
that almost all of it is released into space by the relatively thin photosphere. The
convection zone also converts a small amount of the energy from the core into
mechanical form which, together with the sharp drop in density, is responsible for
the very high temperature of the sun’s outer atmosphere. Each layer has been seen
to have its own distinctive character even though the layers overlap and merge
into one another. We can now introduce into this model the dynamic features of
solar activity.

2.7 THE SOURCES OF ACTIVITY

The sun’s energy source is nuclear fusion in the core. Because this energy is
released at a steady rate, one might expect a spatially uniform and steady release
of radiation at all wavelengths over the entire solar sphere. However, over short
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periods of time and from certain locations, the intensity fluctuates rapidly with
large increases occurring at the shorter wavelengths. Thus, there are physical
entities which continually perturb our spherically symmetric and steady-state
model of the sun and cause the localization of energy release in space, time, and
wavelength. The subtle complexities of the physical situation make cause and
effect difficult to distinguish. However, at the risk of being enticed by currently
attractive theories, we make the simplifying assumptions that the major perturbing
factors are the sun’s large-scale magnetic field and its differential rotation.

The sun is observed to have a general magnetic field like the large-scale dipole
field of the earth. A weak field of approximately 1 gauss, compared with the earth’s
0.6-gauss field, dominates the northern polar region above 50° solar latitude, and a
roughly equivalent field of opposite polarity dominates the corresponding region
of the southern hemisphere. However, a precisely defined axis and symmetry are
lacking. Also, this general field does not arise from a dipole within the sun. Rather,
it is the net result of the summation of many small surface fields.

The rotation of the sun is in the same direction as that of the earth. In fact,
the rotations of the sun and nearly all the planets, as well as each planet’s revolution
about the sun, are in the same direction. Unlike the earth, the sun does not rotate as
a rigid body. The equatorial region rotates faster than the poles. In the photosphere,
the sidereal rate of rotation w is given approximately by (Howard and Harvey, 1970)

w= %} (1 - é sin? §— % sin* 0) rotations/day (2-1)
where 6 is the solar latitude (fig. 2-21(a)). Hence the period of rotation varies
from 26 days at the equator to almost 37 days at the poles. The corresponding
synodic periods of rotation observed from earth are 27 days at the equator to nearly
41 days at the poles. This rotation rate is obtained from observed Doppler shifts of
photospheric lines and is approximately 4 to 5 percent less than the rotation rate
of sunspots. Sunspots, in turn, rotate slightly slower than the observed magnetic
fields, filaments, and the K corona, except at the equator where these rates are
approximately equal.

This nonrigid rotation may result from the solar interior’s rotating much faster
than the surface, producing a higher shear stress at the equator. A basis for this
speculation is that, if the solar system had condensed from a rotating gaseous
cloud, the sun should have 200 times the angular momentum it would have if it
rotated with only its observed surface velocity. Also, very careful measurements
by Dicke (1970) indicate that the sun has an oblateness of 5X10-% which could
be accounted for by the centrifugal forces of a rapidly rotating solar core. If a
rapidly rotating core exists, it would also be a major source of the angular momen-
tum carried away from the sun by the solar wind.

Differential rotation has also been attributed to nearly horizontal waves which
form an eddy flow pattern on the solar surface. These waves, called Rossby waves,
have the characteristic of transporting elements of fluid with higher than the
average ambient angular momentum toward the equator and thereby inducing a
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FIGURE 2-21.- -Enhancement of surface solar magnetic fields by differential rotation. (a) The
general variation of angular velocity with latitude. Starting with a frozen-in longitudinal
magnetic-field line as shown in (b), differential rotation will wind it up as shown in (c¢) and
(d). (e) The effect on the surface fluid element denoted in (b). The field lines are moved closer
together under the shearing action of differential rotation and the field strength thereby in-
creased. ((b) to (d) are after Livingston, 1966.)

differential rotation. Rossby waves in the earth’s atmosphere are thought to be the
cause of the jet streams observed at midlatitudes. A possible source of energy for
solar Rossby waves is found in the convection zone. The smaller eddies of convective
motion may feed kinetic energy into the larger eddies of Rossby waves by nonlinear
processes. This is opposite to frictional decay in which larger eddies break down
into progressively smaller ones and finally to heat. A second possibility is that the
large-scale eddies are driven by a difference in temperature between the equator
and poles. Because it is the ‘“‘effective” gravity (gravity plus rotational forces)
which influences the characteristics of solar convection and the accompanying
heat flux and because this effective gravity varies from equator to pole, a tem-
perature difference could result. Regardless of its origin, differential rotation,
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through its interaction with the general solar magnetic field, is most likely the motor
which drives solar activity.

The term ““‘interaction,” also briefly alluded to in the discussion of the chromo-
spheric network, requires clarification at this point. Lines of magnetic force are
imaginary concepts used to promote an intuitive understanding of a physical situa-
tion. They arise from the flow of electric current and are pictured as endless loops
which close on themselves and along which a compass needle would aline itself.
The strength of a field is proportional to the number of lines running through an
element of fluid. If these lines are frozen into the element (which is then expanded,
twisted, or otherwise made to change its cross-sectional area), the density of lines
and field strength change accordingly. In reality, the solar material and its magnetic
field are so closely coupled to one another that in almost all cases the field can be
considered ‘“frozen in.” The property responsible for this strong coupling is the high
concentration of charge carriers (electrons and ions). The resulting high electrical
conductivity ranges from approximately that of sea water to that of mercury, a
change of a factor of approximately 10% The term ‘“plasma’ is used here to refer
to a gas that has a large-enough concentration of charge carriers to shield itself
from external electric fields and prevent the accumulation of large-scale net charge.
When an element of solar plasma moves perpendicular to a magnetic field, a current,
a secondary magnetic field, and a force are induced in a direction that opposes the
change in the lines of force as seen by this element. This current is proportional to
the conductivity and the relative velocity between field and plasma. Hence, if the
conductivity is large, only small relative velocities perpendicular to the field are
possible and the field and plasma will behave as if they were frozen together. If the
plasma kinetic energy density is much larger than the energy density of the field,
the plasma can move and contort the field without restriction. However, if the
reverse is true, the plasma is constrained to move parallel to the lines of force which
then define the fluid streamlines. As seen in the case of supergranulation and the
chromospheric network, both situations occur in the solar atmosphere.

The general magnetic field, frozen into the surface and initially running from
pole to pole, is distorted by differential rotation as shown in figure 2-21. By this
shearing action on the field, the density of lines can be increased significantly. These
greatly enhanced fields and their gradients are intimately related to the production
of solar activity. The range of time scales of this activity is wide; the 11-year solar
cycle has been the largest clearly detected.

2.8 THE SOLAR CYCLE

The most straightforward and conventional way to follow the solar cycle is to
observe how the number of spots that appear on the sun change with time. Sunspots
are cooler than the surrounding photosphere and appear as relatively dark, sharply
defined features in white-light photographs (fig. 2-1(a)). The number of spots on
the disk is defined in a somewhat arbitrary manner by

ZS=CF(IS+10NG) (2-2)
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where ZS is the Zurich sunspot number, IS is the number of individual spots,
NG is the number of spot groups (the factor of 10 is somewhat arbitrary), and
CF is a correction factor assigned to an individual observer to account for variation
in equipment, atmospheric conditions, and observer enthusiasm. The obvious cyclic
nature of the sunspot number is evident in figure 2-22 where the average period is
11.0 years. Over the last four cycles, this period has averaged 10.4 years (fig. 2-23).
There is a good indication of a long-term cycle of approximately 80 years super-
imposed on the solar cycle. Also evident is that the rise from minimum to maximum
is shorter than the decline, the rise taking only about 4 years over the past few
cycles. Hence, from the maximum in late 1968, we would expect a minimum in
1975 followed by another maximum in 1979.

A plot of the daily Zurich sunspot numbers reveals a behavior with a shorter
time scale than is apparent from the yearly averages (fig. 2-24). A 27-day cyclic
variation is evident and can be attributed to solar rotation. Some large spot groups
will last for more than one rotation and, to a degree, spots have preferred meridians
for recurrence. In addition to this, however, there appears to be a sizable but
random short-term fluctuation in the number of sunspots.

Another clue about the physical nature of the solar eycle is found by observing

Fi1GURE 2-22.—Variation of sunspot number with time. (Courtesy of M. Waldmeier, Swiss
Federal Observatory.)
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F1aure 2-23.—Solar cycles 8 to 20. (From Solar-Geophysical Data, July 1971, No. 324-1, National
Oceanic and Atmospheric Administration.)

the change with time in the latitude of the regions in which the spots break out.
Generally, at the start of the cycle, these regions are at +40° latitude, and they
progress down to =5° just as the next cycle is beginning. A diagram depicting this
behavior (Maunder’s “butterfly’” diagram) is shown in figure 2-25.

The real key to understanding the cycle, however, is found in a study of the
cyclic and symmetric variations of sunspot and polar magnetic fields. The umbra,
the relatively dark cores of sunspots, are observed to be the locations of strong,
approximately vertical magnetic fields. The majority of spots first occur in bipolar
groups where the preceding spot p or group of spots, with respect to solar rotation,
have the polarity opposite to that of the following spot f or group of spots (fig. 2-26).
The preceding spots in the northern hemisphere almost always have the same
polarity over one cycle and the opposite distribution of polarities is usually found
in the southern hemisphere (fig. 2-27). Also, the weak polar magnetic fields are of
the same polarity as the preceding spots of that hemisphere. A truly remarkable
feature is that, with each new cycle, there is a reversal of sunspot polarities. It also
appears that this is sometimes, but not always, followed by a reversal of the polar
fields at about solar maximum. When the new high-latitude spot groups break out
at the beginning of a cycle, they will be opposite in polarity distribution to the few
spot groups from the previous cycle that may exist close to the equator. Thus, the
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Ficure 2-24.—Monthly variation of sun-
spot number. (Courtesy of M. Waldmeier,
Swiss Federal Observatory.)

FIGURE 2-25.—Maunder’s butterfly dia-
gram. Time is shown on the vertical axis
and the latitudes of sunspot occurrence
are on the horizontal axis. The shift in
sunspot location from high latitudes to
low latitudes during the course of a cycle
is evident. It is seen that spots of the
previous cycle are usually still present
close to the equator when spots of the
new cycle break out at higher latitudes.
This figure is an excellent illustration of
the periodic and repeatable nature of sun-
spot distributions. (From Xiepenheuer,
1959; copyright 1959 by the University of
Michigan Press.)
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Ficure 2-26.—Sunspot polarity. The preceding spot on the right of this young bipolar region
has an opposite polarity to the following spot on the left. The polarities are shown in the
central frame. The following spot will usually be replaced by plage as the region decays,
which is well illustrated in this 3-day sequence. (Courtesy of S. Smith and B. Nolan, Lockheed
Solar Observatory.)

Beginning of cycle Solar maximum Beginning of following cycle

Ficure 2-27.—Idealized reversal of polar and sunspot polarities with advancement of the solar
cycle.

time required for the sun to return to the same general magnetic configuration of
spots and polarities is actually two cycles, or 22 years.

A comprehensive model which explains the solar cycle has been advanced by
Babcock (1961) and expanded by Leighton (1964 and 1969). It is useful to examine
briefly this model in order to provide a coherent understanding of the many features
of solar activity.
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Ficure 2-28.—Formation of the bipolar
sunspot magnetic-field configuration. (a)
Enhanced flux lines twisted by convective
motions below the photosphere. (b) Spots
formed by buoyant magnetic field. (¢)
Eroded and stretched magnetic fields of
spot groups. (After Livingston, 1966.)

In a period of just 11 years, changes in magnetic fields, which tend to be
frozen into the solar plasma, could penetrate only slightly below the surface of the
sun. Thus, the general solar magnetic field is not appropriately represented by a
bar magnet at the center of the sun, as in the classical picture, but is more correctly
depicted as a field existing only in the outer shell (fig. 2-21(b)). As previously
noted, differential rotation will tend to wind up initially meridional lines of force.
Also, if the solar interior is rotating at a different speed than the surface, the field
is again increased in strength. The convective motions below the photosphere can
twist the tubes of enhanced flux lines into ropelike structures which further increase
the density of lines (fig. 2-28(a)). Kinks in these ropes of flux by small-scale
turbulence can produce even greater field strengths within small regions. When the
field strength (hence, the magnetic pressure) becomes large enough, the field
becomes buoyant, wells up through the surface, forms spots, and fans out into a
loop configuration with preceding and following fields (fig. 2-28(b)). This critical
point is reached first in the +40° latitude regions where the rate of shearing of the
fields is greatest. Leighton has shown that if the interior is rotating faster than the
surface, consistent with the theory of Dicke which accounts for solar oblateness,
the field strength at latitudes lower than the eruption is increased, whereas that at
higher latitudes is decreased. Thus the zone of eruption propagates toward the
equator. This model of the cycle is supported by the observations; Maunder’s
butterfly diagram, the distribution of the polarities of the spots, and the weak polar
fields are accounted for. This model also correctly predicts that the following spots
will be at a slightly greater latitude than the preceding ones. Lastly, the reversal of
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polarity distribution with advancement of the 22-year cycle can be accounted for
as described in the following paragraph. Other details not discussed here are also
predicted correctly by the Babcock-Leighton model.

The decline of solar activity and the polarity reversal are attributed to the
random horizontal surface motions of the relatively thick supergranular cells into
which the deep-rooted magnetic fields can be considered frozen. When we follow an
element of fluid and its frozen-in magnetic field, we see that it moves in a random
direction as part of the flow in a supergranular cell. After a day or so, the cell breaks
up and the fluid element moves off in another random direction as part of a new
cell. In this way, it engages in a “random walk” and can diffuse over the solar
surface. Thus, the strong magnetic fields of spot groups are gradually eroded away
by these motions, in addition to being stretched out by differential rotation (fig.
2-28(c) ). Because the following spot is slightly closer to the poles, there is a prefer-
ential diffusion of the following field into the polar region. About halfway into the
solar cycle, enough of this flux of opposite sign has diffused into the polar region to
reverse its polarity. This also causes a reversal in the slope of the lines of force next
to the polar region (fig. 2-29). As the polar field increases in strength because of
continued diffusion, this reversal of slope spreads toward the equator. At every
point where the slope has reversed, differential rotation no longer increases field
strength but starts to unwind the lines of force. After 11 years, the magnetic fields
have completely reversed themselves everywhere. When viewed in this manner,
solar activity appears to be a relaxation process which continually repeats itself.

F16Uure 2-29.—Slope reversal and subsequent strength decrease of the magnetic field frozen into
an element of solar plasma adjacent to the northern polar region. The reversal of the sign
of the polar magnetic field reverses the slope of the field lines, (a) to (c). From this point on
to the beginning of the next cycle, the differential rotation will decrease the field strength
rather than increase it (d).
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Magnetic energy is built up and stored as the lines of force wind up and then it is
released through solar activity, the most violent release coming in the form of solar
flares. This is distinct from a resonance process where the energy is continuously
converted back and forth between two forms but never released, as in the oscillation
of a pendulum. Also, the details of the generated fields are nearly independent of
the details of the fields of the previous cycles. Thus, the fields we observe today
are the product of the conditions existing over the past cycle or two; the memory
of early solar fields has been completely erased.

We now turn to the various manifestations of solar activity in an active region,
each of which has a magnetic origin.

2.9 THE ACTIVE REGION

An active region, sometimes called a center of activity or, more descriptively,
a solar storm, encompasses many diverse but related phenomena: spots, plages,
filaments, prominences, coronal activity, and flares. An active region at ‘“storm
maximum” is shown in figures 2-30 and 2-31. The primary, if not the essential,
event in the formation of an active region is the creation of a magnetic disturbance.
This one element is common to all of the above phenomena.

The strongest solar magnetic fields are found in the relatively dark, roughly
circular umbra of a sunspot (fig. 2-32). Approximately vertical fields of up to
4000 gauss, almost as large as a strong alnico magnet, covers regions comparable
to the size of the earth. Their lower effective temperature (54000 K) and resulting
darkness relative to the surrounding photosphere is attributed to a partial suppres-
sion of the convection of thermal energy through the upper layers of the convection
zone by the strong magnetic fields. Also, because the magnetic pressure is a signifi-
cant fraction of the total pressure, the gas in the umbra is less dense and more
transparent than the surrounding photosphere. The decreased temperature also
contributes to the greater transparence. Thus, we see to a greater depth in a spot
which gives the illusion of a depression in the umbra when observed near the limb
(Wilson effect). The penumbra, about 2} times the diameter of the umbra, is the
lighter surrounding region composed of many radial filaments where the field is
nearly horizontal. It has been suggested that the lighter areas between the darker
filaments are convection rolls; that is, relatively hot tubes of gas that are convected
up through the radially directed horizontal magnetic field. The displacement of the
field is minimal because these tubes are parallel to the field lines. An outward flow
of gas from the umbra to approximately twice the penumbra radius has been
observed. This flow, termed the “ Evershed flow,” has a maximum velocity of about
2 km/sec. Strong localized vertical magnetic fields which do not result in fully
developed sunspots are also possible. Pores, which are small dark regions resembling
small sunspot umbra with no penumbra, are observed. Magnetic knots, small
regions of concentrated field lines, are also seen. These knots have vertical fields of
approximately 1000 gauss, are confined to areas of 1 to 2 arcsec in size, and are
located in intergranular spaces, usually within active regions. Sometimes there is a
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Ficure 2-30.—Changes in an active region. The above series of photographs shows the 8-day
history of an active region from the time it first appeared on the limb. These photographs
differ from a spectroheliogram in that an optical filter of -A bandpass centered at Ha was
used rather than a spectrograph to exclude all light except Ha from reaching the film. Pictures
made in this way are termed ‘‘filtergrams.” The bright regions seen at the limb on September
12 are prominences which appear as filaments seen against the disk on succeeding days
The preceding sunspot is visible even in this narrowband Hea photograph. The general bright-
ening in the region is plage. Major flares occurred on September 16 and 20. (Courtesy of S.
Smith and B. Nolan, Lockheed Solar Observatory.)

slight darkening in the continuum radiation from a knot and the Fraunhofer lines
are slightly weakened.

Another indication of magnetic activity is the presence of plages (the French
word for ‘““beaches’), which usually appear before and outlive the spots. Plages
usually appear as broad areas of intensified brightness in Ha and many other wave-
lengths. In Ca K, the brighter regions approximately coincide with the enhanced
vertical magnetic fields that surround spots in the photosphere (fig. 2-33). Thus,
plages have been used to define the extent of the active region. Essentially, plages
are incandescent regions of gas with a higher density than the surrounding atmos-
phere and a hotter overlying corona. It may seem paradoxical that spots are darker
and plages are brighter than the surrounding medium when both are caused by
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Ficure 2-31.—An active region seen on September 17, 1966. Filaments, plage, a spot, and fibril
structure are all evident. A counterclockwise cyclonic pattern to the fibril structure next
to the spot is barely detectable. (Courtesy of S. Smith and B. Nolan, Lockheed Solar Ob-
servatory.)

Figure 2-32.—Sunspots. (@) A leading sun-
spot and surrounding granulation seen in
white light. The umbra and penumbra are
nearly symmetric. (Courtesy of R. Daniel-
son, Project Stratoscope of Princeton
University, sponsored by ONR, NSF, and
NASA.)
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F1Gure 2-32 (concluded).—Sunspots. (b) A complex spot group. The complexity which a spot
group can attain is well illustrated by this high-resolution photograph made on November
15, 1970. Note that the granulation pattern is visible right up to the edges of the spots.
(Courtesy of R. Dunn, Sacramento Peak Observatory, Air Force Cambridge Research

Laboratories.)

enhanced magnetic fields. The difference is that the spot fields are strong enough
to appreciably inhibit the large convective flow of energy from below but the plage
fields are not. However, the plage fields do enhance the relatively smaller flow of
mechanical energy originating as noise in the convection zone and its dissipation
in the solar atmosphere. In this way, plages are similar to the chromospheric net-
work. In fact, the network in a plage usually has a higher contrast in addition to a
larger characteristic length. The increased dissipation of mechanical energy and the
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F1GUuRre 2-33.—An active region observed on September 6, 1966, in several wavelengths. (a)
Filtergram at Ha—1 A (1 A to the violet side of He line center). (b) Filtergram at Ha line
center. The plage in Ha is best seen at line center. The plage of the following magnetic field
(the cross at the center of the picture) is usually more pronounced than the plage of the pre-
ceding magnetic field or the sunspot (¢). (¢) Isogauss contours. These lines of equal magnetic-
field strength for the magnetic-field component along the line of sight, the longitudinal
component, were made by the Mount Wilson magnetograph using the 5250-A line. Dotted and
continuous lines are of opposite polarity. The circular field structure of the spot is evident.
Also, the regions of high longitudinal magnetic-field strength appear as relatively bright areas
in the previous two Ha pictures and the brightening tends to be most pronounced where the
magnetic-field gradient is largest (lower right of sunspot). (d) White light. Note that there is
a spot only for the preceding magnetic field. (e) Filtergram at Ha+3 A. The dark fibril
structure is most enhanced here. The network of enhanced dark fibrils will usually outline
the magnetic field of the active region. (f) Wideband Ca K spectroheliogram (K232) made at
Mount Wilson. There is excellent correspondence between the contour of the bright regions
seen here and the isogauss contour (c). (All figures are courtesy of S. Smith and B. Nolan,
Lockheed Solar Observatory.)
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Ficure 2-34.—Structure of X-ray plage
immediately following the March 7, 1970,
eclipse. The photograph was made from a
sounding rocket. Magnificent detail for an
X-ray photograph of active region plage
(low atmospheric brightening) and their
interconnections (arches joining plage) is
seen here. The resolution is especially good
at disk center. The exposure was made
using a Parylene filter and an exposure
time of 11 sec. The moon can be seen at
the eastern limb. The loop structure above
active regions is noteworthy. Close exam-
ination reveals connections between the
preceding magnetic regions of the northern
hemisphere with those immediately across
the equator in the southern hemisphere, a
further verification of the Babcock-Leigh-
ton theory. (Courtesy of the Solar Physics
Group, American Science & Engineering,
Inc.)

accompanying contrast in brightness of the plage area become more apparent as we
observe at shorter wavelengths and correspondingly higher altitudes (fig. 2-34).

Several terms are used to describe regions of enhanced emission observed at
various wavelengths. Relatively bright regions that are observed in white light or
the continuum are located in the photosphere and are called photospheric faculae.
They are best seen close to the limb and roughly coincide with overlying chromo-
spheric faculae observed in strong Fraunhofer lines (fig. 2-35). Chromospheric
faculae and plages are generally regarded as synonymous and as manifestations of
active regions. Sometimes the wavelength at which the brightening is observed is
explicitly stated; for example, Ca K plage or Ha faculae. The terms ‘““flocculus”
and “flocculi” usually refer to the brightening observed at the bases of spicules
along the chromospheric network (fig. 2-17(a)). However, the term ‘bright
flocculi”’ is also sometimes used to designate a region of plage.

The existence of strong, large-scale magnetic fields in an active region also
plays a major role in the production of prominences. One type of prominence, the
long-lived quiescent type, is shown in figure 2-36. Not all of the material which
enters the corona through the chromosphere eventually leaves the sun in the solar
wind, especially during periods of peak activity when flare puffs, surges, and sprays
(discussed later) sporadically eject material from the surface. This material will
sometimes condense into regions of locally higher density and lower temperatures
and rain back down toward the photosphere. Because this plasma is highly ionized,
it will flow along the field lines, outlining them and producing some graceful and
elegant structures (fig. 2-37). Where the magnetic-field lines are parallel to the
surface, they can also provide a means of support for this higher density plasma
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Ficure 2-35.—Photospheric faculae. The increased emission within an active region seen at the
limb from the photosphere (shown here by offband Ha) is termed “photospheric facula.”
Comparison of (a) taken on October 7, 1964, and (b) taken on October 8, 1964, shows that
the photospheric facula is best seen when the active region is very close to the limb. (Courtesy
of S. Smith and B. Nolan, Lockheed Solar Observatory.)
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Ficure 2-36.—Quiescent solar prominences of the hedgerow type seen in Hea with a filter. The
material raining down from the corona is slowed and supported by horizontal magnetic
fields. In (a), (b), and (c), it is seen that the prominence structure is not uniform but is com-
posed of many small filaments. The chromosphere is seen just above the edge of the occulted
sun. (Courtesy of R. Dunn, Sacramento Peak Observatory, Air Force Cambridge Research
Laboratories.)

against the pull of solar gravity. The weight of the material causes the field lines
to dip, giving the plasma a stable means of support (fig. 2-38). Quiescent prom-
inences of this type are often long lived, up to 6 to 10 solar rotations, and remain
long after other manifestations of an active region have disappeared. The wide
range of possible magnetic-field structures and sources of condensed material has
led to a wide variety in the forms, sizes, and lifetimes of the observed prominences.

A filament is nothing but a prominence seen against the disk. A prominence is
visible in He at the limb because of its higher density (approximately 10* greater
than the ambient corona) and its lower temperature (approximately 10-2 lower

Ficure 2-37.—A loop prominence. Plasma
flowing from the corona to the chromo-
sphere outlines the magnetic-field structure.
(Courtesy of R. Dunn, Sacramento Peak
Observatory, Air Force Cambridge Re-
search Laboratories.)
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Ficure 2-38.—Magnetic support of a linear
prominence. The support of the locally
higher density material of a prominence
can be pictured as a result of the magnetic-
field line deformation. The lines of force
are analogous to rubberbands which in-
crease their support when stretched down-
ward by higher density material. More
correctly, however, the support is a result
of the force of an electric current flow
perpendicular to the solar magnetic field
(J%B) and the current in turn produces a
magnetic field which distorts the original
one.

THE QUIET SUN

Linear dipole

than the corona), which means that a relatively greater quantity of Ha-emitting
nonionized hydrogen atoms are present along the line of sight. However, when seen
against the relatively intense Ha light of disk, a prominence acts as an absorber
and appears as a dark filament. A good illustration of the transition of a prominence
to a filament as it rotates over the limb is seen in figure 2-39.

Ficure 2-39.—Transition of a prominence
to a filament at the limb on July 24 to 27,
1969, in Ha. As solar rotation carries the
prominence across the limb, the material
of the prominence is no longer lighter than
the background, which changes from the
undetectable corona to the chromospheric
Ha structure. Against the chromosphere it
is seen in absorption rather than emission.
(Courtesy of Observatoire de Paris—
Meudon.)
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When discussing the chromosphere, we noted that it resembles a light froth
on top of the photosphere and that, because of its relatively low density, the
magnetic field defines its structural nonuniformities. This is especially true in an
active region where we can use the observed structure in the Ha to infer the general
magnetic-field configuration. That is, with fair accuracy we can usually detect the
neutral lines, polarities, location of steep gradients of the vertical field, and the
general direction of the horizontal field (fig. 2-40). Visual analysis of the chromo-
spheric field structure of this type helps to develop an “observational feel”’ for the
complexities of an active region.

We now consider an idealized correspondence between the features of an active
region and magnetic neutral lines. A most obvious indication of magnetic neutral
lines is the path traced by a quiescent prominence or filament. Because the field
is horizontal in a filament and reverses its vertical direction in passing through it
(fig. 2-38), a filament lies along the dividing line between regions of opposite
polarity. Fibrils, the numerous small grasslike structures seen in He, tend to be
alined with the horizontal magnetic field and thus act like iron filings in outlining
the field structure. They clearly outline a filament channel. This is a region that
contains the neutral line and is an extension of the field structure supporting a
filament, but in which no filament is observed. Close to the neutral line in a filament
channel, the horizontal field rapidly assumes a small angle relative to the line
(a shear), as it usually does adjacent to a filament. Arch filaments, like fibrils, also
follow horizontal lines of force. They are relatively short lived and often arch from
one region of plage to another of opposite polarity. Thus, they are opposite in
character to quiescent filaments. Lastly, plage corridors or dark lanes between
bright plage also delineate the magnetic neutral line. Because the increased vertical
field strength in a plage enhances the generation and propagation of the wave
energy that heats the atmosphere, regions of low vertical field strength receive less
nonradiative energy from below and appear relatively dark. A very narrow plage
corridor between bright plage indicates a high horizontal gradient in the vertical
field. Once the neutral lines are located, the spots can be used to define the polarities
of the outlined regions. For the current solar cycle, the fields of the leader spots
are negative or inward directed in the northern hemisphere and positive in the
southern hemisphere. Leader spots are easily recognized because they lead a spot
group in rotational motion (that is, they are located on the western side) and are
relatively large, symmetric, and long lived.

So far we have described the active region statically. However, like the solar
cycle, it is a dynamic process. Its characteristic time of formation of 10 days is
intermediate between the rise time of 4 to 5 years for the solar cycle and the rise
time of seconds to minutes for a solar flare, which we consider in the next section.
An active region has the characteristic of a relaxation process and follows an
orderly and fairly predictable development. In an idealized development of an
active region, the first visual evidence of a magnetic disturbance is a systematic
alinement in the Ha fine structure and the appearance of a small plage in the space
between several supergranules. This is usually followed by the formation of spots,
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Ficure 2-40.—Magnetic neutral line location and field polarities inferred from Ha structure.

(a) The correspondence between magnetic neutral line locations (dotted lines) and quiescent
filaments, arch filaments, filament channels, plage corridors, and/or fibril direction is well
illustrated here (taken August 7, 1968). (Courtesy of P. McIntosh, Environmental Research
Laboratories, National Oceanic and Atmospheric Administration.) (b) The filtergram (0.5
A at Ha) at the top corresponds to the Mount Wilson fine-scan magnetogram at the bottom
(taken June 2, 1967). Dashed lines are negative polarity and solid lines are positive polarity.
Except in the immediate vicinity of the large sunspot on the western side of the region, the
filaments lie approximately along the dividing lines of opposite polarity. Close to the spot
and in areas of bright plage, this general rule is violated and short arch filaments appear to
join rather than divide areas of opposite polarity. Also noteworthy is that this spot, seen here
in He, has a well-developed and ordered fibril structure around it which is a continuation of
the radially directed penumbral structure. (Courtesy of S. Smith and B. Nolan, Lockheed
Solar Observatory.)

first the preceding one and then the following one. Prominences and flare activity
appear as the region builds toward maximum activity in 10 to 15 days. After one
rotation, almost all the spots except the preceding one have disappeared, the plage
and filaments continue to increase in size because of the stretching action of dif-
ferential rotation and supergranular diffusion, and flare incidence has greatly
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decreased. After two rotations, the plage is decreasing in brightness and it usually
disappears by four rotations. At that time the single remaining filament has been
drawn out to maximum extent, lying in a nearly east-west direction. The filament
migrates poleward as it decreases in length and dissipates, but it may be visible
for 6 to 10 rotations after the birth of the active region. Thus, the development of
the various components of an active region is directly related to the dynamics of
formation and dissipation of a bipolar magnetic region.

2.10 THE ACTIVE-SUN CORONA

Characteristics of the inner corona, which are extensions of chromospheric
features, are illustrated in the X-ray photographs shown in figures 2-7 and 2-34.
The emission of radiation is very nonuniform and numerous loop structures are
evident. Because the magnetic field controls the plasma structure, these loops of
emitting plasma allow us to observe the three-dimensional characteristics of the
field and the manner in which magnetic flux links regions of opposite polarities.
As expected, flux links the opposite polarities of an active region. Flux also some-
times links the following polarity of one active region with the preceding polarity
of the next or adjacent region. Perhaps the most important observation is that the
preceding polarity of a region can be linked by flux which crosses the equator to
the preceding polarity of a region in the opposite hemisphere. Thus, once a bipolar
magnetic configuration breaks through the solar surface, there is a severing and
reconnection of field lines. According to the Babcock-Leighton model, flux linkage
of preceding polarities across the equator must occur as the following polarities
diffuse toward the poles and the total solar magnetic-field configuration is reversed
over a solar cycle (figs. 2-27 and 2-28).

Because of the two perturbing factors, solar rotation and locally strong mag-
netic fields, the outer corona of the active sun differs substantially from the spheri-
cally symmetric steady-state outer corona previously described. The coupling
between the surface-rooted coronal magnetic fields and the coronal plasma causes
the corona to rotate (out to a few Ry) with the same angular velocity as the sun,
like a rigid body. However, with increasing solar radius, the energy of the fields
drops off more rapidly than the energy in the plasma. Hence, a point is reached
(=~3Ry) where the solar wind assumes control of the dynamics. The fields at this
point are not able to increase the angular momentum of the outward-moving
plasma and are strung out into space, forming a spiral structure like that of a
rotating garden hose (fig. 2-41).

Two other large-scale alterations must be made to our previous picture of the
corona. These are in the density, which increases by a factor of approximately 2
at the equator from solar minimum to solar maximum, and in the temperature,
which increases approximately 20 percent from minimum to maximum. Perhaps
the most noticeable and interesting change, however, is the structural asymmetries
arising from the locally strong magnetic fields that are so evident in the inner
corona. These fields not only control the details of the plasma flow inside a few Ry,
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FiGure 2-41.—General structure of the
coronal magnetic field.

but are also ultimately responsible for increases in local plasma density and tem-
perature. Most noteworthy of this type of coronal activity are coronal condensations,
local enhancements in plasma density and temperatures which occur low in the
corona over spot groups. They are observed in emission lines, and sometimes in
white light, and appear as looplike structures or bright knots. Their characteristic
size is a few ten thousand kilometers and their lifetime is on the order of hours to
days (sporadic) or significantly longer (permanent).

A coronal photograph that exhibits a wide variety and abundance of detailed
structure, which is also attributable to magnetic-field nonuniformities, is shown in
figure 2-42. The nature of various coronal structures can be illustrated by the
classification of the features seen in this picture. A streamer is a structure which
appears bright relative to the background corona and which extends far outward,
usually over 1R,. Helmet streamers are seen in figure 2-42 in the southeast and
southwest quadrants and were observed to overlie prominences. Arches and the
lack of material over the prominences are evident in the bases or domes of these
streamers. Some streamers appear to be drawn out into very thin structures ex-
tending large distances into the corona. These rays are seen in the northwest
quadrant. A ray covering a wide longitude is termed a ‘“fan.” Narrow streamers
appearing at the poles are called ““polar plumes” and usually outline the general
dipole solar field. Very faint polar plumes are visible at the south pole in the negative
of the original photograph of figure 2-42; faint details are lost in the conversion
from the negative to the positive print. Thus, the corona of the active sun contains
a wealth of detail controlled by the complex magnetic-field structures and differs
considerably from that associated only with the chromospheric network of the
quiet sun.
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Ficure 2-42.—The solar corona observed during the November 12, 1966, eclipse. This impressive
picture of the corona was made by a team from the High Altitude Observatory headed by
Gordon Newkirk, Jr., at Pulacayo, Bolivia (altitude of 13 000 feet). A neutral density filter
which had a radial gradient covering a range of 10* in transmission was placed in the focal
plane. This filter compensated for the rapid decrease of coronal brightness with increasing
radius and allowed faint features in the outer corona to be observed without overexposing
the chromosphere. The exposure time was 10 sec and the effective wavelength was 6400 A
using Kodak Linagraph Shellburst 70-mm film. The overexposed image of Venus is seen in
the northeast quadrant. (Courtesy of G. Newkirk, Jr., High Altitude Observatory.)

2.11 SOLAR FLARES

All of the solar activity so far discussed changes slowly enough that a static
or a steady-state description is appropriate. This is not true for the violence of a
solar flare. In essence, a flare is a highly concentrated explosive release of energy
within the solar atmosphere, followed by a gradual leveling off and decay of material
motion and temperature. As seen in He, a small starlike brightening within a plage
area occurs, followed by a rapid spread along preferred routes until, in a matter
of minutes, the brightening covers areas that can be as large as approximately




56 THE QUIET SUN

1956:10

2150:00

5 x 10° km

F1GUure 2-43.—Flare development. The long complex rise to maximum of the exceptionally large
flare (of importance 3+) shown here started with brightening in very localized areas. The
brightening continued to spread until it overwhelmed much of the complex structure of the
active region. This series of filtergrams was made at He line center with a 0.5-A passband,
May 10, 1959; universal time is given for each frame. (Courtesy of S. Smith and B. Nolan,
Lockheed Solar Observatory.)



A DESCRIPTION OF SOLAR STRUCTURE AND PROCESSES 57

1 sq arcmin (figs. 2-43 and 2-44). This brightening will gradually decay in about
1/3 to 3 hours. When observed in X-rays (fig. 2-45), flares can exhibit rise times
on the order of seconds. The solar radio emissions at centimeter wavelengths are
also enhanced during a flare with the initial rise either slightly leading or slightly
following the rise at X-ray wavelengths (fig. 2-46). Radio bursts at meter wave-
lengths, which have distinctive characteristics, are also observed and have been
classified into several different types. Lastly, in some cases electrons having veloc-
ities approaching the speed of light, as well as clouds of high-energy protons, are
simultaneously ejected from the flare area.

The energy released by a flare is usually very much smaller than the total
energy of enhanced emission from an active region over its lifetime. However, for
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F1GURE 2-44.—Flare bright points (February 11, 1970). The development of a flare in Ha as it
is usually seen is shown in figure (a). In figure (b), very localized brightenings or hot spots are
evident. The overexposed areas of Ha shown in figure (c) display these bright points although
they cannot be clearly separated from the surrounding emission. A video system, which has
a wider dynamic range than film, can be used to observe both these bright points and the
relatively faint background structures by varying the intensity. (Courtesy of S. Smith and
B. Nolan, Lockheed Solar Observatory.)
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Ficure 2-45.—X-ray photograph of the sun
taken on June 8, 1968, by an X-ray tele-
scope mounted on a sounding rocket. A
flare is seen slightly to the upper left of sun
center. Regions of X-ray plage are also
evident, especially close to the limb.
(Courtesy of W. Reidy, American Science
& Engineering, Inc.)

very large flares these two energies can be approximately equal. The very large
flares, which occur only a few times per solar cycle, can release up to 10% ergs, the
equivalent energy release of a 2-billion-megaton TNT bomb. Although one might
first suspect nuclear processes as a source of this energy, the atmospheric density
is much too low for fusion to take place, and evidence now points to the energy
stored in locally strong magnetic fields.

Flares generally tend to occur in active regions where the magnetic fields are
strong, complex, and in a highly stressed and unstable configuration. Indicators of
these conditions are the presence of bipolar fields whose polarities are opposite than
normal (reversed from fig. 2-27), a very twisted and kinked magnetic neutral line,
growth of new fields in or near old ones, large Ha plage intensity and size, and
strong observed fields and gradients. A flare is sometimes preceded by the expansion
and breakup of a nearby filament, indicating a changing magnetic-field configura-
tion. Once a flare is triggered, it often spreads rapidly along routes adjacent to the
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Fi1cure 2-47.—Flare development relative to sunspots. This sequence of Ha filtergrams shows a
flare development with the sunspots superimposed (July 6, 1965). The spot group is a complex
one and the magnetic-field gradients are correspondingly large. It is seen that the brightening
is centered along the lower chain of spots. (Courtesy of S. Smith and B. Nolan, Lockheed
Solar Observatory.)

neutral line as the field relaxes to a less stressed configuration (fig. 2-47). However,
the forces which caused the original buildup of magnetic energy and instability can
continue to operate and subsequent flaring many times occurs in the same location.
In this way a flare, like the solar cycle, can be thought of as a relaxation process.
The field and its gradient build up, a dynamic release of energy occurs, and a few
similar cycles may follow. Thus, flares are also very closely related to solar magnetic
activity. In fact, the average incidence in terms of the number of flares per day,
of importance 1 or greater, is roughly ZS/25, where ZS is the Zurich sunspot
number. Hence, we could expect eight or nine flares per day at the peak of the
current maximum but less than one per day at the minimum in 1975. The term
“importance’ is used to classify flares and subflares according to their visible areas
and brightness seen in He, as shown in table 2-1.

A flare is not only an interesting dynamic process but it also has many impor-
tant consequences resulting from the manner in which the energy is released.
Although a flare’s energy release rate is only about 10-° that of the total sun, in just
the short-wavelength range of the spectrum (A=~10 A) the rate can be increased
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TABLE 2-1.—Dual Importance Classification of Flares in Ha

Importance
Area, Area, Characteristic Mean
ten-thousandths | heliographic angular size, duration,
Faint | Normal | Brilliant |of the solar disk | square degrees arcmin hours
St Sn Sb <2 <2.1 <0.4 <0.3
1f 1n 1b 2-5 2.1- 5.1 0.4-0.6 0.3-0.5
2f 2n 2b 5-12 5.1-12.4 0.6-1.0 1
3f 3n 3b 12-24 12.4-24.7 1.0-1.4 3
4f 4n 4b >24 >24.7 >1.4 3
g 5x10° km i
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Ficure 2-48.—A flare surge and filament disruption on May 21, 1967. This is a composite of two
filtergrams; the disk is seen in He with a 3-A bandpass and the limb in Ha with a 10-A band-
pass. At 1539:30 a flare is seen in the active region on the disk. At 1543:15 a surge of solar
material appears above the limb and by 1548:30 it reaches a height of 3Ry to 3Ry, depend-
ing upon its angle relative to our line of sight. It is also seen that at 1548:30 and 1612:15 the
flare has greatly disrupted the existing prominence. (Courtesy of S. Smith and B. Nolan,
Lockheed Solar Observatory.)
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F1cure 2-49.—Material ejection from an active region. This ejection, shown here in Ha close to
the limb, was photographed at 1914:12 on May 22, 1970. (Courtesy of H. Zirin, Big Bear
Solar Observatory, California Institute of Technology.)
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F1cure 2-50.—Rising material seen in Ha. This sequence of near-limb photographs taken on
December 6, 1970, shows that the rising material had a component of motion along the line
of sight. That is, the material is evident in absorption at Ha—0.9 A but not at Ha+0.9 A.
(@) Ha—0.9 A. (b) Ha line center. (¢) Ha+0.9 A. ((a) and (b) are courtesy of R. Dunn,
Sacramento Peak Observatory, Air Force Cambridge Research Laboratories.)

manyfold. In the hard X-ray range (A <1 A), for example, a factor of enhancement
of 10? is possible. As the rate of energy release by a flare increases, the radiation
shifts toward these shorter wavelengths. Associated with the large enhancement of
the short-wavelength radiation, high-energy particle emission sometimes occurs.
These particle emissions produce effects which are sometimes observable as geo-
magnetic storms, ionospheric density fluctuations which affect radio communica-
tions, auroras, and biological changes which influence our own evolution and future
long-term manned space flight. It is fortunate, however, that the sun is unlike other
stars where the total luminosity is observed to change manyfold within a few
minutes during a flarelike event.

In addition to flares, the sun exhibits many other rapid transients, most of
which are directly related to, and almost as violent as, flares themselves. Pulffs,
surges, and sprays result from solar plasma which erupts from the surface at the
scene of a flare. Surges occur at one or more times during the lifetime of a flare when
material rises from the surface and slides along magnetic-field lines (figs. 2-48 to
2-50), then falls back down, either along the same path it came or along a loop
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Ficure 2-51.—Formation of postflare loop prominences on May 26, 1963. This sequence is a
composite of the same type as figure 2-48. The surge of material which appears at 2319:10
is most likely the result of a flare occurring beyond the limb. As material condensed from the
corona, the loop structure is formed. Progressively higher tops are observed as additional
material rains down from above. (Courtesy of S. Smith and B. Nolan, Lockheed Solar Ob-

servatory.)

trajectory (figs. 2-37 and 2-51). This material may break up and disappear,
however, before reaching the surface. A definite precursor to a surge often occurs in
the form of a puff, a rapid expansion in a flare region which then fades and becomes
transparent, just as the surge emerges from it. A spray is essentially a more energetic
version of a surge, the spray material having sufficient velocity to completely escape
the sun. In addition to ejecting material, flares also emit MHD waves. These waves
can clearly be seen in accelerated Ha motion pictures where they usually appear
to move into only about one quadrant of the region surrounding the flare (fig. 2-52).
Sometimes filaments impacted by these waves are observed to undergo three or
four vertical oscillations. In other cases, filaments may even disappear, either before
or during a flare, with no MHD wave visible. In the majority of cases, after a
period of several hours to several days, another filament will reform in nearly the
same shape and location as the one which disappeared. Prominences also have been
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Ficure 2-52.—Wave event of May 23, 1967. This series of filtergrams in Ha with 0.5-A bandpass
show a diffuse wavefront moving outward from the flare. This front is interpreted by S. Smith
and K. Harvey of Lockheed Solar Observatory as a depression and relaxation of the chromo-
spheric fine structure and is best seen in the winds of Ha. A fast, bright diffuse front of emis-
sion propagating away from a flare is sometimes seen at Ha line center. These waves are best
observed by viewing accelerated Ha patrol films of a flare. (Courtesy of S. Smith and B.
Nolan, Lockheed Solar Observatory.)

observed to erupt; figure 2-53 shows the largest eruption ever photographed. The
disk of the sun was occulted and the prominence observed in Ha. Before eruption,
this large prominence was quiescent and visible for months. The usual form, which
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F1Gure 2-53.—Grandpa—the largest eruptive prominence ever photographed, June 4, 1946.
(Universal time is given below each frame.) (Courtesy of G. Newkirk, Jr., High Altitude
Observatory.)

is exhibited here, is a growing arch where the center expands outward and becomes
invisible with the ends remaining fixed.

Some structures seen in the corona also undergo rapid changes, the most rapid
being a coronal whip. This occurs when one end of a diffuse coronal loop structure,
resting above a sunspot region, undergoes a violent release and whips outward.
In contrast to an eruptive prominence, the velocity of the disturbance observed
here is believed to be that of a wavefront rather than material ejection.
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The Interior

Our study of the quiescent sun begins with the solar interior, that portion of
the sun which is inaccessible by direct observation of radiation. Thus, it includes
all of the material inside the visible atmospheric layer of the sun called the photo-
sphere. It extends from the core, the central region of the sun, outward to the
convection zone, which lies immediately below the photosphere. The interior is a
natural starting point for our study, since the energy which provides the sun’s
luminosity is generated in the core and the nonradiative energy flux which largely
determines the structure of the outer solar atmosphere is generated in the convec-
tion zone. An understanding of the energy generation mechanisms and the nature
of solar convection will provide a basis for the investigations of the photosphere,
chromosphere, and corona. The term ‘“‘quiescent’” is used here to imply that solar
activity, rotation, and general magnetic field are neglected so that the sun has no
preferred direction and is spherically symmetric.

Looking at the sun as a star, we see that it is in no way peculiar but is an
average member of the main sequence, which refers to a region of near stability in
the star luminosity versus the effective surface temperature diagram. It is in this
region that a star spends the major portion of its life (fig. 3-1). The techniques
and theories employed in the field of stellar evolution are directly applicable to the
sun and, in fact, the sun has provided a valuable proving ground for this field of
study. These techniques, which have been developed using principles of atomic and
nuclear physics, will be discussed in the following sections and a model for the solar
interior presented.

3.1 SOLAR COMPOSITION

The “big bang” theory of the origin of the universe, which is backed by nearly
all current observations (Iben, 1970), asserts that all matter was at one time in the
form of hydrogen and contracted into an extremely high-density, high-temperature
primordial fireball. During the early moments of this universe, helium was formed
by fusion réactions in addition to much smaller amounts of the higher atomic-
number elements. The resulting abundance of helium would have been approx-
imately the same as the solar value, but the abundances of the heavier elements
would have been many orders of magnitude less than those observed in the sun.

After the initial expansion and cooling of the fireball during the big bang, localized
: 69
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Ficure 3-1.—The Hertzsprung-Russel diagram. The S-shaped band running across the center
of the figure contains most of the observed stars and is termed the “main sequence.” Lumi-
nosity and surface temperature have been added. (From Motz and Duveen, 1966; copyright
1966, Wadsworth.)

gravitational contractions took place and stars formed. More nuclear fusion occurred
within these stars, the abundance of helium increased slightly, but the abundances
of the heavier elements increased substantially. After various violent and non-
violent ejection mechanisms returned some of the stellar matter to the interstellar
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medium, contractions again occurred and second-generation stars formed. From
the observed solar abundances, it is inferred that the sun contracted from material
which has at one or more times previously experienced nuclear fusion reactions
inside of stars (Clayton, 1969). Within our galaxy, there are stars which are older
and some which are younger than our sun, and it is exciting to realize that stellar
formation is still in progress.

Once the initial composition and total mass are known, the properties of the
sun, or most other stars, are, in principle, determined for any later time. The mass
loss resulting from the solar wind has been negligible over the lifetime of the sun,
so that the present solar mass is essentially the same as its initial value. The initial
composition is assumed to have been uniform throughout the sun. The observed
spectra (therefore the initial composition) of most nearby stars and of the sun are
nearly the same. This strongly suggests that the relatively small region of the
interstellar gas which contracted to form the sun was certainly of uniform composi-
tion. It is also assumed to be the same as that of its present atmosphere which has
been determined by spectroscopic analysis. This is equivalent to assuming that
negligible mixing has taken place by turbulence or diffusion between the sun’s
atmosphere and its core, where the composition has changed by nuclear trans-
mutations. The existence at some time in the sun’s past of either a rapidly rotating
core promoting turbulent mixing, a flow of meridional currents, or an interior that
is convectively turbulent throughout would invalidate this assumption.

It is customary to describe the composition of a star in terms of the fraction
of the total mass which is hydrogen X, the fraction which is helium Y, and the
remaining fraction which is composed of the heavier elements Z. Thus, X4+Y+4+Z=1.
Representative values for the solar composition are given in table 3-I and the
results of the general survey are shown in figure 3-2.

Once the mass, composition, and age are specified, physical laws which take
two forms are used to determine the structure of a star. The first form is that of
differential equations which define the radial variation of properties. The second
form explicitly defines some of the properties in terms of the local values of tem-
perature, density, and composition. In principle, the problem of determining the
structure is fully specified when boundary conditions are applied at both the solar
surface and at zero radius. In practice, however, our inability to properly describe
turbulent convection and to calculate its effects introduces a degree of uncertainty
into the results.

3.2 THE RADIAL VARIATION OF PROPERTIES

The appropriate differential equations are derived from the radial variation of
the physical properties of the solar material. The most straightforward relation is
a mass balance involving all of the mass inside a sphere of radius .

M(r)= f p(r')axr? dr’ (3-1)
(]
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TABLE 3-1.—Solar Composition®
[X=0.784, Y =0.198, Z =0.018]

El . Iﬂg NElement
ement Atomic (relative — Mass
no. abundance) Naydrogen fraction

| 5 ST 1 12.0 1.0X10™° 7.84X107?
5 (T SR UGS S 2 10.8 6.3X1072 1.98 X107
C e 6 8.5 3X10™* 3X103
R 7 8.3 2X10~ 2X10-3
I R 8 8.8 610~ 8 X103
[ S PP 10 8.1 1.3X10™ 2X103
Na e 11 6.2 1.6 X10°¢ 3X1078
Y P 12 7.9 8% 10 1.5X10~4
. | 13 6.4 3X10~¢ 6X107%
< I SR  Oe 14 7.4 3X10°% 6104
S e 16 7.2 1.6 X105 4X10
Ar e 18 6.3 2X10—¢ 6108
Ca oo 20 6.4 3X10°¢ 9X10-%
) Sy T S P - e, 26 6.9 8X107¢ 4X104
Ni e 28 5.6 4X10-5 2X10-3

= The relative abundances are from fig. 3-2. X, Y, and Z are calculated neglecting the less
abundant elements that are not specified; N refers to the density by number.

where p(r) is the mass per unit volume at r. For the present sun, M (Ry) =M.
Thus, the change of M with r is given by
aM
— =pdnr? (3-2)
dr
The balance of forces on a small element of gas is identical to that used in the
study of the earth’s atmosphere. That is, the weight of a volume of gas is balanced
by the pressure gradient across it. Thus,

d MG
s (3-3)

dr 4
where p is the gas pressure, (¢ is the gravitational constant, and the quantity
(M@/r?) is the local value of gravity g (r). Because the sun is spherically symmetric,

only the material internal to r contributes to g (r).
A relation similar to the mass balance exists for the energy balance.

L(r)= / ()oY Amr dr’ (3-4)
0

Here L (r) is the luminosity at r, or the rate of energy emission from the sphere of
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F1cure 3-2.—Solar abundances. The log (abundance) for hydrogen is taken to be 12 and all other
abundances are relative to it. The ranges of reasonable reported values are shown. If only one
reported value has been used, no range is indicated. (Data from Brandt, 1966; Clayton, 1969;
Danziger, 1970; Goldberg, Kopp, and Dupree, 1964; de Jager and Neven, 1967; Lambert,
1968; Lambert and Warner, 1968a, b, and ¢; Lambert, Mallia, and Warner, 1969; Ross and
Aller, 1968; Warner, 1968; Withbroe, 1969; and Zirin, 1966.)

radius r, and e is the rate of energy production per unit mass from nuclear reactions.
In the stages of a star’s life when gravitational energy changes proceed at a signifi-
cant rate, another term must be added to this relation which will not be considered
here. Thus, the rate of change of L with r is

d—é =epdmr? (3-5)

dr
The rate of change of temperature in the radial direction is determined in one
of two possible ways, depending upon whether radiation or convection is the
dominant mode of outward energy transport. Energy transfer by conduction is
negligible in the interior of the present sun, but does play the major role in very
high density stars. When radiation transfer is dominant, the temperature gradient
can be deduced by treating the radiation in the same manner as a gas which has
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momentum, pressure, and internal energy. When any material absorbs radiant
energy, momentum is also absorbed if the radiation has a net flux in any one
direction. The rate at which momentum is absorbed by an element of gas of unit
area and thickness dr, caused by the net radiant flux L (r), is

(Rate of momentum absorption by gas) = % 4% Kkp dr (3-6)
where ¢ is the speed of light (photon speed), xp is the absorption coefficient, or the
fraction of radiation absorbed per unit length (1/kp=photon mean free path), and
k is the opacity, or the mass absorption coefficient. The rate at which the radiation
field gives up momentum to the gas is balanced by the pressure change in the radial
direction of the radiation across the volume

-4
{Pressure change of radiation} = —d (3_c aT‘) (3-7)

where ¢ is the Stefan-Boltzmann constant and ¢7* is the rate of radiant energy
emission by a blackbody surface in equilibrium at temperature 7. Equating these

two expressions yields
d 3 L
(d—Z)M' " 16073 42 P )

Because the radiant energy released by the gas is emitted isotropically (with equal
intensity in all directions), it does not enter into this force balance on the radiation
field. Also, the force on the gas resulting from the radiation pressure gradient is
negligible with respect to that produced by the gas pressure gradient. Hence, our
force balance on the gas (eq. (3-3)) does not require an extra radiation term.

Convection will be the dominant mode of energy transfer when conditions are
such that the temperature of a rising blob of gas decreases more slowly than that
of its gaseous environment, thereby giving the blob a relatively lower density and
making it buoyant (fig. 2-4). This blob of gas carries its excess heat upward and
deposits it in its surroundings by radiation and, when it eventually breaks up and
dissolves, by direct mixing. When an element of gas undergoes an adiabatic change
(no heat is transferred across its boundaries), the temperature and pressure changes
are related by

dT  y—1ldp
= -1 -= 3-9
T = (3-9)

where v is the ratio of the specific heat at constant pressure C, to the specific heat
at constant volume C',. When only those molecular degrees of freedom which absorb
energy as a quadratic function of some variable are considered (translational,
vibrational, and rotational, but not electronic), v is equal to 142/¢, where £ is the
number of degrees of freedom that are active. Thus, v is always greater than 1.0
but less than 5/3, the value corresponding to the three translational degrees of
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freedom which are always active. The adiabatic temperature gradient is

aT\ _y=1Tdp
(@7 e 610

If the absolute value of the adiabatic temperature gradient |d7'/dr|sq is less than
the absolute value of the temperature gradient in the absence of convection
|dT'/dr|caa, the gas will be unstable to small perturbations in the vertical direction
and convection will occur. Thus, the criterion for the existence of convective
instability, called the Schwarzschild condition, is

ar ar

E‘ E; (3-11)

ad rad

To the accuracy with which our incomplete knowledge of turbulent convection
allows, this condition is met in the interior at about 0.86R5, where the temperature
has dropped to the relatively low value of 1X10® K. The instability results primarily
from the recombination of electrons with bare nuclei and ions to form ions of the
heavier nuclei which readily absorb radiation. This greatly increases the opacity «
and causes |d7/dr|:a to become large.

Close to the surface of the convection zone, a second effect promotes instability.
The ratio of specific heats v is driven closer to unity because the degrees of freedom
by which the atoms and ions absorb energy now include ionization and excitation
in addition to translation. This effect, which is primarily caused by hydrogen and
to a lesser degree helium, in turn reduces |d7/dr|.. The depth dependence of the
ionization of H and He is shown in figure 3-3. It is seen that the helium ionization
occurs considerably deeper than that of the hydrogen. Hence, helium ionization
would produce a larger scale convection pattern than hydrogen ionization. This
has been used to support the speculation that the ionization of the less abundant
helium is responsible for supergranulation (Simon and Leighton, 1964). Super-
granulation has a larger scale but is not visible in emission as is the normal granula-
tion, which has been attributed to the ionization of the more abundant hydrogen.

Ficure 3-3.—Hydrogen and helium recom-
bination below the photosphere. (From
Simon and Leighton, 1964; copyright 1964,
the University of Chicago Press.)
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Because convection is an efficient means of transporting energy, the temperature
gradient is usually close to the adiabatic value (d7'/dr).a once it is operative.
However, an error does enter because d7'/dr is not exactly specified, and to be
precise we must resort to a more detailed but not yet well-developed theory of
convection. Also, other complexities are encountered very close to the surface.
First, convection is no longer an efficient means of energy transport, since a blob
of gas can neither contain nor transport a significant amount of thermal energy
because of its low density and temperature. Second, once radiation starts to escape
the sun directly, kp and |d7T'/dr|:a become small and the atmosphere again becomes
stable. This transition to stability occurs in the low photosphere, and the atmosphere
remains stable against convection from there outward, except for an effect caused
by thermal instability in the chromosphere that we discuss in chapter 5.

3.3 LOCALLY DETERMINED PROPERTIES

To complete our description of the laws which govern the physical nature of
the solar interior, the pressure p, the rate of energy generation per unit mass e,
and the opacity « must be defined. These three properties can be specified purely
in terms of the local values of the density, temperature, and composition.

Pressure
For an ideal gas, the pressure is given by
p=NkT (3-12)

where N is the total number of particles per unit volume and % is the Boltzmann
constant. The density can be specified in terms of a mean atomic weight x which
essentially is the average mass per particle in units of a proton mass mg.

p=pumuaN (3-13)
hence
k
p=——pT (3-14)
KmMmu

The explicit dependence of the pressure on the composition can be explained by
examining the factors which determine the mean atomic weight u.

There are two factors which cause p to change with radius in the sun. The
composition of the core differs from that of the remainder of the sun because of the
effect of nuclear transmutations over the past 4% billion years. Also, because the
density and temperature are not uniform, the degree of ionization of each element
also varies with the radius. If one electron were removed from every atom in a gas
where there was initially no ionization, u would be reduced by a factor of 2 because
there would be twice as many particles, but the mass would be unchanged. The
degree of ionization of each element does change considerably, especially close to
the surface (fig. 3-3), and in equilibrium conditions is described by the Saha
equation
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N,.HN, _ ’!ﬂ 2 (21rm,kT)'/’

N » W exp (—x./kT) (3-15)

where N, is the number density of ions formed by removing s electrons from the
atom, N, is the electron number density, m. is the electron mass, h is Planck’s
constant, x, is the ionization potential or the energy required to remove one electron
from the ion which has s electrons already removed, and «, is the partition function
for the sth stage of ionization. u, is a measure of the total of the number of states
of an ion, each multiplied by its probability of occupancy. The degrees of ionization
for several elements at conditions representative of the solar core are shown in
table 3-I1.

When the degree of ionization of each element has been specified, the mean
atomic weight can be precisely calculated. For a gas composed only of fully ionized
hydrogen, there are two particles for every proton and w,=3%. For fully ionized
helium, u, =4. For the heavier elements with a nuclear charge z, full ionization
would yield z+1 particles. A good generalization for the heavy elements as a group
is that their atomic weights are twice their charge or 2z and that z is very much
larger than 1. Hence, under fully ionized conditions, u,=2. In terms of X, ¥, and Z
(the mass fractions of hydrogen, helium, and the heavy elements, respectively),
the mean atomic weight for the fully ionized condition is

1

= XTIz w8

m
Throughout the interior, u is very close to 0.6, except close to the surface, where
H and He are not fully ionized, and in the core, where the composition has been
altered. The small range of variation of u is attributed to the small value of Z.
That is, even though the ionization of the heavy elements changes considerably,
their combined ability to alter the total number of particles is small.

TABLE 3-ll.—lonization in the Solar Core*
[T=10" K, N,=10* cm™]

Element Atomic Nuclear Bound Free Free particles
weight charge electrons | electrons per nucleus

H.o 1.0 1 0.0 1.0 2.0
He o . 4.0 2 .0 2.0 3.0
O 16.0 8 .24 7.76 8.76
Mg oo 24.3 12 3 11.7 12.7
[ 28.1 14 .5 13.5 14.6
Ca e 40.1 20 1.9 18.1 19.1
B smi s e 55.9 26 3.0 23.0 24.0

* The information on the heavy elements is from Stromgren (Chandrasekhar, 1957).
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Energy Generation

The second locally determined property we are to consider, the energy produc-
tion per unit mass e, is attributed to the energy released in nuclear fusion reactions.
Nuclear fusion can occur when two heavy particles, one usually being a proton,
collide with one another with sufficient energy to overcome the electrostatic repul-
sive forces normally keeping them apart and come close enough to interact on a
nuclear scale. The total mass of the particles leaving the collision is smaller than
the mass of the particles before collision. This mass deficit shows up in the form of
energy, both the kinetic energy of the particles leaving the collision and the radia-
tion energy of the emitted photons, which is in the gamma-ray range. The higher
the nuclear charges, the more energy the particles must have to react. Hence,
nuclear reactions are limited to very high temperature regions of stars (>107 K)
and usually to nuclear charges of 7 or less (nitrogen nucleus). Also, for the collision
rate to be appreciable, the density must be high. Initially, the sun achieved a high
central temperature from the potential energy given up through gravitational con-
traction. However, once conditions for nuclear reactions became favorable, gravita-
tional contraction became negligible with respect to nuclear reactions as the sun’s
prime energy source.

Because of high availability and low nuclear charge, the most likely candidates
for nuclear reaction are hydrogen nuclei (protons) which combine to form helium
in the following series of steps.

'H4+'H—?D+et+v + 1.44 MeV
’D+'H——*He+y + 5.49 MeV (3-17)

SHe+*He——*He+'H+'H+12.85 MeV

The superscripts denote the number of protons plus neutrons in the nucleus. Two
protons first collide to form a deuteron (a proton-neutron system), a positron (the
antiparticle of an electron that is like an electron in all respects except that it has a
positive rather than a negative charge), and a neutrino (a particle of zero charge
and mass and an extremely small cross section or interaction probability with other
matter). The positron soon reacts with an electron and the pair disappears with the
emission of two gamma rays. The neutrino, although formed in the core, does not
interact significantly with the solar matter on its path outward, and it leaves the
sun. The energy it carries away is not deposited in the interior and must be sub-
tracted from the total energy produced in the reaction when calculating the lumi-
nosity. In the second step, the deuteron combines with a proton to form *He and a
gamma ray is emitted. The formation of *He in the third step can be completed in
a variety of ways, the one shown being by far the most frequent. Two *He particles
combine to form one helium nucleus and two protons. Since the last step uses two
¥He particles, steps one and two must occur twice as frequently as step three. The
net result of this proton-proton cycle is

4'H+2e——*He+2v+4-26.7 MeV (3-18)
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However, each neutrino carries away 0.26 MeV (on the average) so that the actual
energy liberated for every ‘He formed is 26.7 MeV. The first step is the slowest and
therefore determines the rate at which the whole chain reaction proceeds. Based
on this first step, the rate at which mass is converted to energy by the proton-proton
cycle is

10%\*?
epp=2.5X10° pX? (T) exp [—33.8(105/T)37] ergs/gram-sec  (3-19)

A second possible mechanism for producing helium from hydrogen is the
carbon cycle, first proposed simultaneously and independently by Hans Bethe and
Carl von Weizsicker. It proceeds by the following steps in which carbon acts as a
catalyst:

20 1H——BN 4y +1.95 MeV

BN——BC+et+r +2.22 MeV
BC41H——"N 4 +7.54 MeV
e (3-20)
UN +1H——B0 4y +7.35 MeV

BO——BN+4-et+» +2.71 MeV

BN +1H——12C+*He+v+4.96 MeV

The net effect is just the same as that shown by equation (3-18). However, in
this case, each neutrino carries away 1.7 MeV on the average, so that 25.0 MeV is
liberated for every *He nucleus formed. The rate of energy generation per unit mass
by the carbon cycle is given by

1 2/3
€ =9.5X10% pX Xcn (—;),—6) exp [—152.3(10%/T)'*]  ergs/gram-sec (3-21)

which is set by the rate at which the fourth step in the chain proceeds. The mass
fraction “N, a product of the third step, has been set equal to the combined mass
fractions of carbon and nitrogen Xcn. This is a good approximation and simplifies

the calculations.
The total rate of energy generation is the sum of the two production processes

€=é€pptéoc (3-22)

Thus, like the pressure, ¢ is a function of p, T, and the composition. Except for one
small range of temperatures, e is determined almost entirely by either ¢, or e as
illustrated in figure 3-4. Because a proton requires much more energy to overcome
the potential barrier of N than of another proton, the carbon cycle requires
relatively higher temperatures to be operative. This is illustrated by the much
larger negative exponent in equation (3-21) than in equation (3-19). However,
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F1GURE 3-4.—Nuclear energy generation as WE e . | ity
a function of temperature. (From Schwarz- 34 68,7 2
schild, 1958; reprinted through permission T

of the publisher, Dover.)

given sufficient energy, a proton will react with N much more readily than with
another proton. Hence, the coefficient in equation (3-21) is much larger than that
in equation (3-19). In figure 34 it is seen that the proton-proton cycle is dominant
in the sun. The measurement of the neutrino flux from the sun, an exceedingly
difficult measurement to make because the neutrino’s mean free path is many light
years in ordinary matter, has demonstrated that less than 9 percent of solar energy
is generated by the carbon cycle (Davis et al., 1968). In more massive (>1.5M),
hotter stars, such as Sirius A, the carbon cycle is the primary energy generation
mechanism in the core. The strong dependence of e, on temperature means that a
small region at the center of a star hotter than the sun will generate a large fraction
of the total luminosity, both L/4wr? and |dT/dr|wa will be large, and the core
will be convectively unstable.

Opacity

Lastly, we must consider the opacity « which impedes the radiative flow of this
generated energy toward the surface. The tendency of the solar gases to inhibit the
flow of radiant energy is primarily dependent upon four processes which operate
simultaneously:

(1) In bound-bound transitions, an incoming photon is absorbed by an atom
(or ion) and one or more photons are emitted which have frequencies
characteristic of the atomic energy states (lines) when the atom relaxes
to its initial state.

(2) Inbound-free transitions (photoionization), an incoming photon of energy
is absorbed by an atom (or ion) and an electron is liberated from a
bound energy state to become a free electron. This electron will even-
tually recombine with an ion and one or more photons will be produced
which have frequencies characteristic of the electron energy and the
atomic energy states (continuum) or just the atomic energy states
(line).
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(3) In free-free transitions, a part or all of the energy of a photon is absorbed
by a free electron and increases the electron’s kinetic energy.

(4) In scattering, a photon’s direction of travel (but usually not its energy)
is altered by interaction with an electron or ion.

The first three mechanisms are functions of the photon frequency, and some
type of average over frequency is usually made which is characteristic of the tem-
perature of the radiation field. In the solar core, the scattering by free electrons and
bound-free transitions, principally of H and He nuclei, are the major contributors
to x. As the convection zone is approached, bound-free transitions (principally of
the heavier elements) become dominant, and « increases by a factor of approx-
imately 20 over the value at the sun’s center. Because of the complexities of the
calculations, uncertainties still exist in the value « (r); these in turn introduce some
uncertainty in the location of the base of the convection zone.

3.4 A MODEL OF THE PRESENT SUN

In summary, the following relations are used to describe the radial rates of
change for solar properties:

‘% — (3-2)
d MG
d—f == (3-3)
dL
o = eptmr? (3-5)
d 3 L
(d_f)m, T 16T 42 * (3-8)
(ﬂ) 5 o 1 (3-10)
dr ,d_ vy pdr

where the smallest value of |d7/dr| is used. The quantities p, ¢, and « are defined
in terms of the local values of p, T, and the composition. The description of the
interior will be complete when the appropriate boundary conditions for the above
equations are specified. Clearly, at r=0

M=0 L=0 (3-23)
and, on the surface at r=R
M=M, (3-24)

For an age of 4.5X10° years
R =Ro (3—2‘5)
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and
L(Ro)=Lo (3-26)

The ability to meet this boundary condition is strongly dependent upon the choice
of Z, the heavy-element abundance, through its effect on the opacity. Also, at r=R,

p=TTvr1 (3-27)

This defines the way in which the pressure and temperature approach zero, and is
obtained from the adiabatic relation shown in equation (3-9). The constant I' is
a function of the details of the convective turbulence which, from an empirical
point of view, are summarized by the ratio of a ‘“mixing length” to the local at-
mospheric scale height. A mixing length is essentially the mean free path of a
turbulent eddy or distance it travels before losing its identity by breaking up. In

F1GUuRE 3-5.—A model of the present solar interior. X =0.708, ¥ =0.272, Z=0.020, p.=
158 grams/cm?, and T.=1.57 X10” K. (Data from Sears, 1964.)
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the convection zone, the ratio of this length to the local atmospheric scale height
is of the order of unity. To obtain the correct solar radius, values between approx-
imately 1/15 to 2 have been used in most solar models.

Assuming an initially uniform composition, the solar structure at time zero
(the point when nuclear burning replaces gravitational contraction as the primary
energy source) is obtained as well as the time rates of change of the composition.
The structure, composition, and rates of change are then computed at successively
later points in time until an age of 4.5X10° years is reached. At that point, equa-
tions (3-25) and (3-26) will be satisfied if the initial composition and the ratio of
mixing length to atmospheric scale height were properly chosen.

A model of the present sun is shown in figures 3-5 and 3-6. A notable feature
is the presence of the dense, high-temperature, energy-generating core. That is, at
aradius of only 1/4Rq, M is 0.5M 5 and L is 0.99 L. The reason for the central mass
concentration is, of course, the sun’s self-gravitation and the resulting sharp radial
decrease of p (a factor of 1/7 out to 1/4R). The sharp decreases of p and e are both

FiGure 3-6.—Solar locally determined properties and hydrogen mass fraction. (X and p data
from Sears, 1964; « data from Weymann, 1957; and e calculated from egs. (3-19), (3-21),
and (3-22).)




84 THE QUIET SUN

responsible for the central concentration of the energy generation. Although 7' is
reduced only by a factor of 1/2 out to 1/4R, e drops by a factor of 1/40; pe, the
rate of energy generation per unit volume, decreases by approximately 1/300. The
central depletion of the nuclear fuel, hydrogen, also outlines the core. Although X
is essentially uniform outside 1/4R, inside it drops by a factor of 1/2. Moving
outward from the core, another notable feature is a sharp increase in « which occurs
at a radius slightly greater than 0.8R,. This results in a sharp increase in |d7/dr|raa
which, together with the decrease in v, promotes the onset of convective instability
at 0.86R, in this model. Finally, the sharp drop in p close to the surface is also very
apparent. The scale height for pressure change, p~e="/®) from equations (3-3)
and (3-14), is proportional to the temperature.

P (3-28)

HMug

Hence, as T' becomes small when the surface in the convection zone is approached,
p begins to decrease more rapidly. Both p and 7' are adiabatically related to p
(eq. (3-9)) and display the same characteristics. By the time the base of the
photosphere is reached, the values of the gas properties have dropped to 7=
6.4X10° K, p=3X10"7 gram/cm?, and p=0.14 atm. The properties of the convec-
tion zone will be investigated further when granulation, supergranulation, and
atmospheric heating are considered.

A check on our knowledge of the internal solar structure, processes, and com-
position is provided by the exceedingly difficult observation of neutrinos from the
sun (Davis et al., 1968, and Davis, 1970). Most interestingly, the result of the
observations indicate that a fundamental error in our understanding of stellar
interiors may exist. The experimental upper limit on the observable neutrino flux
is a factor of at least 1/2 to 1/3 lower than what current theoretical models predict.
The known uncertainties in theoretical and observational parameters cannot
account for this discrepancy (Bahcall, 1971). Some of the possible sources of error
that have been explored (Iben, 1969) include the following:

(1) The initial helium abundance Y was less than 0.16-0.20.

(2) Unexpected large errors exist in one or more of the relevant nuclear cross
sections.

(3) One or more of the neutrino absorption cross sections has been significantly
overestimated.

(4) The sun was initially nonhomogeneous and remained so.

(5) Significant mixing in the solar interior has occurred during the nuclear
burning phase.

(6) The sun is much younger than 41 billion years.

(7) Strong large-scale magnetic fields exist in the solar interior of up to
10° gauss near the center.

(8) The gravitational constant increases with time.
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So far, these possibilities appear to be unlikely and the intriguing discrepancy
between theory and observation remains.

3.5 SOLAR EVOLUTION

A general evolutionary characteristic of the sun and most other stars is a
progressive contraction of mass by self-gravitation which is periodically interrupted
by nuclear burning. Some of the gravitational potential energy of an interstellar gas
cloud first is converted into thermal energy as the gas particles fall toward the center
of mass and then have their motions randomized by mutual collisions. When the
density and temperature are sufficiently high, nuclear fusion occurs and the con-
traction is temporarily halted. After the nuclear fuel is exhausted, the contraction-
burning cycle will be repeated, but at higher temperatures and with higher mass
nuclei. The phases of the sun’s life from gas-cloud contraction to white-dwarf phase
are shown in figure 3-7. The path traced by the sun in the Hertzsprung-Russel
(H-R) diagram from contraction to red-giant phase is shown in figure 3-8. In
general, there is a rapid movement of the sun toward the main sequence, a lingering
in the neighborhood of the sequence, and then a rapid movement toward the
approximate direction from which it came. For stars of higher mass, the number of
contraction-burning cycles and the rate of energy release will tend to increase, and

Ficure 3-7.—Solar evolution.



86 THE QUIET SUN

Ficure 3-8.—Evolution trajectory in the Hertzsprung-Russel diagram for the sun. (Data from
Ezer and Cameron, 1965; and Iben, 1965 and 1967.)

the lifetime of each cycle will decrease. One of the major challenges facing astro-
physicists is to explain the star distribution in the H-R diagram (fig. 3-1). This is
attempted by calculating the many possible evolutionary paths starting with values
that fall within acceptable ranges for the gas-cloud mass, composition, angular
momentum, and time of contraction. The sun, both unique and valuable because
of its proximity to us, is a useful testing ground for many techniques and theories
employed in the calculations.
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Contraction

The details of the sun’s evolution up to the red-giant phase are shown in
figures 3-9 and 3-10.! In the very early stages of gas-cloud contraction, the motion
toward the center of mass is very rapid, and most of the gravitational energy given
up goes into heating the gas. Increases in density and temperature result in an
increase in the gas pressure gradient. When the gradient is sufficient to balance the
gravitational forces, the gas cloud becomes stable enough to prevent a continued
collapse. Assuming the gas cloud has negligible angular momentum, this point is
reached in approximately 3 years, when the radius has decreased to 64R, and the
luminosity is 700Lg. All of the radiant energy emitted throughout the contraction
phase is derived from the decrease in the gravitational potential energy. Because
the luminosity is proportional to the surface area and the fourth power of the
effective surface temperature (L~R2?T.*), and T, remains within rather narrow
limits (4000 to 6000 K), L varies approximately as R? (fig. 3-9).

After 2X10* years, the contraction is momentarily slowed by deuterium
burning. The central temperature has reached 8 X10° K and is sufficient to ignite

Ficure 3-9.—Evolution of surface observables for the sun. (Data from Ezer and Cameron, 1965;
and Iben, 1965 and 1967.)

1 The following discussion is based primarily on the work of Ezer and Cameron, 1965; and
Iben, 1965 and 1967.
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Ficure 3-10.—Evolution of central gas variables for the sun. Also shown is M en/M, the fraction
of the solar mass which is convectively unstable. The shading indicates whether it is the mass
internal or external to that specified which is unstable. (Data from Ezer and Cameron, 1965;
and Iben, 1965 and 1967.)

the deuterium which burns to form *He (eq. (3-17)). If it is assumed that the ratio
of deuterium to hydrogen was initially the same as the terrestrial value, the deute-
rium burning will be sufficient to supply much of the sun’s energy loss for 1X10°
years. When all of the deuterium in the sun is exhausted, the contraction proceeds
as before.

The sun is fully convective in the contraction phase (fig. 3-10). The tempera-
ture is relatively low, which causes the opacity, hence, the radiative temperature
gradient, to be large (eq. (3-8)) and the Schwarzschild condition (eq. (3-11))
is satisfied. When the sun is fully convective, the composition is always uniform.
This allows nearly all of the deuterium in the sun to be burned, not just that initially
in the core. As the sun continues to contract, the central temperature increases and
the radiative temperature gradient decreases relative to the convective gradient.
At approximately 1.4X10° years (L~1.5L, and R~2R), the core is no longer
convectively unstable and energy is transferred outward by radiation (fig. 3-10).
The radiative core grows outward and solar energy release is controlled by the
interior opacity, which decreases with increasing temperature. Thus, the luminosity
reaches a minimum (3L, at approximately 1.4X107 years), and then starts to
increase along with the surface temperature (fig. 3-9).

Nuclear Burning

After 1.4X 107 years, the central temperature and density are high enough that
the sun begins to draw from its primary energy sources. Hydrogen reacts to form
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SHe (eq. (3-17)) when the central temperature and density reach 7X10° K and
20 grams/cm?, respectively. Then, when the central temperature becomes greater
than 1.2 107 K, the small amount of 2C present burns to form “N. This causes a
sudden halt in the contraction, the core actually begins to expand and return energy
to the gravitational field, nuclear energy rapidly becomes the sole source of the
luminosity, and a temperature gradient is established in the core that is large
enough to again cause convective instability (fig. 3-10). The convective core grows
rapidly to cover a maximum of approximately 10 percent of the solar mass. Then,
as the proton-proton cycle becomes dominant and 2C burning fades out, it gradually
decreases to zero. Following this relatively dynamic entrance into the nuclear
burning phase, the sun settles down to a long quiet life on the main sequence. The
sun can be considered, somewhat arbitrarily, to reach the main sequence when
99 percent of the luminosity is supplied by nuclear processes, a state which is
reached at approximately 5X107 years. From here on R, L, T., and p. increase
slowly, and X., the central mass fraction of hydrogen, decreases steadily toward
zero (figs. 3-11 and 3-12). The hydrogen burning, being a very strong function
of temperature, acts as a thermostat and creates a very stable energy release.
Extremely small changes in the temperature distribution will cause large changes
in the energy release, which tends to return the temperature distribution to its
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original state. At 8 X10° years, the central hydrogen is nearly exhausted and the
sun proceeds rapidly into its next phase of life.

Post-Main Sequence

The hydrogen now burns in a shell around the core, which increases in radius
with time. The temperature of the gas above the shell is raised, increasing the scale
height of pressure change H, and causing the sun to expand. The increase in L is
not as great as the increase in R? so T, decreases and much of the radiation is
emitted in red wavelengths. Hence, our sun becomes a red giant. The increase in
the temperature at the outer edge of the shell causes an increase in the radiative
temperature gradient. The convection zone thickens to cover an increasing amount
of the solar mass. Inside the shell the hydrogen has been transformed into the higher
atomic-weight helium, increasing the mean atomic weight of the gas, and thereby
allowing the core to contract. As it contracts, its temperature is raised and its
density is increased to the point where electrons start to become degenerate. That
is, the average distance between electrons decreases to the same magnitude as the
electron de Broglie wavelength (the characteristic quantum mechanical interaction
distance or wave packet dimension). In this state, the pressure becomes independent,
of temperature and varies as p°? or p*? in the relativistic case. Another important
property of the degenerate electron core is that the electrons are extremely mobile
and can readily transport heat. Hence, the core is nearly uniform in temperature,
which increases as the gas contracts.

When the central temperature reaches approximately 10® K, helium, the ashes
of the previous burning, undergoes fusion to form carbon and nitrogen (fig. 3-4).
The hydrogen burning shell has meanwhile decreased in thickness and continued
outward. This phase of burning proceeds quite rapidly. It is followed by a helium-
shell-burning phase, through several more steps which are not known with certainty,
and finally arrives at the white dwarf phase. At this point in the sun’s life, nuclear
burning has ceased, almost all of the mass is at very high density and is electron
degenerate, and the radius is approximately 102 Ry. In a time on the order of
10° years, the sun’s internal heat is conducted to the surface and radiated away
with a luminosity of 102 Ly to 10—2 Ly. The cold, burned-out, deceased mass of
solar material which remains is essentially a black dwarf.
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4
The Photosphere

Moving outward through the quiescent sun, we next encounter the photosphere,
the relatively thin but physically important layer immediately above the convec-
tion zone. The energy that is generated in the core is emitted directly to space from
this layer without further appreciable absorption or scattering. The absorption
coefficient « continues to increase as we move out toward the photosphere. However,
the gas density decreases sharply and 1/pk, which is the average distance a photon
travels before being scattered or reabsorbed (called the photon mean free path),
increases rapidly and becomes the same magnitude as the atmospheric scale height
H. If 1/pk<<H, the emitted photons are scattered or reabsorbed many times before
traveling one scale height. If 1/px>>H, the emitted photons readily travel outward
through one scale height and the remaining atmosphere, which steadily decreases
in density. It is from the layer where 1/pxx~H that most of the radiation is emitted
directly to space. This layer is called the photosphere. Using the definition of H
(eq. (3-28)), this condition is defined equivalently by pg/«.

In essence, the observations of the solar atmosphere are directed toward deter-
mining the intensity of the emitted radiation as a function of surface location,
depth in the atmosphere, wavelength, and time of emission. From these observations
one seeks to determine the physical state at each point in the atmosphere as a
function of time. This includes the determination of the temperature, density,
pressure, degree of excitation and ionization of each component element, macro-
scopic velocity, and magnitudes and directions of the electric and magnetic fields.
This is an overly ambitious objective and, in most cases, we have been forced to
neglect effects which are relatively small and to work only with integrated prop-
erties. Much is yet to be learned by increasing the resolution of the observations in
space, wavelength, and time.

Initially, it is assumed that the solar surface is uniform and that the emitted
radiation is constant in time. Hence, granulation and all manifestations of solar
activity are neglected and the intensity of radiation, as seen from the earth, is a
function only of the wavelength and the angle from the center of the sun. The
presence of limb darkening or brightening at a wide range of wavelengths in the
continuum (ranges where the intensity is a smooth or continuous function of wave-
length) is first investigated. Next, the formation of Fraunhofer lines and line
broadening are considered. Lastly, a discus.io: - f the effects of not having thermo-
dynamic equilibrium is presented.
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4.1 GENERAL DESCRIPTION OF RADIATIVE TRANSFER

The phenomenon of limb darkening is illustrated in figure 4-1. As we shift our
observation in white light from the sun’s center to the limb, the intensity of radia-
tion decreases and the limb appears darker than the center. This results directly
from the temperature gradient in the photosphere. As we shift our sight toward
the limb, the number of atoms between us and a given height in the atmosphere
increases. Hence, we do not see as far into the atmosphere as at sun center. Con-
versely, the radiation that escapes the sun directly and travels in our direction
comes from higher layers closer to the limb than at the center. Because the tempera-
ture decreases as we move higher in the photosphere, the intensity of the emitted
radiation will be correspondingly lower. The opposite case, limb brightening, occurs
at those wavelengths where the major portion of emitted radiation comes directly
from the chromosphere or corona in which the temperature increases rather than
decreases with height.

Because the intensity of radiation can be measured as a function of both the
distance from sun center and the wavelength, much can be learned about the
distribution of physical properties with radius if we understand the processes of
radiation emission, absorption, and scattering within the atmosphere. These proc-
esses will be described briefly and the solar physical properties will be related to the
observations.

The primary variable of interest is I, (r, ®, t), the specific intensity at wave-
length \, which is defined as follows (fig. 4-2). An infinitesimal area dA is specified
at an arbitrary location in the solar atmosphere. It is defined by the position vector
in spherical coordinates r(r, 6, ®) and is parallel to the surface. Through this area
a certain amount of radiant energy in the frequency range of A to (A+d\) passes

Ficure 4-1.—The full sun in white light.
This photograph, taken on July 4, 1968,
shows the sun to be exceptionally free of
activity. (Courtesy of E. Mayfield, San
Fernando Observatory of the Aerospace
Corp.)
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Ficure 4-2.—Geometric variables of specific
intensity.

per unit of time, traveling in the range of directions o to (w+dw). This energy
flow is given by

d (energy)
dt

where cos 8 dA is the effective area for the direction w. Hence, I, is the rate of
radiant energy flow of wavelength A at position r in direction @ per unit area, solid
angle, and wavelength interval. In essence, we have broken the radiation down into
as many of its component variables as possible, except for polarization. That is, I,
specifies a number of photons per unit time, area, wavelength, and solid angle which
all have the same energy, emerge from the same point on the surface, and travel in
the same direction. Sometimes it is useful to work with the specific intensity inte-
grated over all wavelengths

=1, cos 6 dA d\ dw (4-1)

I= [ nax (4-2)
0
or, the specific intensity averaged over all directions
1
J)\E —/ I)"dw (4—3)
4r J,,
If the radiation is isotropie, that is, uniform in all directions, J)=I,. Also useful is

h - /o Ty d\ (4-4)

We refer to I as the integrated intensity and I, as the monochromatic intensity.
With the assumptions of spherical symmetry and steady state, the specific intensity
becomes a function only of solar radius and the direction relative to the outward
normal. Thus, the specific intensity is I, (r, ), as illustrated in figure 4-3. Observa-
tions at the limb correspond to cos §=0.
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Ficure 4-3.—Simplified variables of specific
intensity.

As radiation emerges from the atmosphere, the specific intensity is altered by
the processes of absorption, emission, and scattering. Absorption directly reduces
the intensity of a beam of radiation, emission adds directly to it, and scattering can
produce both effects by altering only the direction of travel of a photon (coherent
scattering) or altering both the direction and wavelength (noncoherent scattering).
It is to be noted that coherence here applies to the photon frequency or wavelength
rather than its phase. For the case of removal of photons from a beam of radiation

de=—pIqu ds (4—5)

where k) is the opacity at wavelength A and includes the effects of both absorption
and scattering and s is a measure of distance along the direction of the radiation
flow (fig. 4-3). Thus, the photon mean free path at X is 1/pkx. For the case of
addition of photons to the beam

de = pjx ds (4—6)
The emission coefficient 7, is the rate of energy addition to the beam per unit mass,
solid angle, and wavelength interval. In addition to the effects of spontaneous and
induced emission, it also includes the effects of scattering. Hence, the total change
in specific intensity is

de= (jx—KAIx)pds (4—7)
Defining a “‘source function” as
=2 (4-8)
K
Then
dI)‘= (Sx—Ix)pxx ds (4—9)

For the case of thermodynamic equilibrium (TE), the gradient of the radiation
is zero and the specific intensity is given by Planck’s law, which is a function of
temperature only. Thus, if TE prevails

I=B\(T) (4-10)
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where
B\(T)= —2—)? [exp (he/NeT)—1T71 (4-11)
and
Jx
S= - =B\ (T) (4-12)

Specifically, equation (4-12) states that the ratio of the emission to the absorption
coefficients for a substance in TE is dependent only on the local temperature and is
equal to the Planck function B, (7). This is a statement of Kirchhoff’s law, which

is sometimes shortened to “‘a good absorber is a good emitter.”
The shape of By (T), the specific intensity for blackbody radiation, is shown

in figure 4-4. The peak intensity of the curve is given by

1 5
(7).

= s e,
Broix(T)=T oxp [he/k T Y]~ 1 (4-13)
con:gnt
and occurs at
xm.,=(2i1?9) 100 A (4-14)

where T is measured in K. This last statement, A\naT = constant, is referred to as
the Wien displacement law and shows how the peak of the emitted radiation shifts

Fi1Gure 4-4.—Specific intensity of blackbody
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to shorter wavelengths as the temperature is raised. At 5000 K, the approximate
temperature of the photosphere, Amax is equal to 5798 A, which is near the center of
the visible spectrum. For temperatures of 10* and 10° K, the peak will be shifted
into the ultraviolet and soft X-ray ranges, respectively. Equation (4-14) is roughly
equivalent to the statement that the photon energy at the peak intensity, ic/Amax,
is approximately five times the thermal energy k7. The approximations to By at
the two ends of the spectrum are also useful. If the product A7 is small so that
he/MeT>>1 or A\T<<1.45 cm-K, then

B\(T)~ 2{:—6 exp [— (he/NeT')] (4-15)

which is the Wien approximation to Planck’s law. If AT>>1.45 em-K,

2ckT

= (4-16)

By (T)r~

which is the Rayleigh-Jeans formula.

Not only are the radiation laws relatively simple when TE prevails, but the
distribution of atoms or ions over their possible energy states becomes a function
of temperature only and is not dependent upon the detailed microscopic processes
taking place. That is,

N s

— ="—exp [— (B.—E:))/kT] (4-17)
N, g

where the subscripts » and [ denote an upper and a lower energy state, respectively,
of the same species, N is the number density, g is a statistical weight, and ¥
is a state’s energy. This is termed a Boltzmann distribution and the factor
exp (—AE/ET) is the Boltzmann factor. This distribution is in agreement with
our intuition in that states of the higher energy are not as densely populated as
those of lower energy. The factor prescribing the population ratio is strongly
dependent upon the ratio of the energy difference between two states to the quan-
tity k7, which is nearly the average energy of each type of gas particle or of the
photons.

The assumption of TE is not valid in a strict sense in the photosphere because
the temperature gradient is not zero and radiation escapes from the gas into space.
However, the effects of these two perturbations can usually be considered small
and the photospheric gas is assumed to be in thermodynamic equilibrium corre-
sponding to the local value of temperature at each height. That is, local thermo-
dynamic equilibrium (LTE) is assumed. Thus, the local value of temperature is
used in the Boltzmann distribution (eq. (4-17)), the Saha ionization relation
(eq. (3-15)), and the source function which is set equal to the Planck distribution
(eq. (4-12)). One step removed from LTE is the sometimes valid assumption that
excitation, ionization, and the resulting source function correspond to LTE at the
local particle kinetic temperature, which may differ from the local radiation tem-
perature. This, in essence, assumes that the processes that create and destroy states
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of excitation and ionization are dominated by particle collisions. Although not
correct in a strict sense, this condition is very often termed LTE and one must
always be careful to determine what implicit assumptions are made when the con-
cept of LTE is employed. When a single temperature is no longer sufficient to
specify particle properties, we enter the complex realm of non-LTE (NLTE). The
assumptions made and the relations valid in TE, LTE, and NLTE will be further
discussed in section 4.8.

4.2 OPTICAL DEPTH

Optical depth 7, is a useful physical concept used to measure the depth which
we see into a partially transparent medium such as the solar atmosphere. Optical

depth is defined by
drn= —pk\ dr (4-18)

Because optical depth varies as a physical length over the photon mean free path,
it can be thought of as the number of ‘‘photon collisions.” For an observer looking
at the sun center

n(r)= [ p () (") dr’ (4-19)
Thus, =0 at infinity, the location of the observer, and increases as we move in
toward the sun.
To illustrate optical depth, we investigate the following case. When a beam of
radiation of intensity I,° tries to penetrate a nonemitting layer of solar material
in the outward radial direction (fig. 4-5(a)), the following equation applies.

dI)\ = - I)‘pK). dT (4—20 )
I, r
— =exp|— / px dr (4-21)
I, v
or, using equation (4-19)
I
75 = exp [~ (n—)] (4-22)
A

Hence, when the optical depth 7, increases by 1, the intensity will be attenuated
by 1/e.

Introducing the optical depth (eq. (4-19)) into the situation we are considering
(eq. (4-9)), we obtain

dl(n, 0
oo 0 20 1 0)-8im) (4-23)
dn\
where the source function has been assumed to be isotropic. This relationship is
valid when the contribution of scattering to j) is small so that jy and . can be
considered to be material properties independent of direction. This integrates to
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attenuation.

: )/cos dn’
1(0,6)=Ta( 6) exp [— (n/cos8)] [ Sy(n) exp [— (n'/cos 6)] 2
0
(4-24)

which is depicted in figure 4-5(b). Neglecting the sun’s curvature, the maximum
value possible for 7, will correspond to a semi-infinite medium; that is, n will
approach infinity. Thus, the final relation used to describe solar radiation emission is

50,0= [ 50 e [ (0/eos 0] 2 (4-25)

This is the result we might intuitively expect. The contribution to I, made by each
element along the ray’s trajectory is the source function times the fraction of the
energy which escapes exp (—n/cos 8). In LTE, S, is replaced by the Planck func-
tion at 7' (n'). An approximate rule of thumb that should be condensed from
equation (4-25) is that when S, is a strong function of r, as in the solar atmosphere,
the radiation which we see, I, (0, #), will be most characteristic of the physical
region where 7,/cos 6 is approximately unity. Thus, the physical depth that we see
into the sun can be varied by changing our viewing angle (cos 6 or position on the
solar disk) or the wavelength at which we observe. (k» changes greatly from one
region of the spectrum to another, as well as across an absorption line.)
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Returning to equation (4-24) for a moment and assuming that a layer exists
of finite thickness with I, (7, ) =0 and that S, (7)) is a constant, we have

I1,(0,60)=S\[1— exp (—m/cos )] (4-26)

If 7\ /cos 61, then I (0, 8)~~Sy7»/cos 6. That is, we sum up all the direct contribu-
tions of S, without considering reabsorption. However, if 7./cos 8>>1, then
I, (0, 6)~S8,. In this case, no matter how large ./cos 6, the effect of reabsorption
is to limit 7, to a maximum value of Sy. Equation (4-24) can also be used to describe
the contrast between a physical structure and the background solar emission
(fig. 4-5(c)). A layer assumed to be of uniform source function, which could
represent a spicule (to be discussed in the next chapter), a filament, or a surge of
solar material, lies above an area of the solar surface which emits a background
radiation of intensity I,°(m, 6). Equation (4-24) is easily integrated and the dif-
ference between the radiation from the physical structure 7, (0, ) and the back-
ground 1,°(n, 0) is

L—1°= (S\—1)°)[1— exp (—m/cos8)] (4-27)

Thus, the structure will appear either light or dark, depending upon whether S, is
greater than or less than I,° and the contrast will approach the maximum as
72/ cos 0 becomes much larger than unity.

When the sun’s curvature is taken into account, the path length for integration
in equation (4-25) will be altered according to

_ A (AT e, .
As= coso(l 2Retan 0+ ) (4-28)
Hence, neglect of curvature introduces an error on the order of Ar/2R, tan®é.
Taking Ar to be 140 km, the height over which 7500 A decreases from 1.0 to 0.1 in
the photosphere, Ar/2R,~1.0 X 10~*. Therefore, the error will be less than 1 percent
if 0 is less than 84°, which is equivalent to a distance of 0.995R, from the center
of the sun. The availability of high-speed machine calculations allows the curvature
to be considered in the computations if required.

From equation (4-25), it is seen that once Sy (7) is specified, I (0, ) is known.
However, in reality one measures I, (0, ) and then seeks to determine Sy (m,). This
can be done mathematically by inverting equation (4-25) to get an explicit expres-
sion for S, (m) or by assuming S\ (7\) and trying to fit the data by iteration. In
either case, we are limited by the spatial and wavelength resolutions with which we
can measure I, (0, 9).

4.3 OBSERVATIONS AND RELATION TO PHYSICAL PROPERTIES

Figures 4-6 (a) to 4-6(c) show the progression of limb darkening in the visible
spectrum to limb brightening in the extreme ultraviolet (XUV) and X-ray ranges.
The observed crossover point is about 1600 A. Figure 4-7 shows the limb darkening
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in the ultraviolet (UV) range. The range of wavelengths in the visible to infrared
(IR) range is shown in figure 4-8. Limb darkening occurs for wavelengths greater
than approximately 1600 A because =1 in the photosphere where the temperature
gradient is negative. Because the gas is optically thick, we observe radiation from
higher, cooler layers as we look toward the limb, and a relative darkening is appar-
ent. For wavelengths less than approximately 1600 A in the XUV range, the
opposite is true. We observe radiation from higher, hotter layers at the limb and a
relative brightening occurs. This same effect leads to limb brightening at radio
wavelengths and will be considered in chapter 6. At X-ray wavelengths, the solar
atmosphere is optically thin in the upper, hot, X-ray emitting layers (upper chromo-
sphere and corona), but optically thick in the lower, cold, non-X-ray emitting
layers (lower chromosphere and photosphere). Hence, limb brightening also occurs
but is not dependent on the sign of the temperature gradient. In this case, the
optical depth of emitting regions increases as we look toward the limb because
more X-ray emitters and absorbers exist along our line of sight. The limb radiation




THE PHOTOSPHERE

103

Fe XU 284 A He IT 304 A

0IY He I
(b) 555 A 584 A

Ficure 4-6.—The sun at various wave-
lengths. Limb brightening and darkening
can be seen in addition to the bands of
solar activity. (a) X-ray photograph of
the sun on October 30, 1967. (Courtesy of
J. Underwood, NASA Goddard Space
Flight Center.) (b) The XUV sun dis-
persed in wavelength. This series of over-
lapping solar images (taken on September
22, 1968) results from dispersing the whole
solar disk in wavelength by a diffraction
grating rather than dispersing just one
point or a vertical slice. (Courtesy of
R. Tousey, Naval Research Laboratory,
U.S. Navy photograph.) (¢) The solar
photosphere. This photograph was taken
on November 14, 1969, with a narrowband
filter several angstroms from Ha line
center. It closely resembles wideband
white-light photographs even though it
was taken in the continuum with a narrow-
band filter. (Courtesy of N. Christie,
SPAN Observatory, MSC.)
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Ficure 4-7.—Ultraviolet limb darkening.
(From Bonnet and Blamont, 1968; copy-
right 1968, D. Reidel.)

is therefore more intense. In fact, the number of X-ray emitters will double as we
shift our line of sight from below to above the cold, absorbing, inner atmosphere.
A relation for the temperature distribution in the atmosphere 7'(r\) can be
obtained by using the source function S\ (m) found from limb-darkening observa-
tions and calculating S\ (7). If LTE is assumed and S, is set equal to the Planck
function, T'(m) can be obtained directly. Using these assumptions in the visible
and UV wavelengths, the family of curves of T (rn) shown in figure 4-9(a) were
obtained. It is seen that for all of the wavelengths considered, the slopes of the

Ficure 4-8—Infrared limb darkening.
(From Pierce and Waddell, 1961 ; copyright
1961, Blackwell Scientific Publications.)
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Ficure 4-9.—Temperature versus optical depth. (a) Blackbody temperature versus optical depth
for several wavelengths. (From Bonnet and Blamont, 1968; copyright 1968, D. Reidel.)
(b) Temperature versus optical depth at 5000 A. Relative to the BCA model, the HSRA
model has a sharper and lower temperature minimum (4170 compared to 4600 K), is hotter
in the convection zone, and tends toward a flatter temperature profile in the chromosphere.
Below the region of 700221075, the opacity of 5000 A, ks0, is determined by H-. Above
7500021075, it is determined primarily by electron scattering. (From Gingerich et al., 1970;
copyright 1970, D. Reidel.)

curves are positive. Hence, the temperature increases as we move to greater depths,
and the radiation at sun center is more intense than at the limb. As the wavelength
decreases from 5000 to 1980 A, the slopes of the curves decrease, and =\=1 occurs
closer to the temperature minimum. As we move to wavelengths less than 1600 A,
the crossover wavelength, the slopes of the curves become negative, the radiation
intensity decreases with increasing depth, and limb brightening occurs.

In the interest of simplicity, usually only one wavelength is used for 7, when
specifying a height in the atmosphere, or a mean value of 7 is determined by aver-
aging 7 over the flux of emitted radiation. The wavelength of 5000 A is often used
because the photosphere emission peaks near this value. A plot of 7' as a function
of a wide range of 75000 is shown in figure 4-9 (b) for two different models.

Once T (r\) has been determined, p(m\) can also be found. As was done in the
case of the solar interior, hydrostatic equilibrium is assumed,

dp=—pg dr (3-3)

In this case g can be assumed constant throughout the photosphere and chromo-
sphere. Using equation (4-18), which relates the optical depth to the geometrical
depth, we obtain

@ _1 (4-29)
dn %
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Ficure 4-10.—Monochromatic continuous
absorption coefficient of H™ relative to the
mean absorption coefficient calculated for
5740 K. (From Chandrasekhar, 1960; copy-
right 1960, Dover.)

where &, can be specified as a function of p and 7, using 7'(r\). Hence, equation
(4-29) can be integrated to obtain p(m). Returning to equation (3-3), it is seen
that now all properties can be related to the geometric depth r.

The results of a recent effort to determine an atmospheric model which is
consistent with our observational knowledge, the Harvard-Smithsonian Reference
Atmosphere (HSRA), will be discussed shortly. First, however, we shall con-
sider the phenomenon that gives rise to the large increase in kso0 close to the
surface, which was mentioned in section 3.4, was illustrated in figure 3-6, and is
important in establishing the location of the photosphere.

As the temperature of the solar material is decreased to photospheric values,
not only do electrons and hydrogen ions recombine to form neutral hydrogen, but
electrons also attach themselves to neutral hydrogen through relatively weak
bonding to form negative hydrogen ions, H—. This ion has a relatively large inter-
action probability with photons in and near the visible range as shown in figure
4-10, where & is the monochromatic opacity averaged over flux. Because p=/g/k
in the photosphere, the effect of a species that contributes substantially to k, such
as H-, is to decrease the pressure; hence, the temperature where the photosphere
occurs. The Fraunhofer lines also make a substantial contribution to . It is esti-
mated that the total line absorption is approximately 15 percent of the solar flux
(Labs and Neckel, 1968). This enhanced impedance to the flow of radiation and
the resulting decrease of photospheric temperature is termed the ‘‘line blanketing
effect.” Other contributions to & in the photosphere include the bound-free absorp-
tion of neutral hydrogen, absorption by metal atoms in the UV range, and, to a
lesser extent, bound-free absorption by H.* molecules, also in the UV range.
Rayleigh scattering (the scattering of photons by atoms and molecules which is
proportional to 1/A*) and electron scattering become important contributors to
% in the lower chromosphere.

4.4 THE HARVARD-SMITHSONIAN REFERENCE ATMOSPHERE

As observations throughout the spectrum become more plentiful and theoretical
and computational techniques become more advanced, efforts are periodically made
to compute new models of the solar atmosphere. The simplest and most widely used
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of these models made to date are single-stream models. These assume, as we have
up to this point, that the atmosphere is static, varies only with height, and is
uniform over any one horizontal plane. Although these models serve as very useful
references, they are hypothetical since the real solar atmosphere contains a signifi-
cant amount of nonuniform dynamic structure. The construction of an accurate
multistream model is a more valid approach but has proved to be quite difficult.
A recent single-stream model generated is the Harvard-Smithsonian Reference
Atmosphere (HSRA) (Gingerich et al., 1971) which followed and is similar to the
Bilderberg Continuum Atmosphere (BCA) (Gingerich and de Jager, 1968). The
BCA model utilized accurate absolute intensity measurements made over a wide
range of wavelengths in the continuum. The HSRA altered this model by using the
results of more recent space observations in the UV and airborne observations in
the IR as well as including NLTE hydrogen ionization. It will be seen that direct
emission (ry=1) from the region of the temperature minimum occurs in the UV
at approximately 1600 A and again in the IR at approximately 100 to 300 um
(fig. 4-15). Measurements in the UV around 1600 A determine a blackbody tem-
perature of less than 4000 K (Parkinson and Reeves, 1969 ), while observations in
the IR at about 300 um indicate a blackbody temperature of approximately 4370 K
(Eddy et al., 1969). Thus, a minimum temperature considerably below the value
of 4600 K of the BCA model was used in the HSRA model. The HSRA model is
presented in figures 4-11 to 4-16. The ratio of helium to hydrogen by number is
0.10. The remaining composition is given by Gingerich et al. (1971), and is con-
sistent with that specified in table 3-1. Although the HSRA and other models
cannot claim to be completely accurate representations of the solar atmosphere,
they do serve as focal points for furthering our understanding.

F1GURE 4-11.—Gas properties versus height (HSRA model). (a) Temperature as a function of
height. (b) Pressure, density, electron pressure, and hydrogen ionization as functions of height.
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Ficure 4-12.—Contribution of ionized
metals to total electron density (HSRA
model).

Figure 4-11 (a) illustrates the steepness of the temperature gradient below the
temperature minimum and again above 1800 km. The region from 7500=1, where
the height scale is set equal to zero, up to the temperature minimum (h~2550 km)
is defined to be the photosphere. Alternately, the photosphere could be defined as
the region where most of the energy is emitted to space, approximately —50 to
+50 km, and the region between it and the chromosphere termed the transition
region. The value of the temperature minimum, 4170 K, is not well determined and
must be considered an approximation. Relative to the broad BCA temperature
minimum, the HSRA minimum has a pronounced inflection (fig. 4-9(b)). Figure
4-11(b) shows that even though the density and total pressure decrease rapidly
with height, logarithms of the ratios Peiectron/Ptotar and Ny 11/Nwu 1 both mimic
the temperature profile. In the chromosphere and below the photosphere, the
temperature is high enough that the hydrogen ionization is the dominant contrib-

Ficure 4-13.—Optical depth, photon mean
free path, and atmospheric scale height
versus height (HSRA model). Note that
the photon mean free path and the at-
mospheric scale height are approximately
equal at the base of the photosphere. Also,
at this height s is slightly less than
unity.
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uv R

Visible

Freure 4-14.—Specific intensity of solar
emission (HSRA model). Series limits
barely detectable on this curve include the
following in angstroms: 912 (H), 1100 (C),
1197 (8), 1238 (C), 1527 (Si), 1683 (Si),
1700 (Fe), 1950 (Si), 2078 (Al), 2517
(Mg), and 3646 (H).

utor to the electron density. However, in the photosphere, the relatively low tem-
perature causes most electrons to arise from ionization of metals and Peietron/Protais>
Nu11/Nur, as illustrated. Figure 4-12, which shows the contribution to the electron
density made by ionized metals, also illustrates this. It is seen that Mg, Fe, and
Si are the primary contributors.

Figure 4-13 shows that the photon mean free path at 5000 A, (k5o p)7,
equals the atmospheric scale height of 135 km at +43 km where 750 is approx-
imately unity. As indicated in the discussion at the opening of this chapter, this
is to be expected. The extreme thinness of the emitting region, arising physically
because of the sharp decrease in the density of H-, is evidenced by the drop of
s from 2 to 1/2 in only 60 km. Also shown is the large decrease of 750 from
1 to 10~* in moving up through the photosphere.

The specific intensity of the radiation emitted from sun center is shown in
figure 4-14. The peak of 0.2 to 0.4 watt/cm?-A-sr is emitted in the visible and UV

FiGure 4-15.—Source height of continuum
radiation emission (HSRA model).
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ranges. However, the UV emission of the model (1800 to 3500 A) is considerably
above the observed emission because of the difficulties of accurately calculating the
opacity in this wavelength range. In reality, the solar energy emitted in the UV
range is small relative to that emitted in the visible range. The sharp discontinuities
barely noticeable in the curve are series limits which will be discussed when the
absorption lines are considered. Figure 4-15 is a plot of the height at which the
continuum radiation of figure 4-14 is emitted (rx=1), as a function of wavelength.
Because the temperature gradient is zero at a height of 550 km, we expect limb
darkening in the range of 1683 A to approximately 2X 108 A (200 um). Immediately
outside of this range, we expect limb brightening as long as we are observing in the
continuum. However, by observing at wavelengths of absorption or emission lines,
this picture can be greatly altered. Also evident is that most of the continuum
radiation from 2000 to approximately 20 000 A is emitted from the lowest observ-
able region of the atmosphere where h~0.

The variation of I, with distance from sun center is shown for the darkening/
brightening transitions in the UV and IR in figures 4-16(a) and 4-16 (b), respec-
tively. The pronounced transition at 1683 A is due to a series cutoff of silicon.
Figure 4-16 (¢) shows the value of I) at cos #=0.1 (84.26°), normalized by the
value at sun center as a function of wavelength. The ranges of limb darkening and
brightening are evident.
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4.5 ABSORPTION LINE FORMATION

Up to this point, we have considered only the continuum radiation emitted by
the photosphere. The only discontinuities in the intensity-versus-wavelength curve
so far mentioned occur at series cutoffs as illustrated in figure 4-14. However, in
the observed spectrum there are many absorption lines called Fraunhofer lines that
appear as sharp, narrow dips in intensity (figs. 4-17 and 4-18). A list of the strongest
of these lines is given in appendix A. From comparison of the theory and the
observations of continuum limb darkening, one is able to deduce only the averaged
atmospheric structure. That is, the variations with height of the density, the
temperature, and the continuous absorption coefficient pk) are determined. On the
other hand, the Fraunhofer lines yield a wealth of detailed information on the solar
atmosphere including its temperature, pressure, dynamic state, chemical composi-
tion, and the local value of the magnetic field. The price of all this extra information
is, of course, a greatly complicated problem of interpretation. In most cases, to
account accurately for a line profile, the heterogeneous, dynamic, NLTE character
of the atmosphere must be taken into account. Also, because of the narrowness of
the lines, stringent requirements are usually placed on the spectral resolution of the
observations. The art of acquiring and interpreting the immense amount of informa-
tion available to us in the Fraunhofer line profiles is in a stage of rapid development.

Basic Atomic Concepts

The preference of an atom or ion to absorb and emit radiation at discrete
wavelengths is primarily responsible for the formation of Fraunhofer lines. This
preference will now be explored by briefly discussing some of the basic concepts
of atomic physics from a strictly classical viewpoint. The application to Fraunhofer
line formation will follow.

The simplest atom to consider and, conveniently, the one which is the most
abundant in the solar atmosphere is hydrogen. The discrete or quantized energy
levels which are available to the one electron in motion about a proton can be
pictured graphically as those corresponding to particular circular orbits as shown
in figure 4-19. In general, the actual trajectories can be elliptical but must have
the same energy as one of the circular trajectories. The requirement of quantized
energy levels that must be imposed is expressed by the Wilson-Sommerfield quan-
tization rule: The phase integral of any variable over a complete cycle of motion
is equal to an integer times h, Planck’s constant. For the case at hand, this yields

/P,dr=n,h /P.d0=n.h and [P.d¢=n,h (4-30)

Here r, 6, and ¢ refer to the coordinates of a spherical coordinate system; P, is the
linear momentum corresponding to r; Py and P4 are the angular momenta corre-
sponding to 6 and ¢, respectively; and n,, ns, and ng are integers (0, 1, 2, . ..) which
are called the quantum numbers and specify the energy and geometry of the most
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Ficure 4-17.—The Fraunhofer spectrum. (@) The visible range. (Courtesy of H. Zirin, Mount
Wilson and Palomar Observatories.)
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probable electron orbits (fig. 4-20). The total energy of an orbit is specified by the
total quantum number n=n,+ns+n4, which has the meaning conveyed simply in
figure 4-19. That is, n specifies the electron shell. The extent to which the orbit is
elliptical is given by the azimuthal quantum number defined by I+ 1=ns+n,.
Lastly, the extent to which the orbital angular momentum projects onto the
arbitrarily chosen z axis is given by the magnetic quantum number m=n4. When
one specifies the energy level n, it is understood that this level actually contains a
number of unique states depending upon the values of I/ and m. It can be shown
that for a given value of n, there are n possible values of [; 2141 possible values
of £m; and, therefore, a total of n? possible states. In addition, an electron itself
can have two possible energy states for any given set of n, [, and m by virtue of its
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F1cUure 4-17 (concluded).—The Fraunhofer spectrum. (b) The ultraviolet range. (Courtesy of
R. Tousey, Naval Research Laboratory, U.S. Navy photograph from an Aerobee-Hi rocket.)

own internal angular momentum or spin (spin plus or spin minus). Thus, there
actually are 2n? possible states for each n. This existence of several states with
equal energies is termed ‘‘degeneracy.” A degenerate level splits into observationally
different states when an atom is perturbed by internally or by externally produced
electromagnetic fields.

The possible energy of electron shells and the transitions that can occur between
them are shown for hydrogen in figure 4-21, where the energy levels are given by
E.=13.59[1— (1/n?)] electron volts (eV). Thus, the preference of an atom to
absorb energy at discrete wavelengths can be explained in terms of transitions
between the quantized energies of different shells. For example, when He radiation,
6563 A, falls on a hydrogen atom with an electron in the second shell (n=2), the
atom can absorb a photon of energy hec/Agses, and a transition occurs to the third
shell (n=3). The probability of a 6563-A photon being absorbed in this manner is
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F1Gure 4-18.—Nomenclature for an absorp-
tion line profile.

proportional to the absorption “cross section,” which is the effective area of an
atom for capturing the free photon, and to the number density of hydrogen atoms
with an electron in the second shell. Thus, when most atoms are in the first shell
(n=1), absorption by the Lyman series will predominate. As the upper shells
become more populated, the Balmer, Paschen, and Brackett series will become
important, in that order. It is obvious now why Hea has been used so extensively
in earthbound solar observations; it is the strongest line in the visible spectrum of
the most abundant element. The series limit encountered in the continuous spectrum
(fig. 4-14) is also explained in terms of figure 4-21. For example, looking at the
Balmer limit, 3646 A, it is seen that a hydrogen atom with an electron in the second
shell can absorb radiation of shorter wavelengths by ejecting an electron into the
continuum of shells above n— . Practically, n—« does not correspond to an
infinite orbital radius but to a distance from the nucleus where external electrostatic

F1GUuRrEe 4-19.—Series of radiative transitions
for the hydrogen atom.
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Ficure 4-20.—Most probable electron orbits
for hydrogen. (Pauling and Wilson, 1935;
copyright 1935, McGraw-Hill.)

fields produced by other particles are of comparable magnitude to the field of the
atom. As the energy corresponding to 3646 A is approached from above, or the
wavelength 3646 Ais approached from below, the probability of photon absorption
increases. Then, in moving across the limit to energies less than this limit, the
probability of an absorption of this type drops to zero and the discontinuous jump
in radiation intensity occurs.

Basic Line Formation Concepts

To understand how the discrete character of the Fraunhofer absorption lines
arises, it is essential to understand why these lines do not appear in emission rather
than absorption. An atom which has a strong preference for absorbing a photon by
changing its state from u to I should have a correspondingly strong preference for
emission of the same energy photon by dropping back down from state [ to u. The
explanation lies in the fact that most Fraunhofer lines in the visible spectrum are
formed primarily in the photosphere where the temperature gradient is negative.
The cores of the lines are formed higher in the atmosphere than the wings and
nearby continuum where the temperature, and thus the emission, is relatively low.
Conversely, below 1600 A lines are formed above the photosphere where the tem-
perature gradient is positive and they are seen in emission rather than in absorption.
This simple explanation is adequate as a generalization but, since the atmosphere
above the photosphere is in NLTE where the radiation and kinetic temperatures
can greatly differ, line formation above the photosphere requires a more thorough
analysis. A concept once used to interpret the absorption lines is that of a reversing
layer. It was assumed that a continuous spectrum was emitted lower in the photo-
sphere and that preferential absorption at the Fraunhofer lines occurred higher up
in a reversing layer where the temperature was lower. In reality, there are not two
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distinet layers. The absorption coefficient in a line is greater than in the nearby
continuum. Thus, an optical depth of unity at line center occurs higher in the
photosphere and the resulting radiation is of lower intensity than in the neighboring
continuum, which receives the major contribution to its intensity from lower hotter
regions.

At present, a major method of extracting information from Fraunhofer lines
is to study the variation of the shape of a line while scanning from sun center to the
limb. Center-to-limb scans are complicated, however, by the lack of LTE at higher
levels and by quiet-sun inhomogeneities such as granulation and the chromosphere
network, which introduce nonlinear effects. Also contributing to the complexity
are inhomogeneities arising from active-sun features, such as plage remnants, which
cannot always be excluded. Another useful method is the observation of actual line
profiles and comparison with theoretical predictions.

Our discussion of Fraunhofer lines will now turn to the manner in which their
formation can be described using our previously developed equation of radiative
transfer. Equation (4-7) can now be written so that the contribution to absorption
and emission of both a line and the continuum are explicit

i RN BN T (-31)
p dr
where the superscripts [ and ¢ refer to line and the neighboring continuum, respec-
tively. We can quickly arrive at the solution as before

s dry .
1,(0,6) = f., Si(n) exp [— (n/cos 8)] -2 (4-25)
but here,
dnn=— (k!+x°)pdr (4-32)
and
o} . C
g = Dt (4-33)

e
However, it is more useful to separate the continuum and line contributions and
arrive at the following

dI
cosod—r; = (14m)h— (Se+mSi) (4-34)
where
l
- (4-35)
nc
dnf=—rx‘pdr (4-36)
and

Se=2  gi=2 (4-37)
Kx
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The solution is

B 0,0= [ (Setmsi) exp |- [ 4n ] it )
0 0 cos 6] cos 0

where ¢ is a dummy variable of integration. From this solution, it is seen that if
Sxe (1), Sit(me), and g (n¢) are known over the whole line, center-to-limb varia-
tions and line profiles can be predicted. However, here our knowledge is lacking.
The relative weighting of all the possible line emission and absorption mechanisms
to be used in arriving at the correct expression for S,!(7,¢) is still an unsolved
problem. Also, errors encountered in the solution for a continuum model atmosphere
like the HSRA directly contribute to errors here because this model or a similar one
is usually used as a starting point. The correct chemical composition and the varia-
tion with depth of the density, temperature, and continuum absorption and emission
coefficients must be known initially. The problem of specifying the line emission
and absorption coefficients and, in particular, the line source function Sy!, will now
be discussed from a physical standpoint.

Line Source Function

To generalize, let us examine an atom in its ground level and try to determine
how it gets into an excited level so that it can emit radiation by dropping back down
to a level of lower energy. In essence, there are two ways: collisions with other
particles and collisions with photons (figs. 4-22(a) and 4-22(b)). In the case of a
particle collision, the colliding particle gives up the energy (usually part of its
translational kinetic energy ) required to raise the atom to an excited level. Electrons
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F1GURE 4-22.—Modes of energy level change t
for bound electrons. (a) Particle excitation. Ey ¥
(b) Photon excitation. (¢) Particle de-
excitation. (d) Spontaneous emission. (e) (e) @ AW~
Induced emission; outgoing photons move £y s

in same direction and in phase.
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are by far the most efficient particles for exciting an atom by collision and, unless
the electron density is relatively low, the random kinetic energy available in the
electron gas, specified by 7., determines the degree of excitation of each atomic
species. In the case of a photon collision, the photon energy, unlike the energies of
colliding particles, must be the same as the difference between the energies of the
upper and lower levels.

The manner in which an excited atom can drop back to a lower level is now
easily understood as just the reverse of the above means of excitation (figs. 4-22(c),
4-22(d), and 4-22(e)). A superelastic collision, sometimes called a collision of the
second kind, is one in which an atom in an excited level drops to a lower level by
releasing the energy difference to another particle through a collision. Thus, the
kinetic energy of the colliding particle is higher after the collision than before, and
the energy of the excited level is not added to the radiation field but remains in the
gas. Just the opposite is true in the second means of deexcitation. The excited atom
drops down by the emission of a photon, either spontaneously (not in response to
external stimuli) after a small period at the excited level, usually 10~ to 107 sec,
or after being induced or stimulated by radiation at the wavelength corresponding
to the transition. The latter process is sometimes called negative absorption. When
many atoms are considered, spontaneous emission is isotropic; that is, the photons
have an equal probability of being emitted in any given direction. On the other
hand, when an incoming photon stimulates emission from an atom in an excited
level, the emitted photon will be identical to the incoming one in both phase
and direction. In LTE, the ratio of spontaneous to stimulated emission is
[exp (he/\kT)—17; if T=6000 K, he/\kT=1 at A=24000 A. Hence, in the
photosphere, stimulated emission will only be important for wavelengths in the
intermediate infrared range and longer.

We return now to consideration of the line source function, S,’. When an
incoming photon is absorbed by an atom, which then reemits a photon of the same
wavelength but in a different direction (figs. 4-22(b) and 4-22(d)), the radiation
is said to be coherently scattered. The only function the atom performs is to ran-
domly alter the photon’s direction but not its wavelength. The same function can
also be performed directly by free electrons. However, the presence of continuous
absorption (by H— for example) means that photons at a line wavelength eventually
will be absorbed and reemitted at another wavelength while being scattered many
times and traveling long distances. This reemission is most likely to occur in the
continuum. Hence, radiant energy at the wavelength corresponding to each line
is shifted into the continuum as it diffuses radially outward and a dark absorption
line is produced. Assuming that the scattering is done isotropically and letting
(1—¢) represent the fraction of absorbed radiation that is scattered, the line
emission coefficient is given by

P / a'L(®)-de (4-39)
4 J,,
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and the source function by
Siil=(1—¢&)J» (4-40)

where J, is defined by equation (4-3).

In considering coherent absorption, we have neglected the fact that a line is
not infinitely thin. This broadening results from a combination of natural broadening
caused by the natural uncertainty in atomic-energy levels, Doppler broaden-
ing caused by the random thermal motions of the atoms, and pressure broadening
caused by the shift of atomic-energy levels by the electric fields of surrounding
particles. These mechanisms will be considered in the next section. Radiation which
is absorbed at one point in the line profile can now be reemitted at another and a
random redistribution of photons over the line profile will occur (fig. 4-23). The
rate of radiant energy emission in a line can still be equated to the fraction of the
energy absorbed, but only when the total line profile is considered and not just
each point within it. Thus, integrating equation (4-39) over a wavelength range
that is defined to be much larger than the line width, A= to At, the following is
obtained:

" (1-& ™

[ A= xﬁdk/ L(®)-do (4-41)
= ir J,_ .

It can usually be assumed that the reemitted radiation is proportional to that

absorbed at any wavelength; that is, 71!/x\! is independent of wavelength. The

source function resulting from scattering can then be obtained from equation (4-41).

Sit=(1—&) () (4-42)
where
A+
Jraknt dh
=2 (4-43)
't dA

—

After an atom in an initial ground or excited level absorbs a photon and arrives
at a higher level of excitation, there are many alternatives to direct return to its
initial state by the reemission of a photon, the process we have called scattering.
A superelastic collision could occur and the absorbed energy would be given up to
the gas. Second, the atom could decrease its energy by spontaneous emission to a
level of excitation that could be above or below its initial level. If there are many
available levels closely spaced, a cascading downward through these levels could
occur. Alternatively, the atom could be excited to higher levels, or even ionized,
by further collision with other particles (probably electrons). In this way a mixing
or energy exchange takes place between the atomic levels of excitation and the
electron gas. The net result of a complete mixing is that the atomic levels are
populated according to a Boltzmann distribution (eq. (4-17)) at the electron
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Ficure 4-23.—Doppler broadening. E; and
E; are two energy levels of an atom as
measured directly from the energy of an
emitted or absorbed photon by an ob-
server at rest. They are broadened by the
random thermal motions of the atoms.
Thus, the wavelength corresponding to
E,—E, is also broadening and a photon
absorbed at one point in the line profile
can be reemitted in another as shown.

kinetic temperature T, and the absorption and emission of radiation correspond to
the Planck function at 7',
Sat=B\(T.) (4-44)

In contrast to scattering, this type of interaction of photons with particles is termed
“‘absorption.”

Returning to our description of radiation transfer (eq. (4-34)), we assume
that the scattering is noncoherent and contributes the fraction (1—&) to the line
source function, that absorption contributes the fraction & and that the source
function for the nearby continuum also is governed by LTE at T.. We thereby
obtain

dl .
cosﬂd—nc = (1+m)h— (1=&)mx)— (1+em)Br(T.) (4-45)
— N—— - v — N ~ o4
Rate of Absorption by Effective emission  Emission in LTE at

change continuum from scattered T, from continuum
with the and line photons and line absorption
optical and reemission
depth of

the nearby

continuum

Analytical solutions to this equation have been obtained with a variety of further
assumptions: é=0, é=1, m=constant, or m=constant plus small variation. In
most cases, however, numerical methods must be used to arrive at a solution. With
regard to the accuracy of these solutions, it should be noted that NLTE effects
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are only crudely included in the scattering term. This has made possible a great
simplification in the analysis and is sufficient in the lower photosphere. However,
when the major contribution to 7, comes from above this region, the procedure is
incorrect and NLTE effects must be fully analyzed.

Equivalent Widths

Although a great deal of information is contained in the details of absorption
line profiles, measurements of only the overall absorption strength or of the equiva-
lent width have yielded significant results, primarily in the areas of element abun-
dance determinations and of analysis of line-broadening mechanisms. The equivalent
width W is defined as the relative amount of radiation subtracted from the con-
tinuum by the line in wavelength units (fig. 4-24).

Xo* IX
w= [ (1_ —) i (4-46)
A N

Because the rate of absorption per unit volume is proportional to px\! at a line, one
would expect W to increase in a continuous way with the number density of species
responsible for that line. This effect on the profile of the absorption line 3934 A
(K line of Ca II) is shown in figure 4-25 (a). Here, N is the number of absorbing
atoms per unit area along the line of sight above the photosphere. Another factor
which affects W in the same way as N is the atomic oscillator strength f. Essentially,
f is the effective number of electrons per atom that can oscillate or absorb radiation
energy at the line wavelength by undergoing a transition from one level to another.
The quantity f need not be an integer, but when the f’s are added together for all
possible atomic transitions between all possible atomic states, the total should be
equal to the number of optically active electrons in the atom. Thus, the significant
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F1cure 4-24.—Equivalent width. The equiv-
alent width W is defined as that width, in
units of wavelength, which takes out the ‘-_"o‘-l

w

same amount of flux as does the line
integrated over its entire profile.
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Ficure 4-25.—Line profiles and curves of growth. (a) Line profiles for the Ca K line for several
Ca II number densities per unit area along the line of sight. For No=3.4X10", 7, =1 at the
center of the line. These profiles were calculated assuming a uniform absorbing layer, a
constant source function, and using Doppler and natural as the only two broadening mech-
anisms operative. For low optical depths, the profile is determined by Doppler broadening.
For large optical depths, the core is saturated and natural broadening controls the profile.
(From Aller, 1963 ; copyright 1963, Ronald Press.) (b) Curve of growth for the Ca K line. This
curve, made by integrating the profiles of 4-25 (a), is determined by Doppler broadening at
the low end and natural broadening at the high end. The parameter a is proportional to the
ratio of the combined natural and impact broadening to the Doppler broadening. (See egs.
(4-65) and (4-73).)

Ficure 4-25 (concluded).—Line profiles and
curves of growth. (¢) A curve of growth
from normalized observed data for the
iron group. (From Warner, 1964; copyright
1964, Blackwell Scientific Publications.)

parameter for determining W is N f, not simply N. When Nf is small, so that the
optical depth at the line center is much less than unity, W will be proportional to
Nf. As Nf becomes large, the rate of increase of the optical depth at the line center
decreases, the absorption far from the line center becomes appreciable, and pro-
nounced wings begin to appear. Even though the optical depth at the line center
becomes as high as 104, the optical depth will be approximately unity at those parts
of the line producing the major increases in the value of W. At the center of a
strong line, we observe the radiation originating high in the atmosphere. Corre-
spondingly, as we observe farther out into the wings, we see farther down and closer
to the height at which the continuum originates. Eventually, as N f becomes very
large, W will vary only as (Nf)'2. It is important to note that there is a definite
difference between broadening of an observed line by a high abundance, sometimes



124 THE QUIET SUN

called abundance broadening, and broadening caused by changing the physical
environment of the absorbers. The growth in line strength resulting from increases
in the number of absorbers is seen in a plot of W versus N f, which is termed a curve
of growth, in figure 4-25(b). Of course, for each line in the solar spectrum, we
obtain only one value of W by observation because we cannot vary Nf. To obtain
a curve from observational data, we must look at many lines of one element, or of
several similar elements, and divide out the effects of the atomic and atmospheric
parameters that differ for each line. A curve resulting from data normalized in this
way is shown in figure 4-25(c). The actual details of such a curve of growth are
determined by the mechanisms which produce the broadening of the line. These
mechanisms will now be considered.

4.6 LINE BROADENING

In contrast to the changes in line profile caused by changes in the number
density of the absorbing species, the line-broadening mechanisms we now consider
are peculiar to the atom itself. These mechanisms are either an inherent property of
the atom (natural broadening), a result of its state of motion (Doppler broadening),
or a result of a perturbation of its energy states by surrounding particles (pressure
broadening). A knowledge of the details of these line-broadening mechanisms will
enable us to determine kinetic temperature, densities, and velocities within the solar
atmosphere from observations of the line strengths and profiles. More detailed
discussions of line broadening are found in Aller (1963), Griem (1964), and
Jefferies (1968).

When discussing broadening on the atomic scale, it is natural to work with an
atomic absorption coefficient, a,, which is the effective cross-sectional size for
absorption of an atom as ‘‘seen” by a photon of wavelength A. It is related to x\ by

N)oa)‘ = PKx (4—47)

where N), is the number density of atoms capable of absorbing radiation in the line
centered at \o. We are ultimately interested in both Sy and 7, in order to compute
I, and compare it with observed values. In the case of LTE, S, and N,, are deter-
mined simply by equilibrium relations (the Planck function, the Saha equation,
and the Boltzmann factor), but 7, depends upon the details of the line strength
and the profile expressed in a,. For NLTE, S\ and N), can be determined easily
only in a few limiting cases which will be discussed in section 4.8.

Natural Broadening

When an atom is at rest relative to the observer and experiences no external
electromagnetic fields, the atomic absorption coefficient is described by a dispersion
profile

AN

ar= mroho’f
Av\2
4x2 (A —xo)2+(7")

(4-48)
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where 7, is the classical radius of an electron (e?/4wemec?=2.82X10-5 A), Ao is the
wavelength at line center, Ay is the natural width of the line, and the assumption
has been made that AAx/Ao<<1. The atomic oscillator strength f, termed the absorp-
tion f value, is effectively the number of classical oscillators that are required to
give the same absorption as the atom-absorbing radiation centered at wavelength \o.
It is the same quantity introduced when discussing equivalent width. For example,
the oscillator strengths for the first six members of the Balmer series are (Griem,
1964 ) as follows:

Ha=0.6408 HB=0.1193 Hvy =0.0447
Hs=0.0221 He=0.0127 H¢=0.0080

The rapid decrease of the f values that occurs as we go toward the higher members
of all the hydrogenlike series is evident here. The importance of f in specifying line
strength is illustrated by the expression for the total amount of absorption by an
atom from a beam of radiation of unit intensity.

/ ax A=A f (4-49)
0

Thus, the total absorption is directly proportional to A and to the oscillator
strength f, but is not dependent on the natural width or on other atomic parameters.

According to the quantum-mechanical picture of a transition, a photon has
precise energy, but the energy of the two states involved in the transition are to a
small degree indefinite. If the atom has a long lifetime in a given state before
transitioning to a lower one by spontaneous emission, we can determine the energy
of that state very accurately. Conversely, if the lifetime is short, knowledge of its
state is more indefinite. The fundamental constant that fixes the limit to which the
energy of a state is defined is Planck’s constant, h.

AE At>h (4-50)

where AF is the uncertainty in the energy of the state and At is the state’s charac-
teristic lifetime. In a transition, the uncertainty in wavelength or natural width is

Ao? Ao? 1 1
Ay= — AE= — 4-51

. he C (Atupper + Atlower) ( )
Thus, long lifetimes lead to small natural widths. At line center, the atomic absorp-

tion coefficient is
are= 47N/ ANy (4-52)

Even though the total absorption over a line profile is a constant, the absorption
at line center is inversely proportional to the natural width. At line center, long
lifetimes lead to increased probability of absorption per atom. For a wavelength of
5500 A and a realistic value of 10~% sec for the combined lifetime of the upper and
lower states, AA\y =102 A and ay=fX10~* em?. As we will see shortly, this width
is very small, relative to other widths. In fact, natural broadening is usually over-




126 THE QUIET SUN

whelmed by other broadening mechanisms operating in the solar atmosphere even
though it is of fundamental importance in understanding atomic structure.

Doppler Broadening

From the standpoint of learning about solar atmospheric dynamics and kinetic
temperatures, Doppler broadening is the most useful line-broadening mechanism.
Our ability to determine kinetic temperatures is dependent upon our knowledge of
the velocity distribution of the absorbing and emitting particles. In the case of
LTE, this distribution can be specified in a relatively simple manner. The Boltzmann
factor (eq. (4-17)) is applicable to the translational degrees of freedom of the
particles. A particle’s energy state is specified by the speed v, and is equal in magni-
tude to mv?/2, where m is the particle’s mass. The statistical weight of a state,
appearing in equation (4-17), is proportional to the number of velocity states
available to a particle of total speed v in a three-dimensional velocity space. That
is, the statistical weight is proportional to the volume of a spherical shell of radius v
and thickness dv, 4mv? dv. Thus, the fraction of the particles with a speed between
v and v+dv, f(v) dv, is

f() dv=-constantXexp (—mv2/2kT)4m? dv (4-53)
where T is the kinetic temperature. The constant is determined by the condition
/ f)dv=1 (4-54)

0

Thus, f(v), termed the Maxwellian distribution of velocities, is

@) =4m? (2 WIZT>3/2 exp (—mv?/2kT) (4-55)
uy

The dependence of f(v) on v produces a distribution that is peaked at a speed V,,
the most probable speed. It is determined from the condition df/dv=0.

e(21)" -
m

Because particles of equal mass equilibrate their energy readily during only a few
collisions, it is almost always safe to assume that the random motions of particles
below the solar corona follow the Maxwellian distribution law and can be charac-
terized by a kinetic temperature 7'.

To determine the amount of line broadening from particle motion, we must
consider the distribution of velocities along only one direction, f; (v;). For this case,
the energy corresponding to one degree of freedom is 1/2muv:?, where v, is the velocity
along only one axis of a three-dimensional Cartesian coordinate system. The
statistical weight or number of velocity states available between v, and »;+dv, is
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independent of v;. Thus, f; (v;), normalized to unity, is

1
fion)= 5= exp [— @/ V)] (4-57)
0V1I'
To relate this distribution to the broadening of a line, we note that if a radiating
source is moving toward an observer, the wavelengths will be crowded together or

shortened according to

AN _ 0 4-5

ko a c ( —:)8)
Thus, the shift is to shorter wavelengths or toward the blue. Correspondingly, if
the source and observer are moving away from one another, the shift is toward the
red. Combining these last two relations yields f; (AX) d (AX), the probability of a
wavelength shift from line center between A\ and AN+d (AX)

exp [— (AN/AXp)*] d (AN) (4-59)

fl (AX) d(A)‘) = AAD\',‘I_'

where A\p is the Doppler width and is characteristic of the width of the broadening
AAD=)\0V0/C (4—60)

This is the line profile we would observe if Doppler were the only broadening
mechanism operative. Because Vo~T"2, a measurement of the Doppler width will
vield a measure of the kinetic temperature of the emitting or absorbing particles in
the region of line formation.

In addition to thermal motions, turbulence in the region of line formation
could give a similar broadening. If the scale of the line-forming region is much
larger than the scale of the turbulence, each cell of moving gas produces wavelength
shifts in the same way as a moving particle. In fact, the broadening caused by
turbulence is sometimes assumed to be analogous to that caused by thermal motions.
It is crudely taken into account by assuming the distribution of turbulent velocities
to be Maxwellian and redefining V, so that

2kT
Vo’ - 7 + (erbulent)2 (4_61)

Because V, is a function of the mass m of the absorbing or emitting atom, the
determination of the Doppler widths of lines from different atomic elements should
allow the separation of the thermal and turbulence contributions. In the cases where
the velocity is nearly uniform over both the depth of the line-forming region and
the smallest spatially resolved area, individual motions can be resolved and a line
will be shifted rather than broadened. For example, if mass is ejected toward an
observer at 1000 km/sec, as in a fast-moving spray, all wavelengths will be shifted
toward the blue by A\/A=1/300 (about 22 A for Ha). The motion caused by solar
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rotation will produce shifts of A\/A==+6.0X10"° (£0.04 A for Ha) at the solar
equatorial limbs. Lastly, the motion of an observer in low-earth orbit would also
induce shifts, but of magnitude AN/A=£2.6 X107 (£0.17 A for Ha) at the earth’s
terminators.

Because the natural- and Doppler-broadening mechanisms operate simul-
taneously, the description of the line profile should include their combined effect.
The atomic absorption coefficient for an observer at rest and for only one value of
Doppler shift A\ is

ANy

ay ()\+A)\) =1rToX02f e ()\+A)\_)‘0)2+ (A)\N/2)2 (4—62)

The effect of all possible Doppler shifts is included by multiplying the natural-
broadening absorption coefficient ay (A\4+-A\) by the probability of a shift of A\,
fi(AN), and by integrating over all AX.

+o
a2 0)= [ s Oa0f () d(an) (4-63)
where a,¥P (\) is the atomic absorption coefficient resulting from the combined
effect of natural and Doppler broadening. The lower limit has been extended from
—\ to —« for mathematical convenience and introduces negligible error. Substi-
tution into equation (4-63) yields

—p
ronoaf [1® e*

a¥? (a, w) = Vemg) . w—z)ta dx (4-64)
where
r=AN/ANp
a=A\y/4mANp (4-65)

w= (Ao—X\)/ANp

For the case of a—0, we obtain a pure Doppler profile as found previously (eq.
(4-59)).
aP (w) = arPe' (4-66)

where the cross section at line center is

ar? =Vr Vor¥f/ ANp (4-67)
Hence, ay¥? (a, w) can be written
a? (a, w) =ar"H (a, w) (4-68)
where
H( )—gfﬂ—de (4-69)
FR s rl_, (w—z)*+a®
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Further evaluation of a\"” (a, w) must be done numerically. The function H (a, w),
the Hjerting function, has been evaluated by Harris (1948) and plotted by Brandt
and Hodge (1964) as shown in figure 4-26.

Several characteristics of ay¥? (w), which are evident from equation (4-64)
and figure 4-26, are worthy of discussion.

(1) When a>>1 (that is, AAy>>4wA\p)a, assumes a pure natural broadening
or dispersion profile (eq. (4-48)).

(2) When ANy<<4rAAp and is close to line center, [AX| <AMp, ay is determined
by Doppler broadening; ax~ exp [ — (AN/AXp)%].

(3) When ANy<<4wA\p and is far from line center, a, varies as |A\|-2. The
number of particles moving with a velocity that would yield a large
Doppler shift decreases exponentially; fi(v:1)~ exp [— (»:1/V5)?]. On
the other hand, natural broadening decreases only as |A\|~ for large
AX and it eventually becomes the dominant factor. As AAp becomes
very much larger than ANy (a—0), we must go farther from line center
for this approximation to be valid.

(4) Because the transition between the Doppler-broadened core and the
natural-broadened wings is abrupt for A\y<<47A\p, a reasonable approx-
imation for the atomic absorption coefficient, when |AXN>> (A\vAMp)'2, is

A 2 2
o[ (2@ e

The transition occurs at the AN defined by the condition of equality of
the two terms on the right-hand side of equation (4-70). Because of
the rapid variation of the exponential term and the characteristic values
for a, this transition occurs at values of AN between 3A\p and 4A\p

for most solar lines.
(5) The atomic absorption cross section of the total line remains unchanged
by the combination of natural and Doppler broadening

/ " VP (V) dh = mArof (4-71)
0

Ficure 4-26.—The Hjerting function. The
abrupt transition from a Doppler-broad-
ened core to natural-broadened wings is
evident. This transition occurs when
wle ' =a/y/x. Because of the abrupt
nature of this transition, a reasonable ap-
proximation for H (a, w), when wt>a, is
just the sum of the terms representing the
two limiting cases; e+ (a/A/7) (1/w?).
(From Brandt and Hodge, 1964; copyright
1964, McGraw-Hill.)
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As a numerical example, consider the He line produced by hydrogen gas at a tem-
perature of 6000 K. The natural width of Ha, ANy, is 8X10~* A, V=10 km/sec,
ANp=0.2 A, and a=3X10-3. From figure 4-26, it is seen that the line profile would
be Doppler broadened out to approximately 3A\p or 0.6 A from line center and
natural broadened farther out in the wings. If the temperature is raised to 2X 10 K
(characteristic of the corona), the Doppler width is increased to 4 A, a=1.5%X 10—,
and the transition from Doppler to natural broadening is increased to approximately
16 A (4A\p) from line center.

Pressure Broadening

To this point we have considered the broadening mechanism to be either a
basic property of the atom (natural broadening) or a property of its state of motion
(Doppler broadening). A third type of mechanism important for solar lines involves
the effect of neighboring atoms, ions, or electrons on the absorbers and emitters.
Because this effect is one which increases with pressure, it is termed ‘“‘pressure
broadening.”” It is an important mechanism in the photosphere, in the lower chromo-
sphere, and possibly in flares.

Because the discrete energy levels of an atom result from a quantization of the
combined kinetic and electrostatic energies of its constituent particles, additional
externally applied electrostatic forces will perturb these levels. This is termed the
“Stark effect.” Thus, when a particle with an electric field passes close to the atom,
the atom’s energy levels are perturbed and the wavelength of an emitted or absorbed
photon is slightly shifted. This instantaneous wavelength shift can be approximated
by

AN = ¢ (4-72)

where 7 is the distance between the atom and the perturbing particle, C' is a constant
that defines the strength of interaction, and m is determined by the type of atom-
perturber electrostatic interaction (table 4-I). Because the electric field of a
charged particle varies as 1/7%, a wavelength shift that is proportional to 1/72 is
linearly proportional to the electric field. Thus, the interaction when m is 2 is

TABLE 4-1.—Types of Particle Interactions

m Description Name

S Electrons or ions perturbing | Linear Stark effect
hydrogen

S, Neutral atoms perturbing Resonance broadening
atoms of the same kind

. S Electrons or ions acting upon | Quadratic Stark effect
nonhydrogenlike atoms

Ty S Neutral atoms perturbing van der Waals’ forces
atoms of a different kind
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termed the “linear Stark effect.” The linear Stark effect is dominant when ions
broaden the lines of hydrogen, and the quadratic effect is dominant when ions
broaden the lines of metal atoms or ions. When the atom and perturbing atom are
of the same kind, as for hydrogen-hydrogen in the sun, m is 3 and the broadening
is called “‘resonance broadening.” When the atom and perturber are different, m is
6 and the broadening is termed ‘‘van der Waals’ broadening.” This is an important
mechanism in the broadening of many solar lines by hydrogen.

Approximations that are made in analyzing the details of these types of
broadening mechanisms are that the position and momentum of a perturbing
particle can be specified simultaneously with no uncertainty and that this trajectory
is not sensitive to the energy levels or changes of the energy levels of the perturbed
atom. That is, a perturbing particle will remain on its classical path, which is a
straight line if either one of the colliding particles is electrically neutral or a hyper-
bola if both particles are charged.

In general, the method of describing pressure broadening is relatively simple
in two extreme cases. First, if the lifetime of a radiating atom is long, compared with
the time between collisions, the successive pieces of the emitted photon do not form
a single coherent wave train. The line width more closely corresponds to the time
between collisions rather than to the natural lifetime of the state, because each
piece of the photon tends to be independent of all others. Although the collision
frequency is high, the duration of each collision is relatively short and the atom is
unperturbed most of the time. The broadening can be simply described in this case
because the natural uncertainty in the energy of the photon and the uncertainty in
energy corresponding to the mean time between collisions, Ate, is cumulative.
Thus, the natural width Ay, used in equation (4-64), can be replaced by A\we,

which includes collisions.
N1 1 )
=—(— 4+ — 4-73
ke ¢ (At.v t Aleont ( )

The line profile, as previously described, varies as (1/A\)? in the wings, but the
transition from a Doppler to a dispersion profile occurs closer to the line center.
This description of pressure broadening, in which the collisions are considered as
discrete encounters, is called the impact or collision approximation and is applicable
when the perturbing particles are fast-moving electrons.

In the second method of describing pressure broadening, the opposite assump-
tion to the impact approximation is made. That is, during the emission the atom
experiences a steady electric field from the surrounding particle configuration
instead of a succession of rapid impacts. The wavelength of an emitted photon will
be shifted by the Stark effect and the line profile will be obtained by summing over
all possible shifts according to their statistical probability. This is called the quasi-
static or the statistical approximation and is usually valid when the perturbing
particles are relatively slow moving ions. In considering a gas composed of both
electrons and ions, such as the plasma of the photosphere, the impact and quasi-
static approximations can be combined. The impact approximation is first applied
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to electron-collision broadening of lines resulting from transitions between states
perturbed by an electric field of the static ions. This result is then statistically
averaged over all possible electric fields or ion configurations.

As an example of the quasi-static approximation, consider the important case
of broadening of lines from hydrogen or hydrogenlike ions by other ions (the linear
Stark effect). Let W (r) dr be the probability of a perturbing particle being a
distance r to r+dr from the hydrogenlike ion. Assuming a uniform distribution of
particles, W (r) will be proportional to r2. In order to relate W (r) to W (A\), the
probability of a wavelength shift of magnitude A\ per unit A\, we note that the
wavelength shift is proportional to the electric field of the perturbing particles or
the inverse square of the distance between the two particles: AN~E~r—2, Because
W (AM) is related to W (r) by

dr
W(AN)=W (r) FIEY) (4-74)
it is evident that
5/2
W (AN)~|— (4-75)

Thus, the wings of lines from hydrogen or hydrogenlike ions will vary as |A\|—5/2
under the quasi-static approximation, rather than as |AX|~? determined by the
impact approximation. A crude but informative estimate of the magnitude of the
broadening can be obtained by equating hcA\/A2, the broadening in energy units,
to A(energy),, the approximate magnitude of the energy perturbation of the
electronic states involved in the transition (diameter of electron orbitXelectron
charge X electric field of perturbing particle). This latter quantity is

A (energy),= (M)< 4:; r’) (4-76)

z

where the first term in parentheses is the diameter of a circular electron orbit in a
hydrogenlike ion of nuclear charge z, the second term is the electron charge times
the electric field of a perturbing particle which is assumed here to be a proton at a
distance r, ao is the Bohr radius (eh?/7m.e?=0.529 A), n is the principal quantum
number of the shell, and ¢ is the capacitivity of vacuum. Thus,

n2+n2\ [ A2

A)\—( o by (4-77)
where n, and n; are the principal quantum numbers of the upper and lower states,
respectively, and A, is the Compton wavelength of an electron (h/m.c=2.43X
102 A). A representative value of 7 can be obtained from 7#=1/Nywton. As a
numerical example, consider the linear Stark broadening of the Ha wings formed
in the photosphere at 7sp0=1: T~~6000 K, Nproton™7 X108 cm~3, 7=2.4X10° A,
and A\=0.11 A. The Doppler width previously calculated under these same condi-
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tions was 0.2 A, which is of the same magnitude as calculated here. Thus, the Stark
effect will have a noticeable influence on the Ha wing profile.

The broadening of atomic states not only leads to line broadening but it also
changes the wavelength at which the series limits or continuum cutoffs are observed.
For a hydrogenlike ion, the energy of the nth shell is

By (1—1) (4-78)

" Sretto n?

Thus, when = is large, the energies of the shells are close together and the change in
E, when n changes by +1 is approximately

dE'n 2,2
AR = e (4-79)

" dn 4mweyaon®

Equating one-half of this energy between shells to the shift in energy, A (energy),
(eq. (4-76)), and letting N, determine the mean ion-proton distance (r*=1/N,),
we obtain the principal quantum number of the effective shell for the start of the

continuum:
1\2s 305
() s

Using more detailed reasoning, it has been shown that the factor (1/2)%° should be
% (Griem, 1964). Lines which involve transitions to or from shells above n, will be
so broadened that they merge with their neighboring lines (fig. 4-21). The series
limits (fig. 4-14) will not correspond to n— = but will be slightly altered because
they correspond to n.. For the height in the solar atmosphere at which 7500=1,
(N,=7X10" cm™?), the energy shells of hydrogen merge at n,~15.

We will now briefly discuss the effects of magnetic fields on line formation

before NLTE is considered.

4.7 LINE SPLITTING

In addition to the Stark effect, the energy levels of an atom can be altered by
the application of a magnetic field, called the Zeeman effect. In contrast to the
electric fields of pressure broadening, however, the magnetic fields will almost
always be uniform over microscopic distances. Hence, all atoms at a given location
will be perturbed to the same extent and a splitting of lines rather than a broadening
will result. Because the Zeeman effect fits in well with our discussion of broadening
and atomic-energy levels, it will be considered at this time. The observations of this
splitting provide the major method of measuring the strength and direction of solar
magnetic fields.

The splitting of energy levels arises from the fact that when a system with a
net magnetic moment is placed in a magnetic field, an interaction energy Aey
exists which depends upon the orientation of the magnetic moment p with respect
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to the magnetic field B
Aey=—p-B (4-81)

Because the system tends to configure itself in the state of lower potential energy,
i will tend to aline itself with B. If a closed loop of current I flows in a plane and
encloses an area A (fig. 4-27), the magnetic moment is defined by

p=IAn (4-82)

where n is the unit vector normal to area A. This equation is valid regardless of the
shape of the loop. Magnetic moments exist within atoms because of both the motion
of electrons in closed orbits and the spin of the electrons themselves. It is the
interaction of these magnetic moments with an applied magnetic field which causes
the splitting of the energy levels.

In our previous discussion of the discrete nature of the energy levels of the
hydrogen atom (sec. 4.5), it was pointed out that for each value of n, the principal
quantum number, there can be n different values of the quantized orbital angular
momentum (I=0, 1, 2, ... n) and (2/+1) possible projections of each angular
momentum on an arbitrarily chosen axis (m=0, +1, +2, ... +1). Prescribing that
this axis be along the magnetic-field direction and considering only the magnetic
moment arising from the orbital motion of the electrons, it is seen that there are
2141 possible values of magnetic interaction energy since p-B assumes the possible
values for the projection of w on B (fig. 4-28). Numerically, the splitting of an

energy level is given by
1/ ehB
AeM = 5 (21""‘) MJg (4—83)

where M represents the contributions to p made by electron spin as well as by
orbital motion. In the general case, the total angular momentum of a multielectron
atom is the vector sum of the electron spin vector and the electron orbital angular
momentum vector, and is represented by the quantum number /. Then, M ; becomes
the possible quantized projection of this total angular momentum on an arbitrarily

A

Ficure 4-27.—Magnetic moment of closed
loop of current flowing within a plane; n
is the unit vector perpendicular to plane A.
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chosen axis. Thus, the quantum numbers J and M ; are analogous to the previously
used quantum numbers [ and m. The quantity g is called the Landé g factor. This
factor is a dimensionless quantity of the order of unity which accounts for the
proportionality factor between the magnetic moment and the orbital and spin
angular moments. The combined factor of proportionality between Aey and B in
equation (4-83) can be both theoretically calculated and experimentally deter-
mined in many instances.

The direction of the magnetic field can be determined from the polarization
of lines which originate from split energy levels. A simple case, similar to that
considered by Zirin (1966 ), is shown in figure 4-29. If we look perpendicular to B,
we see the unperturbed line, called the = component, which is linearly polarized in
a direction parallel to B. By this, we mean that the electric field in the electro-
magnetic wave propagated to the observer oscillates sinusoidally with time in a
direction parallel to B (fig. 4-29). In figure 4-29(b), o1 and o, are the two lines that
are split off the unperturbed line and are linearly polarized in the direction perpen-
dicular to B. The sum of all the radiation emitted by the transitions from the upper
to the lower state must be unpolarized, as in the case of no perturbation. Hence,
the intensity of the = component is twice that of either ¢ component. If we now
observe the radiation that is emitted in the direction parallel to the magnetic field,
we do not see the = component at all, and the two ¢ components are circularly
polarized in opposite directions (fig. 4-29). Circular polarization means that the
observer sees an electric-field vector of the electromagnetic wave which is constant
in magnitude but rotates with time, either clockwise or counterclockwise. Because
photon energy is he/A, its change (because of the Zeeman effect) is (hc/A2)ANy.
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Frcure 4-29.—Polarization of split lines. (a) A simple case. (b) Electric-field vector polarization
for looking two ways at B. (¢) Electric and magnetic fields of a linearly polarized electromag-
netic wave. The E and B field configuration moves toward observer with velocity c.

Using this and equation (4-83),

1/ eB
Ay = = NM
Sl (21rm,c) i

=4.67X1078NMyB A (4-84)

where A is in A and B is in gauss. When M ;g=1, A=7000 A, and ANy =0.1 A,
B must be 4370 gauss. Thus, Zeeman splitting can only be directly observed by
normal means in very strong sunspots because it is normally below our wavelength
resolution. However, magnetographs which use the Zeeman effect and which map
solar magnetic fields have cleverly circumvented this problem and can measure
fields as small as 1 gauss.

4.8 NONLOCAL THERMODYNAMIC EQUILIBRIUM

A major objective of our discussion of the photosphere is to relate the charac-
teristics of the observed radiation to the physical properties of the atmosphere.
It has been seen that there is an immense quantity of information contained in the
strengths and detailed profiles of the absorption lines. We have generally assumed
that our task of specifying the atmospheric properties is complete once the tem-
perature, density, composition, and turbulent velocity at each height have been
determined. However, the physical realities are more complex. In particular, our
use of the concept of temperature must be revised if we are to account for obvious
discrepancies. Consider the cores of strong lines which originate in the chromosphere,
where the temperature gradient is positive, and which should display limb brighten-
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ing. In Ha and Ca K (figs. 2-14, 2-15, and 2-17), just the opposite, limb darkening,
is observed. Also, the radiation temperature at the cores of these strong lines is
much below the gas temperature where these lines are formed. Thus, the source
function in a line, S,}, is not adequately represented by the Planck function at the
kinetic temperature of the gas. In general, line formation above the photosphere
is not properly described as an LTE process. To properly represent the source
function in terms of the gas properties, we must investigate each individual physical
mechanism leading to radiation emission and absorption. We shall see that variables
which define the source functions are themselves functions of the ambient radiation
intensity and that coupled nonlinear equations result. In these ways, our task of
description and data interpretation is greatly complicated. However, analyzing
the detailed but real physical processes taking place often produces fundamental
understanding.

TE, LTE, and NLTE

When we assume thermodynamic equilibrium (TE), we make the supposition
that the distributions of each of the different types of gas particles and photons
over the various energy states available to them (kinetic, excitation, ionization,
ete., and photon energy) are statistically the most probable ones. Once the total
gas composition and the total energy are specified, the most probable distributions
are uniquely determined. These distributions are all functions of temperature which
is proportional to the average photon and particle energies, is the same for the
radiation field and gas, and is spatially uniform. When the temperature is no longer
spatially uniform, we first attempt to retain the TE assumption, but only on a
local scale (LTE). That is, the particles and photons at each point in space interact
completely with those at neighboring points having only slightly different average
properties. All particle and photon mean free paths are assumed to be much smaller
than the corresponding characteristic distances for change. We see that even in
the solar core, LTE is not a correct assumption in a strict sense, because the neu-
trinos that are generated do not interact with the surrounding matter but directly
leave the sun. In the photosphere, where the photon mean free paths become the
same magnitude as the pressure scale height, we certainly would not expect LTE
to exist. Nevertheless, the assumption of LTE does greatly simplify the calculations
and provides a baseline for reference. For weak lines that are formed low in the
photosphere, the agreement between calculations and observations is fairly good.

In LTE theory, the Boltzmann factor and the Saha equation are used to
determine the density of excited and ionized states, and the source function is set
equal to the Planck function By (7T), where T is the local equilibrium temperature.
A relatively simple departure from LTE is obtained by setting the temperature in
these calculations equal to T, the electron kinetic temperature which does not have
to be the same as the radiation temperature. In essence, this assumes that all rate
processes which determine the density of excited and ionized states are controlled
by heavy-particle collisions with electrons. The relatively high electron thermal
velocity and interaction cross sections yield high collision frequencies so that this
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assumption is frequently valid. If the gas is not highly ionized but the relevant
rate processes are dominated by collisions involving heavy particles, the heavy-
particle kinetic temperature should be used in place of 7’.. As mentioned previously,
this simple departure from strict LTE is often used itself as a definition of LTE.
When rate processes are no longer collision dominated, we must resort to a com-
plete non-LTE (NLTE) analysis. The large radiation leak from the photosphere
greatly perturbs the LTE balance of the rate processes, and the best that we can
do is to assume a statistical steady state. That is, at each point in the gas the rate
of production of a state is equal to the rate of its removal. Because we must now
specify the rate of each individual process, rather than just the parameter 7., we
become very dependent on our knowledge of rate constants, a significant fraction
of which are not well known.

Because of the complexity of NLTE calculations, it is important that our
objectives and methods of pursuit be clearly defined. We seek to determine the
intensity of radiation emitted by the solar atmosphere, I, (0, 8), as a function of
atomic parameters and radially varying gas properties. From equation (4-38), it
is seen that this is equivalent to determining 7, S\¢, and S)! as functions of ,°
and relating 7,° to r through x°. Low in the photosphere where LTE is a valid
assumption, the major contributor to the continuum source function, S,°, comes
from the negative hydrogen ion, H-. Here, S,¢ is set equal to Bx(7.); Nu/Ny- is
calculated by the Saha equation at 7, which determines «\°.

Most of the information on the properties of the lower solar atmosphere comes
from absorption lines. For strong lines in which 7Sy2>>8\¢ and n\>>1, equation
(4-38) is approximated by

1,0,6)~ [~ Sl exp (—ni/cos 6) dni/cos 6 (4-85)
0
Therefore, we focus our attention on the line source function Sy\!(n\!) for the
remainder of our discussion, realizing that x\! must also be determined to relate
S)! to physical height in the atmosphere. The emphasis will be placed on describing
the physical mechanisms which determine the value of S\!, and the formidable
algebraic complexities of the calculation will be suppressed.

The Line Source Function

A general relation for S)! can be derived from expressions for the line absorp-
tion and emission coefficients, since S\’ is equal to 7x!/x\'. The energy absorbed in
a line is the net result of photoexcitations minus stimulated emissions. That is,

= (NiBiu—NuBui)p (N\)he/\ (4-86)
N; and N, are the densities of atoms in the lower and upper levels, respectively;

¢ (\) is the absorption line profile normalized to unity

/x_*¢(>\)d)\=1




THE PHOTOSPHERE 139

he/X\ is the energy difference between the two levels involved in the transition;
B, is the Einstein coefficient for absorption, which gives the rate of transitions
from the lower to the upper levels (I—u) per unit N; and I,; B,; is the Einstein
coefficient of negative absorption or stimulated emission, which gives the corre-
sponding rate for u—l transitions. Energy is added to the radiation field by spon-

taneous emissions,
A=N,Aux \)he/4m\ (4-87)

where A,; is the Einstein coefficient for spontaneous emission per unit N, x (\) is
the emission line profile also normalized to unity, and the factor hc/47\ gives the
energy radiated in each emission per steradian. These absorption and emission
coefficients are assumed to be isotropic. Using these expressions, the line source

function is
_ NAWY() i
= 4r (NiBru—N.Bu) (4-88)

where ¥ ()\) is the ratio of the emission to absorption line profiles.

The above general relation for S\! can be expressed in more useful form by
using the relations between the Einstein coefficients. Because these coefficients are
atomic parameters which are independent of the radiation and particle distributions
over available energy states, we can determine their values from the relatively
simple case of TE. In TE the rate of absorption balances the sum of the rates of
spontaneous and stimulated emissions, 7 is given by B)(7'), and the Boltzmann
factor determines the ratio N,/N;. That is,

NBuB)\(T)=N.[Aw/4x+BuBx\(T)] (4-89)

S\!

where
N u
DN exp (—he/\kT)
N, g

and

Bu(T)= 2 [oxp (he/MkT) 1T

Using these relations and the fact that the Einstein coefficients must be independent
of T, it is easily shown that

nglu=gaBul (4—90)
and
B A 4-91
ul = 81'_’10’ Aul ( = )

Thus, the line source function is
2hc?/\3

e
S g..Nz_l]
glNu

¥()A) (4-92)
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Because the only way that NLTE can enter this equation is through N,;/N, and
¥ (1), equation (4-92) provides an exceptionally useful expression for understanding

NLTE line formation.
An excitation temperature Tex can be defined by

—Ni = g_u exp (‘—hC/AkTex) (4_93)
N g

which is the same as 7', only in the case of LTE. When ¥ ()\) is equal to unity,
S)! is formally given by

2het/ N

...t . 4—
% 0] e
glNu
and
SXI =Bl (Tex) (4_9'3)

This has the property of isolating all our ignorance into one parameter, 7ex. Al-
though this tends to conceal the physics, it is useful for simplified treatments of
line formation. In practice, the deviations of ¥ (\) from unity are rarely significant.
That is, the natural-, Doppler-, and pressure-broadened absorption and emission
profiles are not greatly different.

An important feature of this source function (eq. (4-94)) is its independence
of pronounced variation with wavelength across a line. The observed line shapes
exist primarily because x\!, hence )/, are functions of A\. Even though S,!is nearly
a constant at a given height, each part of the line profile is formed at a different
height where S,/ is generally not the same.

Equation (4-94) allows us to pursue further the previously mentioned dis-
crepancy of limb darkening for lines produced in the chromosphere where the
temperature gradient is positive. Limb darkening implies that S\, hence N./N,,
decrease with height. If the populations of excited levels were controlled by
collisions only, this could not occur, because 7', is increasing. However, the rate of
l—u transitions by radiation absorption is important in determining N./N; and
decrease with height because an increasing fraction of photons directly escape the
atmosphere. On the other hand, the rate of u—l transitions depends primarily upon
spontaneous emission that is not diminished by the escape of radiation. Thus,
Tex may become appreciably less than 7', because of an underpopulation of excited
levels. As S)! decreases with height, limb darkening is produced. We shall see,
however, that T.x can increase with height over limited ranges and that self-
reversed emission cores result, like those of Ca H and K and L.

Before considering what determines N; and N, it is useful to relate the Einstein
coefficients just introduced to the absorption f number previously discussed. This
is done by equating two expressions for the rate of energy absorption per unit
volume.

("f) LNBu=LN, / d ik (4-96)
0
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Use of equations (4-49), (4-90), (4-91), and (4-96) yields

Au=8r 27%

Ju Ao
Numerically, for Ha, f=0.6408 and A3 =4.3 X107 sec, which gives a characteristic
lifetime of approximately 2X 108 sec.

f (4-97)

Excited-State Production and Removal

The determination of the density of each excited state is accomplished by a
steady-state balance of the production and removal mechanisms. These mechanisms
are both collisional and radiative. For example, the relatively simple case of a two-
level atom is considered. The rate of [—u transitions is balanced by the rate of
u—l! transitions.

[47|'Blu (Jx)+NoClu]Nl = [A ul+4TBul (J)‘ >+NeCulJNu (4“98 )
S—— ~—— v~ —_——— ~—
Absorption Collisional Spon- Induced Collisional
excitation taneous emission deexcita-
emission tion

Here, (J)) is the value of I, averaged over all directions and over the absorption
coefficient profile,

X+
)= 4%/_ s(\) dx/ %,-do (4-99)

which is the same as that defined by equation (4-43). The collision rate constants,
(' and Cy;, are independent of particle and radiation densities. Lastly, electrons
are assumed to dominate the collisional excitation and deexcitation processes. In
addition to this balance of transition rates, the total number of particles of a species
is unchanged for arbitrary degrees of excitation and ionization. For this two-level
atom, the conservation of species simply requires N;+ N, to be constant. Equation
(4-98) illustrates the coupling that exists between radiative and collisional processes.
The degree to which one type of process dominates the other is evident by a com-
parison of the relative magnitudes of the terms. Before proceeding further with this
comparison, however, the nature of the collision terms must be investigated.

The rate at which an electron excites atoms from u—l is equal to the relative
speed of the electron and atom, essentially v,, divided by the electron’s mean free
path for excitation collisions, 1/N Q... Here, Q, is the electron-atom collision cross
section for the [—u transition and is a function of v,. Averaging over electron speed
yields

Cu= /w 06Q1u (ve)f (ve) dvs (4-100)

v min
where f(v.) is the electron Maxwellian velocity distribution normalized to unity
(eq. (4-55)). The speed v,mi® corresponds to the minimum electron kinetic energy
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required to cause the l—u transition;

s min)2 — -
Thus, C;, becomes
Cr= ] Voe=m /., (t+¢m)Qu($)e dt (4-102)
Y Vr . "

where Vyis (2kT,/m,)"?, the nondimensional energy variable ¢ is (m,2/2—he/\) /k T,
and {, is he/\kT,. When he/\kT>>1, the variation of C;, is dominated by the factor
exp (—he/MkT,). As the temperature is increased, the number of electrons having
sufficient energy to cause excitation increases exponentially, which explains the
mechanism leading to the Boltzmann factor (eq. (4-17)) in collision-dominated
LTE. Also, close-lying energy levels like those near the continuum (fig. 4-21) or
those having the same principal quantum number, can have large C;, (large \).
Two levels which are close together in energy can have a relative population in
accord with the Boltzmann factor because of the relatively high rate of collisional
transitions, even though the ground and continuum levels are far from LTE.

In the same way in which the Einstein coefficients are related to one another
by the unique case of TE, so are the collision rate constants, C';, and C.;, related.
In TE, not only do the overall rates balance, but there is a balancing of each detailed
process at the microscopic level. That is, the rate by which an atom undergoes
transitions from one energy level to another by a given mechanism is balanced by
the rate at which this same mechanism occurs in reverse. This is the principle of
detailed balancing and allows us to evaluate the rate constant for a process as a
function of initial particle energies, if the constant for the reverse process is already
known. An overall balance of the collision terms of equation (4-98) in TE yields

Cuu _ 0 xpy (—he/ART,) (4-103)
Cu g
which will also be true in NLTE if the electron velocity distribution is Maxwellian.
A detailed balance on the microscopic scale yields

glEQlu (E) = gu[E_Em:IQul (E_Em) (4—104)

where E= (m,/2)v2, En=m./2 )2 and Q;,=0 for £ <E,. The rate at which
electrons of energy E excite atoms in energy level [ is balanced by the rate at which
electrons of energy (E—E,,) deexcite atoms in level u. Because the electron energy
is increased by E, in the u—l collisions, these collisions are ‘“‘superelastic.” A
significant result of equations (4-103) and (4-104) is that C.;, unlike (', does not
contain the factor exp (—he/McT,) and is only slightly temperature dependent.
All electrons are able to deexcite an atom, because there is no energy barrier to
overcome.
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The steady-state balance (eq. (4-98)) and conservation of species allows us
to solve for N;/N, and obtain an expression for the line source function from
equation (4-94).2 For the idealized case of an atom with two or more discrete energy
levels (excitation) and a continuum (ionization), the line source function can be
algebraically reduced to

- (/x)+nBr(T*)+eBy (T,)
1+n+e

This will prove to be a most useful expression for analyzing the physical mechanisms
leading to NLTE line formation. The denominator, 1475-+¢, accounts for the three
different mechanisms which return an atom from an upper to a lower energy level.
The first term represents the rate of spontaneous emission and has been normalized
to unity. The second term accounts for further excitation and for ionization from
the upper level followed by return to the lower level. That is, the first term repre-
sents the direct radiative u—l! transition, while the second represents all of the
roundabout u—! transitions. The third term, e accounts for direct collisional

deexcitation.

Syt (4-105)

e~N,Cui/Aw (4-106)

Unlike the first term (unity), » and e account for processes which do not return
photons to the radiation field at the line wavelength. Therefore, the fraction
1/(14n+e€) is the fraction of transitions out of the upper level which actually
result in line photons.

The three contributions to Sy’ (eq. (4-105)) arise from three distinct physical
mechanisms. The first term, (J,)/ (1+4n-+e¢), is the scattering term which accounts
for photons returned immediately to the radiation field by spontaneous emission
after causing a [—u transition. The second term, nBy (7*)/(14n-¢), is the photo-
electric term which accounts for photons spontaneously emitted from atoms in the
upper level that were created by the fluorescence mechanism. That is, the atom is
ionized from the lower level by continuum radiation (effective because absorption
is not limited to a line width), recombines back into the upper level, and then
spontaneously emits a line photon in returning to the lower level. The quantity T*
is a radiation temperature. The last term, eB, (T.)/ (14+7n+c¢), is the collision term
which accounts for spontaneous emission from the upper level created by direct
collisional excitation.

Photon Scattering

The scattering term in equation (4-105), (J»)/ (14n+¢), accounts for photons
which cause the atom to undergo the transitions [—u—l. If the scattering is coherent,
(J») should be replaced simply by J). In this case, a wavelength dependence is

2 Much of the following discussion of the steady state of a gas and the resulting NLTE line
formation mechanisms are extensively treated by Jefferies (1968) and Thomas and Athay (1961).
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introduced into S)’. A line, which is only naturally broadened and whose lower
level is the atom’s ground level, scatters coherently in its own reference frame.
The atom, excited by the incoming photon, must return to a lower level which has
an infinite lifetime and no corresponding uncertainty in energy. Hence, the in-
coming and scattered photons are of the same energy. On the other hand, Doppler
broadening causes noncoherent scattering because a photon absorbed by a moving
atom has an equal probability of being scattered in any direction. The Doppler
shifts of the incoming and scattered photons are not the same and a redistribution
of photons over the Doppler profile will occur. In the case of complete redistribu-
tion, S\!= (/). Pressure broadening, in which the time between collisions is much
less than the lifetime of the excited level, also produces noncoherent scattering; the
wavelengths of the incoming and scattered photons are uncorrelated. In general,
scattering in the solar atmosphere is noncoherent and leads to a complete redistribu-
tion of photons over the line profile, except for the natural-broadened wings of
resonant lines.

An important result of this redistribution is that a photon will tend to diffuse,
not only in space but also in wavelength in a direction away from line center where
resistance to escape from the atmosphere is lower. Thus, if noncoherent scattering
were the only mechanism contributing to the line source function in the solar
atmosphere, dark absorption lines would still result.

Photoelectrically Controlled Lines

A line profile may tend to have either of two distinet characteristics, depending
upon whether its source function is photoelectrically or collisionally controlled. If
1By (T*)>>eB\(T,), S\! is controlled by photoelectric rather than collisional proc-
esses. The production of new line photons is dependent on the fluorescence mecha-
nism. Also, because By)(T,) is usually the same magnitude as, or significantly greater
than, B, (T*), ¢/ must also be very much less than unity. The removal of the upper
levels is dominated by spontaneous emissions and photoelectric absorptions, with
collisional deexcitation playing a negligible role. The important distinction is that
for photoelectrically controlled lines, the source function is associated not with the
local electron temperature, but with the electron temperature at significantly
greater depths where the continuum radiation responsible for the fluorescence is
produced. The ratio N,/N; is more characteristic of the low-temperature photo-
sphere continuum radiation rather than the high-temperature chromospheric elec-
tron temperature. This effect plus the photon leak results in a source function that
decreases monotonically outward in the atmosphere and in an emergent line inten-
sity that decreases monotonically toward line center. The classification of source
functions into those which are collisionally controlled and those which are photo-
electrically controlled does not mean that there is a sharp and absolute division
between the two types. Instead, the classification defines tendencies only. Source
functions which are classified as having a tendency to be photoelectrically controlled
can also be significantly influenced by collisions. The reverse holds true for collision-
ally controlled lines. The classification for resonance lines of idealized two-level
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atoms and ions in the solar atmosphere is shown in table 4-II. In general, it is seen
that only when the excitation and ionization energies are small can the relatively
low-temperature continuum radiation flux from the photosphere dominate the
production and removal of upper levels. Although the excitation and ionization
energies of H I (10.2 and 13.6 eV, respectively) clearly place it in class 1, the
Balmer series is placed in class 3. This is done because the Ha, HB, Hy, etc., transi-
tions effectively use the first excited level of hydrogen as a ground level (excitation
and ionization energies of 1.9 and 3.4 eV, respectively) and detailed balance exists
between the hydrogen ground level and first excited level in the region where the
Balmer lines are formed.

As an example of a photoelectrically controlled source function (class 3), the
He line will be considered. The observed profile is shown in figure 4-30 where the
transition from a Doppler-broadened core to pressure-broadened wings is displayed.
The kinetic temperature and excitation temperatures for He, HB, and Hy as func-
tions of 7\, (He) are shown in figure 4-31. The continuum source function is By (T.),
while the line source functions are By (Tex). The location of n\,(Ha) =1 is approx-
imately 2500700 km (White and Wilson, 1966). The monotonic decrease of T'ex
and increasing difference between Tex and 7', with increasing height, which are
characteristic of photoelectrically controlled lines, are well illustrated in figure 4-31.
According to White (1964), Tex<T. down to an optical depth of 30 at Ha line
center. As we move outward through the photosphere into the chromosphere, the
photon leak to free space becomes large, the effect of photoelectric excitations and
ionizations is diminished, and N, becomes underpopulated with respect to the value
of N, in LTE. In fact, N,/N; actually decreases with height. Thus, Sy’ also de-
creases with height, and we find both limb darkening and a monotonic decrease of
I, (0, 6) as the displacement from line center goes to zero.

As we observe farther out in the wings of He, the origin of the radiation shifts
from the chromosphere down into the photosphere. Altitudes are finally reached
where Tex and T, are equal. According to Gompertz and Hindmarsh (1969),
Tex(Ha) and Tex(La) are the same as T, in the range 0.2<7,°<1.0. This corre-
sponds to wavelengths at least 1.3 A from Ha line center (six Doppler widths at
~6000 K).

Collisionally Controlled Lines

If €By (Te)>nBy\(T*), S\' is controlled by collisional processes rather than by
photoelectric absorption and can acquire completely different characteristics. When
the rate of production of upper states by direct collisional excitations (N,C}.) is
no longer negligible, the ratio N,/N;, hence S,!, tends to be driven toward LTE
values at the local value of 7T,.. Because 7', increases rapidly with height in the
chromosphere, S)! can also increase for a range of heights above the temperature
minimum. This appears formally through the term eB)(7,). However, the effect
of this term eventually becomes comparable to and then less than 7B, (T*) because
of the decrease of N,(e=N,Cou[T.]/A2n). Approximately at this point S\' again
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Ficure 4-30.—Ha line profile. The four sources of data are as plotted for the quiet sun by O. R.
White (1962). The average height of formation of the Ha line center is 2500700 km (White
and Wilson, 1966). This height will be larger on the chromospheric network and smaller in
the supergranular cells off the network. At |AX|>0.8 A, the radiation originates primarily
in the photosphere.
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Ficure 4-31.—Kinetic and excitation temperatures of the Balmer series. The increasing di-
vergence with increasing height between the kinetic temperature [Sy'=B\(T.)] and the
excitation temperature [Sy!=B\(Tex)] for photoelectrically controlled lines is evident. Also
evident is the monotonic decrease of T'ex[Sy!] with height which leads to limb darkening and
a monotonic decrease observed in I)(Ha) as we move toward line center. A third point to
observe is that over this limited range in the atmosphere, the line source functions By (Tex)
differ only slightly from line to line for the three Balmer lines investigated. (Data from
White, 1964.)

decreases with height because of the presence of the large photon leak and the
resulting decrease of 7B, (T*). We shall see that the maximum in S\'(h) leads to
self-reversed line profiles in the cores of strong lines. For weak lines, this is not
observed because they are formed primarily in the photosphere and low chromo-
sphere where 7', does not experience a large and rapid rise.

The H and K lines of ionized calcium are the two strongest absorption lines in
the solar spectrum (equivalent widths of 15 and 20 A, respectively). The profiles
of their cores at several distances from the limb are shown in figure 4-32. The slight
emission peaks in the H line and pronounced peaks in the K line at approximately
+0.2 A from line center are evident. The strength and self-reversed emission core
of Ca K makes it a most useful wavelength for observing chromospheric structure
with high contrast (see fig. 2-15 and discussion in ch. 5). The center of the line,
K3, is formed at approximately 1800 km; the emission peaks, K2, are formed at
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Ficure 4-32.—Self-reversed emission cores of Ca H and K. The line intensity at several distances
from the limb, 7,(0, 6), normalized by the continuum intensity at disk center and line center,
I¢(0, 0) is plotted versus the distance from line center. Note the very low central intensities,
0.02 to 0.04, and the emission peaks at 40.2 A from line center. (From Zirker, 1967; copy-
right 1967, D. Reidel.)

approximately 700 km where 7,~7000 K; and the sides of the line outside of the
peaks, K1, are formed in and below the region of the temperature minimum (Athay,
1970).

The low excitation potential (=3 eV) and high ionization potential (~12 eV)
for Ca II place the source function for the H and K lines in class 2 (table 4-1I).
Thus, the production of new line photons is dominated by collisions. The calculated
line source function, shown for Ca K in figure 4-33, displays the characteristic
maximum in the chromosphere. Mg IT has an outer electron configuration like Ca II
and has H and K resonance lines which also fall into class 2. The line source function
and computed line profiles of Mg H, Mg K, and B, (7,) are shown in figure 4-34.
The emission peaks observed in the H and K lines of Mg II are more pronounced
than those of Ca II. The correspondence between the line source functions and the
line profiles is as follows. Low in the photosphere, LTE prevails and Sy!=B\(T.).
As we move through the temperature minimum, where the photon leak is appre-
ciable, but S\! remains closely coupled to and parallel to By (7). The strength of
this coupling is measured by €, which is directly proportional to N, and is only
slightly dependent on T',. As we move into the sharp temperature rise in the chromo-

Figure 4-33.—The Ca K line source func-
tion. The peak at ma¢~10~% corresponds to
the K2 emission peaks formed at approxi-
mately 700 km and 7000 K. For n¢>107%,
Sy! approaches Bx(T.) and reflects the
variation of the temperature minimum.
(From Athay and Skumanich, 1968b; copy-
right 1968, D. Reidel.)
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Fioure 4-34.—Mg II H and K line formation. (@) Mg II H and K line source functions. (b)
Mg II H and K computed line profiles. (From Athay and Skumanich, 1968a; copyright 1968,
D. Reidel.)

sphere, S\’ reaches a maximum which corresponds to K2. The coupling becomes
weak as we move higher, because of the decrease of N,, and the photon leak allows
N./N:and S)' to relax to low NLTE values. The magnitude of the emission peaks
is dependent upon the rate of temperature rise, the height variation of the coupling
(¢), the optical depth of the chromosphere, and the height variation of the absorp-
tion coefficient profile (Athay and Skumanich, 1968a).

The models of the solar atmosphere, which are found to yield calculated H
and K profiles and center-to-limb variations matching the observations, are charac-
terized by a low-temperature minimum (4200 K), a very rapid temperature rise
in the chromosphere, and a chromosphere which is optically thick in A and K
(Athay and Skumanich, 1968a and b; and Dumont, 1967 and 1969). The fact that
we have been able to produce these atmospheric models and an NLTE theory
which result in fair agreement with observations is a significant step forward.
However, inspection of the details of the real solar atmosphere reveals that our
model is still greatly simplified. Figure 2-15, the Ca K photographs to which we
previously referred, and the Ha photographs of figure 2-17 reveal that there is
much structure to the quiet sun. Clearly, significant nonhomogeneities exist across
the surface which must be included in our models. In addition, we shall see that
the atmosphere is not static but has several organized velocity patterns within it
which cause local Doppler shifts of the total absorption coefficient. Thus, the real
description of emission from the atmosphere of the quiet sun should include not
only NLTE effects, but must adequately treat spatial nonhomogeneities and time-
dependent dynamic phenomena.

We now turn to a discussion of these organized velocity patterns and the
nonhomogeneous atmospheric structure. We explore what role they play in the flow
of solar energy from the interior to free space.
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5
The Chromosphere

Our model of the quiet sun began in the radially symmetric core where energy
is generated through nuclear fusion reactions. This energy is carried outward by
radiation diffusion and convection and is liberated to space by the very thin photo-
sphere. We have considered the sun to be uniform over any given layer; that is,
none of the physical properties vary over an area of fixed solar radius. However,
even in the case of the quiet sun, this is not physically correct. Fluid motions that
originate in the convection zone produce observable nonuniformities in the over-
lying atmospheric velocity, radiation emission, and magnetic field. The principal
velocity patterns identified to date are those of granulation, supergranulation, and
vertical oscillations. These are of fundamental importance in determining the
characteristics of the solar atmosphere by establishing an organized magnetic-field
structure and by aiding the outward propagation of nonradiative energy. Although
these velocity patterns are basically quiet-sun characteristics and are not dependent
upon solar activity for their existence, limited interaction between quiet- and
active-sun processes occurs. For example, the formation of granules is altered by
the very strong magnetic fields within sunspots, and the progression of the solar
cycle is related to the poleward diffusion of magnetic fields via supergranulation
(sec. 2.8). Our concept of uniformity is altered so that we now consider the prop-
erties of the organized velocity patterns to be uniform but not the local physical
properties of the solar material. Model atmospheres, such as the HSRA, can be
considered as giving only gross mean values, which must suffice until the details
of the nonuniformities are better understood and can be included in the calculations.
The processes that produce the nonuniformities are nonlinear in nature; the fluctua-
tions of physical properties about average values must be considered in determining
mean values of the source function in the real solar atmosphere.

In the layer above the photosphere, the velocity and structural nonuniformities
change in character and become very much more pronounced. Even though dif-
ferent features become dominant, they are still directly related to the velocity fields
below. The magnetic fields in the photosphere are easily shuffled about by the gas
motions. However, as we move up into the less dense chromosphere, these fields do
not differ greatly in strength, but they now control the gas motions and the resulting
atmospheric structure. Thus, the chromosphere resembles a light froth on top of
the turbulent photosphere, a froth that is magnetically coupled to the dynamics
below. The flamelike structures called spicules, which leap high into the corona,
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and the network pattern visible in the chromosphere offer evidence of this magnetic-
field coupling.

The convective turbulence not only leads to observed nonuniformities in
atmospheric structure above but also is responsible for the somewhat surprising
rapid rise in temperature in the chromosphere. On the average, the temperature
decreases at a rate of 23 K/km from the core to the photosphere. Yet in a range of
only 2000 km in the chromosphere, the temperature jumps back up to approx-
imately 10° K at an average rate of 500 K/km. As has been previously noted, this
puzzling occurrence may be explained by consideration of the mechanical energy
generated in the convective motions. Rather than being dissipated where it is
generated, some of this mechanical energy propagates outward and is dissipated
in the tenuous chromosphere and corona which results in an abrupt temperature
rise. The high temperature above the photosphere causes the radiation emission
to be concentrated in the UV and XUV. This emission can be observed directly
during an eclipse when the moon covers the photosphere and only a crescent-shaped
slice of the chromosphere is seen. Fraunhofer lines normally seen in absorption are
then seen in emission along with many UV and XUV lines.

We have delayed discussion of the atmospheric velocity fields to this point
so that cause and effect can be considered together. The macroscopic gas motions
in the convection zone produce the observed velocity fields. These, in turn, produce
the pronounced chromospheric structures and the sharp temperature rise. In
attempting to explain the observations, we should be careful not to allow the
attraction of currently plausible and esthetically pleasing physical models to under-
play the real difficulties of interpretation. In most cases, the detailed structure of
the velocity fields and chromospheric structures have not been observed with
sufficient spatial, temporal, and spectral resolution to validate current theories.
Thus, even though it is useful to have physical models in mind when discussing
the observations, these models must be regarded as being tentative and will be
refined or replaced as better observations become available.

5.1 ORGANIZED VELOCITY PATTERNS

Granulation

Granulation is easily observed in white light if a resolution of a few arcseconds
can be obtained, as shown in figure 5-1. Granulation was the first and most apparent
quiet-sun nonuniformity observed, and consequently, the one which has received
the most study. The characteristics of granulation are summarized in table 5-1.

Granules are seen to be relatively bright cells of irregular polygonal shape
separated by narrow dark lanes. The average distance between cells is approximately
1800 km. However, there is a wide range in possible cell sizes, as shown in figure 5-2;
brighter cells tending to be larger (Namba and Diemel, 1969). Occasionally, there
are relatively large intercell dark areas which appear to result from the absence of
a granule. These areas are characteristic of granulation. They should not be con-
fused with pores, which are small sunspot umbra that have no penumbra and have
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diameters of less than approximately 1500 km (Simon and Weiss, 1970). Pores are
also darker and longer lived (Bray and Loughhead, 1967). Because of the convec-
tive motion present, relatively hotter gases surge up from below, form a bright
granule, cool by radiating away their excess energy, and then flow downward in
the relatively thin, dark channels between cells. What we actually see are the tops
of the convective cells that have penetrated into the photosphere. This velocity
pattern is not stable, and a granule will last an average of only 10 min. By that time
it will have faded away, broken up, or coalesced with another granule.

The average variation in temperature from cell center to edge is a difficult
quantity to determine. Estimates range from somewhat greater than 100 K (Bray
and Loughhead, 1967) to as high as 2000 K (Wilson, 1969a and b) because the
calculations of the mean temperature variation depend upon the accuracy of
measured intensity variations. A large uncertainty exists here because the observa-
tions do not have sufficient resolution to clearly resolve the dark narrow lanes
between granules so that a lower limit on intensity can be determined. In fact, the
smearing of white-light detail by the effect of atmospheric ‘“‘seeing’’ can produce
features on a photograph like those normally attributed to granulation (Musman,
1969). Because of the limits imposed on resolution by atmospheric turbulence and
diffraction-limited optics, finer details of granulation cannot be observed unless
large telescopes are flown above the atmosphere or large earthbound vacuum
telescopes are utilized. Some of the highest resolution white-light photographs so
far obtained are from the 80 000-foot balloon flights of a 12-inch telescope made
during Project Stratoscope (1957 to 1959).

Estimates of the vertical velocity of the convective motion range from approx-
imately 0.3 to 3.0 km/sec. The downward velocity at the edges of the cells is rela-
tively high and is confined to the narrow dark channels. Thus, like the temperature
variations, the lack of high resolution (0.1 arcsec) restricts the accuracy of velocity
determinations. High-resolution spectrograms, such as the one shown in figure 5-3,
exhibit Doppler displacement of the absorption lines caused by granule motion.
There is some correlation between a line shift to the blue (upward velocity) and
the bright areas in the continuum. However, the correlation is not good quantita-
tively because the granule velocities are partially masked by a superimposed
pattern of vertical oscillations, which will be discussed shortly. Assuming a value
of 0.5 km/sec for the upward velocity at the center of a cell and a thickness of
400 km, a transit time of 13 min is obtained. This time is comparable with the mean
cell lifetime of 10 min. Thus, a rising blob of relatively hot expanding gas at cell
center breaks up into disordered motion and dissipates in a time comparable with
its turnover time. This breakup and dissipation is characteristic of nonstationary
convection and is in direct contrast to stationary convection in which an element of
gas makes many round trips through the same fixed velocity structure.

The existence of granulation is independent of solar activity. Its properties
have not been observed to vary with the phase of the solar cycle, location of the
surface, or proximity to active regions. The only effects so far detected are the
decrease in cell size and the lengthening of lifetime in the most intense magnetic
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Ficure 5-1.—Ground-based observations of solar granulation. (a) White-light granulation. This
photograph was made with the vacuum telescope at Sacramento Peak Observatory and is of
exceptional quality for a ground-based observation. It well illustrates the uniformity of the
granulation pattern over a large area of the quiet sun. (Courtesy of R. Dunn, Sacramento
Peak Observatory, Air Force Cambridge Research Laboratories.)

fields of sunspots. As discussed in section 3.2, the atmosphere becomes convectively
unstable as we move upward in the region below the photosphere because of a
steepening of the temperature gradient, caused primarily by the opacity increase.
As a bubble of fluid moves upward, the temperature external to the bubble drops
off more rapidly than the internal temperature. The result is a decreasing density
within the bubble relative to its environment, causing it to be buoyed farther
upward. Quantitatively, the condition for instability is stated by equation (3-11),
the Schwarzschild condition. The bubble will continue to move upward to the
region where the atmosphere again becomes stable, and we anticipate that an over-
shoot above this region will occur. Because the existence of this convective insta-
bility is independent of the presence of solar magnetic fields, granulation certainly
should be regarded as a basic atmospheric process of the quiet sun.
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f— 48 arcsec ——
Ficure 5-1 (concluded).—Ground-based observations of solar granulation. (b) Large quiet region
of solar granulation. Compared with (a), this photograph has a somewhat lower resolution

but is still good for a ground-based observation. Individual cells and the separating dark
channels are evident. (Courtesy of S. Smith and B. Nolan, Lockheed Solar Observatory.)

The recombination of hydrogen, which is partially responsible for granulation,
occurs primarily in a relatively thin zone just below the photosphere. This recom-
bination zone is shown in figure 5-4 where the energy that is stored in ionization
relative to the total energy (thermal plus ionization) is plotted as a function of
height. The gas is highly unstable in the region where the ionization energy is
liberated rapidly with increasing height, from approximately —300 to 0 km. The
thickness of this region (300 km) is approximately the same as the atmospheric
scale height immediately below the photosphere (400 km). Thus, the scale of the
granulation pattern (1800 km) is approximately four to five times the scale height,
which is in agreement with existing theories of solar convection (Simon and Weiss,
1968).
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TABLE 5-1.—Observations on Granulation Characteristics

Characteristic

Magnitude

Source

Mean intercell distance____________

Width of dark lane between gran-
ules

Mean lifetime of cell . _____________

Distance from limb to where granu-
lation disappears
Variation in white-light rms in-
tensity :
at disk center, 6=0___________
at maximum value, §=54°_____
Cell center-to-edge variation in
temperature

Maximum rms temperature varia-
tion

Vertical velocity of convective
motion

2000 km (2.7 arcsec)
1800 km (2.5 arcsec)
1100 km (1.5 arcsec)

<350 km (<0.48 arcsec)

250 km (0.34 arcsec)
10 min
8.6 min

5 arcsec (cos 6=0.1)

14 percent
20.5 percent
>100 K

~2000 K (at h(HSRA)~
—30 km)

~600 K (at h(HSRA) ~
—30 km)

~0.3 km/sec

0.45 km/sec (rms)

2.2 km/sec (spectrogram
peak to peak)
2.3 to 3.2 km/sec

~3 km/sec (h=0); very
small (hS150 km)

Mattig et al. (1969) and
Leighton (1963)

Bray and Loughhead
(1967)

Namba and Diemel
(1969)

Bray and Loughhead
(1967) and Leighton
(1963)

Namba and Diemel
(1969)

Bray and Loughhead
(1967)

Bahng and Schwarz-
schild (1961)

Bray and Loughhead
(1967)

Edmonds (1962)

Edmonds (1962)

Bray and Loughhead
(1967)

Wilson (1969a and b)

Wilson (1969a and b)

Zirin (1966)

Beckers and Parnell
(1969)

Kirk and Livingston
(1968)

de Jager and Neven
(1968)

Lambert and Mallia
(1968)

Center-to-limb observations of the rms white-light continuum fluctuations also
indicate that the observed granulation arises from a very shallow layer at the top
of the convection zone. A peak in these fluctuations is observed at 53° (fig. 5-5(a)).
Models generated by Wilson (1969a and b) to match these data (fig. 5-5(b)) are

characterized by the following:

(1) a sharp peak (less than 80 km wide) in AT, at approximately —30 km
(250 km below the HSRA height where 75000 =0.03, as given by Wilson),
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-II||III_-- Ficure 5-2.—Distribution of solar granula-

tion size. (From Bray and Loughhead,
1967; copyright 1967, Chapman & Hall.)

(2) a surprisingly large value for the maximum A7, of 660 K, and
(3) a correspondingly large value for the maximum A7 of 2000 K between hot
and cold regions.

Closer to the limb, the granulation pattern becomes foreshortened and is not
as well defined. However, granulation is still discernible to within 5 arcsec of the
limb, where cos #=0.10 (fig. 5-6). At this height, the optical depth along the line
of sight becomes unity at rs0=~cos 80.1, because the optical depth along the line
of sight is approximately 7/cos 6. Thus, the granule motion overshoots to a height
of at least 140 km (HSRA) in the photosphere where the atmosphere is supposed
to be convectively stable. Further evidence for an appreciable convective overshoot
has been obtained from high-resolution spectrograms in three lines formed at
various heights in the photosphere (Frazier, 1968a and b). The velocity and inten-
sity fluctuations were observed for 55 min at 20-sec intervals. Velocity fluctuations
in the 6371-A line of Si II, formed between roughly —30 and +90 km (HSRA),
show that 61 to 75 percent of the power in macroscopic gas motion is coherent and
is in phase with the underlying granulation. Most important, 3.5 percent of this
power is observed to penetrate all the way to the height of the temperature mini-
mum. This represents an unexpectedly large amount of convective power trans-
ferred directly into the chromosphere. The convective velocity fluctuations are
observed to be coherent and almost in phase at all three levels of line formation.
Thus, an upward surging granulation cell at the surface of the convection zone
displaces a large column of photospheric gas above it, coherently and in phase.

It is usually assumed, as we have done in our discussion to this point, that the
atmosphere above the convection zone is convectively stable. The Schwarzschild
condition for convective instability

ar| _|ar
dr ad dr
is satisfied up to a height of zero (8 km in the HSRA). However, the Schwarzschild
condition assumes that a bubble of fluid is displaced adiabatically. This is not

strictly true for the gas motions in the solar atmosphere. If the assumption of
adiabatic change is not made, it is found that convective instability will occur not

(3-11)

rad
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Ficure 5-3.—High-resolution spectrogram. The three absorption lines shown are, from left to
right, Fe I 5187.917, Ti II 5188.698, and Ca I 5188.852. The bright horizontal streaks are
caused by the relatively bright continuum emission of granules dispersed in wavelength.
The irregularities of the lines result from Doppler shifts induced by granular motion. A corre-
spondence between the bright emission (horizontal bright lines indicating upward-moving
material) and sharp Doppler shifts to the blue (left) can be seen. However, this correspondence
is only approximate because the motion of the vertical oscillations partially masks the vertical
velocities of the convective motion. There is some indication that the downward velocities
(shifted to the right) are relatively larger than and confined to smaller areas than the upward
velocities. (Courtesy of J. Evans, Sacramento Peak Observatory, Air Force Cambridge
Research Laboratories.)
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Ficure 5-4.—Fraction of energy in ioniza-
tion versus height.

only when the Schwarzschild condition is satisfied but also when the gas is thermally
unstable (Defouw, 1970a and b). That is, even though the temperature gradient
is positive in the chromosphere, the gas is convectively unstable if the net rate of
energy loss by radiation per mass of material increases with a decrease in tempera-
ture (thermally unstable). To quantitate thermal instability, we define £(p, T'),
the energy loss function, as the rate of energy loss minus the rate of energy gain
per unit mass (Field, 1965). This function can be assumed to be independent of
pressure and not coupled to the radiation field by the radiation transfer equations
if the gas is optically thin. Thus, the change in the energy loss function is

aL 9L
de= (ﬁ)' dT+('£)T dp (5-1)

F1Gure 5-5.—Observed white-light continuum intensity fluctuations and calculated temperature
fluctuation of granulation. The intensity fluctuations as a function of distance from sun center
obtained from Project Stratoscope data (Edmonds, 1962). The peak is at 53°. The curves
are for two models generated by Wilson (1969a and b). (b) The corresponding temperature
fluctuations of these two models.
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F1Gure 5-6.—Granulation at the solar limb. Both prints were made from a negative which was
produced by the 5-inch photoheliograph at Sydney, Australia. The white line at 90° shows the
portion of the limb derived from the negative. (From Bray and Loughhead, 1967; copyright
1967, Chapman & Hall.)

Using the perfect-gas relation
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the rate of change of the energy loss function with temperature at constant pressure

18
02\ _(92) _ m (3¢ '
(‘—97’)?_(67’), To(ap)r (5-8)

where the zero subscripts denote initial values. The gas will be thermally unstable if

9L po (9L
(a—T),_ T, (ap )T<° W)

Because the radiation loss rate can increase with density (radiative recombination
emission depends on the rate of binary collisions), (8£/dp)r can be positive which
tends to produce thermal instability. The photosphere and the chromosphere, up
to the height where 7,217 500 K, are both convectively and thermally stable
(Defouw, 1970b). Above this height thermal instability produces convective in-
stability. Although no large velocity pattern has been identified with this phenom-
enon, Defouw suggests that convective instability could be a major factor in the
production of spicules and in the origin of the chromospheric temperature structure.
These points are considered in following sections.

Supergranulation

The second type of organized velocity pattern in the solar atmosphere, super-
granulation, is of a more subtle nature observationally than normal granulation,
and only recently have we come to know its characteristics. Cellular motions in the
photosphere on a scale much larger than granulation were first detected many years
ago (Hart, 1956) and detailed observations subsequently were made (Leighton
et al., 1962). The technique of making a velocity-canceled spectroheliogram, per-
fected by Leighton, allows us to observe supergranulation directly. In figure 2-11
numerous velocity cells can be seen and they become more pronounced as we look
toward the limb. Because we are observing line-of-sight velocities, the velocities
are principally horizontal. The center of the disk appears nearly uniform, implying
that the vertical velocities are relatively small. The velocity cells themselves appear
to be almost symmetrical structures which become foreshortened as we move to
the limb. Close examination reveals that the dark part (receding velocities) of each
cell is toward the limb and the light side is toward sun center. Thus, there is an
outward expansion of gas from center to edge at the top of each cell. Because of its
similarity to granulation but larger length and time scales, this velocity pattern
has quite appropriately been termed “supergranulation.”

The physical parameters of supergranulation evaluated by Leighton et al.
(1962) are in agreement with the results of subsequent investigations. They found
the average intercell spacing to be approximately 32 000 km with a range in values
extending from 20 000 to 54 000 km (fig. 5-7). Thus, the length scale is about
18 times larger than normal granulation. The lifetime, which is difficult to deter-
mine, has been assumed to be 20 hours (the approximate measured lifetime of the
chromospheric network). The principal basis for this assumption is the established
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Ficure 5-7.—Distribution of supergranula-
tion size. (From Simon and Leighton,
1964; copyright 1964, University of Chi-
cago Press.)

close connection between the chromospheric network and supergranulation. The
average peak horizontal velocities within a cell are approximately 0.3 to 0.5 km/sec.
This horizontal velocity increases slightly with depth (Deubner, 1971), as illustrated
in figure 5-8. Because granulation and supergranulation coexist in the atmosphere,
we might expect granulation cells to be swept toward the supergranular boundaries;
evidence of this is observed (Simon, 1967). The upward velocities in the central
region of a cell are relatively small, approximately 0.1 km/sec (Simon and Leighton,
1964, and Frazier, 1970). It is natural to anticipate that the material in the con-
vective flow would return to deeper layers uniformly along the perimeter of each
cell. However, in the low photosphere, ‘“downdrafts” or small isolated areas of
downward flow of approximately 0.1 km/sec are observed. These areas are primarily
at the vertices of several cells (Frazier, 1970). Unlike the horizontal flow, the
velocities of the vertical flow increase with altitude (Deubner, 1971). At the higher
altitudes where Ha=+0.7 A and HB=+0.4 A are formed, downward velocities of 1
to 2 km/sec are observed (Simon and Leighton, 1964). From the continuity of mass
flow (pV Xarea = constant) and from the rapid decrease in density that occurs with
height in the low chromosphere, we have a possible rationale for these observed
changes.

In contrast to granulation, supergranulation does not appear as a brightness
pattern, and the scale of the convection implies that the origin of its convective
instability is at much lower depths. It has been suggested by Simon and Leighton
that this convective stability is due to the recombination of Het, which occurs at
depths of 8000 to 2000 km, and He**, which occurs at depths of 20 000 to 10 000 km
(fig. 3-3). A crude estimate of the diameter-to-depth ratio for an average cell
shows granulation and supergranulation to be similar. For granulation, the inter-
cell spacing is 1800 km and the effective depth of formation is 400 km, the scale
height immediately below the photosphere. This depth-to-diameter ratio for granu-
lation (4.5) and a cell size of 32000 km for supergranulation yield a depth of
7100 km for supergranulation. If this is used as the effective depth of formation of
supergranulation, it is seen to coincide with the recombination of He* (fig. 3-3).
This depth is consistent with the time scale of supergranulation and with the
approximate magnitude of upward velocity at cell center. Assuming nonstationary
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Ficure 5-8.—Flow within solar granulation cells. (a) Top view; downflow is concentrated at
vertices of cells. Direction of flow is indicated as upward (+), downward (—), and horizontal
(arrow). (b) Vertical section of flow in region of vertex of several cells. Length of arrow
denotes magnitude of velocity.

convection, the depth of formation is approximately 20 hoursX0.1 km/sec=
7200 km. However, it is more compatible with existing theories of convection to
associate the depth of formation with the scale height, which is equal to 7100 km
at a depth of approximately 14 000 km. This coincides with the recombination of
He**+ (fig. 3-3). In either case, because of the relatively small amount of helium
present, a proportionately smaller amount of thermal energy is liberated by helium
recombination when a fluid element moves to the surface. In addition, the fluid
element takes much longer to rise from depth than in normal granulation. Thus,
the temperature and brightness patterns would not be significantly perturbed.
However, because of the lack of an adequate theory of solar convection, the associa-
tion of supergranulation with helium recombination is tentative.

Granulation and supergranulation are similar in that both are driven by con-
vective instabilities in the convection zone and their motions penetrate appreciably
into the stable atmosphere above. It is quite remarkable that the convective
processes manifest only those two distinct characteristic sizes, rather than a com-
plete continuous range. Based on a crude model of the convection zone, it has been
suggested that a third characteristic convective cell size of approximately 300 000 km
exists (Simon and Weiss, 1968). Such giant cells or “‘hypergranulation’” may explain
the observed concentrations of active regions into complexes of activity (Bumba
and Howard, 1965). Horizontal velocities of approximately 0.03 km/sec and life-
times of about 14 months have been attributed to it (Bumba, 1967). We shall see
in the following sections that, of these three types of granulation, supergranulation
plays the fundamental role in establishing the magnetic structure of the nonuniform
quiet chromosphere.

Vertical Oscillations

Granulation and supergranulation are both convective phenomena with which
we have everyday experience such as building cumulus clouds or ascending smoke
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columns. However, supergranulation is not as readily anticipated nor as easily
observed as granulation, and its origin and relation to other quiet-sun phenomena
are open questions of fundamental importance. Equally intriguing and difficult to
observe are the vertical atmospheric oscillations discovered approximately the same
time as supergranulation (Leighton, 1960).! Physically, these oscillations of the
solar surface are crudely analogous to the sloshing of waves on an ocean surface.
In contrast to supergranulation, the oscillations are best seen at sun center because
of their primarily vertical motion. The period of these oscillations is approximately
5 min and they occur in bursts that last many complete cycles. Their horizontal
scale is approximately one to three times that of granulation and they have a peak
velocity in the photosphere of approximately 0.4 km/sec. These vertical motions
can be considered as only a perturbation of the quiescent atmosphere. The 5-min
period and peak velocity of 0.4 km/sec, which is 1/18 of the photospheric sound
speed, imply a displacement of only 1/5 of a scale height and an acceleration of only
1/30 of the local gravity.

The details of the causes and the effects of the oscillations are not well under-
stood. Some of the mechanical energy of the convection zone is converted into the
ordered motion of oscillations in the photosphere and chromosphere. It is possible
that the buffeting turbulent motions underlying the photosphere have a wide range
of frequencies and that the solar atmosphere acts as a filter by selecting and ampli-
fying those close to a 5-min period. The degree to which this resonance amplification
is dependent only on local conditions (traveling waves), or is a property of the total
atmosphere having upper and lower boundary conditions (standing waves), is a
basic question. It is also important to determine what role these oscillations play
in transporting mechanical energy out of the convection zone to provide a non-
radiative source for heating the upper atmosphere. The latter question is considered
in section 5.2.

When we observe a ‘“point” on the sun at a given wavelength, we are actually
observing the radiation emitted from an approximately cylindrical volume (fig. 5-9).
The cross section of the cylinder is set by the aperture of the instrument or the
atmospheric seeing, whichever is limiting. The length is defined by the distance
over which r, changes from much less than 1 to much greater than 1; that is, the
characteristic height of the contribution function at the wavelength of the observa-
tion. To make accurate observations of vertical oscillations, the velocity must be
nearly uniform throughout the observed volume. Instruments which have a 1-arcsec
resolution (aperture size and seeing effects combined) will be capable of resolving
an oscillation with a horizontal wavelength no smaller than approximately 2300 km
(w times 730 km). Also, lines of weak or moderate strength formed in the low

1 Because vertical oscillations are thought to play an important role in the heating of the
atmosphere and they have been under investigation for only a relatively short time, the current
level of research effort in this area is high. Correspondingly, a more detailed discussion of oscilla-
tions is presented here.
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Ficure 5-9.—Observation of an oscillating
volume on the solar surface.

photosphere have contribution functions whose vertical scale is usually small com-
pared to the scale for vertical velocity change. However, this is not the case for
stronger lines formed in the chromosphere. Thus, extreme care must be exercised
in interpreting the observations. We must always ask if the velocity is nearly uniform
throughout the observed volume!

An excellent example of velocity-time histories for many points along a 2-
arcmin line is shown in figure 5-10. Several features of vertical oscillations are well
illustrated here. First, oscillations are almost always present to some degree. When
large oscillations are observed, they usually begin and end with small amplitudes.
That is, they do not start abruptly, as if excited by a single convective piston
immediately below, and then decay. Rather, it appears that a steady oscillation is
always present and transient ‘“wave trains,” smoothly modulated in amplitude, are
superposed. The phase lifetime of the oscillation is considerably larger than the
amplitude lifetime. Secondly, large lengths along the solar surface sometimes oscil-
late in phase. Although many points 3 to 6 arcsec apart oscillate independently of
one another, phase coherence sometimes exists over 30 to 60 arcsec (22000 to
44 000 km). These first two observations are consistent with those of Howard et al.
(1968). Thirdly, horizontally moving waves, as detected by the motion of peak
amplitudes, do exist. In figure 5-10, horizontal phase velocities of approximately
100 km/sec (Musman and Rust, 1970) are evident. These horizontal phase velocities
can be followed over 30 to 50 arcsec. In figure 5-10, for example, they can be
followed from 78 to 48 arcsec at 8 min, from 12 to 72 arcsec at 63 min, and from
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Ficure 5-10.—Vertical velocity time history
for points on the solar surface separated by
intervals of 3 arcsec (2200 km). These
observed time histories were made by
Musman and Rust (1970) at the Sacra-
mento Peak Observatory using the point-
scanning photoelectric Doppler-Zeeman
analyzer. Line shifts were measured to an
rms accuracy of 0.025 km/sec. An aperture
of 6 arcsec was used and a time resolution
of 35 sec was obtained. The observations
were made on January 7, 1969, on a region
of little activity close to the center of the
disk. (From Musman and Rust, 1970;
copyright 1970, D. Reidel.)

18 to 68 arcsec at 110 min. Lastly, velocity amplitudes of the oscillations range
from 0.2 to 0.6 km/sec.

The characteristics of the transient wave trains can be analyzed by averaging
data like those found in figure 5-10. In figure 5-11, the results of superposing
hundreds of velocity wave trains are shown with the accompanying average inten-
sity oscillations in two absorption lines and in the continuum. It is seen that the
velocity and intensity oscillations have a period of approximately 5 min. Table 5-I1
shows that a period of approximately 300 sec is usually observed and that it de-
creases with height. The decrease in amplitudes with time of the oscillation in
figure 5-11 is partially because of the superposed wave trains which have slightly
different periods slowly moving out of phase.

In figure 5-11, the continuum and the Fe I 5250 wing brightness oscillation
lead the velocity oscillation by significantly less than 90°. This is also observed to
be true for other lines formed low in the photosphere (Tanenbaum et al., 1969).
Oscillations of the Fe I 5250 core brightness and the Ca IT K232 line, formed in
the chromosphere, lead the velocity oscillations by slightly more than 90°. The
oscillation of Fe I 6355, formed close to the temperature minimum, leads the
velocity by 117° (Frazier, 1968a). The phase lead for the intensity of Ca IT K1 over
the velocity observed in two weak Fe I lines is equal to 90° (Jensen and Orrall,
1963). This variation with height of the relative phase of velocity and with intensity
changes should give insight into the nature of the oscillations. It is used to support
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Fiure 5-11.—Superposed velocity and
brightness oscillations. The velocity-time
history was made by superposing several
hundred separate wave trains from ve-
locity-time histories such as those dis-
played in figure 5-10. The start of a wave
train was defined by an upward velocity of
greater than 0.1 km/sec (Tanenbaum et
al., 1969). The brightness oscillations cor-
responding in time to the velocity wave
trains were then also superposed. All of
these brightness curves were synchronized
with the Fe I 5250 velocity curve. The
observations were made using a magneto-
graph with a 2.4-arcsec aperture at the Kitt
Peak National Observatory. (From Tanen-
baum et al., 1969; copyright 1969, D.
Reidel.)

the contention that the oscillations are traveling waves in the photosphere and
standing waves in the chromosphere (Tanenbaum et al., 1969). If the intensity of
emission were in phase with the adiabatic temperature fluctuations of an oscillating
element, which was always in pressure equilibrium with its surroundings, the
intensity fluctuation would lead the vertical displacement by 180° and the velocity

TABLE 5-1l.—Observations on Period of Vertical Oscillations

Period, sec Source

30046 “carrier”’—several sidebands of varying power separated
by 8.5X10~% Hz (=77 sec)
30646 (CT 5380) - - -
29842 (Fe 15250) . .
28830 (NA T BO00) ..o i smmammnsnavssnass aosnesa
28011 (MgI5173) e
265 and 345 (2 peaks—same at 3 altitudes) - _________________
~330 (several other peaks from 200 to 400) __________________
300454 (period decreases with height and as spectrum becomes
broader)
273 (FeI13931and Fe 13937) - __________________________
250 (Call K1and CaIl K2) oo
170 (Ca I K3) . e
~290 (in low photosphere and decreases slightly with altitude) _ _
200 to 300 with mean value of 242 (decreases with altitude) ______
296 (Fe I 5250) - oo
29643 (several photospheric lines) __________________________

Musman and Rust (1970)
Gonezi and Roddier (1969)

Tanenbaum et al. (1969)

Frazier (1968a and b)
Howard (1967)
Orrall (1965 and 1966)

Jensen and Orrall (1963)

Noyes and Leighton (1963)
Evans and Michard (1962c¢)
Howard (1962)

Leighton et al. (1962)
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by 90°. However, the following factors also must be considered in the interpretation
of these data.

(1) The relaxation time for temperature perturbations is not infinite (adia-
batic), but in the low photosphere it can be the same magnitude or
much smaller than the period of oscillation.

(2) The intensity changes can be simply correlated with the temperature and
density changes only for idealized collisionally controlled radiation pro-
duction. For photoelectrically controlled radiation production and
intermediate cases, the correlation is difficult to determine.

(3) The observed intensity fluctuations arise geometrically from the integrated
effect of source function and optical depth variations all the way along
the line of sight, not simply by the changes calculated following one
fluid element.

(4) The pressure of an oscillating element can differ from that of its sur-
roundings, as in a sound wave.

(5) The background continuum radiation intensity is not steady but includes
the variations caused by evolving granulation cells.

These difficulties so far have precluded a rigorous interpretation of the observed
phase relation for velocity and intensity oscillations through the use of realistic
atmospheric models.

The type of data illustrated in figure 5-10 can be analyzed in a second way.
Figure 5-12 (a) displays the time-autocorrelation functions, C (At), for lines formed
at three different heights and observed with exceptionally small apertures. If we
start observing the vertical velocity of an element in steady-state oscillation at
time ¢, we would expect that the product v(t)v (¢4 At), normalized by 1/v%(t),
would oscillate between +1 with increasing At. The time-autocorrelation function
averages the product v (t)v (t4At) over the area of the observation and is also
normalized to unity. In this way a measure of the covariance of the mean velocity

field with time is obtained

(o (r, D)o (r, t+A1)))

@60 (5-5)

C(at)=

[ [ v v 006 v, t+a0) dzdy
c(at)=2"-2 (5-6)

Vo z0
/ / v (z,y,t) dz dy
o Yo

where r is the position vector on the solar surface, z and y are coordinates of a
Cartesian coordinate system in which z is parallel to the local vertical, and the
integrals are carried out over the area under observation (zoyo). These integrals
become summations when the data are obtained from a large number of discrete
regions inside the observed area. As seen in figure 5-12 (a), the oscillatory character
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Freure 5-12.—Time autocorrelation of line-of-sight velocities and power spectra. The velocity
data for these curves were obtained using the vertical spectrograph at the Kitt Peak National
Observatory. The data were obtained from 13 strips, 170 by 6800 km, spaced 510 km apart
and taken every 20 sec (Frazier, 1968a). The height of formation and approximate vertical
scale of the contribution functions (HSRA) for the three lines investigated are Si II 6371,
30/120 km; Fe I 6364, 100/240 km; and Fe I 6355, 350/160 km, respectively. The observa-
tions were made on May 19, 1965, at the sun center when it was free of activity. The rms
velocity amplitudes are given in figure 5-12(a). The 50-percent confidence limits and instru-
ment resolution (We) are shown in figure 5-12(b) where the ordinates are kinetic energy,
pv?/2, per frequency interval. In both figures, the autocorrelation was calculated by separately
averaging the data from the 13 strips over the z direction and then averaging the results,
which essentially average over the y direction. (Data from Frazier, 1968a; copyright 1968,
University of Chicago Press.)

is very evident even though C'(At) has decreased to 0.1 after only two cycles. This
rapid initial damping is a result of the presence of convective velocities, which are
not oscillatory, as well as the oscillations at all points not remaining in phase.
However, after this initial damping, a most remarkable feature that appears is a
long-term phase persistence of the oscillations; that is, a steady-state resonance.
Twelve cycles lasting the total observing period of 55 min are easily distinguished.
Also notable is an increase in amplitude after 40 min. Similar long-term modulation
of the time-autocorrelation function, obtained using other data, is also observed.
However, this modulation is not reproducible, even after many hours of observation
(Howard, 1967).
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The power spectrum, pv?/2 per unit frequency interval, as a function of fre-
quency, is shown in figure 5-12(b). The presence of appreciable low-frequency
power, attributed to convective motions, is present for periods greater than 8 min,
the approximate lifetime of a convection cell. It is seen that this power is relatively
large in the Si IT 6371 line formed low in the photosphere. The most interesting
feature of these power spectra, however, is that the 300-sec oscillation is really
composed of two components that do not change period with height: (1) a sharp,
strong component at 265 sec and (2) a broader, relatively weak component at
345 sec. The 265-sec component increases in relative strength with height. The
combination of these two components should produce a net oscillation with a
300-sec period modulated by a beating between the two components, with periods
of 19 min in the initial data (fig. 5-10) and 38 min in the time-autocorrelation
curves (fig. 5-12(a)). Consistent with this are the observations of Gonczi and
Roddier (1969) which suggest that the lifetime of phase oscillation is much longer
than that of the amplitude and is probably greater than 1 hour. Also, the amplitude
is modulated such that the oscillation appears to come in wave trains about 11 min
long and approximately 20 min apart. Thus, Frazier’s small aperture (170 km)
data, having two components, present a coherent picture of the oscillations. How-
ever, power spectra of observations acquired with significantly larger effective
apertures, hence, low resolution, do not confirm these results. In figure 5-13 the
power spectrum resembles a modulated wave consisting of a strong 300-sec peak
that is always present, like a carrier wave, and of side peaks of lesser strength that
resemble sidebands. Other observations show 6 to 10 peaks between 200 and
400 sec, often with none at 300 sec (Howard, 1967). To uniquely determine the
detailed power spectrum of the oscillations, additional observations are required
which simultaneously have an effective spatial resolution significantly higher than
even that of Frazier’s, a large area of observation (many wavelengths), high time
resolution (a small fraction of a period), and long periods of data acquisition
(many periods) to increase the statistical validity of the results.

The general characteristics of the variation in the power spectrum with height
are better established (figs. 5-12(b) and 5-14). In the low photosphere, the power

F1cure 5-13.—Power spectra of oscillations.
These observations were made using the
Kitt Peak McMath solar telescope (Gonezi
and Roddier, 1969). The Sr I 4607 line
was used with an aperture between 3.6 and
10 arcsec in diameter. The lifetimes of the
three recordings are, from left to right, re-
spectively, 95, 120, and 75 min. (From
Gonezi and Roddier, 1969; copyright 1969,
D. Reidel.)
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Fi1Gure 5-14.—Power spectra of oscillations
as a function of height. The power is nor-
malized to a maximum of unity for each
line. The value of £ =2 (?), twice the peak
energy per unit mass, is given for each line
in (km/sec)? The lines are arranged from
bottom to top in order of increasing height
of formation in the atmosphere. The con-
tinuum is formed at h=~0 and Ca II 3934
(Ca K3) at h~2000 km. The data sources
are as follows: for 3934, Orrall (1966) ; for
8542, 4898, 5172, and 8514, Evans et al.
(1963) ; and for 5049, 5051, 5052, and the
continuum, Edmonds et al. (1965). The
effects of slow changes in the velocity field
(frequency <10~® Hz) have been removed
from the Ca K3 data before plotting.
(From Noyes, 1967; copyright 1967,
Academic Press.)

spectrum is dominated by convective power with periods greater than 8 min. As
we move up toward the temperature minimum, the power centered around the
5-min oscillations becomes prominent and sharply peaked. In moving up to approx-
imately a 2000-km altitude in the chromosphere, the resonance power spreads over
a wider range of frequencies, shifts toward shorter periods, and acquires several
individual peaks (Ca II 3934 or K3 in fig. 5-14). Also, in Ca II K3 a peak at
approximately 18 to 20 min is apparent. It is to be noted that slow changes in the
velocity field (frequency <10—* Hz) have been removed from the data (Orrall,
1966). The power spectrum of He, formed in approximately the same region of the
chromosphere as Ca II K3, also displays a low-frequency peak (15-min period) and
is associated with oscillations at supergranulation boundaries (Elliott, 1969).

The average velocity of the oscillations in the photosphere is within the range
of 0.1 to 0.4 km/sec and increases with decreasing aperture size (fig. 5-15). The
mean amplitude for the smallest aperture is 0.4 km/sec. To date, a correlation
between amplitude and period of oscillation has not been discovered. However,
oscillation amplitudes have been observed to decrease with the presence of medium-
strength magnetic fields; a decrease of 25 percent for fields greater than 80 gauss
(Howard, 1967) and a decrease of 33 percent for fields greater than 100 gauss
(Deubner, 1967) have been observed. As noted in figure 5-14, the amplitudes also
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Ficure 5-15.—Observed amplitude of rms
velocity as a function of aperture size. In
this summary of data, aperture size is the
length of a square aperture equivalent to
that actually used, equal in area to the
circular one employed, or defined by the
effective instrument resolution when an
aperture was not used (Tanenbaum et al.,
1969). The rms velocity is inversely propor-
tional to aperture size for apertures larger
than approximately 3000 km, as indicated
by the straight line. (From Tanenbaum
et al., 1969; copyright 1969, D. Reidel.)

increase with height. At the region of He formation, the peak velocity is 3.0 km/sec,
giving an rms value of 2.1 km/sec (Deubner, 1969). Even though the energy per
unit mass of oscillating elements increases with height, the energy per unit volume
rapidly decreases because of the sharp decrease in density. Assuming an rms velocity
of 0.4 km/sec and a density of 10~ gram/cm?® (corresponding to a height of approx-
imately 200 km), a mean kinetic energy density, (p?/2), of 8 ergs/cm? is calculated.
At 2000 km, an rms velocity of 2 km/sec and a density of 2X 10~ gram/cm?® are
assumed. A mean energy density of 2X10~? erg/cm?® results which is a factor of
2.5X10~* lower than that at 200 km.

Analogous to the periodicity in time, the vertical oscillations of the solar
atmosphere also display a periodicity in space. In figure 5-16, oscillations in both
space and time are evident. The vertical scale measures the magnitude of the
autocorrelation function, which has been generalized from that previously used to
include covariance with position on the solar surface as well.

(o (@+Ar, 4+ A (T, 1)):)y):

C(Ar, At)= {2 (x, 1) )a)y )

(6-7)
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Ficure 5-16.—Space and time autocorrelation of line-of-sight velocities. The observational
parameters are the same as figure 5-12, but the correlation in space has been added. The
autocorrelation for space is two dimensional. The autocorrelation was computed for one
dimension only (z) at all values of the second dimension (y) and the resulting functions were
averaged over y. The effective aperture was 170 km and the grid size was 510 km (Frazier,
1968a). The relative peak at the origin is partially attributed to the convective component
which decreases in magnitude with height. The approximate heights of line formation are
as follows: for Fe I 6355, 350 km; for Fe I 6364, 100 km; for Si IT 6371, 30 km; and for con-
tinuum, 0 km. (From Frazier, 1968b; copyright 1968, Springer-Verlag.)

v(z+ Az, y+ Ay, t+At)v (2, y, t) dz dy dt

C(Az, Ay, At)=

(5-8)

0
/:/:.L’.v’(z,y,t)dzdydt

where {; is the time duration of the observation. In the preparation of figure 5-16,
finite summations over a grid pattern rather than integrals were used, Ay was zero
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in the calculations, and the results were subsequently averaged over all values of 3.
The rapid drop in the autocorrelation function as we move away from the origin is
partially because of the presence of convective velocities and, for Az =0, oscillations
at all positions not remaining in phase. In a corresponding manner for At=0,
oscillations at all points in time do not remain in phase for increasing Az. That is,
in the same way in which the periodicity in time is not the same at all points in
space, the periodicity in space is not the same at all points in time. Also of interest
in figure 5-16 is the uniform interweaving of the ridges formed by the cyclic varia-
tion of the autocorrelation function with Az and At. Lastly, it is seen that the
spatial wavelength of the observed oscillations is of the same size as the total scale
of Az, 4000 to 6000 km.

The time history of vertical velocities along a line across the solar surface is
shown in figure 5-17 (Deubner, 1967). It is seen that the periodicity in time is much
more definite than the periodicity in space. The mean linear distance between
oscillating elements, averaged over many Doppler records like figure 5-17 by
Deubner, is about 6 arcsec (4400 km). The distance is 9 arcsec (6600 km) if the
weakest oscillations are neglected. The mean lifetime of the oscillations, obtained
by tracing an oscillating element through as many cyecles as are clearly recognizable,
is 20 min, or 27 min when weaker oscillations are neglected. These times are about
60 percent larger in active regions. The most frequent lifetime for the stronger
oscillations, both in and out of active regions, is 15 min. These times are compatible
with the previously mentioned estimate of wave-train duration and with those
apparent in figure 5-10. Unlike the data of figure 5-10, no high-velocity lateral
propagation of disturbances (100 km/sec) were observed. However, disturbances
were observed to propagate with essentially the speed of sound, 6 km/sec. A charac-
teristic of fundamental importance, clearly illustrated in figure 5-17, is that oscilla-
tions usually begin and end with small amplitudes. From this characteristic,
Deubner suggests that each oscillation is not excited by a single rising granule nor
independent of adjacent elements. Rather, the oscillations consist of interwoven
standing waves in which mutual interference of adjacent elements produces the
observed 15- to 20-min modulation of amplitude. The accompanying variations of
magnetic field are also shown in figure 5-17. They are seen to correspond only
roughly to the stronger velocity oscillations. Magnetic-field oscillations also have
been measured by Severnyi (1967), who found them to be less than 5 gauss in
amplitude and to have a period of approximately 9 min.

The two-dimensional character of the oscillation field is clearly illustrated in
figure 5-18. The oscillating cells are irregular in outline and cover almost the total
surface. Despite the lack of spatial uniformity, the mean cell size of 7 to 8 arcsec
¢5100 to 5800 km ) is well defined (Deubner, 1969). This is significantly larger than
earlier estimates of element size: 1700 to 3500 km by Leighton et al. (1962); and
2000 to 3000 km by Evans and Michard (1962¢). On the other hand, it is smaller
than the spatial coherence length of 770022300 km determined by Howard et al.
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Ficure 5-17.—Time history of velocity and magnetic-field isocontours of vertical oscillations.
The data were obtained with the Capri magnetograph of the Fraunhofer Institute, Freiburg,
Germany. Using the Fe I 5250 line and a 3-arcsec square aperture, 65 repetitive scans of
52-sec duration each were made parallel to the solar axis (Deubner, 1967). The line-of-sight
velocities and longitudinal magnetic fields are shown as measured along a line free of activity
at the center of the disk on October 4, 1966. The dotted velocity isocontours are upward
velocities and the hatched are downward. The dotted magnetic-field isocontours are south
polarity; the hatched are north. (From Deubner, 1967; copyright 1967, D. Reidel.)
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Ficure 5-18.—Two-dimensional velocity isocontours. Using the same instrument as discussed
in figure 5-17, an area of 65 by 92 arcsec at sun center has been scanned in 450 sec (Deubner,
1969). The hatched and dotted regions are of opposite velocities. (From Deubner, 1969;
copyright 1969, D. Reidel.)

(1968), using an autocorrelation analysis. In figure 5-18, it is seen that a group
of adjacent cells oscillating in phase could be taken for one cell, if observed under
relatively low resolution. Numerous locations exist in which the coherence in phase
covers a much larger area than the coherence in amplitude. This characteristic has
also been observed by Gonezi and Roddier (1969).

Analogous to the one-dimensional power spectrum of figure 5-14, a two-
dimensional power spectral density can be obtained by taking the Fourier transform
of the autocorrelation function, C' (Ar, At) (Jennison, 1961, or Phillips, 1966). The
three-dimensional Fourier transform of the autocorrelation function is

F(k o)= /A / d(ar) /_ 7 0 (ar, Aty exp [—i(k-Ar—wt)]d(AL)  (5-9)

where k is the two-dimensional horizontal wave number, equal in magnitude to
2w over the wavelength, and w is the angular frequency. Because there is no pre-
ferred horizontal direction, C (Ar, At) is azimuthally symmetric. Thus, by defining
Ar in cylindrical coordinates (Ar, Af), we can immediately integrate over Af. Also,
if we assume that the statistical properties of the oscillation are constant in time,




THE CHROMOSPHERE 179

characteristic of a stationary wave field, C (Ar, At)=C (Ar, —At). With these
simplifications, the transform becomes (Frazier, 1968b)

F(k, w)=4x j”Ard(Ar) /”C(Ar, At)o(k Ar) cos (w A) d(AL) (5-10)
0 0

where J is the zeroth-order Bessel function of the first kind.

In figure 5-19, the isocontours of the power spectral density in the k-w plane,
equal to kF (k, w), are plotted for the autocorrelation functions of figure 5-16. The
distinct separation between the oscillatory power density and the convective power
density is very evident. It is seen that the convective power decreases relative to
the oscillatory power with increasing height (continuum—Si II 6371—Fe II 6364—
Fe II 6355). Also, the wavelength for the peak convective power density is approx-
imately 2500 to 3000 km and decreases slightly with increasing altitude. This wave-
length is considerably larger than the average cell spacing of 1800 km as found by
Bray and Loughhead (1967). The location of the two peaks in oscillatory power
remains essentially unchanged with height (265 sec/5000 km and 345 sec/5000 km ).
In figure 5-20, the power spectral densities obtained from observations made with
appreciably larger aperture sizes than in figure 5-19 are shown. The merging of the
two oscillatory peaks into one and the appearance of power at longer spatial wave-
lengths are apparent. This leads us to wonder at what wavelength below 5000 km
the peak power would appear if the resolution of the observation were not limited
by atmospheric seeing and could be greatly improved. Also shown in figure 5-19 are
the calculated wavelengths and frequencies for several different hydrodynamic
modes of oscillation. The straight line running through the origin represents acoustic
waves propagating horizontally (w=V,k). The curved line is the boundary between
transient waves and acoustic waves as modified by gravitation. From the results
shown in figure 5-19, Frazier (1968b) concludes that the oscillations are primarily
standing resonant acoustic waves and that the gravity mode was not observed.
The existence of standing waves is supported by his observation that there is
negligible phase lag between velocities in the low photosphere and upper photo-
sphere. The various possible modes of oscillation are now described analytically.

Theoretical efforts to correctly describe vertical oscillations generally seek to
discover resonant modes of the atmosphere which produce power spectra in the
k-w plane matching those observed, or which could exist but are not presently
observed. The basic hydrodynamic equations are combined with a model atmosphere,
and resonant modes are computed. The complexity of the calculations requires that
simplifying assumptions be made. As is often true, the nature of the assumptions
significantly influences the nature of the results.

The first basic hydrodynamic equation is the conservation of mass, which
equates the net rate of mass flow out of a unit volume to the negative of the time
rate of change of density

dp
VepV=— 2 -11
p % (5-11)
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Frcure 5-19.—The power spectrum P (k, w)
of vertical oscillations observed with a
170-km effective aperture size. The values

A, 103 km of the spatial wavelength A and the period
8 Al R { are shown for the corresponding values of
Continuum Al/l L4 k and w. The power density in the k—w
.+_ plane is indicated by isocontours. The
02 5 density is calculated by taking the Fourier
£ -6 £ transforms of the velocity autocorrelation
3 - # functions shown in figure 5-16 (Frazier,
0 - 10 1968b). The straight lines on the power
L 15 spectra, calculated by Frazier, represent
L% acoustic waves propagating horizontally,
A '@ ' calculated from linear hydrodynamic

1

4 theory. The curved lines are boundaries
k, 1073 km? between the acoustic waves, as modified by
gravitation, and the transient waves.
Local physical parameters were used at all
three altitudes and the radiative relaxation
times were included explicitly following
Souffrin (1966). (From Frazier, 1968b;
copyright 1968, Springer-Verlag.)

o
~
w
o

where V is the macroscopic velocity of the gas. The conservation of momentum
equates the inertial force to the restoring forces which can promote oscillations.
These restoring forces could be:

(1) Pressure gradients which differ from those of the static atmosphere and
can lead to pure acoustic waves in the limit of high frequency.

(2) Buoyancy forces which, unlike those leading to convection, oppose the
direction of motion and can lead to gravity waves at low frequencies.

(3) Magnetic forces which are relatively small in the photosphere and low
chromosphere of the quiet sun. They will not be considered further until
the next section where it will be seen that they lead to Alfvén and other
hydromagnetic waves which may be of importance in carrying non-
radiative energy into the upper atmosphere.

Thus, our equation for the conservation of momentum is

\'
P5, = Vpteg (5-12)
where g is the gravity vector directed downward and where the substantial deriva-

tive, D ( )/Dt, yields the total time rate of change of a quantity which is a function
of both time and position. It describes the time rate of change experienced by an
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2.3-arcsec aperture

5-arcsec aperture

F16Uure 5-20.—The power spectrum P (k, w)
of vertical oscillations observed with ef-
fective aperture sizes of 1800 and 3600 km.
(From Tanenbaum et al., 1969; copyright
1969, D. Reidel.)

observer moving with a fluid element. That is,

DV oV

Dt 3 +V.-vV (5-13)
In equation (5-12) the viscous forces, which vary as V2V, have been assumed to
be negligible because of the large physical lengths involved in the velocity gradients
(Souffrin, 1966). The conservation of energy relation follows directly from the
first law of thermodynamics which states that the change in internal energy of a
fluid element is equal to the net heat added to it minus the work done by it.

DT D (1/p)
Di £—p Dt (5-14)
where C, is the energy required to raise the temperature 1 K per unit mass (the
specific heat at constant volume) and where £ is the net heat lost per unit mass and
time by radiation (the heat-loss function defined in eq. (5-1)). The last relation
to be used is the perfect-gas law (eq. (3-14)) which, using a relation also derived
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from the first law of thermodynamics, can be written as

p=p(y—1)C.,T (5-15)

When the perfect-gas law is combined with equation (5-14), the conservation of
energy is

1DT_ 1. G=1)Ds

(5-16)

T Dt TR p Dt

where 73 is the characteristic radiative lifetime of a thermal perturbation at constant
density
¢.T
£

TR= (5-17)
Another conceptually useful expression for the conservation of energy also follows
directly from equations (5-15) and (5-16). Assuming v to be constant,

Din () __ 1

-1
Dt TR (18)

As we follow a fluid element, the degree to which pp~" changes is dependent upon
the magnitude of . When 7 is large relative to the characteristic time for fluid
property changes (1/w), the variations are nearly adiabatic (pp~=constant). It
will be seen that the assumption of adiabatic change (7zg— ) is valid in the chromo-
sphere but not in the low photosphere.

In solving the conservation equations (5-11), (5-12), and (5-18) for the
values of the dependent variables p, p, and V, additional assumptions are often
made. In addition to adiabatic variations, it usually is assumed that the variations
in p and p are small relative to their static values (V=0). Our previous discussion,
which showed that the oscillations are only a perturbation of the quiescent atmos-
phere, indicates that this is a good assumption. Two other simplifications are
usually made. First, because there is no preferred horizontal direction, only two
spatial dimensions need to be considered, one horizontal (z), and one vertical (z).
Second, all perturbations vary harmonically in time and either harmonically or
exponentially in space. Thus,

P=potDm
p=potp (5-19)
V= {zero}+ue.+ve,
and
% = B_—] = lf = g = exp [{(wt—Kx—K.2)] (5-20)
P

where the subscripts 0 and 1 denote static (zeroth order) and perturbation quan-
tities caused by the oscillations (first order), respectively; e, and e, are unit vectors
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in the z and z directions; p, p, @, and » are complex constants which define the
relative magnitude and phase between the variations; and K, and K, are complex
wave numbers which define spatial variations (oscillations and attenuations). The
assumption that » has no imaginary component is equivalent to assuming steady-
state oscillations. When these expressions for the dependent variables (eqs. (5-19)
and (5-20)) are substituted into the conservation equations, one zeroth-order and
four first-order equations result. The zeroth-order equation is that previously
encountered for a static atmosphere.

po~ exp (—z/H) (5-21)
where
H=(y=1)C.,T/g=Vo*/vg (5-22)

Here V, is the local speed of sound. The first-order equations determine the relative
magnitudes of pressure and density variations of the horizontal and vertical motion
in the form of relations for , p, %4, and » called ‘“polarization relations.” They also
yield a relation between frequency and wave number called the dispersion relation,
which is of prime interest in our discussion here.?

wt—w*V? (K24+K.2)+ (v— 1)K 2+ 1vgu?K. =0 (5-23)

In solving the first-order equations and arriving at equation (5-23), it has been
assumed the pp also varies as exp (—z/H ). This is equivalent to assuming that

dlnpy,  dIn T,
a9z dz

(5-24)

and, in a strict sense, that the atmosphere is isothermal, which is valid only in
the region of the temperature minimum.

To extract physically meaningful information from the dispersion relation,
we examine the real and imaginary parts of equation (5-23) separately. Consistent
with our assumption of no preferred horizontal direction or variations of the static
atmosphere in the vertical direction only, we assume that the only attenuation of
the wave motion is in the z direction. Thus,

K.=k. (5-25)
where k. is real. Setting the imaginary part of equation (5-23) to zero now requires
K,=k.+1i/2H (5-26)

where k. is real. This, in turn, implies that the kinetic energy density po (u2+22)/2
is invariant with height. This conclusion is only as valid as the assumptions which
have led to it. The dispersion relation now becomes

Wk =0 (0 —wa?)/Vor+ (w0 —w?)k.? (5-27)

2 For a more detailed discussion of the derivations and resulting relations, see Hines (1960),
Whitaker (1963), Moore and Spiegel (1964), and Stein (1967).
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where
W= L -2 acoustic wave frequenc (5-28)
““2H 2V, Q¥
—1)2 Y, —1)12 )
Wg= (r=1)" Vs = (r=1)" gravity wave frequency (5-29)

Y H Vo

Because v is less than 2, w, is always less than w,. Using values representative of
the region of the temperature minimum, it is seen that w, and w, are of the same
magnitude as the observed oscillations. For y=1.2 and V,=7 km/sec, w,=2.35X
102 sec™ and w,=1.75X 102 sec™!, which yields periods of 267 and 359 sec, respec-
tively.

The velocity of phase propagation, Vy, is seen to be w/k from equation (5-20),
where k= (k.2+Fk.?)"2. Thus, the dispersion relation can be written in the alternate
form

1—- (‘iﬂ)2 sin? 0
V¢ 2 w
(7)- T .
1 —_— —
w
where 6 is the angle of phase propagation relative to the vertical direction, k.=
k cos 6. This reveals that the wave motion can take on several different charac-
teristics depending upon the frequency. For w>w,, the phase velocity is real and
the waves are termed ‘“acoustic waves.” When w>>w,, the phase velocity approaches
the speed of sound and is independent of direction. This is equivalent to the near
absence of gravity in that both w,/w and w,/w approach zero.

For w<w,sinf (w<w, for horizontal phase propagation only), the phase
velocity is again real. Waves in this regime are termed ‘“‘internal gravity waves.”
The term ‘“internal” has been used to make the distinction between these waves
and those which do not have any vertical phase propagation (k.=0), like water
surface waves. For frequencies in the range w,>w>w, sin 6, the phase velocity is
imaginary. Waves of this type are evanescent and are attenuated or dissipated
rather than propagated. In this case k. or k. must be imaginary in equation (5-27),
and equation (5-23) should be reexamined. It is important to note that the standard
nomenclature presented here can be misleading. That is, buoyancy forces and
pressure gradients play a role in both internal gravity waves and acoustic waves,
and both types of waves, as discussed here, are really internal.

The diagnostic diagram, which has previously been used to present observa-
tional results (figs. 5-19 and 5-20), can also be used to depict the results of the
theoretical analysis (eqs. (5-27) to (5-30)). The condition of pure horizontal phase
propagation (k.=0) yields two values of  for each value of k., as shown in figure
5-21. The diagnostic diagram is therefore divided into three regions corresponding
to acoustic waves, evanescent waves, and gravity waves. Acoustic waves can exist
above the upper line corresponding to k.=0. As k. becomes very large (short
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Ficure 5-21.—Diagnostic diagram for re-
gion of the temperature minimum. The
parameters for the above diagram are
T=5000 K and y=1.20. These yield
Ve=7.06 km/sec, w,=0.0233 sec™!, and
w; =0.0174 sec™!. The two lines correspond-
ing to k. =0 divide the diagram into three
regions: acoustic, evanescent, and gravity
waves. The shaded region at the bottom
defines the values of w and k, where solar
granulation is found. The two locations
marked by © are those of maximum
spectral power density found by Frazier
(1968b). (From Whitaker, 1963; copyright
1963, University of Chicago Press.)

wavelengths), the frequency of acoustic waves approaches Vok. and a phase velocity
of V,. Gravity waves can exist below the lower line corresponding to k.=0. It is
seen that the largest possible value of w approaches w, for very large k. (short
wavelengths). As k., becomes very large, the phase velocity approaches zero. In the
region between acoustic and gravity waves, k. and V, are imaginary and any wave
motion, once initiated, will be evanescent. The dispersion relation can also be
plotted as shown in figure 5-22. The advantage of plotting surfaces of constant w
in the k.-k, plane (slowness surfaces) is that the direction of energy propagation
or group velocity is easily identified. In figure 5-22, the energy propagation is in
the direction normal to a line of constant w and in the direction of increasing w.
For acoustic waves (elliptic sections), the directions of phase propagation (k) and
of energy propagation are approximately the same. However, for gravity waves
(hyperbolic sections), the two directions can differ by as much as 90°. In particular,
the vertical component of phase propagation will always be opposite to that of
energy propagation.

The above analysis has made the simplifying assumption that the atmosphere
is isothermal. When this assumption is removed, a significant effect on gravity
waves results. The new frequency, corresponding to w, but with the atmospheric
temperature gradient included, is the Brunt-Viisild frequency, wg. Its value is a
limiting case obtained by neglecting the pressure gradient perturbation relative to
the density perturbation (pressure force relative to buoyancy force). It can be
pictured in a fashion similar to convection cell formation (fig. 2-4). However,
because the gas above the convection zone is stable, a rising cell of gas becomes
more dense than its surroundings and is accelerated downward. Correspondingly,
cells moving downward become buoyant and oscillations result. Letting z represent
the vertical displacement of a cell from static equilibrium, the balance between
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inertial force and buoyancy force per unit volume is
9%
A 7 -
P op =9 (p—0") (5-31)

where p’ and p are the gas densities inside and outside the cell, respectively. The
change in these densities from their initial value of po, as a result of the displace-

ment, z, is
(%
3 p"_(az)_,z (5-32)
dp
- =] — —
P —po (az).dz (5-33)

where the partial derivatives are the rates of change in the atmosphere (at) and
for adiabatic (ad) variations, respectively. Using the perfect-gas relation and the
assumption that the pressure inside and outside the cell are the same (neglect of
the pressure perturbation), the force balance becomes

¥, 9 J(OTN _(9T) | . %
-a_t;+T{( :)lt (aZ)sd}z ’ (5 34)

Ficure 5-22.—Slowness surfaces. The values
of k. and k. are shown for several values of
 which satisfy the dispersion relation in
equation (5-27). The values of w (shown
next to each curve) are in units of 1073
sec~1. The values used in the computations
are T=5000 K, w,=0.304 sec™?, and w, =
0.298 sec~!. The acoustic waves (w>wa)
correspond to elliptic sections and the
gravity waves (w<w,) to hyperbolic sec-
tions. The energy of the oscillations
propagates in the direction and with the
speed of the group velocity:

e (e (-

Because their velocity is the gradient of w
in k space, it is perpendicular to the slow-
ness surfaces and in the direction of in-
creasing w. (For a detailed treatment, see
Hines, 1960.) (From Stein, 1967 ; copyright
1967, D. Reidel.)
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The coefficient of z is the square of the oscillation frequency which, for an atmos-
pheric pressure that varies as exp (—z/H), can be expressed as

1oyt g(ﬂ) 5
wB w,,+T 2z )., (5-35)

This value of wp replaces w, in our previously derived dispersion relation (eq.
(5-27)). The acoustic wave frequency w, is unaffected to first order by a tempera-
ture gradient. From equation (5-35), it is clear that the value of the atmospheric
temperature gradient determines the nature of the gravity waves. When the tem-
perature gradient is large and negative, wg? can be less than zero so that a gas-cell
displacement is convectively unstable, as in the convection zone. In the photosphere
where the temperature gradient is still negative but the gas is stable, the upper
limit to gravity wave frequency wp is less than w,. However, above the temperature
minimum the positive temperature gradient increases wp above w, and the possibility
of propagation of gravity waves is more favorable.

A second simplifying assumption used throughout the above analysis is that
the ratio p/pT (equal to (y—1)C,, eq. (5-15)) is a constant; that is, that the
perfect-gas law is valid. This effectively neglects the effect of changes in the degree
of ionization with changes in temperature and pressure. When changes in the degree
of ionization are included (Thomas et al., 1971), the Brunt-Viisila frequency is

where g is the coefficient of thermal expansion

__1(% .
B= p(aT)p (5-37)
and
aT
() --strc, (5-38)

Only for a perfect gas is 8 equal to 1/T, and is wp given by equation (5-35). As we
shall discuss shortly, a major effect of including hydrogen ionization in the calcu-
lations is that wp? has a broad peak around the temperature minimum. This re-
sembles a potential well that can trap gravity waves. When hydrogen ionization
is included along with a model of the solar atmosphere, the difficulty of obtaining
a diagnostic diagram like figure 5-21 is greatly increased. However, by considering
only horizontal propagation (k.=0), the division between acoustic, gravity, and
evanescent waves can still be obtained. It is possible to combine the conservation
equations into one of the form (Clark et al., 1971)

P Pk, 0, 2)@=0 (5-39)
dz2
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where

pv?
¢= T (5-40)

Vi Ve

If F>0, the z dependence of the dynamical quantity @ is oscillatory, and propa-
gating waves can exist. If F <0, Q varies exponentially with z and the waves are
evanescent. In figure 5-23, the atmospheric layers in which propagation can exist
are shown for 300-sec-period oscillations and several horizontal wavelengths. The
calculations were made using a piecewise continuous idealized model of the BCA.
Although the details of figure 5-23 will change with the model employed and with
the manner in which the calculations are made, its general features will not vary
greatly and it serves as an excellent summary of the wave propagation charac-
teristics of the solar atmosphere. Gravity waves can exist primarily for horizontal
wavelengths of 2000 km or less. If they can be trapped in the regions shown, standing
as well as propagating waves can exist. For horizontal wavelengths of 1000 km, the
evanescent layer at 1500 km is thin, and the tunneling of waves through it may
effectively join the two propagating layers. At horizontal wavelengths of 3000 km
and greater, the gravity waves in the photosphere and chromosphere above 200 km
are no longer possible, but acoustic waves in the convection zone, low photosphere,
and middle chromosphere (> 1800 km) can exist. Thus, the tendency for oscillations
to require short wavelengths (large k.) for gravity waves and longer wavelengths
(small k) for acoustic waves again appears.

ﬁwh“ in
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Height, km

Fi1Gure 5-23.—Propagating and evanescent regions for 300-sec-period waves in the solar at-
mosphere. The evanescent regions are those where k.?<0. (Data from Clark et al., 1971.)
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Before consideration of the relation between theoretical and observational
results, we will discuss some significant effects encountered by removing the
adiabatic change assumption used in analyzing both types of waves. If the charac-
teristic time of relaxation of thermal perturbations, 7z, is approximately the same
size as, or much less than, the characteristic lifetime of the perturbation 1/w, the
changes in the gas are no longer adiabatic and the atmosphere tends to be neutrally
stable. That is, when an element of gas is displaced, it will achieve thermal equilib-
rium with its new environment before buoyancy or pressure-gradient restoring
forces exert appreciable effect. The thermal relaxation time for a perturbation in an
infinite homogeneous medium is (Spiegel, 1957)

_ 160« T?

P

TR}

(1—7, cot 7,) (5-41)

where 7, is the effective optical depth for radiative relaxation of the thermal per-
turbation. The term 7, cot™ 7, accounts for absorption and reemission of radiation
and it tends to smooth out the perturbation. For 7,1, 7g~C,/160«T?. However,
when radiation diffusion is dominant in inhibiting the thermal relaxation, 7,>>1
and 7p~372rg (r.=0). For waves with only horizontal-phase propagation in an
infinite homogeneous medium, 7, is simply the horizontal size of the perturbation,
A/2mw, divided by the photon mean free path, 1/p«k. That is, the optical thickness of

the perturbation 7, is
o= Apk/2m (5-42)

where A is the horizontal wavelength. In this case, the perturbations are smoothed
out horizontally. However, in the solar atmosphere 7, cannot be greater than r,
the optical depth of the atmosphere, because a perturbation can exchange radiation
with its environment in the vertical direction as well. In this case, a crude approx-
imation for 7, (Ulrich, 1970) is

1

7‘2

1

T

(5-43)
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A plot of 7% as a function of height is shown in figure 5-24. Over a large part of the
photosphere (0 to 250 km), 7 is less than 300/2r sec and adiabatic oscillations are
therefore impossible. Primarily because of the rapid decrease of the opacity (k)
with height, however, 7z becomes large in the upper photosphere and low chromo-
sphere. At 1000 km, 7 starts to decrease but the large increase in (', resulting from
the onset of hydrogen ionization, causes a second maximum. Then, 7z rapidly
decreases again because of increases in both x and 7. Over the full range of this
curve, 7,* is much larger than 7 for A=5000 km, so that r,~7. Thus, diffusion of
radiation is important only in the convection zone. If A—0, then 7,0 and radia-
tion diffusion does not play a significant role in any part of the atmosphere. Below
the photosphere and for increasing 7, 7z rapidly increases as 3727z (r,=0). Thus,
thermal relaxation inhibits oscillations at the surface of the convection zone and
low photosphere, but not below.
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Ficure 5-24.—Thermal relaxation time of
the solar atmosphere. Spiegel’s formula
(eq. (5-41)) is used to calculate rp for
effective optical depths of a perturbation
equal to either zero or 7, the optical depth
of the atmosphere. The Bilderberg con-
tinuum atmosphere is used with the values
of C, as given by Thomas et al. (1971).
The value of « at 5000 A was used. The
dotted lines indicate regions in which
direct application of the formula is invalid
but the general trend of 75 is correct.

The effect of a nonzero value for 1/7z on the diagnostic diagram can be inves-
tigated by again looking for the divisions between acoustic, evanescent, and gravity
wave regions defined by the condition k.=0. For k,=0 in the dispersion relation
derived under the adiabatic and isothermal atmosphere assumptions in equation
(5-27), we find

W —we? [

2
- S () o4

When the adiabatic assumption is removed, the corresponding relation is (Ulrich,
1970)

2
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k2= (”

2
W —wgt+7122 ﬁ) (5-45)

The diagnostic diagram is shown in figure 5-25 and should be compared with
figure 5-21. It is seen that the most pronounced effect of decreasing 7z is to decrease
the regions in which gravity waves can propagate. According to Souffrin (1967),
gravity waves cannot exist if 7z <1/wp. If the analysis is made allowing imaginary
values of  (transient oscillations), the condition for the nonpropagation of gravity
waves is 7 <1/2wp (Stix, 1970). In the photosphere, wp is approximately 0.03 sec—.
Therefore, 7z must be greater than 33 sec for steady-state gravity waves to prop-
agate. This corresponds to heights greater than approximately 200 km.

We now turn to the primary question that we seek to answer in this section.
““What waves can exist in the solar atmosphere and can they be identified with
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Ficure 5-25.—Effect of thermal relaxation
on the diagnostic diagram. The boundaries
for the acoustic, evanescent, and gravity
wave regions, defined by k.=0, are shown
for three values of the nondimensional
thermal relaxation time, 7zxV,/H. At a
height of 300 km in the atmosphere
(BCA), at a horizontal wavelength of
5000 km, and when 7z=1/w=2300/2r sec,
we find H=110 km, V,=7 km/sec, and
nondimensional values of wH/V,=0.33,
rVo/H=3.0, and k.H=0.14. In the
diagram, this point is marked by ©; the
point corresponding to a wavelength of
1000 km is marked by . It is seen that

thermal relaxation has its most pronounced e s
effect on gravity waves. At a horizontal s PR T R
wavelength of 1000 km and a height of ke H

300 km (BCA), gravity waves are strongly
inhibited unless 1 Vo/H =3.7 or 7 =60 sec.
Therefore, 1000-km gravity waves are just
possible at this altitude. (Data from
Souffrin, 1967.)

those observed?”’ In essence, there are two types of waves that we must consider:
gravity waves in the photosphere and chromosphere, and acoustic waves in the
convection zone (fig. 5-23). Do neither, one, or both of these waves exist?

In the diagnostic diagram, a most obvious distinction between the two waves
is their horizontal wavelength, 2x/k.. Gravity waves have horizontal wavelengths
of 2000 km or less, while acoustic wavelengths are 3000 km or greater. Because the
shortest observed wavelength of peak spectral energy density is 5000 km (Frazier,
1968b; fig. 5-19), it would appear that acoustic waves are the only observable type.
However, seeing limitations make it difficult, if not impossible, to observe horizontal
wavelengths of 2000 km or less (corresponding to approximately 0.4-arcsec resolu-
tion). Therefore, it is possible that gravity waves of relatively short wavelengths
exist but are not observable from the ground.

The two types of waves in the diagnostic diagram also differ in the frequencies
at which they can exist. Acoustic waves are not greatly altered by thermal relaxa-
tion and, in the convection zone, the relaxation time becomes very long. Therefore,
acoustic waves can match the observed frequencies. However, the upper limit for
the frequency of gravity waves has been shown to be (Stix, 1970)

wgnvity’ <w82_ (1/273)2 (5_46)

This limiting frequency for transient waves is plotted in figure 5-26, where it is
seen that the effects of thermal relaxation are limited to the first 200 km. Gravity
waves cannot exist below 140 km and have an upper frequency limit of essentially
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wp above 200 km. Using Souffrin’s more restrictive criterion for the existence of
steady-state gravity waves, wg?>1/75?% it is seen in figure 5-25 that the atmosphere
can support gravity waves of 1000-km wavelength at an altitude of 300 km. Thus,
even though thermal relaxation tends to inhibit gravity waves in approximately
the first 200 km of altitude, it does not affect them significantly above this height
and up to approximately 2000 km, so that gravity waves can also match the ob-
served frequencies. The reason for the small spatial extent of thermal relaxation
effects is the rapid increase in 7z in the low photosphere.

A factor which should be used in screening acoustic models is that negligible
phase lag is observed between waves in the low photosphere and in the chromosphere.
Thus, a way of trapping waves to produce standing waves must exist. It has been
shown that acoustic waves in the convection zone are reflected downward close to
the photosphere and back upward at depths of several thousand to several tens of
thousands kilometers, depending upon the frequency and horizontal wavelength
(Ulrich, 1970). Standing waves can be set up and, because the upper boundary is
not perfectly reflecting, oscillatory energy will leak into the photosphere and
chromosphere in the form of dissipating or evanescent waves. The decay length
for these waves is long and, because the energy density is pv?/2, the oscillatory
velocity should tend to increase with height. Thus, the observed oscillations could
be evanescent acoustic waves in phase with the relatively thick standing waves in
the convection zone.

It is of interest to note that gravity waves can also account for a small height
variation of phase. They can also set up standing waves in the photosphere and
chromosphere. Figure 5-26 shows that a large “potential well”’ for trapping gravity
waves exists between approximately 200 and 1200 km. This trapping of waves in
the region of the temperature minimum has previously been attributed to tempera-
ture effects only (Kahn, 1961 and 1962—acoustic waves; and Uchida, 1965 and
1967—gravity waves). However, it has been shown that the formation of a potential
well is the result of ionization effects which trap the gravity waves and that acoustic
waves which could be trapped in the same region have frequencies higher than

04 Ficure 5-26.—Upper limit to gravity wave
frequency as a function of height. The
above is a plot of [wg?— (1/278)2]"% (eq.
(5-46)). The Brunt-Viisili, wp, is from
Thomas et al. (1971) and includes the
effect of hydrogen ionization which is im-
portant above 1400 km. The BCA was
used in the calculations. Values of 7 are
from figure 5-24. It is seen that the range

0L of approximately 200 to 1200 km can sup-
port gravity wave oscillations at the ob-
) , 2 served frequency. The rapid drop to zero

0 500

1500 2000 2500 above 2100 km is a result of the rapid
km decrease of 7 at this altitude.
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those observed (Thomas et al., 1971). The initial rise of the upper limit to gravity
wave frequencies in the photosphere (fig. 5-26) results from the rise of ws, as the
atmosphere changes from instability in the convection zone to stability above, and
from the sharp rise of 7z. In the range of 300 to 800 km, wp is very flat because the
atmospheric temperature gradient is negligible and because the adiabatic tempera-
ture gradient is nearly constant. Using the expression for wgz (eqs. (5-36) and
(5-38)) and the variation of 8 and C, shown in figure 5-27, it is seen that wp*~
(g8)*T/C, and that this quantity is nearly constant around the temperature
minimum (330 km in the BCA). The decrease of wg above 1000 km results from the
hydrogen ionization which rapidly increases C, (fig. 5-27). This decreases the
adiabatic temperature gradient below the gradient in the atmosphere and causes
a peak in B which, in turn, causes a second peak in wp at approximately 1800 km.
Using a four-layer model of the atmosphere, Thomas et al. (1971) derived two
characteristic periods for trapped gravity waves of 263 and 338 sec, both at 1500-km
wavelength. It is interesting, but unexplained, that these periods are close to those
found in the observations of Frazier (1968b), the majority of which were made in
the low photosphere where thermal relaxation inhibits gravity wave oscillations.
However, gravity waves could still exist in this region because the trapped gravity
waves are really characteristic or eigenmodes of oscillation of a whole atmospheric
layer. Regions above and below this layer, which are neutrally stable, are driven
by its large-scale motions (Thomas, 1971, private communication) in a manner
analogous to the strong convective power overshoot observed in the photosphere.
This should be especially true in the regions only a few scale heights from the
oscillating layer. Thus, gravity waves should exhibit a small height variation of
phase over a large height range, if they were observed.

The two types of waves also can be compared by considering their possible
means of excitation. It has been stated but not demonstrated that the oscillations
in the convection zone are self-exciting; that is, once initiated by a small perturba-
tion, they will tend to grow in time (Ulrich, 1970). Also, although the acoustic waves
are only weakly coupled to the convective velocity field, they should receive
significant energy input from it. On the other hand, gravity waves must depend
only upon direct excitation by the underlying turbulent motions. Observationally,

Ficure 5-27.—Specific heat at constant 7
pressure, coefficient of thermal expansion, oF o
and fraction of hydrogen ionized as a &8 :i
function of height. These values are based 2 %,
on the BCA. The major effect to note is @3l a
the sharp peaking of g and especially of 2 s
C,, 8s a increases to unity between 1400 1

and 2000 km. (From Thomas et al., 1971;
copyright 1971, D. Reidel.)
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a one-to-one correspondence between an upward-surging granule and an overlying
oscillation has not been found. However, it has been shown that a fully developed
wave train will not be seen directly above the granule but rather at a distance of
at least several wavelengths away (Clark et al., 1971). An observer over the
granule experiences an upward thrust, a downward fall, and a slow return back up
to his initial altitude. An observer several wavelengths to the side will experience
many oscillations whose period slowly decreases with time. On the solar surface,
one should observe the summation of the wave trains from many nearby granules.
Lastly, we must determine how well each theoretical model of the oscillations
can be adapted to the real solar atmosphere which includes the horizontal non-
homogeneities of the chromospheric network (sec. 5.3). We shall see that, in the
convection zone and low photosphere, both the gas static and dynamic pressures
are much greater than the magnetic-field pressure of the network so that the acoustic
wave theory does not require significant modification. However, in the chromosphere
the magnetic field along the network is able to restrict the gas motion primarily to
the vertical direction, parallel to the field. Some effect of the network has been
observed. The mean period of oscillation (observed in Ca II K3) is longer on the
network (K2 bright) than off the network in a supergranule cell (K2 faint),
primarily because of the appearance of a pronounced long-period tail (400 to 600
sec) in spectral power distribution (Orrall, 1966). Defouw (19700) has suggested
that the field-free regions of supergranule cells exhibit thermal-convective over-
stability (self-exciting) but that the regions along the network do not. Consistent
with this picture, Uchida (1967) analyzed standing gravity waves inside a flat
cylindrical ‘‘cavity resonator’” whose top and bottom are defined by the trough of
the temperature minimum and whose walls are formed by the magnetically rein-
forced supergranulation cell edges coincident with the chromospheric network. The
effect of the network on gravity waves requires significantly further definition.
Current investigations of atmospheric oscillations are interesting and funda-
mentally important. For now, we must conclude that acoustic waves are most
likely the cause of the observed oscillations. However, gravity waves at short
spatial wavelengths may also exist. To observe these waves, high spatial resolution
observations are required which are not limited by the current levels of atmospheric
seeing; that is, by the use of large vacuum telescopes or space platforms. Also, the
role which both types of oscillations play in heating the atmosphere needs to be
established. Do the oscillations act only as an intermediate energy storage or
accumulator in the atmosphere, or do they participate directly in the nonradiative
heating of the gas? We now turn to a discussion of this most important area.

5.2 THE TEMPERATURE RISE AND ATMOSPHERIC HEATING

It is natural to expect that the decrease in temperature from the core to the
photosphere continues through the outer solar atmosphere. The hot solar interior
transfers heat to the cold expanses of interplanetary space and a continuous decrease
in temperature is consistent with our previous experience. However, the temperature
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rises abruptly in the chromosphere to very high values in the corona. Where we
expect a cool, nonemitting, and thin outer sheath we find a hot, luminous, and
extensive outer envelope (fig. 2-18). As shown in figure 5-28, the temperature rises
abruptly from photospheric values below 10* K to over 10® K, a value close to that
found in the core, over a distance of approximately 2000 km. This apparent contra-
diction to our normal experience with heat transfer can exist because the gas above
the low photosphere is optically thin in the range of visible and IR wavelengths,
where most of the energy is radiated to space, and diffusion of radiant energy is no
longer the primary transfer mechanism. Also, a mechanism is at work which con-
verts a portion of the energy generated by the core into a nonradiative form which
flows against the positive temperature gradient into the chromosphere and corona
where it is dissipated. Generally, it is believed that this mechanism is the production
of waves by the turbulent churning motions in the convection zone, the transport
of mechanical energy upward by these waves, and the subsequent increase in
atmospheric thermal energy as the waves dissipate. Although this nonradiative
flux of energy is of fundamental importance in determining the structure of the
observable solar atmosphere, it is only approximately 10~* of the radiative flux
(Lo =6.27X 10" ergs/cm?-sec).

Observations from space have given us the opportunity to investigate the
characteristics of the abrupt temperature rise and the overlying high-temperature
atmosphere. Much of the radiation emitted by the chromosphere and corona fall
in the UV, XUV, and X-ray ranges. Recent space observations in these ranges have
discovered some characteristics of the temperature profile that place constraints
on the theories of nonradiative atmospheric heating. The models that have evolved,
however, leave large uncertainties in the location of the rapid temperature rise,
yield only order-of-magnitude estimates of energy fluxes, and propose several dif-

Ficure 5-28.—Temperature and densities
in the solar atmosphere. (Goldberg et al.,
1968; copyright 1968, American Association
for the Advancement of Science.)
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ferent detailed mechanisms for nonradiative energy generation, propagation, and
dissipation. One of the principal reasons for these uncertainties is that the chromo-
sphere is not a spherically symmetric layer but, because of the low gas density and
the presence of nonuniform magnetic fields, many structural nonuniformities exist.
Significant increases in the spatial and spectral resolution of future observations
should give us a much more detailed and accurate picture of this region and the
nonradiative energy fluxes which influence it so strongly. In the following discussion,
the temperature profile, energy fluxes, and the possible energy generation, propaga-
tion, and dissipation mechanisms are considered.

Temperature Profile

Once we assume the existence of a nonradiative energy input to the solar
atmosphere, we can understand qualitatively the temperature rise as a consequence
of the decrease in density with height. In the low photosphere, the density is high
enough and the temperature is low enough that H-, a very efficient absorber and
emitter of continuum radiation, is formed. This ion efficiently radiates away the
nonradiative energy input in the photosphere. Above the photosphere, where the
density is substantially decreased, the rate of H-e collisions is less and the fraction
of H~ present is greatly reduced. In this region the temperature will be driven up
until the emission from excited and ionized states of H I is sufficient to balance
the energy input. In the LTE photosphere, the rate of collisional ionization depends
primarily on two body collisions and the rate of recombination depends on three
body collisions. Thus, the degree of ionization will increase with decreasing gas
density. However, in the lower chromosphere, the degree of hydrogen ionization
becomes independent of density. Radiative recombination (two body) rather than
collisional recombination (three body) balances the collisional ionization (two
body) so that the ionization is density independent. As the hydrogen becomes
almost fully ionized, the temperature increases further until the emissions from
He I and He II balance the energy output. Eventually, at greater heights He II
is also fully ionized. Now, because the Li and Be abundances are negligible and the
elements of higher atomic number have abundances that are small relative to
hydrogen and helium, much higher degrees of ionization are required for the energy
emission to balance the energy input. Crudely, the ability of an ion of abundance
A and unbalanced nuclear charge z to radiate is proportional to Az*. Thus, when A
is small, high temperatures and stages of ionization are required. The net result is
that the temperature attempts to jump from the values characteristic of strong
helium emission (R1/2X10° K) to values characteristic of highly ionized states
of the heavier elements (C, N, O, ete., at ~10° K).

The characteristics of this temperature variation with height are shown in
figure 5-29. Conceptually, we can divide this profile into two regions: the 10° to
10¢ K region, where the temperature gradient is so large that the downward con-
duction of heat determines the profile, and the 10* to 10° K region, where the
effects of hydrogen and helium ionization are dominate. Observations indicate that
an optical depth of unity in the H I Lyman continuum occurs at an electron tem-
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Ficure 5-29.—A hypothetical temperature
profile of the solar atmosphere. Because of
the large uncertainties that presently exist
in our knowledge of this profile and the
invalid assumption of a spherically sym-
metric outer atmosphere, the location of
the transition region and the shape of the
profile above the temperature minimum
are approximations only. Nevertheless, the
qualitative characteristics of the profile do
illustrate some interesting and possibly
real features. The profile below 1700 km
is the HSRA profile. The hydrogen and
helium plateaus are assumed to be ap-
proximately 200 km wide and at the
temperature ranges suggested by Athay
(Thomas and Athay, 1961). The hydrogen
plateau is assumed to be centered at 2000
km. The part of the profile dominated by
heat conduction (10° to 10° K) is assumed
to start at 2500 km and its variation is
that computed by Athay (1971). The
greatest uncertainties are in the location
and shape of the profile between 10* to
108 K.
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perature of approximately 8000 K (Noyes and Kalkofen, 1970, and Avrett, 1970).
The scale height at this temperature is 280 km, but unit optical thickness in the
Lyman continuum corresponds to only 50 km (HSRA). Thus, most of the gas
50 km above the height of 8000 K (1800 km in the HSRA) is transparent to the
Lyman continuum which must result from a sharp increase in the hydrogen ioniza-
tion. This implies a steep temperature rise starting at approximately 1800 km. It
also has been found that a plateau in this temperature rise should exist at approx-
imately 15 000 K and be at least 200 km in width in order to be consistent with
the observed Lyman-g line profile as well as the center-to-limb behavior of the C II
resonance line (Avrett, 1970). Plateaus in the temperature rise also are predicted
by energy considerations (Thomas and Athay, 1961). At conditions where the
radiant energy loss is a strongly increasing function of temperature, the temperature
rise tends to be relatively slow and a plateau results. When this loss begins to
decrease with temperature, however, as might occur at the locations where either
hydrogen or helium approach full ionization, the temperature rise should be rapid
until a new source of strong emission is encountered. Athay points out the possibility
of a plateau terminating at 12000 to 14 000 K because of the strong bound-free
emission of hydrogen, and a second plateau between approximately 40 000 to
60 000 K primarily caused by the Balmer-a emission of He II. Based on this same
general reasoning, although differing in details, Defouw (1970b) predicts a transi-
tion from a gradual to a sharp temperature rise at approximately 17 500 K, the
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temperature where the rate of change of the heat-loss function with temperature
(eq. (5-3)) becomes negative and the atmosphere becomes thermally unstable.
Hence, both the observational and theoretical evidence point toward the existence
of one or more plateaus below 10° K, but the details require appreciable clarification.

Energy Fluxes

Estimates of the energy fluxes associated with the heating of the solar atmos-
phere are shown in figure 5-30. The power inputs for each region of the atmosphere
place constraints on theories which estimate the dissipation of wave energy. Because
of theoretical or observational difficulties, most of the numerical values quoted are
good to factors of 2 or 3 at best. We encounter four different types of energy fluxes
when analyzing nonradiative heating. The first, F,, is the radiant energy flux
emitted over and above the emission that would occur if no atmospheric heating
existed. For the atmosphere as a whole, the total output of this flux is nearly
balanced by the input of wave energy flux generated by the convective motions,
F,. The thermal conductive flux, F,, is important in transferring energy between
some adjacent regions. Lastly, the mechanical energy flux of gas motions, F,,
distinct from F,, includes the energy flux in spicules, and the potential and kinetic
energy in the solar wind. For a steady-state atmosphere, the time rate of change
of energy density is zero. That is,

V- (Fr+Fuo+F.+Fn)=0 (5-47)

The values given in figure 5-30 are estimates of the four terms in equation (5-47),
each integrated over the region considered.

h2 he he ha
V-F,dh+/ V-Fodh+ [ V-F.dh+t [ V-Fndh=0  (5-48)
h1 h1 h1 h1
Thus, as described, the power inputs should balance the power outputs for each
region.

The enhancement of radiative output power AF, in the photosphere and low
chromosphere can be described in terms of the actual atmospheric temperature T
and that which would exist if no wave flux dissipation existed and radiative equilib-
rium prevailed, 7. Using equation (4-23) and the Planck function to represent
the source function of H—, an approximate expression for AF, is (Athay, 1966b)3

AF,=8¢To* AT Ar° (5-49)

In this expression AT =T —T,, it is assumed that AT/Ty<1, and A7° is the optical
depth over which H~ provides the dominate opacity and AT is nonzero. For AT =
200 K and A7¢=10"% AF,=8X10° ergs/cm?-sec; these values are upper limits.

* The factor 8 in eq. (5—49) was originally 4 as derived by Osterbrock (1961). It was subse-
quently changed to 8 by Osterbrock to allow for ingoing as well as outgoing radiation.
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Ficure 5-30.—Energy fluxes associated with nonradiative heating of the atmosphere. Because of
the difficulties of the theories and interpretations of observations, most of these values are
good to factors of 2 or 3 only. The height ranges shown are estimates of the regions in which
the particular energy flux originates or is dissipated.




THE CHROMOSPHERE 201

If negligible heating occurs below the temperature minimum at r°X~10~* and AT
is only 100 K, AF,=4X10° ergs/cm?-sec, 20 times smaller than the previous esti-
mate. A careful consideration of the effects of line blanketing and departures from
LTE in the H— equilibrium (Cayril mechanism) predicts Ty=4300+150 K at
00021074, a value close to those of some model atmospheres (Athay, 1970).
Because of the level of accuracy of current estimates of AT and A7°, we cannot
rule out the possibility that the heating below the temperature minimum could be
very small (<10° ergs/cm?-sec). In the middle chromosphere, the Balmer lines of
H I dominate the emission and contribute approximately 1X10° ergs/cm?-sec to
the radiative flux. The values of height given in figure 5-30 for the boundaries of
the regions are approximate only and depend greatly on the actual temperature
profile. As we move up to higher temperatures in the chromosphere, sufficient
energy becomes available by collision to appreciably excite H I; and its resonance
line, La, becomes the dominate contributor (3X10% ergs/cm?2-sec ). Helium emission,
although possibly dominate over narrow regions of height, is small relative to
hydrogen emission in the chromosphere because of helium’s relatively low abun-
dance. In the inner corona, the combined emission in lines of many ionized metals
contribute approximately the same as La in the chromosphere, 3 X 10° ergs/cm?-sec.
It will be shown in chapter 6 that the emission in the intermediate corona varies as
N2, which rapidly decreases with height. Thus, the emission above the inner corona
is negligible. Summing up the radiation loss of all the regions, we see that the
nonradiative heating supplied to the solar atmosphere must be approximately
1X 107 ergs/cm?-sec.

An interesting and perhaps meaningful observation on the radiation loss is
that, although it decreases with both increasing height and increasing mass density,
it is roughly constant with changes in the ion density over four orders of magnitude
(Athay, 1966b; fig. 5-31). It is tempting to conclude that the rate of dissipation of
wave energy is directly proportional to the mass density of ions. However, it is
possible that this result is fortuitous, and emphasizing it could obscure the real
mechanisms at work. Also, there are other energy fluxes that can be of the same
magnitude locally as the radiation loss and wave dissipation.

The rapid rise to coronal temperatures in the transition region between the
chromosphere and the corona implies that an appreciable conductive flow of
thermal energy back into the chromosphere exists. This conductive flux is equivalent
to the temperature gradient times the thermal conductivity. Previously we have
discussed the tendency for the temperature to jump abruptly from values charac-
teristic of helium ionization to the very high values required for the low-abundance
metals to be significant radiation emitters. Thus, we expect a very high temperature
gradient in the transition zone and a correspondingly high conductive flux. This
flux, in turn, tends to smooth the temperature jump. A second important effect
of the high coronal temperatures is that the thermal conductivity is greatly in-
creased, also tending to enhance the conductive flux. Because of their high thermal
speed, the electrons rather than the ions are primarily responsible for the high rate
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Ficure 5-31.—Radiative energy loss as a
function of height, total mass density, and
ion mass density. All measurements cover
the same height range. (a) Radiative loss
per unit volume as a function of height.
(b) Radiation loss per unit total mass as
a function of total mass density. (¢) Radia- = 5 - .
tion loss per ion unit mass as a function of i 12 13 -14 -15
ion mass density. (From Athay, 1966b; 109P,0 Pion in grams/cn®
copyright 1966, University of Chicago
Press.) c)
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of heat conduction. As the average thermal speed of the electrons (varying as 7'.!/2)
is increased, the electron trajectories are altered less by encounters with ions, the
effective distance between collisions is increased, and a decreased resistance to heat
conduction by the electron gas results. This is a strong effect; the electron-ion mean
free path is proportional to the fourth power of the average thermal speed of the
electrons or the second power of the temperature. Also, because of their high
thermal speed, the electrons are able to carry heat more rapidly. When both of
these effects are considered, it is seen that the heat conduction varies as T2 dT'./dh.
Thus, the 10® K corona transfers heat 10 times more efficiently than the chromo-
spheric gas at 10* K. Also, it is immediately apparent that over the range of heights
in which the conductive flux is constant, d7./dh will become very steep at lower
values of T,. Numerically, the conductive flux of a gas at a pressure of 0.1 dyne/cm?
and composed of hydrogen, 109, helium, and other elements at solar abundances
is (Ulmschneider, 1969)

F.=—1X10"¢ T2 dT,/dh (5-50)
where F, is in ergs/cm?-sec, 7T’ is in K, and 4 is in ecm.

Space observations of XUV lines allow us to obtain estimates of ¥. and T (h).
The emergent flux of radiation in the resonance line of a particular ion is

he
- 2_";" AN, dh (5-51)

h1

where A,; is the transition probability from the upper to the lower level (sec. 4.8),
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N, is the number density in the upper level, and A, and ks are the boundaries of the
layer over which there is significant emission in the line. Assuming the spontaneous
emission is balanced by collisional excitation,

he ™

1= 2 [ NNy dh (5-52)

2\,
Using an expression for €, (Pottasch, 1964) the radiative flux can be expressed as
(Athay, 1966a and 1971)

[=0.55X 1075 gy FAG (T,) (N.T.)o? <(‘f;)_> (5-53)

where I is in ergs/cm?-sec, gy is a Gaunt factor of order unity, f is the oscillator
strength for the transition, A is the abundance relative to hydrogen, G(T,) is a
sharply peaked function of 7', and includes the effects of collisional excitation of
N, and of ionization equilibrium in the corona, and ((dT./dh)™') is the value of
(dT,./dh)~" averaged over the height of the line-emitting layer. The value of N.T.
in the transition region (N,7,), which is proportional to electron pressure, has
been assumed to be a constant in deriving equation (5-53). This is equivalent to
assuming that the thickness of the transition region is much smaller than the mean
atmospheric scale height. To an accuracy of about a factor of 2, (N,T' )4 is estimated
to be 6 X10™ K/cm?; (2X 10 em—?) (3X10* K) in the upper chromosphere where
H I Lyman « is formed and (4X10® em™) (1.5 10® K) in the low corona. This
corresponds to an electron pressure of 0.08 dyne/cm?. Using the observed strength
of many XUV resonance lines formed at different 7', calculated or estimated values
of g, f, G(T,), and A, the value of {((dT,/dh)~') can be determined as a function
of T,. The resulting plots display nearly constant values of 7%%dT,/dh between
10° and 10° K (fig. 5-32). Using these plots and radio data, which also have their
origin in the corona, Athay (1971) concludes that F. is approximately 5X10°
ergs/cm?-sec.

Because the value of 5X10° ergs/cm?-sec estimated for F. is comparable to
the radiation emission from both the upper chromosphere or inner corona, the
conductive flux can have an important and even locally dominant effect in the
transition region. Because of the narrowness of this region, F. is certainly much
larger than the radiation emitted or the energy deposited locally. Although this
explains the near constancy of F. between 10° and 10° K, it creates a problem when
we try to balance the energy fluxes on a local scale (eq. (5-47)). This can be illus-
trated by deriving 7 (k), which is done by integrating equation (5-50) (Athay,
1971)

ha—hy=2(To—T,71) (5-54)

where h is in km, 7, is in units of 10° K, and F, has been set equal to 5 X 10° ergs/cm?-
sec. This relation has been used to plot 7. (k) for T.>10° K in figure 5-29 where it
is seen that the temperature gradient becomes very steep at lower temperatures.
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Fi1Gure 5-32.—Inverse of temperature gradient versus temperature in the transition region de-
rived from XUV data. The straight dashed lines are a good representation of the data and
imply a constant thermal conductive flux (7.%% dT./dh=constant) in the range of 105 to
108 K. Using a value of 3 X107 for the abundance of silicon, the values of F, for (a) and (b)
are 3 X10% and 1X10° ergs/cm’sec, respectively (Athay, 1971). (a) Dielectric recombination
not included. (From Athay, 1966a; copyright 1966, University of Chicago Press.) (b) Dielec-
tric recombination included. (From Dupree and Goldberg, 1967; copyright 1967, D. Reidel.)

At T,=10° K, a change of 10* K is accomplished in only 0.7 km. Thus, a large
amount of thermal energy is conducted into a very thin layer at approximately
10° K. On the other hand, the radiative losses are distributed over much thicker
layers and cannot balance V-F, on a local scale. It has been postulated that the
upward flux of kinetic energy of spicules, which are observed to have their bases at
approximately the transition region, could balance F. (Kuperus and Athay, 1967).
Although this is a plausible assumption, the physical situation is much more
complicated than we have presented.

The presence of a nonuniform magnetic-field structure in the quiet chromo-
sphere creates a nonuniform flow of thermal energy and gas kinetic energy. When
the gas density is low, thermal energy is constrained to move along magnetic-field
lines. This can be seen by tracing the path of a heat-carrying electron as it tries to
move across magnetic-field lines. It will experience a force of —eV, xB, which is
balanced by the centrifugal force of its curved trajectory, m.V,2/r.. Thus, electrons
of mean thermal speed V, spiral around magnetic-field lines with a radius of

MeV e
eB

(5-55)

Te=
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Collisions of an electron with other particles randomize its motion and reduce the
tendency to spiral about B. The relative importance of the two effects can be
determined by comparing r, with the electron mean free path \,

1/he= Z NQ.: (5-56)

where the sum is taken over all species of particles with which an electron collides
and @.; is the corresponding collision cross section. In the fully ionized gas of the
upper chromosphere, collisions of electrons with other electrons are dominant so

that A\,~'~N.,Q...
Ao eB 1 _
re =(M v )(N Q ) w5

The coefficient of thermal conductivity for conduction parallel to a magnetic field
K is unaltered by the presence of the field. On the other hand, the coefficient of
thermal conductivity perpendicular to the field K1 can be reduced significantly.

K.=K, [H-(%") ]_ =K [14 (wr)*]? (5-58)

The latter expression is the one usually found in the literature (Chapman and
Cowling, 1960) and is equivalent to the first expression; w is the cyclotron frequency
Ve/re, and 7 is the mean free time, \,/V,. For even very weak fields in the chromo-
sphere, this effect is important. For 7,=10* K, N,=10" em~® (h~2000 km),
Qee=10""2 cm? and B =1 gauss, both 7, and A, are approximately 10 cm. For stronger
fields usually encountered in the quiet chromosphere, B>10 gauss, 7,=10° K,
and N,=6X10° cm~ (transition region), \,/r.>2X10? and K1 <3X10~°K,,. Thus,
heat from the corona flows back into the chromosphere along field lines and is
deposited primarily in regions where the field is vertical. It will be seen that these
regions coincide with the chromospheric network which is also the site from which
the spicules arise that could carry away the deposited energy. This model is dis-
cussed further when spicules are considered (sec. 5.4).

In the intermediate corona there are two power outputs which are important.
The temperature of the corona reaches a broad maximum at approximately 107'R
and then slowly decreases outward. The outward thermal flux associated with this
temperature gradient is estimated to be 4 X 10* ergs/cm?-sec (Parker, 1963). Also,
thermal, kinetic, and potential energy is carried away by the solar wind. This
energy flux is estimated to be 4X10* ergs/cm?-sec (Kuperus, 1969). The radiative
loss per unit volume initially decreases as N2 and is therefore negligible above the
inner corona.

The above estimates of power output place constraints on theories of wave
generation and dissipation which attempt to account for atmospheric heating. The
total, on the order of 1 X107 ergs/cm?-sec, must be generated in the convection zone
or low photosphere and most of it deposited in the photosphere and low chromo-
sphere. However, even though relatively small, some of the wave energy must
propagate all the way to, and be deposited in, the intermediate corona.
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Generation of Nonradiative Energy

Similar to the situation we encountered in analyzing vertical oscillations, we
are faced with the possibility of two different mechanisms for generating the upward
flux of nonradiative energy; the power could be generated as either acoustic waves
or gravity waves. We consider acoustic waves first.

In the convection zone, the buoyancy forces on a rising cell of fluid produce
a conversion from thermal to mechanical energy. Some of this energy is immediately
returned to the thermal form by viscous dissipation at the cell boundaries, but
some is converted to sound waves. For simplicity, the turbulence is assumed to be
locally isotropic, although the radial direction is clearly a preferred one. Under this
assumption, the rate of generation of acoustical energy per unit volume is the
product of kinetic energy density, characteristic frequency, and Mach number of
the turbulence (Stein, 1968)

V-F,*~10%(pV ) (V,/L)M ¢ ergs/cm?2-sec (5-59)

where p is in grams/cm?, V, is the rms value of the local turbulent velocity in
em/sec, M, is the local turbulent Mach number, L the characteristic size of the
turbulence, and V,/L is in sec™ . In the convection zone, L is of the order of H.
In figure 5-33, M, is plotted versus height. Two features are of importance: M,
varies appreciably and there is a sharp peak immediately below the surface of the
convection zone. Because the sonic velocity does not change rapidly in several
hundred kilometers, V-F,* actually varies as pV & Thus, the power output is a
very strong function of the magnitude and variation of the turbulent velocity.
Figure 5-34 shows two estimates of V-F,2 both indicating that almost all of the
acoustic power is generated in a thin layer less than 100 km thick at the top of the
convection zone. Assuming that one-half of the generated power is propagated
upward, the flux of acoustical energy into the photosphere is

1
Fo= 3 [ V.F,dh (5-60)

convection zone

Calculated fluxes are quoted in figure 5-30. Estimates for the peak in the frequency
spectrum of generated power fall in the range of slightly greater than w, (Kato, 1966 )
to several octaves above w, (Stein, 1968). Thus, almost all of the acoustical energy
flux emitted upward should penetrate the photosphere and be available for heating.

The existing estimates of the frequency spectrum and total acoustical power
emitted by the convection zone are good to an order of magnitude only because
of our inability to specify precisely both the functional dependence of V-F,* and
V:(h, ). It has been suggested that during the conversion of convective motion
into turbulent motion, the kinetic energy is distributed in all three directions, not
just one. Hence, the turbulent velocities are overestimated by 1/V3 which implies
an overestimate of V-F,% by a factor of 81 (Dubov, 1966). Also, because of gravity
the turbulence is not isotropic. Rising eddies expand and descending eddies con-
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Figure 5-33.—Turbulence Mach number
in the convection zone. (From Stein, 1968 ;
copyright 1968, University of Chicago
Press.)

Frcure 5-34.—Acoustical power generation
in the convective zone.

tract, which creates an imbalance between upward and downward emission of flux
(Kuperus, 1969). The presence of magnetic fields also creates locally preferred
directions and possibly an amplification of acoustical power emission (Osterbrock,
1961).

Gravity waves and convection are similar in that both are driven by buoyancy
forces. However, in the convection zone the Brunt-Viisild frequency wp is imaginary
and gravity waves cannot be generated. But, in the photosphere where wp is real
and an appreciable convective overshoot exists (Frazier, 1968a, b), conditions are
favorable for gravity wave emission. The power output per unit volume which
results from gravity wave generation is (Stein, 1968)

V-F.'~10*(pV ) (V,/L)(L/H)>  ergs/cm?-sec (5-61)

where the terms are the same as in equation (5-59). We see that relative to acoustic
waves, gravity wave generation in the solar atmosphere is very efficient. For
acoustic waves, there is a mismatch between the turbulent velocity and the speed
of sound. This results in a low efficiency for conversion of the turbulent power
density, ~(pV2)(V./L), into acoustical wave emission. The efficiency is essen-



208 THE QUIET SUN

tially M (eq. (5-59)). For gravity waves, however, the efficiency for converting
the turbulent power density into gravity wave emission is (L/H )% which could be
of the order of unity. Thus, the convective power overshoot is converted efficiently
to gravity waves. Opposing this tendency are the effects of thermal relaxation in
the low photosphere, as previously considered (fig. 5-24). However, above a few
hundred kilometers, thermal relaxation should no longer have an appreciable effect.
Estimates of the gravity wave flux, which excludes thermal relaxation, are rela-
tively large. Based on observed photospheric velocities, F,¢ at 500 km is estimated
to be 4X 107 ergs/cm?-sec (Whitaker, 1963 ), which is appreciably greater than that
required from radiation power loss estimates (fig. 5-30). The calculated frequency
spectrum of the generated gravity waves is very flat up to ws (Stein, 1967), hence
the generated power is propagated to altitudes in the upper chromosphere when
wp again decreases (fig. 5-26).

Estimates of F,? suffer from the same order-of-magnitude inaccuracies as F,¢,
and for the same reasons. In addition, thermal relaxation effects must be included
directly in the analysis of the generation mechanism. Also V,(h, w) is difficult to
either predict or observe in the photosphere. Lastly, the dependence of the power
generation rate on V,(h, w) for gravity waves is different than that for acoustic
waves and a relative comparison is therefore difficult to make. Acoustic waves are
generated primarily by the high-frequency portion of the turbulence spectrum in
the convection zone, while gravity wave generation is dependent upon the low-
frequency portion of the spectrum in the photosphere. The extent and manner that
the turbulence of the convection zone extends into the photosphere is not well
understood. The concept of ‘‘tongues of turbulence” that penetrate high into the
photosphere and subsequently decay by the action of negative buoyancy forces
has been proposed (Lighthill, 1967). This is analogous to the sometimes observed
towering protrusions of terrestrial cumulus clouds through upper layers of stable air.

From this discussion, it must be concluded that the power generated in the
form of either acoustic waves or gravity waves cannot be excluded from further
consideration at this time as a source of the nonradiative atmospheric heating.

Propagation and Dissipation of Nonradiative Energy

Acoustical waves generated in the convection zone propagate outward as
sound waves. The energy flux is

w*=3p (V™) (5-62)

where V™ is the root mean square of the gas velocity in the wavefront and V) is
the local speed of sound. If this flux of energy is to remain nearly constant as the
wave moves upward, V,™* must increase with the decrease in p. An upward flux
of 1 X107 ergs/cm?-sec requires that V,™s/V, be approximately 10~2 at the top of
the convection zone. Since V, changes only slightly in the photosphere and low
chromosphere (fig. 5-27), the decrease in p of 10~ that occurs in the first 1000 km
requires an increase in V,,™* to sonic values. Thus, a shock front is formed in which
the gas pressure, density, and temperature change abruptly with a few particle
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mean free paths. The changes experienced by the gas are no longer reversible, in a
thermodynamic sense, and the passage of the front leaves the gas at a higher
temperature. Some of the energy carried in the front is dissipated and the atmosphere
is thereby heated. In figure 5-35 the transition of a sound wave to a shock front is
shown. Nonlinear and unsteady gas-flow effects are included. The compression
waves of the disturbance travel slightly faster than the rarefaction waves. These
effects are cumulative and the sinusoidal waveform transitions to a shock front as
shown. This illustrates the difficulty of using linearized theory to calculate the
wave propagation because it assumes the waveform does not change in shape. In
particular, our previous conclusion, arrived at by linear theory, that no acoustic
waves with w <w, could propagate is incorrect whenever V,™s can increase to the
order of V,.

The objective of analyses of wave propagation and dissipation is to match the
dissipation, V-F,, with the net power output per unit volume. In figure 5-36 the
calculated shock heating in the atmosphere for several wave periods and energy
fluxes is shown along with the calculated radiative energy loss, V-F,. It is seen
that wave periods of approximately 10 sec are required for shock heating to balance
the radiative output. These waves, if they exist, would not be directly observable
with present resolution limitations since their wavelengths would be less than
100 km. Rather than line shifts, they would contribute to line broadening and in
other ways appear as microturbulence (Ulmschneider, 1970).

In considering the propagation and dissipation of gravity waves, we must
consider several factors. First, thermal relaxation strongly damps the waves in the
photosphere. However, because the region of strong damping (AA~200 km) is
small relative to the wavelength of the waves (/2000 km) and because gravity
waves can be generated above the low photosphere, thermal relaxation effects do
not completely inhibit gravity wave propagation although they strongly attenuate
it. Second, the thermal conductivity is high, which tends to smooth out the tem-
perature perturbations of the waves. Third, wp decreases sharply in the upper
chromosphere (fig. 5-26) and may inhibit propagation of all but very low frequency
waves. However, the nonhomogeneous nature of the upper chromosphere prevents
the calculation and interpretation of a meaningful single-stream value for wp. Last,

{ E I Ah'--
—Lr\w- Ficure 5-35.—Transition of an acoustic
3 : wave to a shock front. The flow velocity
1 Ah = 1000 km as a function of time for several heights
'L/,\ above the convection zone is shown. The
| atmosphere is assumed to have V,=6

.’.
1 ' 7 km/sec, T =6000 K, v=5/3, and dT /dh=
ab > A — - 33 K/km at Ah=0. (From Bird, 1964;
0 v 100 200 300 copyright 1964, University of Chicago
Time, sec Press.)
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Ficure 5-36.—Shock heating and radiative
output of the solar atmosphere (BCA).
The heating caused by shock waves having
initial periods of 1, 10, 20, and 100 sec
is shown for three different values of
energy flux at 544 km: 1.6 X106, 3.0 X108,
and 8.0X10° ergs/cm’sec from top to
bottom. The heavy dark line (BCA) is
the calculated radiative power loss, V-F,.
Periods of approximately 10 sec yield the

Power per unit wlume, orgslun’ - sec

best match. This result is unaltered when 500 600 700 800 90 1000 1100 1200
other model atmospheres are used. (From Height, km

Ulmschneider, 1970; copyright 1970, D.

Reidel.)

the propagation of gravity waves into a region of rapidly decreasing density could
promote dissipation by cumulative nonlinear effects that distort the waveform,
similar to the transition of acoustic waves to shock waves. In general, the dissipa-
tion of gravity waves in the solar atmosphere is not well analyzed; hence, its
importance in heating the atmosphere is undetermined.

In addition to acoustic and gravity waves, a third type of wave, an Alfvén
wave, can carry significant amounts of energy. Alfvén waves can propagate any
time that a magnetic field is present in an electrical conducting fluid like the solar
atmosphere.

Physically, sound waves and Alfvén waves are quite different. In sound waves,
the gas displacement is longitudinal; that is, parallel to the direction of propagation
of the wave. A pulse of pressure compresses the gas immediately surrounding it and
the pulse thereby propagates. The speed of the propagation is approximately the
same as the speed at which the atoms or molecules can communicate with one
another, or the average thermal speed. On the other hand, the gas displacement in
an Alfvén wave is transverse; that is, perpendicular to the direction of the wave
propagation (fig. 5-37). An example of a wave with transverse material motion is
the passage of a velocity pulse along a string under tension (fig. 5-38). In an
Alfvén wave, the lines of magnetic force are analogous to the string (fig. 5-39).
The forces are passed along by induced electrical currents and are not accompanied
by changes in pressure or density to the first order. When the fluid element at the
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F1gure 5-37.—Fluid motion in longitudinal F1cure 5-38.—Transverse wave propagation
and transverse wavefronts. along a string.

F1GURe 5-39.—Mechanism of Alfvén wave
propagation.
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origin is moved perpendicular to the magnetic field in the +X direction, as shown
in figure 5-39, it experiences a V x B electric field and a current in the — Y direction
is induced within it. This current closes upon itself by forming loops that run
through the immediately adjacent elements along +B, as shown at points 1 and 2.
The induced current flow is in the — Y direction at these adjacent elements and a
J xB force in the +X direction results. The initial velocity of the element at the
origin is therefore transferred to the adjacent elements where the process is repeated,
thus propagating disturbances in the 4B directions. The acceleration of the adjacent
elements is proportional to the induced force divided by the mass, J xB/p. The
induced current is proportional to B; hence, the acceleration is proportional to
B?/p. Thus, it is not surprising that when the appropriate differential equations
are derived, the velocity of propagation of the disturbance, the Alfvén velocity, is

found to be
32 1/2
Va= ('—) (5-63)
Hop

where po is the magnetic permeability of a vacuum. We will see later that the
quantity B?/u, exhibits the characteristics of a magnetic pressure, p,. Thus, the
square of the velocity of propagation along a magnetic field is equal to p./p and
is analogous to the square of the velocity of propagation of acoustic waves, equal
to yp/p. An Alfvén wave has a strong tendency to propagate along the field lines
rather than in other directions, as we have implied. For example, looking at point 3
in figure 5-39, we see that the induced current is parallel to the field; thus, no force
or displacement results. Points in the YZ plane, other than along the Z-axis, always
have a component of this induced current parallel to B, and the tendency for
motions at the origin to be transferred to these points is thereby decreased.

At locations in the solar atmosphere where the magnetic field is vertical and
relatively strong, along the chromosphere network for example, Alfvén waves could
propagate upward with the gas motion taking place primarily in the horizontal
plane. It has been suggested that torsional oscillations of the magnetic lines of force
could occur and rings of vorticity thereby propagate upward along the magnetic
field (Lighthill, 1967). Oscillating closed loops of gas motion which are primarily
in the horizontal plane and are comparable in diameter to granulation cells could
be dragged clear of the convection zone by tongues of turbulence and propagate
into the chromosphere (Howe, 1969).

We have seen that in order for an Alfvén wave to propagate, electrical current
must flow (fig. 5-39). Thus, because of the nonzero resistivity of the gas, joule
heating occurs and wave energy is dissipated. Electrons are accelerated by induced
electric fields and the kinetic energy of their ordered motion is converted to the
random motion of heat by collisions with ions and neutral particles. Alfvén waves
are also dissipated by frictional damping which takes place via the ions. The
magnetic-field oscillations tend to drag along the ions, but not the neutrals; and
ion-neutral collisions convert the energy of the ion oscillations into heat.
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In this section we have considered acoustic, gravity, and Alfvén waves and
treated them as though they were independent. Actually, they are coupled to one
another. This can be demonstrated by including magnetic effects in the previously
used conservation equations. A J xB force term should be added to the right-hand
side of the conservation of momentum equation (5-12), a corresponding energy
term should be included in equation (5-14), and Maxwell’s equations with appro-
priate material laws should be added to the total set. However, such an analysis
is lengthy and, in order that we may continue to focus our attention on the effects
in the solar atmosphere, only the results will be discussed.

We consider first the combination of magnetic pressure gradient and gas pres-
sure gradient restoring forces which produce magnetohydrodynamic (MHD) waves.
In a compressible and electrically conducting medium, three modes of wave
propagation can exist. They are essentially combinations of the acoustic and Alfvén
waves. The first mode of wave propagation, the “fast’”” mode, will be acoustical in
character (longitudinal fluid motion) when V>V 4, but becomes magnetic in
character (transverse fluid motion) when V>>V,. The velocity of the fast mode is
given by

Viast? =3 { V+ V24 (V24 Va2)2— (2V,oV 4 cos 6)*]'/2} (5-64)

and is plotted in figure 5-40 for V4 =2V,. Because V, and V4 enter into equation
(5—64) in identical ways, the condition of V=2V 4 is also covered by figure 5-40
by interchanging V, and V4. The velocity of the fast mode becomes the, faster of
either Vi or V4 for 6=0 and in the two limiting cases: for Vo>V 4, Vs>V, and
for Va>>Vo, Vi~V 4. Thus, the fast mode is essentially a sound wave in the
convection zone, photosphere, and lower chromosphere, but it becomes an Alfvén
wave in the upper chromosphere and corona (fig. 5-41). The second mode of
propagation, the slow mode, assumes just the opposite character. That is, it assumes
the velocity and type of wave structure of the slower of V, or V4 for =0 and in
the two limiting cases: when V>V 4, Vaow™V 4 and the fluid motion is transverse
and when V>V, Vaow™V, and the fluid motion is longitudinal. The direction of
propagation, however, is only in directions equal to or nearly parallel to the mag-
netic field for all cases of the slow mode. The third possible mode of propagation,

2,2, 12
wZevh)

F1GURE 5-40.—V s and Vaow for V4=2V,
(from eq. (5-64)).
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F1Gure 5-41.—Acoustic, Alfvén, and fast-
mode wave propagation in the solar fsg 0 500 1000 1500 2000 2500 3000
atmosphere. (Based on the BCA model.) Height, km

the Alfvén mode, is not combined with sound waves in any way. The direction of
propagation is along the field and no changes in density or pressure occur.

The capability of the atmosphere to propagate MHD waves greatly increases
the number of possible mechanisms by which nonradiative heating could be accom-
plished. Fast-mode waves, identical to acoustic waves, carry energy upward and
tend to be accelerated by shocks. However, in regions where the field is vertical
and relatively large, as on the chromospheric network, the waves become magnetic
in character, V. increases rapidly, and V,,”® remains much less than V, to greater
heights (energy flux~ (V,,™#)?V 1,s¢). Thus, the energy can be transported further
into the chromosphere and corona before appreciable dissipation occurs. A similar
result is obtained where the field is horizontal. When a magnetic field is parallel
to a fast-mode wave shock front, the thickness of the front and the rate of dis-
sipation can be reduced substantially, allowing the energy to propagate to greater
heights (Mickle, 1969). A second effect encountered when fast~-mode waves are
magnetic in character is their strong tendency to be refracted away from the local
vertical. Because V4~p~'/2 and p decreases with height, the higher part of a wave-
front will propagate faster and rotate the direction of propagation toward the
horizontal. The magnitude of p decreases rapidly outward, thus this effect is a
strong one for simple waves that follow the rules of geometrical optics.

A model of the propagation and dissipation of wave energy in the solar atmos-
phere has been provided by Osterbrock (1961). It is useful, not because it is correct
in detail, but because it illustrates the type mechanisms that must be considered
and serves as a focal point for further discussion and refinement. In his model, the
noise generated in the convection zone propagates upward as soundlike fast-mode
waves, presumably being observable as vertical oscillations (fig. 5-42). The slow-
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F1GUure 5-42.—The outward flow of nonradiative energy in the solar atmosphere. (After
Osterbrock, 1961.)

mode waves that are generated are quickly damped. As the density decreases in
the low chromosphere, the fast-mode waves are accelerated to shocks and much
of the energy is dissipated. Higher in the chromosphere the fast-mode waves become
Alfvén-like, tend to be refracted away from the local vertical, and collide with
each other. These collisions feed energy into the slow and Alfvén modes, which then
readily travel up along the magnetic field without refraction and dissipate in the
upper chromosphere and corona. In figure 5-43 the calculated dissipation with
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Ficure 5-43.—Nonradiative energy dis-
sipation in the solar atmosphere. The
total acoustical wave flux entering the
photosphere from below is 3 X107 ergs/cm?-
sec for the quiet sun and 3 X108 ergs/cm?-
sec for the magnetically enhanced areas.
These values are appreciably larger than
the estimates of the excess radiation flux.

height for the quiet sun and a magnetically enhanced area (plage) is illustrated.
We see that most of the energy is dissipated as shocks in the low chromosphere where
the steep temperature rise occurs. The effect of a strong magnetic field is to increase
both the initial outward energy flux and the dissipation, accounting for the higher
amount of radiation liberated by magnetically enhanced regions.

Osterbrock has used geometrical optics and treated each fundamental wave
mode as a separate entity. Difficulty is encountered in transporting sufficient
energy to the corona because of the large dissipation by fast-mode shocks in the
low chromosphere and the strong refraction of the Alfvén-like fast-mode waves.
In reality, however, geometrical optics is not a valid description of waves whose
wavelength is of the same magnitude as the wavefront dimensions. Waves from
different regions of generation intersect and allow the transformation of one type
of wave into another type. It has been suggested that these transformations are
very effective in the low chromosphere where V 4V, (Pikel’ner and Livshits, 1965).
Fast-mode waves can create Alfvén and slow-mode waves. The slow-mode waves
are dissipated and heat the chromosphere. The Alfvén waves propagate directly
to the corona where they produce slow-mode waves which subsequently dissipate
and heat the gas. It is clear that the complexity of the MHD wave theory and the
physical situation to which it is applied will require something more than a simple
model to explain atmospheric heating.

The combination of magnetic pressure gradient and gravity-restoring forces
could be of importance in atmospheric heating, but has received much less analysis
than MHD waves. It has been shown that when a magnetic field and the gravity
vector are not parallel, Alfvén waves and gravity waves can be coupled in such a
way that no frequency limitations for propagation exist (Lighthill, 1967). When
w>wp, the wave is Alfvén-like and the energy is transported parallel to the field.
Thus, wave energy generated in the form of gravity waves can be transformed into
waves with a magnetic character and propagate above the region where gravity
waves are normally reflected.
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At this point in our discussion it is apparent that the most informative analysis
of wave propagation must consider all three restoring forces simultaneously. That
is, the conservation of momentum should be expressed as

%‘: =—Vp+peg+J xB (5-65)
Because there are now three different vector forces that can interfere with or
reinforce one another, the analysis is complicated greatly. Assuming a constant
magnetic field, an exponentially varying isothermal atmosphere, and all wave
perturbations to be small, the resulting dispersion relation yields three modes:
a + mode, a — mode, and an Alfvén mode (McLellan and Winterberg, 1968).
The + and — modes are strongly coupled to the acoustic, gravity, and magnetic
types of wave motion and their characteristics are dependent upon the parameters
of all three. However, the Alfvén mode is separable from the dispersion relation
and therefore independent of compressibility and gravity. Further analysis of the
coupling of the three restoring forces and application of the results to the real
nonuniform solar atmosphere should yield considerable insight into the mechanisms
which generate, propagate, and dissipate wave energy. This is an important,
interesting, but not well-explored area that is open to future solar physics research.

5.3 THE CHROMOSPHERIC NETWORK

When we look at the photosphere in white light, we see a granulation pattern
which appears as bright cells separated by a network of dark lanes (fig. 5-1). A
larger, less well-defined network pattern is also visible in the chromosphere. The
term ‘‘chromospheric granulation” has been used in connection with this network
and, as we shall see later, can be identified with the structure of supergranulation

flow.

The Network in Ha

Much chromospheric structure is visible when we look at the sun with a
medium- or narrow-bandwidth He filter at line center (fig. 5-44). The observable
features can be classified roughly into three groups, although there are no sharp
lines of demarcation between them. The smallest detail observable, the fine mottling,
appears as small dark fibrils. Fibrils usually are clustered together to form coarse
mottles, which in turn are grouped so as to outline large adjacent polygonal areas
approximately 25 000 to 50 000 km in size.

At what altitude are the features that we see in the center of Ha? We cannot
specify any one altitude but rather must specify a range of altitudes. The height
at which the optical depth is unity will vary greatly depending upon the feature
we observe. The values specified in figure 4-30 are average values only. In general,
however, it can be said that for Ha filter widths of 0.5 to 0.7 A, we see to approx-
imately 1500 km except at the mottles and active-sun features where =, can be
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FicUure 5-44.—Ha filtergram of the sun on February 17, 1968. This was made using an inter-
ference filter of 0.7-A bandwidth of the type which has been designed for use on NASA’s
solar Apollo telescope mount. It is a good compromise between a narrowband birefringent
Ha filter (<0.5 A passband at line center) and one in the wings of He in that the primary
features from both can be seen (Ha fine structure, filaments, spots, and flare brightening
in the wings of Ha). The structure in the upper right, above a line between the two filaments,
is dominated by the magnetic fields of an active region. The region below the line between
the two filaments contains quiet-sun structure. The grouping of the coarse mottling provides
an excellent outline of the chromospheric network. (Courtesy of A. Title, Harvard College
Observatory.)

unity appreciably higher in the atmosphere. As we move offband, the character of
the observed structure changes (figs. 5-45 and 5-46). At 0.7 A, much of the
detailed fine structure is no longer observable and the mottling that remains clearly
outlines the chromospheric network. This is most evident in the red wing.
Near-limb high resolution He pictures in the red wing, such as the excellent
one in figure 5-47, clearly display the fine dark mottles or fibrils and the way in
which they are grouped to outline the network. The fibrils resemble blades of grass,
sprouting up in clumps and outlining nearly circular regions. These fibrils actually
are jets of gas which we will identify as spicules in the following section. Also
evident in figure 5-47 is the string of bright points at the bases of the fibrils which
outline the network. The greater contrast of the fibrils in the red wing of He, as
compared with the blue wing, is illustrated in the near-limb photos of figure 5-48.
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FiGure 5-45.—An Ha spectrographic scan
from —0.7 & (top) to +0.7 A (bottom)
made on August 12, 1962. The structure of
the coarse mottling becomes apparent in
the regions of AAS[0.3 A|. (Courtesy of
Mount Wilson and Palomar Observatories.)

The Network in Ca Il K

The coarse mottling and chromospheric network is seen clearly in Ca II K
(3934 A) spectroheliograms (fig. 5-49). At the center of the absorption line,
K2R to K2V (fig. 4-32), we see the network in emission. The bright mottling forms
nearly continuous rings around cells, which in turn form the network. At K3, we
see to approximately the same height as center Ha, 1000 km. At K2 we see to the
base of the chromosphere, approximately 500 km. However, there is a close corre-
spondence between the details seen in Ho and K2, which is revealed by a com-
parison of figures 5—46 and 5-49. We see the network in emission at K2 because
the source function S, is locally higher than the photospheric radiation (egs.
(4-8) and (4-9)). This, in turn, is attributed to a locally higher temperature
along the network. As we sweep across the Ca II K line (fig. 5-50), we see that
outside K2R to K2V, the network and mottling become much less pronounced.
At K1 we are looking at lower altitudes where the atmospheric structure itself is
less heterogeneous.

Magnetic-Field Correlation

The Ca II K network closely coincides with the network of locally strong,
primarily vertical magnetic fields whose strength is at least 10 to 20 gauss (Simon
and Leighton, 1964). Thus, a Ca II K picture accurately outlines the magnetic
field. The bright points in Ca II K 232 at network intersections correspond to
magnetic fields of several hundred gauss in areas extending over no more than
500 km (Sheeley, 1969). The continuum emission is often weakened at these points,
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F1GUre 5-46.—Spectroheliograms taken on September 11, 1961. The structure in the equatorial
band is dominated by solar activity. Above and below this band, a transition can be seen
from detailed quiet-sun structure at line center to a sparse structure at +0.7 A which outlines
the chromospheric network. (a) He line center. (b) 0.35 A to the red side of Ha line center.
(c) 0.7 A to the red side of Ha line center. (Courtesy of Mount Wilson and Palomar Observa-
tories.)

suggesting they coincide with the dark lanes and pores of granulation. These areas
of locally strong magnetic field also correspond to areas of weakened Fraunhofer
lines. In fact, when spectrohel<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>