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by
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{ ABSTRACT)

A stochastic model of the atmosphere between 30 and 90 km was de-
veloped for use in Monte Carle Space Shuttle entry studies. The model
is actually a family of models, cne for each latitude-seasson category
as defined in the 1966 U. S. Standard Atmosphere Supplements. Each
latitude-season model generates a peseudo-random tempereture profile
vhose mean is the sppropriate temperature profile from the Standard
Atmosphere Supplements. The standard devistion of temperature at each
altitude for a given latitude—seasoﬁ model is estimated from scunding-
rocket data. Depsrtures from the meen temperature at each altitude are
produced by assuming a linear regression of temperature on the solar
heating rete of ozone, A profile of random ozone concentrations is
first generasted using an auxiliery stochastic ozone model, alsc develop~-
ed ss & part of this study, end then solar heating rates are computed
for the random ozone concentrations.

Pressure and density profiles are calculated from each temperature

profile by solving simultaneously the hydrostatic equation and the

|



equation of stete. Isopynic layers, reglons where atmospheric density
is almost constant, are created at 24 and 90 km altitudes by using these
two altitudes as boundary points in integrating the hydrostatic equation.
A computer tape of 442 sounding-rocket measurements of the atmos~
Phere above 35 km vas used to estimete parameters in the temperature
distribution, and to compare the data's statistical characteristics with
those of the model. The rocket soundings were sorted asccording to lat~
itude-season categories and adjustments were made tu assure indepehdence
of profiles. Because the resultant sample sizes were small, confidence
intervels associated with the sample statistics were so wide that com-
parisons of these statisties with model statistice were inconclusive.
The model was used in Monte Carlo gimuletions of Shuttle entries to
study the effect of atmospheric variasbility on the Shuttle entry para-
meters: maximum dynemic pressure, maximum stagnation-point heating
rate, maximum g-loaed, final down-range distance, and final-cross-range
distance. A sample of 1000 entries was generated for each of the four
seasons in the 30° latitude band, end the resultant parameter distri-
butions were analyzed to determine parameter velues. In general, autumn
and winter parasmeter distributions showed more dispersion than spring
and summer distributions, because the autumn and winter atmosphere models
were more varieble than the spring and summer models. Pearson distri-
butions were fitted to the empiriesl distributions, and design velues
obtained in this manner were compared with the traditional "three-sigma"

design values.
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I. IKTRODUCTION

In evaluating the performance of various serospace entry vehicle
designs, a major tool has been the use of entry tralectory computer
programs. The majority of these programs use the U. 5. Standard Atmos-
prere, [1], to furnish atmospheric temperestures, densitlies, and pres-
sures as a function of altitude, These tebles, published in 1962 by
the Committee on Extension to the Standard Atmosphere (COESA) represent-~
ing 29 U. 8. scientific and engineering organizations, were developed
as & means of standardizing aircraft and spacecraft engineering calcu-
lations. The basis of the tables is an annual mean temperature profile
located at L45°® N. latitude. Thus, the atmospheric properties furnished
by the U. 8. Standard Atmosphere are ressonably close to conditlons
during the spring and fall months at 45° N. latitude but are not repre-
sentative of winter end summer properties nor those at different lati-
tudes. In 1966, COESA published the U. S. Standard Atmosphere Supple-
ments, (2], which contains seessonal atmospheric tables for 30°, L5°,
60°, and T5° N. 1atitudes and a set of annuel mean profiles for 15° N.
latitude.

Although these standard stmospheric tables are valueble for calcu-
lating nominal trajectories and for providing a basis of comparison for
engineering celculetions made by different individuals, they are inade-
guate for determining the impact of extreme atmospheres on a vehicle's
performance. In designing s spacecraft it is necessary to establish

a performance envelope within which all flight pearameters are expected



to lie with high prdbability regardless of environmental extremes. Once
this envelope is determined, one can establish a set of design criteris
stating the extreme losds or stresses which an entry vehicle must be able
to withstend.

In past design studies on atmospheric entry vehicles, & common
method for obteining a performance envelope (e.g., [3] and (4]), was to
calculate trajectories using both maximum and minimum atmospheric density
profiles as shown in Figure 1l.1l. Generally these are profiles in which
atmospheric density is three standard deviations gbove or below its mean
at all altitudes simultanecusly. This methed has two major disadvantages.
One is that since density profiles such as these never occur in eny real
atmosphere, & design parameter based on this method might be overly con-
servative and, thereby, require unnecessery expense. A second disadvan-
tage, more critical than the first, is that these extreme denéity pro-
files do not produce extremes in all entry parameters. For example, wlth
some spacecraft a more severe total heat load is produced when atmospher-
ic density is extremely low during the initial phase of entry and sudden-
ly becomes extremely high at lower sltitudes [5]. The reason for this
severity is that the initial low density causes less deceleration than
is normal, and thus the spacecraft encounters an extremely dense atmos-
phere while traveling at an unusually high yelocity.

To account for the fact that extremes in the various entry parameters
are produced by different etmospheric situetions, en alternate determin-
igstic epproach, [6], has been to determine mnalytically for each perfor-

mance pardmeter the atmospheric profile which produces an extreme in
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that parameter, and then design the vehicle to withsetend that extreme.
As with any deterministic approach, howvever, this has the disadvantage
thet any specific atmospheric profile has a zero probablility of occur-
rence, snd thus the design may be overly conservative. Furthermore,
the degree of conservatism cannot be ascertained since no knowledge is
provided as to the probability of encountering atmospheric profiles
similar to the design atmosphere.

The disadvantages associated with deterministic methods are strong
Justification for using statistical methods in establishing design cri-
teria. A Monte Carlo entry study based on realistic random atmospheres
can be used to esﬁimate the statistical distribution of any entry para-
meter, Then & parameter's design value can be selected for eny desired
risk or exceedsnce probability. The optimum design criterion is one in
which the risk associated with its design velue is a compromise between
safety and cost. That is, its risk should be low enough to provide a
high measure of safety but not so low as to make the deslgn impossible
or unnecessarily expensive.

The next major space transportation system of the futﬁre, the
Space Shuttle, is currently in the design stage. One major innovation
in this new system is that the Shuttle will be capeble of returning from
orbit and landing much like today's conventional aircraft. Thus, the
Shuttle can be reused, and the waste of disposing with spacecraft will
be eliminated. With the advent of this reusable spacecraft, however,
it has beccme much more important to have a good estimate of the probae

bility of exceeding any design value. For example, when e spacecraft



wes used only once it was not so critical to distinguish between a fail-
ure probability of .005 and one of .001. With the Shuttle having an ex-
pected lifetime of 100 missions, however, the difference between single-
flight failure probabilities of .005 and .001 makes the difference between
a 40 percent and a 10 percent chance of at least one failure during the
lifetime of the Shuttle. This, therefore, is further Justification for
using the best availeble statistical techniques in design studies to ac~
quire as much confidence as possible in reliability estimates.

In order to do Monte Carlo simulations of Shuttle entries, it was
necessary to develop a stochastlic atmosphere model capable of rapidly
generating realistic atmospheric profiles. The author has accomplished
this for the sltitude region between 30 snd 90 km, the region of great-
est impact on Shuttle entry design considerations. This model uses &
combination of empirical and theoreticel techniques to derive & pseudo-
random altitude profile of atmospheric temperature. The meen tempera-
ture at each altitude is defined empiricelly, and veriations about the
meen are explained, in part, by theoretical considerations. An suxil-
jary stochastic model of atmospheric ozone concentrations, also develop~
ed as a part of this study, is used to produce variations in solar
heating rates, vhich are then linked to temperature variations via a
linear regression model. Since the three thermodynamic properties of
the stmosphere, temperature, density, and pressure, are related by two
physical equations, it is possible to calculate any two quantities given
an altitude profile of the third. Therefore, this model is fundamental-

ly a stochastic model of atmospheric tempersture, and pressure and



density profiles are obtained by using the pseudo-random temperature
profiles provided by the model to solve two deterministic equations.

A review of stmospheric modeling techniques and current models is
presented in Chapter II. Chapter III describes the development of the
tempersture model, and Chapter IV presents the auxiliary stochastic
ozone model mentioned ebove. Chapter V presents the statistical char-
acteristics of all three atmospheric profiles generated by the model
(i.e., temperature, density, and pressure), and compares these with data
obtained from Metegrological Rocket Network scundings. Chapter VI
describes a Monte Carlo Shuttle entry study based on the present model.
The model was used to furnish one pseudo-random density profile at the
beginrning of each entry simulation. In order to be reslistic, since
the Shuttle follows a long shallow entry path, it was necessary to add
a horizontal varistion to atmospheric demsity. Tkis is also discussed
in Chapter VI. Chapter VII begins with a swmary of what has been
aecomplished, points out directions for improvement and future work,

and states severasl conclusions regarding the overall approach,



II. ATMOSPHERIC MODELS AND MODELING TECHNIQUES
SURVEY OF LITERATURE

A general description of the stmosphere

For the purposes of entry studies it will be gssumed that the
atmosphere extends to an altitude of 90 km (~300,000 ft).. Aside from
the fact that only'.OOOl percent of the atmosphere lies outslde this
redius, 90 km is a convenient upper limit for the atmosphere because at
that altitude the relative proportions of the various constituents begin
to vary, meking it more complicated to relate temperature, density, and
pressure. Below 90 km the molecular weight of air is essentially con-
stant (28.964 kg), reflecting a constancy in the relative proportions
of its principal constituents (see Table 2.,1). As the molecular weight
of air begins to vary above 90 km, this quantity becomes a fourth vari-
gble in the equation of state. Furthermore, the hydrostatic equation
relating pressure and density begins to fail, and, therefore, the math-
emetical relationships between temperature, density end pressure used
below 90 km become invalid ebove that altitude.

Figure 2.1 shows a general schematic diagram of the atmosphere and
jts various layers. The temperature profile shown here is thet which
forms the basis of fhe U. S. Standard Atmosphere, [1]. It is a piece-
wise linear approximation to & mean temperature profile cobtained by
averaging over temperstures from all seasons and latitudes. The various
layers of the atmosphere indicated in Figure 2.1 are distinguished

according to whether the rate of change of temperature with height is



Table 2,1 - Composition of Dry Alr

Below 90 km
Constituent gas and Content, Content variable " Molecular
formula percent by relative to its ‘ﬁéight*
volume normel
Nitrogen (Nz) 78.084 - 28,0134
Oxygen (02) 20.9476 - 31,9988
Argon (Ar) | o©.934 - 39.9L48
Carbon dioxide (CO,) 0.3k + Lh, 00995
Neon (Ne) 0.001818 - 20.183
Helium (He) 0.00052k - 4. 0026
Krypton (Kr) 0.000114 - 83.80
Xenon (Xe) 0.0000087 - 131.30
Hydrogen (H2) 0.00005 T 2.01594
Methane (cnn) 0.0002 + 16,0k303
Nitrous oxide (N20) 0.0005 - _hh.0128
Ozone (03) 0 to .00002 t 47.9982
Sulfur dioxide (80,)} |0 to 0.0001 t 6l ,0628
Nitrogen dioxide (NOQ) 0 to 0.000002 + 46,0055
Ammonia (NHB) 0 to trace ¥ 17.03061
Carbon monoxide (CO) |0 to trace + 28.01055
Todine (IE} 0 to 0,000001 T 253. 8088
*On basis of carbon-12 isotopeiscale for which C12 = 12,

. TThe content of the gases marked with a dasgger may undergo signifi-
cant variations from time to time or from place to place relative to the

normal indicated for those gases.
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negative or positive.

The troposphere is the region beginning at the earth's surface in
which temperatures decrease as altitude increases. This region contains
approximately 99.8 percent of the stmosphere's precipitable water énd,
accordingly, contains the weather systems which affect surface conditions.
The stratosphere is the region of increasing temperatures between ~10 km
(the tropopause) and ~50 km {the stratopause), and the mesosphere, ex-
tending to ~90 km {the mesopause), is & second region of decressing
temperatures. The lowest temperatures in the atmosphere occur at the
mesopause. Up to an altitude of about 65 ¥m, summer tempereiures exceed
winter temperatures. However, between 65 and 110 km summer temperatures
are lower than winter temperatures with en annuel difference of as much
as 60° K occurring at the mesopause.

The isothermal tropopause, stratopsuse and mescpause regions de-
picted on Figure 2.1 do not represent the shape of real tempersture
profiles. They result from the averaging of temperature profiles in
which the tropopause, stratopause and mescpause occur at distinct varla-
ble altitudes.

The thermosphere begins at the mesopause and extends upward to an
undefined height. Here temperaturees increase exponentially with alti-
tude until they reach an asymptotic value, known as the exospheric
temperature, which renges between 600 end 2000° K depending on the
amount of sgolar activity.

This partioning of the atmosphere into a troposphere, stratosphere,

mesosphere, and thermosphere is baged on the temperature structure.
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Another classification dividing the atmosphere into an ionosphere and a
neutrosphere, above and below 80 km, respectively, is based on the fact
that above ~80 km the air is highly ionized by high-frequency solar
rediation. Another dual system divides the atmosphere at 90 km accord-
ing to whether the molecular weight of air is constant (homosphere) or
variable (heterosphere). In this study, the temperature-based system
will be used.

The shape of the temperature profile can be explalned in terms of
the variocus heatiﬁg and cooling mechanisms which exist at different
altitudes. The tempersture "bulge" in the stratosphere and mesosphere
results from the ebsorption of solar radiation by ozone, a geas which 1=
fo:med by photochemical processes in that region of the atmosphere. Al-
though ozone is & minor constituent, in terms of its relative concentra-
tion, it plays a viﬁal role in controlling the nature of our atmosphere.
It sbsorbs virtuelly all of the sun's extremely high frequency radiaetion,
wavelengths less than ~3000 R , and thereby shields the earth's surface
from potentially harmful ultraviolet radiation, X-rays, and gemna rays.

Mechanisms which create the tropospheric temperature structure are
more complicated than those in the stratosphere and mesosphere. Approx-
imately 50 percent of all eclar radiation reaches the earth's surface,
and 90 percent of this incident radiation is absorbed. Hest from the
surface is then transfered to the air adjscent to the surface, and water
at the surface evaporates. As this moist heated mir rises, it cools,
becomes satureted, and eventually its moisture condenses, thus releasing

hest into the atmosphere. These verticelly moving alr masses, together
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with horizontel winds and radiative processes, govern the temperatures
in the troposphere.

This combination of conductive, convective, and radiative processes,
plus the heat exchanges resulting from evaporation and condensation, make
the troposphere an extremely difficult region to model. Fortunately,
however, the region of most importance for Shuttle entry consideraticns
is the region between 30 and 90 km, the upper stratosphere and mesosphere,
where maximum hesting rates, g-loads, and dynemic pressures occur. The
present discusalon of modeling techniques and current models will be

limited to those which pertain, st least partially, to this regicn.

Physical laws relating atmogpheric temperature, pressure, and density

There are two well-established laws relating the thermodynamic
properties of temperature, T , pressure, P , and density, p . The

equation of state of an ideal gas (Perfect Gas Law) is given by

p == (2.1)

where K 1is the universsal gas constant end M is the molecular weight
of air. The hydrostatic equation, relating the rate of change in atmos-

pheric pressure to density, 1s expressed as
dP = -gp dz (2.2)

where 2z is sltitude and g 1is the acceleration due to gravity, a
deterministic quantity whié¢h depends on the distance from its point of

application to the center of the earth. The hydrostatic equation
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expresses the fact that the difference in pressure between two altitudes
is equal to the weight of air in a vertical column of wnit cross-section-
al srea contained between those altitudes. This relationship assumes
that the atmosphere is static relative to the earth, an sssumption which
mey be made below ~90 kn.

Appendix A gives the simultaneous solution of (2.1) and (2.2) which
is used to derive the pressure and density profiles corresponding to a
given temperasture profile. It alsc contains an equation used in this
study for calculating g as a function of latitude and eltitude.

Most atmospheric models either assume or derive one atmospheric
profile (e.g., temperature, density, or pressure) and then calculate the
remaining two using the equation of state, (2.1), and fhe hydrostatic
equation, (2.2). The models vary according to which profile is the one
used as a basis and accérding to whether thet profile is empirically
constructed from experimentsl data or is derived from a set of theoretical
laws. The two latter classifications, empirical versué theoretical, will

be discussed separately.

Deterministic empirical models

Probably the best known empirical atmosphere models are the 1962 U.
S. Standerd Atmosphere, (1], end the 1966 U. S. Standard Atmosphere
Supplements, [2]. These are temperature-based models which assume
piecewise linear temperature profiles approximating the means of exper-—

imental deta. These assumed tempersture profiles are then used to tebu-

late velues of pressure, density, speed of sound, coefficient of viscosity,
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thermal conductivity and other gas properties for sltitudes at one-
kilometer intervals between 0 and 120 km. These tables are used for
general engineering purposes. For more gpecialized applications such

as trajectory anslyses of launches from Cape Kennedy, Vandenburg, Wallops
Islend, etc., reférence atmospheres for these and other sites have been
tabulated, (e.g., [T], [8], and {9]).

Fmpirical models are sometimes called "statistical” models when, in
sddition to including means of the various properties, they also include
standard deviations and other sample statistics. An example of such a
"etatistical” model is reference [10] where Theon, et al;, present a
summary of statistics based on 208 temperature soundings made between
1960 and 1968.

Many so-called "models” are actually date summaries such as
reference [11]. This is an example of the monthly data reports on
Meteorological Rocket Network soundings at gelected sites around the
world., Besides giving the individual profiles measured during the
month, they aleo list, for each site, the means and standard deviaetions
of all the accumulsted data taken during that month since 1961. The
various Meteorolﬁgical Rocket Ketwork sites are shown in Figure 2.2.

As the quantity of data incresses each year, global etmosphere
models are being developed which account not cnly for seasonsl and
letitudinal variations, but elso for longitudinal or time-of-day varl-
ations. The mo&ei presented by Weidner, Chembers and Lou, [12] is &
preliminary cne fesulting from a study initiasted in 1968 to develop a

globel model of the atmosphere above 25 km for NABA design criterie
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purposes, This can be used with snother global model develcped by
Spiegler and Fowler, [13], for the first 25 km. Another model develop-
ed specifically to provide a three-dimensionel etmosphere for long hori-

zontal Shuttle trajectories is that of Bowman [14].

Deterministic theoretical models

The models described above were classified as "empirical" because
they rely largely on experimentel data to provide values of tempereture,
density and pressure as a function of height. In some cases, [11], they
are simple tabulations of data, whereas in tther cases, [14], polynom-
ials or other such curves have been fitted to the data to give mathemat-
ical representations of the atmospheric profiles. BSuch empirical models
are valuable as engineering tools in that they provide the best estimaxé
of atmospheric conditions. Theoretical models, on the other hand, such
as those of Goody, [15], Harris and Priester, [16], and Kuhn, {[17],
attempt to explain observed properties using physicel laws and hypotheses.
Although good representations of the atmosphere are achlieved, these
models never completely reproduce the atmosphere's structure, many
characteristics of which are not yet fully understocd. Such models
are important to the physicist as they enable him to explain observed
phenomensa, but as engineering toocls, theoretical models are, in general,
computationally too cumberscme, and the properties they predict are not
a5 accurate as those of empirical medels. Only those thecoretical
techniques and models which influenced this development will be discussed

here. TFor an excellent generel history of atmospheric temperature
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modeling techniques, the reader is referred to Kuhn, [17].

Probsbly the most common approsch to describing the‘atmbsphere
theoretically has ﬁeen to calculate a temperature profile using the
assumption that the atmosphere is in radiative equilibrium (e.g.

Manabe and Moller, [18], and Menabe end Strickler, (19]). Although
equilibrium temperature profiles of this type approximate observed
temperature profiles, (gee Figure 2.3), they cannot agree perfectly
because the atmosphere is not actually in radiative equilibrium. In
reality, there are regions which act as heat sources and sinks thus
sccounting for kncwn-global circulation patterns. The atmosphere is,
however, close to radiative equilibrium, particularly in the strato-
sphere [15], and thus radiative processes explain, to a great extent,
the temperature structure. |

Instead of calculating equilibrium temperatures, an alternate
approach was that used by Kuhn, [1T7]. He asssumed e mean temperature
profile and then caleulated the corresponding infrared heating and
cooling rates in the upper gtratosphere and mesosphere. His infrered
heeting and cooling rates added to the solar heeting rates of Murgatroyd
and Goody, [20], give a net heat balence for the stmosphere which agrees
well with known circulation patterns.

One major cheracteristic éf any modeling technique based on radia-
tion theory is its computational difficulty. The radiamife transfer
equation 1s e multiple integral equation requiring & nﬁmerical solution.
Seemingly minor simplifying assumptions cen often have disastrous effects

on the predicted temperature profile or heating end cooling rates, [17].
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Thus, radiative trensfer calculations, in general, are not suitable for
use in a stochastic model required to generste large numbers of temp-~
erature profiles rapidly. However, energy transfer calculations in-

volving only solar rediastion are much simpler, and these have been in-

corporated into the present stochastic model.

Stochastic models

Historically one of the first statistical treatments of atmospheric
properties was made by Dines, [21], in 1919. Using the equation of state
of an ideal ges, (2.1), and the assumption that in the atmosphere
departures from the mean tempersture, density and pressure are small in

comparison with these means, Dines derived the approximaté relations

cp = CPr(Pp) - CTr(pT)
Cp = CPr(PT) - Cpr(pT) - (2.3)
Cp = Cpr(Pp) + CTr(PT)

where Cp . CT » and CP are the coefficients of varistionof p, 7T,
and P , respectively, and r{ - * } denotes a correlation coefficient
between the two indicated quantities.

In 1954, Buell, [22], used these relationships in conjunction with
the hydrostatic equation to derive an expression for the.vertical gradient
of o(P) , the standard deviation of pressure. His expression is given

by

42L) = g olp) r (Pp) (2.4)
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where o(p) is the standard deviation of density. According to this
relationship, o(P) should be maximum or minimum at altitudes where
r(Pp) = O.

Dine's work has recently been applied by Smith, et al., [23], to
a modern problem relating to aerospace vehicle design criteria. Smith
and his associates solved equations (2.3) for the correlafion coeffi-
cients r(pT), r{Pp), and r{PT), using experimental measurements of
Cp, CT’ and CP at different altitudes. Their results are-shown in
Figure 2.4, They propose that these correletion coefficients be used
to determine the appropriste combination of P, p, and T when one of
these properties is taken to be extreme. For examplie, r(PT) can be used
to determine the appropriate value of temperature to acéompany an ex-
treme pressure. This approach is valuable in design problems where
atmospheric properties are needed at a fixed sltitude, e.g., along
horizontal flight paths. In such cages, vertical atmospheric profiles
are not known, and hence the hydrostatic equation is not applicable.

A number of authors have fitted polynomials to various atmospher-
ie profiles and, by estimating the statistical distributione of the co-
efficients in their polynomials, they are able to generate random pro-
files. One example of this is the work of Essenwanger, [2L], in which
he approximates temperature and wind profiles below 25 km using
Fourier series.and‘density profiles below 25 km using Tchebycheff
polyncmials. He uses only one random coefficient in each approximation
and assumes a Weibull distribution for that coefficient.

Another example of this approach is the recent work of Engler end
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Goldschmidt, [25]. Using a set of 67 experimentally measured pressure
profiles, they fitted polynomials of order k = 2,...,6 to profiles of
log(P) and found that for most profiles & third-order fit was adequate.

They then determined that the four coefficients, BO . B 82 and

19
B3 , used in their third-order polynomials were highly correlated, and

so they expressed BO . Bl snd 62 as linear functions of 63 . The
distribution of 83 was estimated to be normel. Using théir third-order
polynomial for log(P) , Engler and Goldschmidt were able to express the

pressure at altitude z as

P= Pl(83 N Z) Pa(z) (2-5)

where they call the factor Pe(z) the steady-state pressure, since it
is independent of 83 , and they called Pl(B3 , z) the perturbation
factor.

As Engler and Goldschmidt point out, one limitation of their model
is that the 67 profiles used as their data base were for different
seasons end locations. They speculate that if the date were for a single
season and location, the correlations between the coefficients Bo s

B B, , and 83 would increasse. However, this author believes that

l ]
just the opposite would be true. That is, high correlstions among the

2

Bi‘s reflect a systematic variation in the shape of the log(P) profiles
which may be due to season and latitude effects. If that is the case,
then in a single season and latitude the varistion in log(P) would be
smaller esnd more irregular (i.e., less systematic). Hence, the Bi‘s

would be less correlated. Nevertheless, the necessity of using as many
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as four random varisbles instead of one would not be a serious disadvan-
tage, and this model appears to be quite attractlive for Monte Carlo
simulations.

Justus and Woodrum, [26], have estimated the statistical distribu-
tion of "irreguler" variations in atmospheric properties. They assumed
that an atmospheric parameter such as denslty or pressure can be expres-~
sed as

F(z) = FO(Z) + £(z) (2.6)

where the term Fo(z) is made up of diurnally repeating components

snd steady-state components persisting over a period of several days.
That is, two wvalues of Fo(z) measured 24 hours apart would be identical.
The component f(z) is called the irregular variation, and measurements
of this were obtained by differencing profiles made at the same time of
day on consecutive deys. Knowing the distribution of £(z) , & random
F(z) profile could then be generated for any fixed Fo(z) . However,

the variation in f(z) 1is not sufficient to account for all the variation
in F{z) even within the same season and location. One would also need
a model to provide the temporal and spacial variation in Fo(z) .

A final stochastic model of interest is a multiple regression model
for atmospheric density between 30 and 110 km developed by Morgenstern
and Orner, [27]. A stepwise regression procedure was used in selecting
the optimum set‘of.indepéndent varisbles which significently affect
density. It has been shown by Jacchia, [28], that & number of variables

have a strong influence dn atmospheric density ebove 200 km. Using the
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varisbles in Jecchia's model as a starting point, Morgenstern and Orner
determined a set of 14 independent varisbles which have a significant
correlation with density in the 30 - 110 km region. These are various
measurements of solar flux, latitude, annual and semi-annual cycles.
They divided the atmosphere into three quasi-homogeneous regions and
used a different subset of these 1k parameters in their regression equa-
tion for each region. Their low altitude density model (30 - 50 km)
required five independent variables; their middle region model {50 - 65
km) required six, and their high region model (65 - 110 km) required
twe parameters. They claim that thelr model accounts for 50 percent
of the varisbility in density data between 30 and 75 km.

ihis mgdgl is.nqt complgte enough, as glven, for generating
pseudo-random density prafiles. It is of 1interest, hoﬁevér, because,
unlike the stochaétic models discuassed above, it is an effort to
account for atmosphéfic variation by identifying the majqr causes'qf
that variation. This was the approach taken in the development of the

present stochastic temperature model.



III. THE ATMOSPHERIC TEMPERATURE MODEL

The single most dominant feature of the altitude region between 30
and 90 km is the temperature "bulge" caused by the absorption of solar
energy by ozone. Thus, the temperature profile appears toc be a logical
starting point in attempting to model this region. It is for this reason,
primarily, that the author has chosen to use tempersture as the basle of
the present atmosphere model. Ancther reason is that it is dlfficult to
perturb a standard pressure or density profile and still have the associ-
ated temperature profile retain its characteristic shape as shown in

Figure 2.1.

The source of temperature variation

To begin modeling variations in astmospheric temperature in the 30 -
90 km region, the first step is to identify the underlying processes
which cause that varietion and determine which ones are random. Any
variable which can readily be ascertained without error at the time of
the spacecraft's entry will be considered nonrandom, Variables which can
only be estimeted statisticaelly at the time of entry will be considered
random.

Among the nonrandom causes of temperature variation, a major one
is nearness to the sun eas determined by season end latitude. The present
model accounts for this scurce of variation by requiring that season
and letitude be fixed before estimating the various model parameters.

That is, the model furnishes pseudo-random temperature profiles

a5
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characteristic of a-specified season and lstitude range.

Ancther nonrandom source of variation is time of dey. The tempera-
ture model is based‘on rates of absorption of solar radiastion; therefore,
it is only representative of profilee during daylight houré. At the
present time there is insufficient data to estimete model parameters for
specific times of day. However, the standard deviation of atmospheric
temperature at each sltitude level is specified by the user of the model,
and thus the model includes all observed variability in daylight tempera-—
tures for a given season and latitude band,

There are two major sources of temperature variation which are
considered random. One is the creation and destruction of constituents
which abscorb and/or emit radiaﬁlon, end the other is the random movement
of air masses. Since the atmosphere is not in rediative equilibrium
there are regions which act sB hesat sources (heve a positive radiative
heating rate) and other regions which act‘as heat sinks (have a negative
rediative heatiﬁg rate)., TFigure 3.1 shows the heating and cooling rates,
in degrees per day, in the 30 - 100 km region as calculafed by Kuhn, [17].
These gradients set up global clrculation patterns which maintein an
oversll balance in the atmosphere's heat budget. Superimrosed on these
steady-state circuletion patterns are winds or small-scale random air
movements. A great amount of attention.has been focused on randem wind
modeling, (e.g., [29], [30], [31], and [32]). The present temperature
model does not include the effects of winds explicitly, although there
is a random error term which might be considered as resulting from winds.

It may be possible to include winds more directly by combining the present
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model with the randem wind model described in [29].

The radiative heating rate at any point is & function of the radiant
energy being sbsorbed and emitted at that point. These absorptions and
emissions depend largely on the amounts of various radiatively active
gases present. Electromagnetic radiation in the atmosphere has two major
sources as illustrated in Figure 3.2. Radiation from the sun, with almost
all wavelengths less than 4 p, lies primarily in the optical spectral
region, whereas radiation from the earth and itﬁ stmosphere, with most
wavelengths greater than U y, lies in the infrared Bpectrai region. The
‘two types of raediation are generally treated separately.

Solar energy is absorbed primarily by oxygen in the thermosphere,
ozone in the stratosphere and mesosphere, and water vapor in the trop-
osphere., Terrestriael radiation (including that fromlthe atmosphere) is
absorbed by water vapor, carbon dioxide, and ozone. Of these four
radiatively active gases only water vapor and ozone have concentrations
which vary significantly from day to day, and of these ozone is the
major influence 1n the upper stratospﬁere and mesosphere. Thus, it was
decided to model the variations in ozone and use these to produce varia-
tions in temperature hetween 30 and 90 km.

One advantage in linking atﬁospheric temperatures to radiative
processes is that radiation, particularly solar radiation, 1s the only
obvicus means by which temperatﬁreéin two widely separated altitude
regions can be corfelated. For example, suppose the ozone in a high
altitude region absorbs more solar energy then ie normal. This means

that less radiastion reaches the ozone below that altitude and, as &
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consequence, less is absorbed. Since temperatures vary according to
the amount of energy absorbed, then an increase in f;mperéture (high
absorption) at a high altitude would tend to be associated with a de-
crease in temperatures {low absorption) at some lower altitude, and
vice versa.

The difficulty in modeling temperature profileés, or any other at-
mospheric profile, lies in modeling these interlayer correlations.
Since pressures and densities are obtained by integrating over the
temperature profiie, it is inmportant to generate temperature profiles
with realistic shapes, i.e., tempersture profiles whose deviations from
the mean in one reglon are realistic relative to those in other regions.
Otherwise, it is possible, for example, to construct a temperature model
having & correct temperature distribution at each individual eltitude
which, at the same time, produces a very unrealistic distribution for
the integrated temperature profile (i.e., temperature integrated éver
altitude). Since pressure and density depend on this integral, their

distributions would be adversely affected.

Radiastive heating rates

A basic premise underlying the development of the present model
ic that there is a strong positive linear correlation between the temper-
ature at altitude z , T{(z) , and the radiative heating rate at that
altitude, @(z) . The heating rate, in degrees per unit time , is given
by

'53(5) = - ——— - (3.1)
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vhere p 1is atmospheric density, ¢, is the specific heat at constant

P
pressure {a constant), and F is the energy flux (the amount of energy
per unit time passing through a unit area perpendicular to the z di-

rection).

The change in F across a layer of incremental depth dz 1is
aF = rate of emission - rate of absorption (3:2)

The total flux F can be seperated into two disjoint spectral
terms, the flux of optical or solar radiation 8 and that of infrared
radiation R . Thus, one can write F =8 + R or dF = 45 + dR .

Since the optical energy is basically solar radiétion and the atmosphere,
for most practical purposes, does not emit energy at those wavelengths,

one can write

dS = - rate of sbsorption of solar energy (3.3)

The solar energy ebsorbed by & layer depends on the quantify of any
sbtsorbing gases in that layer (e.g., oxygen, ozone, water vapor) and
on the smount of direct andreflected solar radietion which is incident
on that layer. This latter dependency meens thaet dS at altitude =z
depends not only on the quantity of en absorbing gas at altitude =z ,
but alsc on the gmounts of that gae at other altitudes, particularly
at altitudes above z‘. Thus, in the 30 - 90 km region, variations in
dS can be determined largely. by modeling variations in the ozone
profile.

The change in infrared (IR) flux is given by
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dR = rate of IR emisajon - rate of IR absorption (3.4)

The infrared emission rate depends on both the teﬁperature snd pressure
of the emitting gas as well as on its relative concentration. The ab-
sorption rate depends not only on these properties for the absorbing gas,
but alsc on these properties for the surrounding geses. Thus, dR at
one altitude is a function of the temperature profile, the pressure
profile, and the appropriste constituent density profiles.

For a given ozone profile, a calculation of dS is reasonably
straight-forward. One reason for this is that absorption coefficients
needed in the calculation are well-behaved functions of wavelength in
the visible and uwltraviolst spectral regions and are virtually indepen-
dent of atmospheric temperatures and pressures. An average absorption
coefficient can be assumed to apply over a fairly wide wavelength band
without sacrifieing much accuracy in the resulting calculations. In
the infrared region of the spectrum, on the other hand, calculations are
very difficult., Thousande of overlapping absorption lines, each with
its own asbsorption coefficient, are contained in any small spectral
band. As it is impossible to treat each line separately, & number of
bend models representing various levels of approximetion are used,
(e.g., [33], [34], and [35]). Besides being mathematically formidable,
these models involve parameters which are_dependent on pressure and
temperature. As s consequence, calculations involving the infrared
rediative flux in the atmosphere are highly complex, time consuming,

and poorly suited for the present purpeoses.
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Fortunately, it is possible to concentrate on correlating tempera—

tureg to the solar heseting rate

T (2) = - 5o 32 (3.5)

end ignore the effect of the infrared processes on the variation of
temperature. Theoretically, such an omission is jJustifiable provided
thet either dR 1is insignificant relative to ds, or dR 1is closely
correlated to a5 so that the partial correlation of T on dR, given
dS, is small. The former Justification is not valid, in general, since
the atmosphere is close to radistive equilibrium so that dR = -dS.
However, according to Kuhn's calculstions, an increase in ozone produces
a decrease in dR above 40 km and an increase in dR between 30 and
40 ¥m. Calculations made in the present investigation indicate that the
saﬁe is true of dS. That is, when ozone is increased, dS decreases
above 4O km and increasés between 30 and 40 km. Thus, it appears that
changes in d8 and 4R resulting from ozone variations are
positively correlated in the regions between 30 and 90 lm.

Calculations of és in the present study are based on a three-
step non-gray radiative model of the stmosphere used by F. Y. Su, [36].

Detajils of these calculations are presented in Appendix B.

Model linking temperatures 1o solar heating rates

The decision to relate variations in atmospheric temperature to
variations in the soler heating rate of ozone required first the
development of & stochastic model for ozone. Details of this

development are described in the next chapter. By using this model to
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generate pseudo-random ozone profiles, it is possible to vary the
heating rates és(z), and thus effect changealin the temperature
profile T(z).

To relate T{z) and é;(z), 8 linear regression model is assumed.
That is, it is assumed that the tempersature at altitude z is given

by a linear function of the general form
P(2) = By(z) + B,(2)T_(2) + e(z) (3.6)

where Bo(z) and Bl(z) are regression coefficients and €(z) is a
random component representing urmodeled variation (error).
Equation {3.6) can be written in a more definitive form as

| (7 (2) - u_(2)]
T(Z) = ]JT(Z) + AO’T(Z) —— UB(Z) + E(Z) (3-7)

where uT(z) and oT(z) are the mean and standard deviation of T(z),
respectively; us(z) and cs(z) are the mean and standard deviation of
Ts(z); A is the cocefficlent of correlation between T(z) and Ts(z),

and €{z) is a normel random number with zero mean and variance given by
2
02(z) = (1 - X®)az(z) (3.8)

There are no dats available which provide simultaneous measurements
of T(z) and Ts(z), or of T(z) and ozone, in the 30 - 90 km region.

Thus, it is not possible to use the usual least-squares methods for
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estimating the regression coefficients. Instead, uT(z) ‘and OT(z)
were estimated from soundingarocket tempersture data. A large volume
of data is availeble, {[37], on ozone concentrations in the troposphere
end stratosphere. These data were utilized to develop a rendom ozone
model which was then programmea to generaté & large semple of és(z)
profiles from which us(z) and Us(z) could be estimated.

The choice of A.-= .9 in the present model was based on two consider-
stions. First, a qualitative comparison was made between real measured
profiles and model-generated profiles using a range of A values hetween
O and 1. As seen in Figure 3.3, the choice of A determines the amount
of small scale random scatter in modeled temperature profiles. A value
of A= 1 eliminates €(z) in equation (3.7) and, therefore, results
in smeoth temperature profiles influenced onlj by changes in %S . A
value of A = 0, on the other hend, eliminates the dependence of T
on és and accounts for all temperature variation with e(z) , thus
producing a "white noise" type of varietion. That is, with A = 0,
temperatures at any two altitudes would be uncorrelated regardless of
how close the altitudes are. This comparison of model with date indicei-
ed that a choice of A between .7 and .9 gave the model an emount of
small-gscale random fluctuation resembling that in the data.

A second considerstion in the choice of A was based on the need
for & sufficiently high correlation befween temperatures at adjacent
altitudes. In the present model pseudo-random temperatures are generated
at one-kilometer intervals; thus, "adjacent" altitudes are one kilometer

apart. It follows from equation {3.7) that the correlation between
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temperatures at any two altitudes cannot exceed l2 . In the dats,
temperatﬁres at adjacent altitudes generally had very high correlstions.
Thus, to maximize these correlations in the model within the constraint
.T<X<.9, the value A = .9 was selected. Figure 3.4 shows a
comparison of two measured profiles with two pseudo-random temperature
profiles using A = .9 . Statistical characteristics of the model are
compared with those of experimentsl dats in Chapter V.

Before proceeding to a description of the ozone model, one further
word of explanation is in order. It will be noticed in the next chapter
that the ozone model gives czone concentrations as & function of atmos-
pher;c pressure, P . @Quite often atmospherie pressure instead of elti-
tude is used as ﬁ vertical scale. This is possible because P 1is s
strictly monotonic (decreasing) function of altitude, In the present
model, it was found to be more convenlent to use P or, more exactly,
log(P) as the independent varieble instead of altitude z . This is
beceuse the ozone model 1s based on log{P)} . Thus, all the quantities
dependent on 2z in equation (3.7) were transformed so as to be functions
of log(P) Bo that the model gives & tempersture-log(P) profile., Using
the equation of state and the hydrostatic equation, it is possible to
solve for z and p as functions of the T-log(P) profile. Details

are explained in Appendix A.
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IV. THE QZONE MODEL

Atmospheric ozone has been the subject of much scientific scrutiny
since its existence wae first hypothesized by Schobein in 1840, (szee
historical discussion in {38]). Ozone is formed by photochemical proces-
ses at altitudes where molecular oxygen 02 end atomic oxygen O exist
simultaneously. Atomic oxygen is formed in the upper atmosphere by the
dissociation of 0, when the latter is exposed to high-frequency solar

2

radiation. Collisions between 02 and 0 produce ozone, 0O

is subsequently destroyed when either 0

3* Qzone
3 and 0O collide, forming two

0, molecuwles, or when Q. is dlssoclated into 0 and 02 by solar

2

radiation.

3

In the mescephere and upper stratosphere, the rates by which
czone is produced and destroyed through these processes balahce one
another so that it should be possible to predict concentrations using
photochemical equilibrium theory. Unfortunately, however, very few
measurements of ozone have been made in thie region, and consequently
the necessary reaction rates have not been clearly established.

Beginning at the stratopesuse and extending downward, photochemicel
equilibrium gradually disappears, and hence theoretical prediction
methods become less applicable for modeling these ozone concentrations.
In this region the best predictions of ozone appear to be empirical
ones based on measured profliles.

In the present statistical model of ozcone, it has been assumed

that ozone profiles cen be described by empiricel expressions requiring

39
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only a small set of parameters to define any specific profile. It is
further assumed that the statistical distributions of these parameters
can be estimsted from data. Pseudo-random ozone profiles can then be
generated by randomly sampling pareameters from their respective distri-

butions.

The ozone model below 50 km

In 1963 a network of observation statlions was established by the
Air Force Cembridge Research Laboratories (AFCRL) to systematicelly
measure the vertical distribution of ozone in the troposphere and strat-
osphere. Figure 4.1 shows the stations making up thie "ozones;nde"
network.

Figure 4.2 is a typical "ozonagram" published by the AFCRL in a
four-volume series entitled "Ozonesonde Measuremerts over North America',
[37]. The partial pressure of ozone, P03 , 18 plotted on the left as
a function of total atmospheric pressure P . PO3 reaches & maximum
between approximately 20 and 25 km. Above that point the PO3 profile
decreases smoothly as it approaches a photochemicel equilibrium profile.
Below its meximum the PO3 profile is characterized by large irregular
fluctuations in the lower stratosphere and by a constancy or sometlmes
a slight increase in the troposphere. The curve on the right in Figure
L.2 is a simultanecus reading of atmospheric tempersture. Unfortunately
these curves usually end somewhere between 30 and 35 km, and, thus cannot
be used for estimating the regression coefficients in equation (3.6)

where the region of interest is 30 < z < 90 km .



41

Station Lat. {Peg.N) Long. (Deg.W)
Albrook Field, Canal Zone - 9.0 79.6
Colorado State University, Fort Collins L4o.6 105.1
Fielson AFB, Fairbanks, Alaska 64.8 147.9
Florida State University, Tallahassee 30.4 84.3
Fort Churchill, Manitoba, Canada £8.8 gk, |
Goose Bay, Labrador 53.3 60.4
L. G. Hanscom Field, Bedford, Mass. 42.5 71.3
Thuie AFB, Greenland : 76.5 68.8
University of New Mexico, Albuquergue 35.0 106.6
University of Washington, Seattle L7.4 122.3
University of Wisconsin, Madison h3.1 89.4

Figure 4.1 - Location of Ozonesonde Network stations.
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Although ozone concentrations below 25 km do have some effect on
solar heating rates above that altitude, because of reflected solar
radiation pessing upwards through the atmosphere, emphasis in the present
investigation is placed on modeling the ozone profile sbove 25 km. For
this reason it was nbt considered necessary to include the large irregu-
lar variations below the maximum PO3 level.

An excellent empirical formula wes used by Green, [39], for
spproximating P03 profiles such as the one in Figure §.2. The formula,

expressing PO3 as a function of P , is given by

TP
PO, = L PO, -(—l-:e—x—)-g (k.1)
where
x = A log (P/P¥)  ; | (k.2)

*
PO3 is the maximum partial pressure of ozcne; FP% is the botal

atmospheric pressure at the altitude where PO3 is maximum, and A 1is
a shaping parameter. Equation 4.1 will hereafter be referred to ag
Green's formule. Examples of how well Green's formula fits ozonagram
dste are shown in Figure ﬁ.3. In each case the parameters Pog and
P* were selected so as to match the data above the ozone maximun as
closely as possible. The four ozonagram.shapes are typical of their

#
respective stations. In general, both PO. and P¥ increase with

3
latitude.
By integrating over the ozone profile, it is possible to derive

’ L}
an approximate expression for total ozone, TO3 , a8 a function of PO3
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and the shaping parameter A . Setting this expression equal to the
measured total ozone indicated on each ozonegram, oOne can golve for A

* *
in terms of PO3 and T03 . Details as to how PO3 , P* , and A are

calculated for each ozonegram are contained in Appendix C.

. . *
The statistical distributions of PO end P¥ were estimated from

3
the ozonesondenetwork data in volumes 2 and 3 of reference [37]. Each
ozone network station was assigned to one of five latitude bands, and
within each latitude band (excépt the 15° band), the ozonagrams were
divided into four seasonal groups. These season-latitude definitions
conform to thoge established by the Meteorological Rocket Network and
are shown in Teble 4.1. This classification results in 17 latitude-
season categories, and the parameter distributions for each must be es-—
timated. This is a tedious Job, and, to date, has only been accomplished
for the ozonagrams in the 30° latitude band, the band in which the Shuttle
lending site (Cape Kennedy) is located. If the need arises it can be
completed for all 1T categories, snd the deta in volumes 1 and W, [37],
can also be included.

The parameters Pog and P* have been estimated for each ozonagram
using the procedure outlined in Appendix C. Samples of these parameters
and the T03 values read directly from the ozonagrams have been tabulat~
ed for the four season categories in the 30° latitude band, and their
means, standard deviations and correlations have been estimated. These
statistics are listed in Table L4.2.

/
Since most of the variation in total ozone results from large ir-

regular fluctuations in the lower stratosphere, varistions which mre
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Table 4.1 - Seascn - Latitude Definitions

- Meteorclogical Rocket Network Latitude Band Definitions

15° Band 0.00° - 22.50°
30° Band 22.51° - 37.50°
45° Band 37.51° - 52.50°
60° Band 52,51° - 67.50°
75° Band 67.51° - 90.00°

Meteorologicael Rocket Network Season Definitions: Northern Latltudes

Spring April - May
Summer June - August

. Autumn Septembér -~ October
Winter November - March

Meteorological Rocket Network Season Definitions: Southern Latitudes

Spring October - November
Summer December - February
Autumn March - April

Winter May - September



Table 4.2 Ozone Statistics in 30° Latitude Band
Parameter| Mean | gt:i‘faf& Correlations Parameter [ Mean %::gifgn Correlations
] - * *
PO, B+ TO;  10g({PO;) log(P*} 1 PO, Pt TO;  1ox{POy) logte*)
[ FLORIDA - SPRING (sample sime = 18) | FLORIDA - AUTUMND (sample size = 6) ]
|- LA ST (sample B1ae e | FLORIDA - AUTUMN I e e ]
PO, 0.0167 | 0.001851 [ 100 051  -0.04 0.53 PO, 0,0136 [0.001519 | 1,00 013 -051 0.14
= 3386 164 | 051 100 012 053 P 3258 143 | 013 100 045 019
’ . g - -0.45 1,00
TO, 0.915 | 00177 | -0.04 012 100 TOy | 0283 | 00194 j -0.51
"ol o.1121 0,19 100 020
log(POT) | -4.101 | 0.1178 0.59 100 055 | log(POy) | ~4:308 2
,og(p,.]J 8,106 0.2115 0,53 0.55 1.00 log{P*) 8.088 0.0510 0.14 0.20 1.00
R — —— e e o e —— — — r— —— —— — — —— — — — — —— —
NEW MEXICO - SPRING (sample size = 25} NEW MEXICO - AUTUMN (sample size = 7} —
r0; 0.0146 |0.001422 [ 1,00 -0.01 004 004 || Po; | 00192 |ooomes| 100 ous o9 014
pr 3224 6606 | -0.01 100 030 0.0l e 2661 164,4 0,18 100 011 016
TO, 0.321 0.0206 0.04 0.30 1.00 Ty, 0,259 00119 | €39 0.11 1,00
log(Poy) | -4.233 | 0.0952 0.0 100 0.05 § log(Pop) | 4328 | o.1102 0.16 L0007
log(P*) g.058 | 0.205 0.04 0.05 100 | logiee) | 7.885 0.0597 | 0,14 05T 100
IV RN EE—— —_—_—————— ]
FLORIDA - SUMMER (sample size = 12) FLORIDA - WINTER {sampie size = 14) o
po; 0.0144 | O,001537| 100  -0,12 D.28 -0.12 f po; 00155 | 0.002146 1,00 0.45 0.60 0,48
p* 3248 398.6 | -0.12 100 o068 -0.14 P 3151 419.6 0.46 .00 039 48
TO, 0,305 0.0135 0.28 0.488 1,00 TO, 0,303 0,0286 0.60 0,39 1.00
log(Poy) | 4263 | 0.10% -0.14 100 0.4 | logipOg) | -4.175 | 0.1426 0.48 1.00 049
log(P*) B.079 _J 0.1236 -0.12 -0 L0 log{P*) | B8.047 01354 | 0.8 0.49 100
e 4]
NEW MEXICO - SUMMER (sample size = 24) NEW MEXICO - WINTER (sample size = 22)
—_ e e L ) NEWMEXICO - NINTER \samplesize€32) @00 00 0 ]
PO, [ 00136 [0.001334 [ 100 026 031 0.50 PO, | o453 |0.002518| L0 o048 055 0.51
pe 2935 585.4 0.46 L00  0.24 047 = 3349 812.6 0.48 1.00 o081 048
TO, 0.292 0,0154 031 0,24 1.00 TOS 0.316 0.0443 0.55 0.81 1.00
*
log(po;) -4.304 0.0886 0.47 1,00 0.51 log{PQy) | -4.191 0,1778 0.49 1.00 9,52
log{P*} | 7988 | 0.1747 0,50 0.51  1oo [ leelFY) ¢ B0eL | 0.2255 0.51 052 1.00

¥ Units for PO and P* are N/mz: units for TO, are atm-cm.

Ln
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not accounted for by Green's formula, it was decided to use 2 fixed
value for TO3 in éuilmodel. Accordingly, T03 wag set equal to its
letitude-senson average and was not allowed to vary.

The empirical cumulative frequencies of both Po; and P* wvere
compared with normal and log-normal cumulative distribution functions.
This was done by plotting both the paremeter and its natural logarithm
on normal probability paper, obtaining a least-squares fit, and then
comparing the sums of squared errors (errors being defined es differ-
ences between empirical cumulstive frequencies and the normal cumulaﬁive
distribution function). Neither the normel nor the log-normel distribu-
tion emerged as & clear choice, although the log-normal fit appeared to
be slightly better in most c;ses for both Po; and P* . PFurthermore,
the log-normal distributions for both P0; snd P* produced smaller,
more realistic, variances for PO3 at each altitude than did normal
distributions for either or both parameters. Thus, log-normal distribu-
tions for P0; and P* were used. In moet cdases there was insufficient

date to warrant fitting a Pearson distribution or attempting a more so-

phisticated estimate of the parameter distribution.

The ozone model sbove 50 km

Six hundréd pseudo-random czone profiles were genersted by sampling

3
rate profiles Ts(z) corresponding to each ozone profile were calculated,

and the mean and standard deviation of Ts were egtimated at each alti-

*
from the P* and PO, distributions as described sbove. Solar heating

tude. It was found thet the profiles of heating rate averages agreed
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guite well with deterministic TB profiles predicted by Su, [36],

and Manabe and Strickler, [19]. Comparisons are shown in Figure L.k,

On the other hand, Green's formuls and the above parameter distributions
produced unrealistically large variations in és at altitudes above
spproximstely 50 km. At these altitudes, the heating rate is almost

directly proportional to PO3 , and although the latter is quite small
»*

3
several orders of magnitude. For example, using Green's formula at an

in mﬁgnitude, the variastiong in PO, and P¥ caused PO3 to vary by
altitude of T5 km; the parameter variations result in a range of
P03/P0; ratios between 10"2 and 10™°. This is sufficient to produce
e three-order~of-magnitude varietion in heating rates at that altitude
resulting in heating rates as high as 30° per dsy, & physically un-
realistic value.

In reality, ozone in the mesosphere (ebove 50 km) is in photo-
chemical equilibrium, for most practicel purposes, and its concentrations

are not as varieble as those in the stratosphere. In fact, it is
"
3

gbove 50 km. For this reason, it was decided to mode

unreslistic to allow veriastions in PO_. and FP* to cause appreciable

changes in PO3

ify the ozone model in the mesosphere so as to reduce the variation in

PO3 in that region.

In Green's formula, (4.1), the term e* appfoaches 0 as eltitude

increases such that e << 1 above 50 km. - Hence,

~ * x
PO, hPo3_e (4.3)
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Substituting from equations (4.1) and (k.2), this becomes

PO, % exp [A log (P/P*) + B] (4.4)

where A is the shaping parameter given in Appendix C as

*
A=A P03/T03 (4.5)
(for constants Ao and TO3 }, and
»
B = log {hPo3) (k.6)

The ozone model above 50 km was modified as follows: The partial

pressure of ozone sbove 50 km is given by

P03 = exp [A log (P/P*) + B] | (L.7)

where now P* ig assumed to be constant and serves strictly ss & non-

dimensionalizing factor. Furthermore, it is now essumed that

A~ (W, , 05 (4.8)

md
uB : B) ( * )

Thus, PO3 has a log-normal distribution with mean

E(PO.) = “u, L (P/P*)+E§—‘1 2(PP*)+ +S§- (4.10)
3) = eXP| ¥, log 2os/ Wy + 3 .
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and variance
Var(POS) = _E(P03)2 {exp [%i 1032 (P/P*) + Ug] - l} (4.11)

The quantity 1log{P*), which is a normal random number below 50 km,
is set equal to its expected velue above 50 km.
To meintain continuity with Green's forumule below 50 km, the

means of A and B are, respectively,

»
By = A E (1303)/To3 {L.12)

and

My = log(h)_+ E [1og (Po;)] ' (L.13)

Since P/P¥ approaches 0 as altitude increases, log(P/P¥} + -e,

and, therefore, the coefficient of varlation of PO3 ,
CV(PO3) ={exp [oi :Log2 (P/P*) + cri]- 1}1/2 *x 100% (4.14)

increases ﬁonotonically with altitude. The rate by which fhis‘coefficient
of variation increases is controlled by the selection of Ui and Ui .
Accordingly, Gi and Ug were selected so as to satisfy two boundary
conditions placed on CV (P03) . At the 50 km boundary the coefficient
of variation was set equal to the coefficiént of variation produced by
Green's formule, a value which veried between 48% and 83% depending on

the season-latitude model., At the upper boundaery, 2z = 90 kn, P03 wag

assumed to have & coefficient of variastion of 100%. These two boundary
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conditions resulted in a pair of simultsneous equations which were

. 2 2
sclved to give Ty and GB .
The four mean PO. profiles produced by this model for the 30o

, 3
latitude band are shown in Figure L.5. The dashed lines are locl of

maxime snd minima occurring in e pseudo-rendonm sample of size 600. Figure
4.6 compares histograms of PO3 valueaiproduced by the model at the
pressure height of 1000 N/m2 with corresponding histograms from the data
in reference [37]. Four mean heating-rate profiles corresponding to the
PO3 means in Figure 4.5 are shown in Figure 4.7, agein with loci of
maxima and minime. Table 4.3 lists the mean and coefficient of variation
of heating rate as a function of altitude for these four seasons.

It should be remembered that this ozone model was developed as a
tool for modeling temperature variations in the stratosphere and meso-
sphere., For a large enough A in equation (3.7), the shape of the
temperature distribution at any altitude will essentislly 5e that of the
heating-rate distribution at that eltitude. However, the actual magni-
tudes of the mean and standard devietion of heating rate will not affect
the mean or standard deviation of temperature, since the twe latter
quantities are built into the model. Thus, further fine-tuning of the o~
zone model to redﬁce its variance was not considered necessary. The
only type of modification which could significantly improve the model
for its present purposes would be a change affecting the shape of the
heatihgrrate distribution; this could only be accomplished by changing
the distribution of P03 . For example, if the distribution of P* is

estimated to be something other than log-normel, then the PO3
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Table 4.3 — Heans and Cosfricients of Veriation Ts st discrete altitudes

Spring Suttmer Autumn Winter Spring Sumese Auturm Winter
Altitude, Mean Mean Hean Mean Altitude, Mena Mean Mean Mean
km ofday .4 of any ov.% ofdey .3 o/day cv,3 < of day ov.g ofdny o, ofday Cv.¥ a/day V.8
Q .o0p ( LB.o36 .ang | 39.850 .000 | b8, 359 000 | 58,489 1t L7780 | 47.25% 5.338 1 37.h31 | 4219 | 36.flo | L.B06 | 6k.968
47 4.6y 50,571 5.256 | bo.3gk 4. 069 Ly Q22 L, 7hb 70,067
1 .0oe | 46,5u6 . 000 38,515 000 U6, 390 .0oo 55.95% 48 5.511 $3.75k 5,147 { L3.229 3.910 L. 793 | k.665 75.139
2 000 | 45,005 .0a0 | 37.156 L0000 | bk, 384 000 53,421 49 b.361 | 96.830 5.019 | Ls,g5T | 3.7W6 | L7.677 [ L.sT4 |. Bo.208
3 -0Q0 43,533 Q00 35,780 .ooo u2.336 .00 50. 580 50 3.440 52,961 4,683 | Lz.Boé 3547 L5, 086 3.756 71,653
4 .00l 42,008 Q01 3,588 000 40,236 .00 18,282
5 001 4. 46% 001 32982 001 38,079 001 L5.60 51 3.781 54,393 L.ug3 | Li. 326 3.250 L7160 3.552 73.338
%2 3.583 | 95.696 L.gpg | Ls.tuz | 3.059 | LB.355 | 3.348 | Th.T99
6 G0 38.917 001 31,562 Q0L 35,862 001 L2,970 53 3.3L8 56,896 L.103 | LT.073 2.873 Lg.LBg 3.148 76.069
7 .002 37,350 L1001 30.127 .00l | 33.577 -002 | Lo.286 5b 3.157 | S8.009 3,007 | WB.33s | 2.693 | S0.57h | 2.953 | TT.AMT
B 002 | 35,768 .02 | 28.6T5 .002  j 3L.213 .002 37.592 55 2.972 | 5%-051 3.713 | Lg.538 | .57 | S1.622 { =2.7Eh | TE.145
4 .0o3 #2170 .003 | 27.210 02 28.765 .003 34,506
10 005 | 32.550 ook | 25.735 L0083 | 26,227 N 32,25L 56 2.792 | 60.03% 3.522 | s0.692 | 2.356 | 52.639 | 2.582 [ 78,995
57 2.620 60.969 3.336 | 51.807 2.200 53.634 2.hod T9.T45
1n 90T | 30.935 L006 | 24,258 LQ05 P 23.595 -co7 | 29.678 54 2.455 | 61.066 3.156 | 52.890 | 2.051 | s$k.613 | 2.243 { Bo.b23
12 .o10 29,297 . 008 22.785 007 20,866 010 27.23 59 2248 62,733 2.981 | 53,949 1.911 55.582 1 2,085 81,012
13 L01% 27.633 . 0L 2L.330 10 18,057 K21 25.02¢ 60 2.129 63.578 2.B13 | 5h.951 1.778 S6.547 | 1.938 81.555
1l 020 | 26.006 .016 | 19.906 015 15,201 020 | 23.163
15 029 | 2b.350 .02k | 1B.528 L021 | 12,347 .02 | 21.720 62 2,007 | B4.k13 2.651 | 56,026 | 1.653 | 57.51b | 1,798 | 82.053
62 1.8 | 5,238 2,up5 | 57.060 | 1.535 | 5B.Lgl | 1.666 | 82,517
16 .oh1 22,689 .03k 17.233 031 9.625 042 20,745 63 1.743 06k 2.346 | sB.09y | 1.b423 5¢.470 | 1.5l 82,954
7 058 21.027 .oL8 16.056 .oLs 7.30T .06 20.213 2] 1.622 66,893 2.202 | 59.146 1,318 60,482 | 1.h25 82,370
18 .08z [ 15.356 06T | 14,995 06 5.883 .08k | 19.598 &5 1.507 | 67.7%0 2.065 | 60,206 | 1.21% | 61,503 | 1,35 | 83.T10
19 JuL | 17.678 .002 | 1%.o03 090 5.867 L1156 b 19,893
20 L8 1 16.002 123 | 13.a37 132 6.987 .155 19.66€ 66 1,399 68.578 1.934 | é1.261 1.127 | €62.548 | 1.212 | 8h.260
6T 1.297 | é9.Lh2 1.810 | 62.375 | 1.040 | 63.610 [ 1,215 [ Bh.skz
21 .192 14,368 L1610 | 12,286 162 B.Le2 201 15,145 &8 1.201 70.320 1.691 | 63.4g2 L9509 64.700 1.027 | Bu.ge2
22 .24l | 12.861 -20% | 11.L67 208 9.83% .252 18.278 €9 1.1 7L.219 1.578 | 6k.634 .8B3 | 6s.818 b3 § 85,301
23 .295 11,611 .253 10,651 260 10.77T L30T 17.165 70 1.027 72.1L0 1.k712 | 85,803 812 86,966 866 85,882
2h L3351 | 10.726 .36 | 10.001 .316 | 11.205 L368 | 16.121
25 410 | 1ic.222 .362 9. 147 316 | 21,190 kg5 | 15.60b T 948 | 13.086 1.370 | 67.004 LTHE | GB.ALE 793 | 96.068
72 LB7h T4.058 1.275 | 6B.237 685 65,360 .T26 86.480
26 TS 10.254 421 9,104 438 11,084 gt 17.807 T3 N 75.059 1.18k | 69.507 628 70.609 .66l 85.860
27 .953 | Ll1.745 . 488 9.318 516 | 11.681 .592 | =a.Lbl Th LU0 | 76.0%0 1.099 | T8.815 575 | 71.896 606 | BY.26%
28 660 | 15.552 5T | 0,972 625 | 13,156 JT26 | 28,473 75 679 | 7T.155 1.018 | T2.164 -525 | 73.223 .553 | B7.690
29 .Biz2 | 20.2kL .692 | 1L.380 .790 | 16.960 2913 { 32.753
30 1.028 | 23.568 863 | 18.1715 | 1.033 | i9.7as | 1.165 ] 33.8m1 % 623 [ TB.25k 942 | 13,557 b79 f Th.562 Sob | 08,122
77 J5TL | 79.389 LBTL | Tb.995 537 1 76.00% 456 | BB.SBT
M 1.1y | 24.298 1.103 | 20.620 | 1.565 | 20.585 | 1.419 | 31.538 T8 .522 | Bo.563 JBok | 76,483 L3988 | 77.L62 416 | BganeT
32 1.668% | z2.sh7 1.k23 | 20.B37 | 1.779 | 19.33% | 1.847 | 27.862 79 477 | BLutTS 741l | T8.023 .36z | 718.969 .378 [ 8p.500
33 2.110 | 1g.145 1.818 | 19.078 | 2.248 | 16,49k | 2.250 | 23.007 8o L4356 § B3.035 682 | T19.617 .328 ( Bo.s525 .32 | Bg.982
3 2,57k | 15.129 2,275 ] 16.020 | 2.736 | 12.759 | 2.668 | 1B.LB2
EH 3.0b6 11,70k 2.767 | 12.LBT 3.207 8,869 3,080 15.62% B . 396 B4, 332 .63T | 81.269 298 g2.129 L310 | go.k98
Bz . 360 B5.665 .575 | 82.983 270 83.775 .280 §1.010
6 3.ugz l10.L17 3.267 G462 3.630 4.992 3,487 15.879 B3 .328 B7.029 Jh2t | BhoThh Labk B$.L55 .25h 61.554
il 3.608 | 12.060 L7HT [ 8,321 | 3.984 6.270 J815 18,510 B4 .298 | 88,115 L83 B6.53T 221 | 87.163 .230 | 92.06T
38 4,256 15.553 4,182 9.820 L.256 9.342 k116 22.923 Bs _272 Bg.927 .uk3 | 86.358 .200 88.897 208 §2.611
Ee] 4.535 | 19.726 b.5sT | 12920 | L.bsk | 1z.2w | k.33 | 2B.010
ko LoThl | 2L 0kt 4.B63 | 16.594 L.s72 | 17.259 | 4,557 33.337 86 L2V | 31,261 408 | 90,207 A8 [ 90,656 .188 | 93.16L
BT .g2s | 92.T1B L3713 | 92.08L 16k ] ge.klz AT0 | 9saTer
b1 L.gte | 28.309 5.096 | 20.35k | 4,622 | 21,206 | k.Roe | 3BTt 2] L205 | 9h.199 342 ) 93,590 ks | 9k,253 154 | oh. 300
%2 L.g50 | 32.L33 5.258 ] 2s.068 ] u.616 | 25.08 | L.794 | LuOTH By 187 | 95,702 -3k | 9552k 135 | 96.051 (ke | 9h.B83
43 k96T 36.392 5.356 | 27.64% 4,582 28.675 4. 847 Le_ 381 90 L170 97.22L .2B8 | 97.887 .123 47.9b% 227 95.473
AN L.g37 40,179 5.396| 3A.o61 L4713 32,176 L.663 54,830
37 L, Bog 43,798 5.387 1 3h.323 4,358 35.528 L, 847 59,824

LS
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distribution, and, consequently, the temperature distribution, would be
changed. This approach could be a fruitful ares for additional investi- -

gation when more data are availsble.



V. COMPARISON OF THE MODEL WITH DATA

The MRN data tape

In order to estimate the various statisticel parameters of the
temperature distribution st each altitude as required in the temperature
model, a computer tape containing experimentally messured temperature
profiles was obtained from the Aero-Astrodynamics Leboratory at the NASA
Marshell Space Flight Center. The tape consists of Lk2 sounding-rocket
measurements of atmospherle teﬁperature, presgure and density meade et
altitudes sbove 35 km by 25 Meteorclogical Rocket Netﬁork gtetione in
different parts of the world., Of the 25 stations, seven are in the 30°
latitude band, but cnly five of these had temperature profiles. (4
nurber of stations reported only density or pressure profiles.) These
five stations and their longitudes are listed in Teble 5.1. The columns
under the heading "number of useable profiles" give the total number of
independent daylight profiles at each site in the season indicated.  In
order to have even the small numbers listed here, "daylight" wes defined
as being between 5 a.m. and T p.m. If, for example, the winter daylight
hours were redefined to be between T a.m. end 5 p.,m., six of the 20
winter measuremehts would have heen disqualified.

In several instances two or more firings from a single station were
made on the same dey, sometimes only minutes spart. Since measurements
cannot be considered independent in such circumstances, all temperature
profiles made on the same day, at the same site, were first averaged to

give a single profile which was then counted as a part of the sample of

-39



Table 5.1 - Meteorological Rocket Network Stations in 30° Latitude Band -

Site Latitude Longitude Spring Summer Autumn Winter

Holloman AFB, 32.85° N 166.10° N 1 0 1 2
New Mexico : '

Eglin AFB, F 30.38° N 86.70° W 6 5 10 L
Florida ‘

. Point Mugu, 34,12° N 119.12° W 0 0 0 1

California

Woomersa, 31.11° §  136.97° E 2 o 5 9
Australia :

Carnarvon, 24.82° 8  113.8T° E 0 0 0 k
Australia

TOTALS 9 5 16 20

09
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independent profiles.

Fach profile consisted of a set of measurements made et one-kilo-
meter intervals, but the range of altitudes covered varied from one
profile to the next. Consequently, the number of observations et each
altitude level varied as shown in Table 5.2. |

In addition to their use in estimsting gtatisticel peremeters of
the temperature distribution, the MRN data were used for comparison
with model-generated temperatures, pressurez and densities in an effort
to evaluate the model., For each of the four seasons in the 30° latitude
band, a sample of 500 pseudo-random atmospheres was genersted (i.e.,
500 consistent sets of temperature, density and pressure profiles).

The means and standard deviations of each property were computed at
one-kilometer altitude intervals between O and 90 km. In addition,
histograms of temperatures were constructed at various gltitudes, and
interlayer correlations among temperatures were computed, These model
characteristics were then compared with corresponding characteristics

of the MRN data.

Comparison of model temperstures with data

In order to compare trajectories computed using the present model
with those based on the 19_66 Standard Atmosphere Supplements, [2], it
was decided to use temperatures prescribed by the latter as mean
temperatures in the model. That is, the mean temperature at altitude

z , for & particular season and latitude band, is defined as



Teble 5.2 - Number of MEN measurements at each altitude, 36 <z <90

Altitude Spring Sumezer Autumn Winter|| Altitude Spring Summer Autumn Winter
36 4] o] 0 2 ran 9 5 10 15
37 0 4] o 2 65 9 L 9 15
38 0 0 0 3
39 1 0 1 4 66 9 L 9 1L
ko N 0 3 6 67 7 3 10 1k

68 T 2 8 13
41 I 1 b 6 69 5 1 8 12
L2 6 2 6 9 T0 5 o T 11
L3 8 2 9 12 ‘
L 8 2 10 13 T . ) 6 11
s 8 3 10 15 T2 L 0 6 12
T3 3 o 6 12
L6 ] 32 13 15 h 3 0 6 12
L7 8 4 13 15 15 2 0 6 12
L8 9 L 13 15
e 9 L 13 17 76 2 0 6 12
50 9 L 13 17 7 2 0 6 12
78 2 0 6 12
51 9 S 13 17 79 2 0 6 12
52 g 5 13 17 “ 80 2 o 6 11
53 9 5 13 17
54 9 5 13 18 81 2 0 6 11
55 9 2 13 17 82 2 0 6 11
83 2 0 é 10
56 9 5 13 17 8l 2 ] 6 9
57 9 5 13 17 85 2 0 6 9
58 9 5 13 18
59 g ] 13 18 86 2 0 6 - g
60 g 5 13 18 81 2 0 6 9
88 2 0 6 9
61 g 5 12 17 89 2 0 6 T
62 9 5 12 17 90 2 0 5 7
63 9 5 11 15

29
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uT(z) = T66 (z; season, latitude) ' (5.1)

where 'I‘66 (z; season, latitude) is the temperature at altitude =z
given by the 1966 Standerd Atmosphere Supplements, [2], for the season
and latitude indicated. For the 30°, 60°, and 75° latitude bands,
reference [2] provides only summer and winter modele. In these ceses,
the spring/fall temperature profile 1s defined as the average of summer
and winter profiles.

Figure 5.1 compares model temperature means (solid curve) with
the means of temperatures in the MRN data sample (circles). Ninety-
five percent confidence intervals are drawn for each data point. The
dashed curve on each plot is the temperature profile from the 1962
Standard Atmosphere, [1], drawn here as a fixed reférence to aid in
comparing the four seasonal means. Seescnal variations are not &s
pronounced in the 30° latitude band as they are in more northern lati=-
tudes.

The standerd devistion of temperature at each altitude was estimatéd
from the MRN data. As one might suspect from Figure 5.2, the amount of
variation in the data estimates of GT(z) (cireles) over the altitude
range is within the amount expected for such small samples if one were
sempling from populations with the same standard deviation. In other
words, there is no significant difference between the standard deviations
of temperatures ét different altitudes in the MRN data, Therefore, it
was assumed that, for s particular season-latitude model,'tﬁe standard

deviation of temperature is the same at all altitudes. Its value was
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estimated by sp , the ususl pooled estimate of a standard deviation,

given by
1
{ (ny = 1) 872
= (5.2)

8 -
p |2 -

3 (ni 1)
where n, ig the number of data points at altitude Zy (see Table 5.2);
N is the standard deviation of sample temperatures at altitude zZ;

based on the MRN deta, and the sumetion is only over i's where n, # 0.

The four values of sp used in the 30° latitude model (dashed lines on

Figure 5.2) are sp(spring) = T7.45° K, sp(summer) = 6.82° K, sp(autumn)
10.44° K, and sp(winter) = 10.89° K.

Figures 5.3 - 5.6 show histograms of model-generated temperatures
at 10-km sltitude intervals between L0 and 90 km, Each histogram
represents & sample of 500 temperatures, end within each histogram
class or subdivision, the circles represent data points lying in that
interval.

Perhaps the most important feasture of the current tempersture
nodel - that which distinguishes it from eny other model - is its inter-
layer correlation structﬁre {i.e., the'correlationslbefween temperatures
at different sltitudes). This correlation structure is linked difectly
to the behavior of the heating-rate profile &s(z)' gs affected by the
ozone variation. Letting rT(zl’ZE) be the coefficient of correlation

between T(zl) and T(zg) , then in the present model

ro (zl, 22) = A rs(zl, z2) (5.3)
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where rs(zl, 22) is the correlation between heating rates Ts(zl)

and Ts(zg) , and A 1s the correlation between T(z) and és(z).
(see equation (3.7)). As atmospheric ozone varles according to its
distribution, the és profile follows a distinct pattern., The segment
of the fs curve gbove its maximum at ~50 km altitude, (see Figure
L.7), shifts to the right and left in such a manner that it produces
either a simultaneous increasse or & simultaneous decrease in all és
values above 50 km. Thus, if zl and Z,
km, rs(zl, 52) is approximately equal to +1, énd hence rT(zl, zz) is

are both greater than 50

spproximately equal to AE .

The so0lid curves in Figure 5.7 are plots based on the winter model,
of rT(zl, ze) versus z, for nine values of Zq
km. The winter model was chosen for comparison purposes becsuse there

between 35 and 90

are more MRN data for this season; plots of rT(zl, zg) for the other

three seasons are quite similar. In the plots for zy = 60, 70, and

80 km, note that rT(zl, 32) s 50 < 2, < 90, is approximately equal
to A2 = ,81.

Below the stratopause, =~50 km, the behavior of és is more
irregular. In the upper stratosphere (L0 - 50 km), és values are
virtually uncorrelated to those above 50 km but hawe & strong negative
correlation with heating rates in the lower stratosphere (20 - 30 km).
This structure is reflected in the temperature correlations for z, =
40 end 45 km in Figure 5.7.

The data symbols (circles) in Figure S.T-are estimates of rT(zI, 22)

based on the MRN data. The s0lid circles are those whose 95 percent
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confidence intervaels do not cover the model value of rT(zl, zz) .
Becouse of the small sample sizes involved, it is difficult tolmake
meaningful statements about the true neture of rT(zl, 22) based on
the data; nevertheless, there is reason for dissppointment in the pcor
asgreement seen in Figure 5.7. In contradicting the model, these date
estimates of rT(zl, 22) tend to imply that there is no strong linear
correlation between T and és . One possible explenstion for this is
that 10 of the 20 MRN profiles used to estimate rT(zl, z2) were mea-
sured either before 9 a.m. or after 4 p.m., times of dey when the
heating effecfs of the sun (particularly in winter) ere not as pronounced
as they are nearer to middaey. Furthermore, the dastae represent varying
sun zenith angles whereas thé model-generated sample used a fixed
zenith angle. Allowing this angle to vary in the medel might produce
a different statistical distributiom for the és profile; thus
affecting the distribution of temperatures. For these reasons, the
comparison of model with data in Figure 5.7 is believed to be inconclu-
sive. More data will be necessary in order to either validate or in-
validate the model.

| The value of A = .9 used in this model determines the location
of the model rT(zl, 32) curves at points where 24 and z, &re
between 50 and 90 km. A smaller value of A , say A= .T , gives
better sgreement with data points {circles) to the left of the curve
where rT(zl, 22) ~ A2 , but it also results in significant differences

between model and data at virtually all points where Izl - 221 is

small,
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Comparisons of model densities and pressures with data

As explained in Chapter III, the natural logarithm of atmospheric
pressure, log(P) , is the independent variable used as & vertical scale
in the model. The reason for this is that the ozone model gives the
partial pressure of ozone as a function of log{P) , and , hence, the
solar heating rate profiles are based on this scale.

To be more exact, the vertical scale used in the model is
U = log(P/Po) (5.4)

where P0 is sea-level pressure. A set of fixed U values {UO, Ul,..

. U90} is defined by

U, = 1og(P66(zi)/P66(zo)) (5.5)

where P66(zi) is the pressure at altitude z. , (zi =0, lyee., 90 km),
es defined by the 1966 Standerd Atmosphere Supplements, [2]1, for the
appropriate seagon and latitude. Then at each Ui a pseudo-random
temperature is given by

[Ts(Ui) - us(ui)]
T(Ui) = uT(Ui) + AUT(Ui) E;TUi) + € (Ui) (5.6)

where uT(Ui) is the mean temperature at Ui defined by
“T(Ui) = T66(Zi) (5.7}

and UT(Ui) =0y is & constant estimated from the MRN data, es explained
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above.

From the T(Ui) profile, one can then compute the geometric altitude
0

Z(Ui) as .
J’ T{u) du

U
2(U,) = 5 (5.8)

where M, g, K, and R are constents. (See Appendix A for derivation
of 5.8).

Next, using linear interpolation, the profile {T(Ui)’ Z(Ui)} is
converted to {T(zi), zi} where the zi's are even altitude increments
{0, 1, ..., 90 km} .

Pressure end density profiles are then calculated for the even
altitude increments as

Z,

1
P(zg) = P exp 'j or az (5.9)
2

S

M P(z,)
olz,) = ﬁ-(;b' >
where P end 2z, in equation (5.9) are pressure and eltitude, respect-
ively, at some boundary point. It is cugtomary to take z, = {0 and,
hence, Pb is sea-level pressure. However, since this is a statistical
model, one must specify the statisticel distribution of P.tJ at the

boundary eltitude Zy » and then sample a value of Pb from that
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distribution. It was found that, provided the same mean was used for
P, the variance and shape of the P distribution hed negligible ef-
fects on the meens of pressures and densities. These choiées did, how-
ever, have a fairly sizeble impact on the variances of pressure end
density. The selection of zy and its associsted Pb distribution will
be discussed in more detail shortly.

Figure 5.8 shows mean density profiles (solid curves) corresponding
to the four 30° latitude models. The actual quantity plotted here is
the percent departure from the 1962 Stendard density pGB(Z) as defined

by

p(z) - pgo(2)
962_(_3)

Gp(z) = x 100% (5.11)
where p{z)} is the average of 500 pseudo-random density values generated
by the model at sltitude z . Since densities and pressures vary by
sbout six orders of magnitude between sea level and 90 km, pressures

and densities are customarily plotted as a percent departure from the
1962 Standard pressures and densities, thus gvoiding the use of 6-cycle
log paper.

The dashed lines on Figure 5.8 represent the 1966 Standard densities
for the four seasons, the density profiles which correspond to the mean
temperature profiles used in the model. As one can see, there is close
agreement between the 1966 Standard and the model's mean densities.
However, perfect agreement between the Standard density and the model's
mean density should not be expected. Indeed, such agreement would be

surprising, since, in general, if F is & function of a random variable

i
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X , the mean of which is M, , the mean of F(X) is not necessarily
equal to F(ux).

The data symbols (circles) on Figure 5.8 show the percent departures
of the MRN density averages from the 1962 Standard density. Agsin 95
percent confidence infervals are drawn. At best one can say that the
dats averages and model averages exhibit the same seasonal trends.
Figure 5.9, similar to Figure 5.8, is a comparison of the percent de-
partures of pressure means from the 1962 Standard Pressure.

As stated earlier, the choice of the P.b distribution at the
boundary point Zy has & significant impect on the variances of pres-
sures and densities. Consequently, this choice could not be arbitrery,
but had to be Justifiable in terms of physical reality. Aeccordingly,
it was decided to select as a boundary point an altitude where density
variation is minimal. There are certain altitudes, called isopynic
layers, [40], where atmospheric density is almost constent throughout
the year. These icopynic leyers lie at altitudes of approximately 8,
24, and 90 km. By taking 2y to be one of these altitudes and by
letting pb , atmospheric density at altitude Zy be a constant,
then the distribution of Pb is determined by the distribution of

T(Zb) since the equation of state gives

K p, T{z.)
_ b b
P=— (5.12)

Two boundary points, 2z, = 2k km and z, = 90 km , were used in

the present model. When =z, < 80 km, in equation (5.9), the boundary
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point 2, = ol km is used, snd when z; > 80 km, z, = 90 km is used.
The selection of 80 km as a dividing point was made because at 2z, = 8o
kn the varisnce of atmospheric density is the same using either z, = 2k

or zb = 90 km.

Althougn it was only necessary to select one boundary point, the two
were chosen here to force the existence of isopynic layers at those
altitudes. The B km'isopynic leyer, on the other hand, has been omitted
since it does not affect the 30 - 90 km region of primary interest. 1f
the model were perfect, then isopynic layers would be created neturally
at 8, 2L, and 90 km even if only one of these is used as the boundary
point. However, in the present model, the use of only one boundary
point resulted in the disappearance of isopynic layers at non-boundary
points.

In Figure 5.10 the ratio of the standard deviation of density to
the 1962 Standard density is plotted for each seeson. The golid curves
represent standard devietions celculated from samples of 500 model-
genersted density profiles. The data symbols are the corresponding
standard deviations in the MRN samples, and 95 percent confidence
intervals are drawn. Note the isopynic layers at =z =24 km and 90
km. The peak in standard deviations &t 80 km is a result of using this
altitude as a dividing point, as explained above, but the pegk at around
30 km results solely from the way the temperatures very snd is not re-
lated to the integration boundaries.

Figure 5.11 is snalogous to Figure B.io except that here standard

deviations of pressure are plotted. The sclid curves, representing the
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model standerd deviations, resemble those on Figure 5.10. However, the
minimum points appear to be approximately 5 km below the isopynic leveis,
and the pesk at approximstely 35 km is less pronounced. There is a
discontinuity in the standard deviations of model pressures at 80 km,

which is caused by the use of 80 km as an integration boundary.

Conclusions

In comparing the model with data, a distinction should be drawn
between model characteristics which are estimated from the data and
those which are not. Temperature mesns and stendard deviations are
examples of the former, whereas, the statistical properties of pressure
and density are of the latter type.

Since temperature mesns and standard deviations are selected by the
model user, the amount of disagreement between these and their counter-
parts in the data is a matter of choice. It was decided, for example,
to use the 1966 Standard Atmosphere temperatures as model means instead
of estimating means from the data. In the case of temperature steandard
deviations, & constant standard deviation was used for all altitudes,
and this value was obteined by pooling stendard deviations in the MRN
data sample. Thus, mny differences between model and date seen in
Figures 5.1 and 5.2 do not constitute errors in the model.

The means of model pressures and densities agree well with ﬁheir
corresponding 1966 Standard Atmosphere values even though such agree-
ment was not guaranteed a priori. As in the case of temperature, the

data estimates of pressure and density means differ from the 1966
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Standard and, therefore, cannot be expected to match model means.

The standard devistions of model pressures and densities, wﬁich
ideally should agree with data about as well as do tempersature standard
deviations, instead show slightly poorer agreement. If the integration
scheme could be modified so as to remove the artificial peak at 80 km,
agreement between model and data standerd deviations would be signifi-
cantly improved.

The most serious discrepancy between model and deta lies in the

|

interlayer temperature correlations, rT(zl, z2) . Although some of

this error can perhaps be explained in terms of zenith-angle differences,

it still mey be necessary to alter the model. One possible solution
would be to extract from the unmodeled error term & source of variation
which correlates temperatures at adjacent altitudes. Winds would be
such a source, for example. Thus, A could be reduced and most model
rT(zl, z2) values made smeller without decreasing the correlation be-
tween temperatures at adjacent altitudes.

Another possible method of improving the agreement between the date
and model rT(zl, 22) values would be to allow A to vary as a function
of altitude. There is physical Justificaetion for this since A , the
correlation between temperature and the solar heating rate of ozone,
is smaller at altitudes where there is sbsorption by other gases (e.g.,
water vapor) than where O3 is the only sbsorber. Before attempting
to improve the agreement between model and data, however, the data

base should be enlarged so as to increase the confidence in estimates

of rT(zl, 22) .



VI. THE EFFECT OF ATMOSPHERIC VARIABILITY
ON FIVE IMPORTANT SPACE SHUTTLE ENTRY PARAMETERS:
AN APPLICATION OF THE MODEL
A Monte Carlo entry trajectory program Was developed by modifying
& rapid, three-dimensionel point-mass entry program to use pseudo-random
atmospheric density profiles instead of the 1962 U. 5. Standard density
profile, [1]. Large samples of entry trajectories ﬁere then generated,
end the statistical behavior of five major performance indicators was
studied,
The five entry parameters selected for study were:
| (1} meaximum dynamic pressure

(2) maximum stagnation-peint heating rate

(3) meximum g-load

(4) final down-range distance

(5) final cross-range distence
The objective of the study was to analyze the statistical distributions
of these five parameters and, thereby, determine "three-sigma" design
values for each. The adjective "three-sigma" is used here to refer to
a value which will be exceeded with a probability of .0013. If the
statistical distribution of the paremeter is normal (Gaussian), then
thig design value will, in fact, lie a distance of three standard de-
viations (three sigma's) away from the mean. In general, however,
this .0013-probability design value is not three standard deviations from

the mean, and hence, the quotation marks on "three-sigma" .

85
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A two-dimensicnal random density model

Instead of entering along & steep trajectory easlly described by
one atmospheric profile, the Space Shuttle will actuslly fly back from
orbit slong a shallow trajectory which tekes it a distance of several
thousand kilometers down range. (See Figure 6.1.) Thus, a stochastic
atmosphere model used to simulate Shuttle entries should provide vari-
stion in stmospheric properties along horizontal flight paths; one
randon stmospheric profile per entry assigning & single set of properties
at each altitude is not adequate.

In the present simulation the model described in the preceeding
chapters was used to generate one pseudo-random atmospheric density
profile at the location where entry began. Density profiles at locations
down-range differ from this initial profile but are not completely un-
correlated. Therefore, at a location 110 km down range from the initial
entry point, it would have been wrong to generate & new independent
atmospheric density profile using the same model. Instead, the initial
profile was perturbed slightly to give a new profile 110 km down range.
An explanation will be given below as to how this wes done and why the
110 km increment was used. At a point 220 km down range & new density
profile was obtained by perturbing the previous profile, (i.e., the one
at 110 km down renge), and this was continued until a sequence of density
profiles spaced 110 km apart was generated. The Shuttle orbiter was
then flown through this arrsy of densities, and the value of atmospheric

density at any point along its trajectory was found by linear interpolation



Altitude

Shuttle
Orbiter

Down range

Figure 6.1 - Illustration of shallow entry path of Space Shuttle Orbiter.
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bLetween nearby density profiles,

Let po(z) dencte & pseudo-random value of atmospheric density at
altitude 2z (z =0, 1,..., 90 km) generated by the stochastic atmosphere
model described in the preceeding chepters. The profile {po(z): z =
0, ..., 90 km} is located at the point where down-range distance DR
is 0. Let {pl(z)} be the density profile located where DR = 110 km,
and in general, let {pj(z)} be located where DR = J x 110 km. Then

the density p,, (z) was given by

3+l

pj+l(z) = pJ(z) + &(z) j=0,1, 2, ... (6.1)

where

8(2) ~ W0, of (2)) (6.2)

The variance cof 6&(z)} , Gg(z) , was based on & set of maximum hori-
zontal density gradients given in reference [23]. This reference
places an upper limit on the horizontal change in atmespheric density
between two locations 110 km epart (hence the use of 110 km intervals).

Since p,(z) and p,,,(z) , as defined above, are two densities at

J hags
gltitude =z located 110 km apart, then sccording to [23] the following

must hold:
-¥(2)pgy(2) < Py (2) - pyl2) < Y(z)pg,(2) (6.3)

where p62(z) is the 1962 Standard atmospheric density at sltitude z ,
and y(z) is cbtained by linear 1nterpoiation from Table 6.1.

In the present situation pj+l(z) - pj(z) = §(z) is a normal
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Tatle 6.1 - Design Horizontal Density Cradients

30° Latitude Band

Mtitude _____ Spring/Autumn ______ Summer __._Winter

0 c.35 - 0.20 0.50
30 0.35 0.20 0.50
Lo 0.70 0.30 1.10
50 0.95 0. 40 1.50
€0 1.25 0.50 2.00
70 1.k0 0.60 2.20
8o 1.25 0.5C 2.00
Q0 , 0.20 0.10 0.30

e A e i G s R e S S i S B

ir pl and p2 are two values of density at the same eltitude z
but 110 km apart, fhen lpl - p2| .must be less than YPgo » where ¥
is interpolsted from this table, and Pgo is the 1962 Standard Atmo-

sphere density at eltitude 1z .

Table 6.2 - Shuttle Characteristics used in Simulations

870000 X (196000 1bs)

Orhiter weight

Reference aree = 268 n° (2890 ft2)
Angle of attack = 34 deg
Lift~to-dreg ratio = 1.25 |
Drag coefficient = 0.572

Lift coefficient

0.457
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random variable and, hence, does not have strict upper and lower limits
gs required by reference (23], equation (6.3). However, by chosing

-UG(Z) such that

Y(Z)Déa(z) = 306(2) _ {6.4)

the sbsolute limit in equation (6.3) was replaced by

Pr [-v(2)pgy(2) € Py, (2) = py(2) < Y(z)pg,(2)] = 997 (6.5)

a probabilistic limit. The design horizontal density gradients of

reference [23] then beceme "three-sigma' design values.
Procedure

The vehicle and serodynamic characteristics used in this study
(see Table 6.2) are based on the current Shuttle design, {41}, Four
samples of 1000 pseudo-random entries were generated, each sample
representing a different season in the 30° letitude band. Within
each sample, the only difference between any two entry trajectories
was their respective atmospheres. The five entry parameters listed
above were recorded for each éntry. Sample means and standard devia-
tions were calculated; histograms were constructed, and empirical
cumulative freguencies were plotted on normal probability paper. The
first four moments of each parameter were used to fit a Pearson
distribution, [42], to the empirical distributions (see Appendix D).

For comparison purposes, & number of different methods were used
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to determine "three-sigma" design values. The methods used were the

following:

Method A (Treditional Method). The parameter was sssumed to have &

normal distribution, and its design value was given by
(A) design value = X t 31 (6.6)

where X and s are the sample mean and sample standard deviation,
respectively. A plus or minus sign was chosen depending on the nature

of the parameter.

Method B (Probability Paper Method). Again, the paremeter was assumed

to have a normal distribution. Howevér, by this method, a normal
cumulative frequency curve F(x) was fitted to the empirical cumulative
frequencies, using probability paper, ﬁnd the design value was the
parameter value, x = (B) design value, satisfying F(x) = .9987

{or .0013 if it is a minimum).

Method ¢ (Non-parametric Method). The "three-sigms” design value,

as defined above, is a value which will be exceeded epproximately once

in a sample of size 1000, Letting X end X dencte the largest

-1
and next largest values, respectively, in the parameter sample of size
100G, then aﬁy.value between X1 and kn has been exceeded once in
that sample and could Justifiebly be chosen as the "three-pigma" design

value. Method C toock the design value to be

(c) desién value = x (6.7)
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the most conservative choice between x . and X, {In the case

where a design value wes a minimum the smallest sample value was used).

Method D (Pearson Distribution Method). By this method, the first four

sample moments were used to fit one of the Pearson distributions to the
observed distribution. Then the "three-sigma" design value was that
value which satisfied FP(x) = ,9987 (or .0013) where FP(-) was the

cumilative distribution function of the Pearson distribution which best

fitted the data.

Results and Discussion

Table 6.3 lists various sample statistics computed from the four
entry samples. Values in the "Deterministic Prediction" column are
values of the parameters obtained from non-random trajectories using
the appropriate atmosphere from the 1966 Standard Atmosphere Supplements,
{2].

The coefficients of variation, defined by,

ey = (-f-’_-)x 100% (6.8)
X

can be used to estimate confidence intervals for the mesns. A 95 percent

confidence intervel for any mean in Table 6.3 is
X (1 £ .0006 CV) (6.9)

For example, sinée;the coefficient of variation of autumn down-range

distances is 3%, one can state with 95 percent confidence, that the
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Teble 6.3 ~ Entry Paremeter Statistics Based on 1000 Entries

Parsmeter  Deterministic Mean Standard Coefficient of
Prediction ' Deviation Variation, %
(s) Maximum dynamic pressure, N/m?
Spring 5305 5505 10k.1 1.9
Summer 5296 5431 86.4 1.6
Autumn 5305 5562 158.3 2.8
Winter 5307 5674 168.5 2.9
(b) Maximum stagnation-point heasting rate, X 10—5, W/m2
Spring 9.910 9,897 0.353 3.6
Summer 10.059 10.069 0.375 3.7
Autumn $.910 9.915 0.L62 b7
Winter 9,7ho 9.863 0.41L k.2
(¢) Maximum g-load
Spring 1.165 1.206 - 0.0251 2.1
Summer 1.150 1.185 0.0180 1.5
Autumn 1.165 _ 1.223 0.0346 2.8
Winter 1.152 1.247 0.0412 3.3
(d) Down range, km
Spring 13610 13630 294.1 2.2
Summer 13450 13470 396.3 2.9
Autumn 13610 13650 415.2 3.0
Winter 13790 13760 . 39k.1 2.9
(e) Cross range, km
Spring 1290 1288 22,16 1.7
Summer 1295 1297 26.80 2.1
Autumn 1290 1286 32.87 2.6
Winter 1283 1279 31.56 2.5
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estimated mean down-range distance in autumn, X = 13650 km, is accurate
to within * .0018 ¥ (i.e., to within * .18%).

Figures 6.2 - 6.6 show histograms of the five entry parameters.
The dashed lines are the Pearson probability density functions fitted
to each distribution. One general characteristic of each parameter is
that its autumn and winter distributions have more dispersion (greater
variance) than its spring and summer distributions. This reflects the
fact that the variances of temperature, density and preésure in the
sutumn and winter atmosphere modele were greater than those of the spring
and summer models. The down-range distributions appear to be skewed
to the left, whereas all other distributions appear to be skewed to the
right.

In the cases of the summer maximum dynemic pressure, down-range,
and cross-range distributions, it was not possible to find Pearson
distributions using the usual moments fit. This is because B, and

1

B were inadmissible (see definitions in Appendix D). It was possible

2

to modify the B and 82 values for maximum dynamic pressure to get

1
the "closest" Pearson fit., (See Appendix D). This is the dashed curve
in Figure 6.2 (summer). The same modification when applied to the
summer down-range and cross-range distributions resulted in J-shaped
Pearson Type VI distributions which did not resemble the sample
distributions at ell. Therefore, no Pearson fits were obtained for the
summer down-range and cross-range distributions. “

Table 6.4 lists the various "three-sigma" design velues obtained

by Methods A, B, C, and D, &s described above. If a design value lies
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Parameter

e S e i e o e

(a) Maximum

Spring
Summer
Autumn
Winter

(b) Maximum

Spring
Summer
Autumn
Winter

(e¢) Maximum

Spring
Sunmmer
Autumn
Winter

{(d) Maximum

Spring
Summer
Autumn
Winter

(e) Minimum

Spring
Summer
Autumn
Winter

(f£) Maximum

Spring
Summer
Autumn
Winter

(g) Minimum

Spring
Summer
Autumn
Winter

100

Table 6.4 - Parameter Design Values

A B C D
Xt3s Probability Sample Pearson
e - Pager Extreme Distribution
dynsmic pressure, N/m?
5817 5903 6192 5997
5690 5772 6131 5913
6067 6201 6268 6310
6180 6305 6421 6345
stegnation-point heating rate, X 10“6, W/m2
1.096 1.126 1,226 1.161
1.119 1.150 1.%92 1.17h
1,130 1.169 1.204 1.192
1.111 1.150 1.317 1,225
g-load
1.281 1.302 1.325 1.312
1.239 1.254 1,273 -1.265
1.327 1.355 1.390 1.377
1.371 1.ko1 1.421 1.L409
dowvn range, km .
14510 14680 14310 14260
14650 14830 21830 *
1Lsoo 15090 14780 14610
149L0 15230 14800 14660
down range, km
12750 12550 11900 12420
12280 12200 12140 *
12k10 12200 12060 12130
12580 12330 11450 12100
cross range, km
1355 137k 1431 1393
1377 1398 1407 *
1385 1407 1k1é 1415
1374 1koo 1482 1428
Ccross range, km
1221 1223 1233 1230
1217 1224 505 *
1187 1191 1203 1205
1184 1191 1206 1208
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in the direction of skewness (i.e., in the long tail), then the tradi-
ticnel use of X * 3s &s a design value will, in general, lead to an
exceedance probebility (risk) higher than the intended .0013 ., Because
of the positive skewness in the maximim dynamic pressure, maximum
stagnation-point heating rate, and maximum g-load distributions, it is
not surprising, therefore, that the (A) design values (X = 3s) are

less conservative (more "risky") than the (B), (C), or (D) design

values which are based on sample cumulative frequencies. In other

words, the latter three methods estimate the true cumulative distribution
function F(x) end select a design value x satisfying F(x) = .9987,
wheress the (A) design value, Xy generally has a cumulative frequency
F(XA) less than .9987. Taking the autumn maximum stagnation-point
heating rate distribution as an example, and assuming the Pearson
distribution shown in Figure 6.3 is the true distribution, the probebility
of exceeding the (A) design value (11.301), is .0I19 instead of .0013

as desired. The chance of exceeding this design value at least once

in 100 missions {the anticipsted Shuttle lifetime) is TO percent,

whereas the chence of exceeding the (D) design velue (11.919) at least
once is only 13 percent.

In the cases of the minimum cross-range and the maximum down-range
design values, the traditional Method (A) is actually more conservative
than the (D) method., This is because these design values lie in the
short tails of their respective skewed‘distributions. Nevertheless,
over-conservatism is still not e desirable <trait since it adds to the

cost of the design.
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If it is decided that the optimum exceedance probability for a
design value should be .0013, and both greater and smaller exceedance
probabilities are to be avoided, then the use of a Pearson fit is
recomnended whenever possible. Accordingly, the (D) design values
listed in Table 6.3 are preferred to those given by the other methods.

A pilot study similar to the present study was made by the author,
[i3], to determine if random fluctuations in atmospheric density, on the
order of those observed, could have an appreciable effect on Shuttle
entry parameters. (The same five paremeters were studied). In that
study a fairly crude stochastic atmosphere model was used. However,
in spite of its deficiencies, the pilot study did produce some useful
information. It Bhowed, for example, that the shape of a parameter's
distribution persisted over s wide renge in entry angles of attack,
and the coefficiéﬁt of variation for a particuler parsmeter remained
quite constant even though the magnitude of its mean varied considerably
for different angles of attack.

There is every reasdn.to helieve that ﬁhese pame consistencies
would apply in the present study. Therefore, even though angles of
attack or other trajectory characteristics may change, thus changing
magnitudes of the entry parameters, the shape of a parameter's distri-
bution and its pércentége variation due to etmospheric effects should
not be seriously affected. For this reason, design velues expressed
as "design factors" to be multiplied by the parameter's mean are
.perhaps more veluable than strict design values. Table 6.5 lists

these factors based on the (D) design values in Table 6.4, The latter
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Table 6.5 - Paremeter Design Fectors Based on Pearson Distributions

Parameter Factor

{a) Maximum dynemic pressure

Spring 1.09
Summer 1.09
Autumn 1.13
Winter 1.12

{p) Maximum stagnation-point hesting rate

Spring 1.17
Summer 1.17
Autumn 1.20
Winter 1.24

{c)} Maximum g-load

Spring 1.09
Summer 1.07
Auntumn 1.13
Winter 1.13

(d¢) Maximum down range

Spring 1.05
Summer -

Autumn 1.09
Winter 1.06

(e) Minimum down range

Spring 0.91
Summer -

Autumn 0.89
Winter 0.88

(f) Maximum cross range

Spring "1.,08
Summer -

Autumn 1.10
Winter 1.12

(g) Minimum cross range

Spring 0.95
Summer -
Autumn 0.94

Winter 0.94
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are obtained by multiplying the design factors in Table 6.5 by the

parameter's mean given in Table 6.3.

Conclusions

This study has shown that significant varistions can occur in entry
perameters as & result of day-to-day atmospheric variability. Parameter
distributions showed seasonal trends in both their means and theédir vari-
ances. Largest and smallest mesns occurred in the sumer and winter
distributions and intermediate meens in the spring and fall. Autumn
and winter variances were larger than spring and summer veriances in all
parameter distributions because the autumn and winter atmosphere models
were more variasble than the spring and swmer models,

Using the design factors in Table 6.5, general conclusions can be
drawn about the reletive amount of variation one might expect to result
from atmospheric variability. Design values for maximum dynamic pressure
and maximum g—loéd range from 7 to 13 percent higher than nominal (mesan)
values; design values for maximum stagnation-point heating rate range
between 17 and 24 percent higher than their nominal velues; down-range
design values are between f9 and =12 percent, and cross-range design
values are between +12 and -6 percent of their nominal.

Interpretation of the design values for maximum dynemic pressure
and maximum g-load is straight-forward. The significance of maximum
étagnation-point heating rate, however, is its impact on the total
integrated heat load and its impact on the maximum stagnation—point

surface temperature, Tmax . The total heat load was not recorded
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during the simulations, and hence, its variation is not known. A
surface temperature at any point on the vehicle is proportional to
the fourth root of the heating rate at that point. Therefore, Tmﬂx
is proportional to the fourth root of the maximum stagnation-point
heating rate. This means that a design value for the latter which is

2l percent higher than its nominal ig equivalent to a design maximun
temperature approximately 6 percent higher than its nominal (i.e., I.Eh%
= 1.06).

Departures from the nominel down-range and cross-range distances
are not to be interpreted as miss distances since on~board guldance
systems will allow the Shuttle orbiter to correct for flight path
errors. The down-range and cross-range design values obteined here
imply that these guidance systems must be capsble of correcting for
errors of as much as 12 percent caused by natural variations in at-
mospheric density.

The present study has shown that atmospheric variablility is an
important source of error to consider in Shuttle entry design studies.
It is not the onlj error source, on the other hand, since uncertainties
in the vehicle's weight, aerodynamic coefficients and initial orbital
elements will all cause errors in the entry trajectory. Past error
anelyses have often either ignored atmospheric variabillity or else
used "extreme" atmospheres as described in Chapter I. It is recommended
that future error analyses include stmospheric variations and that a

statisticel approach such as the present one be used.



VII. SUMMARY AND CONCLUSIONS

Sunmary

A stochastic model of the atmosphere between 30 and 90 km was
developed for use in Monte Carlo Shuttle entry studies. The model is
actually & family of models, one for each latitude-season category as
defined in the 1966 U, S. Standard Atmosphere Supplements, {21].

Fach lstitude-season model generates a pseudo-random iemperature
profile whose meen is the appropriate temperature proflile from the 1966
Standard Atmosphere Supplements. The standard deviation of temperature
for a given latitude-zeason model is assumed to be the same at all
altitudes and is estimated from sounding-rocket data. Departures ffom
the mean temperature at each altitude are produced by assuming a linear
regression of temperature T(z) on és(z) , the solar heating rate of -
ozone. First, a profile of random ozone concentrations is generated
using an auxiliary stochastic ozone model, which was #lso developed as
s part of this study. The solar heating rate és is random since it
is a function of the random ozone concentrations. The steps teken in
generating a random temperature profile are illustrated schematically
in Figure T.1l.

Pregsure and density profiles are calcwlated from each temperature
profile by sclving simultaneously the hydrostatic equafion and tﬁe e-
_quation of state. Thus, each pseudo-random atmosphere consists of a
consistent set of temperature, pressure and density profiles. Isopynic

layers, regions where atmospheric density is almost constant, are created
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et 24 and 90 km altitudes by using these two altitudes as boundary points
in integrating the hydrostatic equation.

A computer data tape of 442 sounding-rocket measurements of the
atmosphere above 35 km was obteined to use in estimating parameters
of the temperature distribution. These date were also used for compar-
ing their statistical charecteristics with those of the model. After
the data were sorted according to latitude-season categories and adjust-
ments were made to assure independence of profiles, the slizes of resﬁl—
tant semples were quite small. For example, in the 30° latitude bexd,
sample sizes ranged from 5 in the summer sample to 20 in the winter
sample. Because of such small samples, confidence intervals associated
with the sample statistics (e.g., means, standerd deviations, and
correlations) were so wide that comparison of these stetistics with
model statistics were inconclusive.

The four 30° latitude models were used in Monte Carlo simulations
of Shuttle entries to study the effect of atmospheric variability on
five Shuttle entry parameters. The simulatlone were of point-mase
trajectories, and the five parameters studied were maximum dynemic
pressure, maximum stagnation-point heating rate, ﬁaximum g-load, final
down-range distance and final cross-range distance. A sample of 1000
entries was genersted for each of the four seasons, and the resultant
parameter distributions were analyzed to determine design values. Pearson
distributions were fitted to the empirical distributions, and design
values obtained from these distributions were compared to the traditional

"three-sigma" design values which aere based on essumptions that parameter
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distributions are normal. Pearson design values were defined as those
parameter values with éxceedance probabilities equal to .0013 based

on the fitted Pearson distribution. (The falue .0013 is the exceedance
probability associated with a normal random variable located & distance
of three standard deviations from its mean.)

In general, the design values based on fitted Pearson distributions
were more conservative (farther from the mean) than those obtained
with the assumption of normality. This is because all of the empirical
distributions were skewed, and most design values lay in the direction
of skewness {long tail). Pearson design values renged from being 2k
percent greater than the mean, in the case of winter maximum stagnation-
point heating rates, to being within 5 percent of the mean, in the case
of spring minimum cross-range distances.

Autumn and winter parameter distributions showed more dispersion
than spring and summer distributions, because the autumn and winter
atmosphere models were more veriable than the spring and summer models.
It is apparent from this fact that parameter design values are quite
sensitive to the estimates of variances used in the atmosphere models.
In particular, two factors contribute to the observed dispersion dif-
ferences between summer and winter histograms. One is the difference
between UT(summer) = 6.82° K and oT(winter) = 10.89° K, and the other
is the difference between summer and winter design density gradients
(Table 6.1). Because of this sensitivity, Shuttle parameter design values
are only as relisble as these estimates. This further underscores the

need to increase the data base used in estimates of atmosphere model
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parameters,

Concluding observations

There are two basic philosophies one can use in developing a
stochastic model of some random phenomenon. By far the most common
appreoach is to obsérve the available data relating to that phenomenon
and then model that data empirically without any regard to cause~and-
effect reletionships. By using the data to estimate means, variances,
correlationa, and higher moments, one can generate artificial data
samples with all the statisticel characteristics of the originel sample.

A second alternate approach is to attempt to identify and model
the fundamental random processes which bring about the observed random-
ness in the phenomenon being modeled. For example, in the case of
atmospheric temperature, one would look for underlying rendom processes
which cause temperature to vary. |

Believing that a good thecretical model 1s preferable to a good
empiricel model, if both were attainable, the author chose the theoret-
ical approach in setting out to model atmospheric varistions. Although
the development of a workable theoretlical model is & much greater
challenge, such a model would provide physical insight into the neture
of atmospheric variations. A purely empirical model, on bhe other heand,
is strietly limited to describing a particuler set of data, and its
user must be cautious when projecting the model beyond the range of
the original data, Furthermore, empirical models generally sare time

consuming and require the storage of large correlation matrices.
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The fact that the microscopic nature of any gas is basically
random was further encouragement for taking a theoretical approach
to modeling the mtmosphere. For example, the temperature of a ges
is actually a direct measure of the variance of molecular velocities
in that gas. That is, the velocity of a molecule of gas in any one
direction is & normel random veriasble with mean 0 and varisnce equal
to KT/M, where K is the universsl gas constant, M 1is the molecule's
weight, and T is the gas temperature, {il].

In accordance with the "theoretical" philosophy, one fundamental
random proéess, the creatlion and destruction of atmospheric ozone, vas
jdentified as the major cause of temperature variation in the 30-90 km
region. An attempt to model it on e microscopic level, using collision
rates, etc., lead to the immediate realization that variations in a
macroscopic gas property could not be accounted for by modeling random
events occurring on s microscopic scale. The law of large numbers
steps into play so thet, if N is the number of nmolecules in the gas
volume, the collective effect of N random events is virtually non-
rendom et altitudes below 90 km where N 1is greater than 1020 molecules
per cubic meter.

Thus, the initiasl effort to model the causes of temperature variation
using purely theoretical considerations failed. It led, instead, to an
empirical model of stmospheric ozone based on experimentél measurements
of ozone concentrations, [37]. Pseudo-random ozone profiles were used
to caleulste the solar heating rate of ozone at each sltitude, and these

in turn were linked to temperatures via & linear regression model.
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A reasoneble question at this point might be, "Why avoid the use
of an empirical temperature model and st the same time resort to the
useé of an empirical ozone model?" Admittedly, this is & comprorise,
and a theoretical model for ozone varistion would be preferable.
However, even though the present model conteins no insigh£ into the
nature of ozone variations, it still uses these to explein, at least
partially, the variations in 'tempera.ture, and particularly the corre-~
lations between temperatures at different altitudes. The particular
ozone model used here determines the shape of the temperature distribu-
tion at each altitude. However, any ozone model showing the same uniform
increase and decrease in ozone sbove 30 km, as exhibited by the data,
will give the same interlayer correlation structure for temperatures;
it is this feature - the correlation structure - which largely governs
the pressure and densify distributions. Thus, the pressure and density
distributions and the interlayer tempersture correlastions are somewhat
robust te the choice of ozone models.

A number of improvements can and should be made in.order to obtaln
better agreement between the temperature model and data. A better,
more quantitative, means of estimating ) should be deviged; other
sources of varistion should be included (e.g., winds, water vapor ab=-
sorption, etc.)}, and a more accepteble means of estimating boundary
conditions in the hydrostatic equation should be gsought, A prerequisite
to any improvement attempt, however, is the enlargement of the dats
base. As it stands now, the model represents an encouraging "first cut"

at a workable theoretical model.
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AFPENDIX A. EQUATTONS FOR CALCULATING ATMOSPHERIC PROPERTIES

List of Symbols

Symbol : Definition Units/Constants
g accelerstion due to gravity m/aec2
g, acceleration due to gravity at sea level m/sec2
K universsl gas constant 8.314x10° J/%K
M molecular weight of air 28.964 kg
P atmospheric pressure N/m2
P0 | atmospheric éressure at sea level N/m2
R0 radius of earth m
T atmospheric temperature °k
U 105(P/P0)‘
z geometric altitude n
p atmospheric density kg/m3
¢ earth lastitude degrees

Coverning equations

Atmospheric temperature, density and pressure are related by the

equation of state

o ==

and the hydrostatic equation

dP = ~gp dz

(A.1)

(A.2}

The molecular weight of air M can he considered constant, for the

17
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present purpcses, at altitudes below 90 km.
The accelerstion due to gravity g , a functlion of altitude =z ,

is given by

RE
o

(A.3)

=g
o 2
- (B, + z)

where &, » the value of g &t see level, is
g, = 9.780356 [1 + .0052885 sin® ¢ -.0000059 sine_(2¢)] (A.4)

ard R_, the earth's radius, is

R = 6356798 {.9933070 + .0066930 sin qﬁ;5 {a.5)

o

Equations (A.3) - (A.5) are actually approximstions, but they give.
sufficient accuracy for the model calculations in this study. Equations
(A.3) end (A.L) are those used for the calculations in the 1966 Standard
Atmosphere Supplements, [2]. The earth's radius Ro(¢) at latitude

¢ , (A.5), is based on the assumption thaet the earth is an ellipsoid
with an equatorial radius RO(O) = 6378178 m, and a polar radius R°(90)

= 6356798 m.

Solving for P _and p Egveﬁ a_temperature-altitude profile
Let the given temperature-altitude profile be of the form

(T,5 2;): 2, =0, 1, «..\ 90 knm . (A.6)

and assume that for 2 between =z and

1 Bigp * T{(z) is found by
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linear interpolation. That is,
T(z) = T, + (z - zi) ATi/Az (A.7)

where ATi = T - T and Az = 2 -z {Az does not have a

14 i 1+l i1°
subseript since Az = 1 km for all i , 1 =0, ..., 90). Assume further

that between z, and z g is constant and is given by (A.3)

i il

with gz = zi .

In order to solve (A.1l) and {A.2) for pressures {Pi} and densities
{Di} it is necessary to have & value of pressure P, or demsity pp
at some boundary point Zy - Assume that 2y = 24 for some 1 Dbetween
0 and 90 , and that F is known et that eltitude.

b
Substituting for p from (A.1l), equation (A.2) becomes

g‘g-: - %dz (AOB)

If Pi is known at zy then, integrating from 24 to 2,47 + ODE gets
oy 2
gz )M Fi+l o

Pigp ®F &P |- —X T(z) (4.9)

24

Usirg T(z) from (A.T), the integral in equation (A.9) can be integrated

to give

glz, JMaz
i KATi

(A.10) .
i+l i Ti+l

if ATiaﬁQ , OF
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glz,) Mz

KTy

P =P, exp |- (A.11)

i+l

i -

if AT, =0
Once the pressures {Pi} are obtained, the equation of state is used

to get densities.

MPi
b = T (A.12)
i
Solving for 2z and p given a temgerature—pfessure profile
Let the temperature-pressure profile be 6f the form
(t,, Ut 3= 0, 1y eenn 90 © (A.13)
where UJ = log(PJ/PO) and P 1s sea-level pressure. P can

actually be the pressure at any boundary point Zy o not necessarily
2, = 0. Values of U.1 ranging from U = 0 to Ugo = 6.4 cover
the atmosphere up to approximetely 90 km.

Tt is agsumed that for any U between U.1 and UJ_'_l , DU}

can be obtained by lineer interpolation. That is,

™(U) = 'r|1 + (U - UJ) A.TJ/AUJ (A.14)

where ATJ = TJ+l - TJ and AUJ = Ud*l - UJ .

Equation (A.8) can now be written

g R2
%T du = - 22 dz (4.15)

(Ro + z)2
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Int =
ntegrating from U 0 to UJ , (z..D = 0 to zJ) , one gets

K UJ gr:; Ro z
;i f T u = - TR SE) (4.16)
£)

and solving for z 3 yieldas O
K

goM T(u) du

i
= = (A.17)

K .
l---=SMR f T(u) du
o o Jy

J

%

where the integral is approximated by

0
J-1 (T +T.)
_.i_"'..].'__-:.l-— . (A.18)

f T(u) du = I |Aui| 5
u i=0
. .

The density p 3 at =z 3 is again found by ueing the equation of state.
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List of Symbols

Symbol
4

a

Definition

model

shaping parameter in 03

surface albedo = reflected radiation/

incident radiation
pargmeter in 03 model
specific heat at constant pressure
acceleration dué to gravity

acceleration due to gravity at sea
level

universal gas constant

linear abscorption coefficient for
step 1

molecular weight of air
molecular weight of ozone
atmospheric pressure

atmospheric pressure at sea level
partial pressure of ozone

maximum P03 {model parameter)

‘earth's redius

flux of solar energy
flux of solar energy in step 1

portion of solar constant in step 1

contribution of Reyleigh scattering

to planetary albedo
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EQUATIONS FOR CALCULATING SOLAR HEATING RATES

Units/Constants

100L.7 J/kg/°K
2
n/sec

m/sec2

8.3143x10°> J/°K

-1
m

28.964 kg
47.9982 kg

N/m?

N/m?

N/m2

N/m2

m

W/m?

W/m2

W/m?
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Symbol Definition Units/Constants
T : atmospheric temperature °k

és solar heating rate of ozone °k/sec

u height parameter = log(P/Po)

U* value of U vwhere PO, = PO*

(model parameter) 3 3

z ~ altitude m

g cosine of the sun's zenith angle

K _ mass absorption coefficieht for step i mefkg

A wavelength mieron p = 10-6 m

p ‘ atmospheric density kg/m3

p3 ozone density kg/m3

Ozone absorption coefficilents

There are three spectral bands in which czone absorbs solar radiation.
These are the Hartley band with .2 < A <3, the Huggins bend with
.3 <A< .37 1, and the Chapius band with 4 <A <. Tu.
The present study uses an absorption coefficient model, [36],
in which these spectral bands are divided into three "steps" each having
a constant mass aﬁsorption coefficinet Ky o i=1, 2, 3. The three
steps and their respective mass absorption coefficients are listed in
Table B.1 . The Ki's given here are based on ratios of step heights
K.+ K.: k. = 1: .02: .0005 calculated from dete in Inn and Tanaka, [45].

1" 2" 3

The value of Kk, was selected to give: s linear ebsorption coefficient

ki(z) , defined by
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Table B.1

THREE STEPS IN OZONE ABSORPTION MODEL

gs Jomgtion, | peacnton o
Step Wavelengths, U 02 ' Solar Constant®
m /kg
1 .200 - ,300 1262.0 .01203
2 .300 - .335 25,8k .02113
3 .335 - .370; 40O - ,700 " 0.6L60 .h0982

*Solar Constant = flux of solar energy incident on the "top" of
the atmosphere = 1353 W/ne
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ki(z) = Ky Pq {z) (B.1)

equal to .0005 m — at the altitude where ozone demsity is maximum.

This value was chosen by Su, [36], to yield local heating rates in good

agreement with those of an earlier model by Manabg and Strickler, [19].

The value of maximumrozone density used for calculating K, was

3.87 % lO_T kg/m3 gs given by the Mid-Latitude Ozone Model in reference

[2].

Solar heating rates

The solar heating rate of ozone at altitude 2z 1is

. 1l ds
T (2) = - Sy dz (B.2)
where the solar energy flux 5(z) 1s the sum of three components Si(z)

corresponding to the three steps in the model. These components are

Si(z) = -Sm,i(l - BR)G exp[} %—J; ki(x)dx]
1 f = F
- 8 exp -EL ki(x) dx| exp [~ {371; k, (x) dx]

vhere the values of S, , are based on Table B.l; Bk and a &are
L]

respectively, 0.07 and 0.10, as used by Su, [36], and 6 = .5 is the

cosine of the effective mean zenith angle,

Taking the derivative of (B.3) with respect to 3z , one gets
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e ( )k()‘ Ly ) ax
Fr i S ALl 121‘”‘9'9"; 1*

- Z
k, (x) dx -3 k()dx]}
o ]exp[ f° e ’(B.h)

(z) and summing (B.4) over all values of 1 , one

+ a8 V3 exp[—%[
0

Letting ki(z) = Kip3

gets

. (1- e2) p (2} 3 [ K, ®
= R "3 i
10 LA R [’ T f, ps dx]

P i=1
. Ki X A ’ .
+ a8 V3 exp [- -é—J; pa(x) dx] exp | - K, fij; Py (x) ax

(B.5)
The present model uses U = log(P/Po) a8 its independent variable,
and, therefore, (B.5) must be expressed as a function of U . The
equation of state for a constituent densitjr is

MO. PO
Py = —%I.-J- ‘ (B.6)

and, therefore, the mixing ratioc of 03 is

o] MO, PO
i (B.7)

Then, utilizing (B.T) end the hydrostatic equation, one can write

- fe Mo, . £2
f p(x) ax = - :_J’ PO, (u) au (8.8)
| oM

Zl Ul
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The scceleration due to gravity g , which actually varies slightly
with sltitude (i.e., by about 3 percent between sea level and 90 km), is
replaced by a constant

R

- _ 0
&= 8 T, + 50 (2.9)

which represeﬂts itz effective mean between seaz level and 90 km.
Using (B.7), (B.8), and (B.9), the heating rate can now be written
as a function of U . That is,

} (1 - sp) MO, PO, (U) 3 j Q ru
TS(U) = < T Po Py () 121 Sm’i K, 1exp |- 1;-‘m P03(u) du |

8 V3 [Qiforo()a] [Q/BQPO()'&]
+ & exp |~ % u) duj exp |- u) du
O B N 1 fU 3

(B.10)
where

q = A3 (B.11)

The use of & constant g = g , and e constant sea-level pressure
P in (B.10) introduces a small error in the éB(U) profile. However,
in the temperature model, éB(U) is standardized so as to become a
random veriable with meen equal to zero and standard deviation equael to
one, Thus, any error which affects the mean and/or standard deviation

of TS(U) does not affect the temperature model.

Calculating optical thicknesses

The quantity



1 2 Qe '
-a-j k, (x) ax = - —B-I P03(u) du (B.12)
z U

is called the optical thickness or opacity of the ozone between z, and

242-

The following calculations are based on the ozone model explained
in Chapter IV. A value of U located at approximetely 50 km altitude,

denoted U50 , 18 used as the dividing point for the two different PO3

formulas. For U < U50 (i.e., at altitudes above the dividing point),

PO3 is glven by

PO,(U) = exp(AU - AU* + B) (B.13)

whére for a particular profile A, B, and U® are constante. Thus,

when U < U50 , the optiéal thickness sbove z(U) 1is
-1-m k(x)ax=3f-‘-1=o(0) (B.14)
) i A "73 )
z(U)
If U > U50 , Green's formula (Chapter IV) gives
4po” eL(U)
‘POB(U) = kPO, o eL(U))2 (B.15)
where

L(U) = A (U - U#) "~ (B.16)

Thus, for U > U50 s
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-]

Q
f k, (x) ax = 1—;— exp [L(Usq) + B]
z(U)

™
hPO3 Q 1

+ -
A® 1+ eL(USO)

1
L(U)

1l +e

(B.17)



USING OZONAGRAMS

List of Symbols

Symbol
A

dq/du2

M

Definition
shaping parameter in Green's formule

slope of the ozonagrem at & polnt above U*
where PO3 =9,

molecular weight of air

molecular weight of ozone
atmospheric pressure

atmospheric pressure at sea level
atmospheric pressure where PO3 = PO;
partial pressure of ozcne

maximum partial pressure of ozcne

ozonagram value of PO, at height u

3 1

arbitrarily‘selected value of P03 where
slope dq/du2 is estimated

total ozone
height parameter = 1og(P/P°)

arbitrarily selected value of U above U¥

where P03 = ql is measured

value of U where P = P¥*

ozone density
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APPENDIX C. ESTIMATING THE PARAMETERS IN GREEN'S FORMULA

Units/Constants

28.964 kg

47.9982 kg

N/m2

N/m2

N/m?

N/m?

N/m2

N/m2

N/m2

atm=-cm

kg/m3
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Criteria for & good fit

In fitting Green's formuls,

* X
PO = hpo. =

—— (c.1)
3 3 (l + ex)a

vhere x = A log(P/P*) , to an ozonagram, ideally one could read the
coordinates (Po; , P*) off the curve at the location where PO3 is
meximum. Unfortunately, however, the data usually have an appreciable
amount of scatter at that point, and, consequently, it is sometimes

»
difficult to determine values of PO3 and P* which produce & good

fit.
In the present study, a "good" fit of Green's formuls is one which
(1) fits the smooth segment of the P03 profile above its maximum and

(2) has the correct total ozone T03 a8 reported on each ozonagram.

Calculating the shaping parameter A

*
It P03 is known, the shaping parameter A can be selected to
satisfy this latter criterion regardlng total ozone, Totel ozcne,

in stmosphere-centimeters, is given by

_ 2240
T03 = —-—--M03 I ps(x) dx (c.2)
' 0

The ozone density p3 can be expressed in terms of PO3 to give

0
TO, = g_g_ligj POj(u) du (c.3)
&M Lo
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where U = log(P/Po) . (See equations (B.6) - (B.9) in Appendix B).

Using Green's formula for PO3 , one gets

70, = ———2 [1 - (1 + e (c.h)

8960 PO*
3 -

ZMA

and since P_ >> p* (i.e., U* is a lerge negative number), then

]

8960 PO
10, ¥ ———2 (c.s)
EMA

This approximate expresaioh ies used to calculate A for any P03 and

T03 + That is,

8960 POZ
A=

- (Cc.6)
&M TO,

(The A  mentioned in Chepter IV is 8960/gM) .

*

3

*
Calculating PO, and P

Since the porticn of the measured PO3 curve above the maximum
is generally smooth, points on this portion can be read with little
difficulty. The following information, reesd from each ozonegram, is

* )
used to calculate PO3 and P :
® %
(a)} a point (ql,ul) on the curve above (POB,P ) , where
PO; = q; and 1og(P/P ) =u, , and
(b) the slope dq/du2 =-APO3/AU .at a second point PO3 = q,
: L
above (POS’P‘) .
From this information, i.e., (ql,ul) and (qa,dq/dug) , values

% " N : , .
of PO3 and P are calculated such that the fitted curve passes
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through (ql.ul) and has a slope equal to dg/du, at the point sbove

the maximum where P03 = q2 .

The derivetive of Green's formuls with respect to U 1is

2 2%
dP03=AP03(1-e )

du

(C.T)
hPo; e*

Substituting for A from equation (C.6) and letting dP03/dU = dq/du2

and PO3 = q, (C.7) becomes

2 2x
ag . 22Lo ng(l - e“72) (c.8)
W MO, &2

%5
Solving for e one gets

X N
e2=—y+{y2+1 (c.9)

M TO, dq/du
y= —a 2 (c.10)

4480 qg

where

X,
Thus, the value of e at PO3 = QU » e 2 , 18 a function of known

quantities and can be calculated, Then, substituting this into Green's

formulse for 4 > it is possible to solve for

*2
» qe(l + e
PO, =
3 L e*2

)2

(C.11)

X
vhere e 2 is given be (C.9).

*
Now, a value for A can be calculated from (c.6), and P* = Per
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can be found by solving Green's formula at (ql,ul) ’
x
1
» e (c.12)
q, = L4PO .

X

1
for U* =u; - x Solving (C.12) for e gives

1/A°

exl = [VF - vVr - l]'2 {C.13)

*
where r = P03/ql . Thus,

P* = Po eul (u/_ - vyr - 1) =2/A (c.1h)



APPENDIX D. EQUATIONS FOR FITTING FEARSON DISTRIBUTIONS TO DATA

Let X bYe a continuous random varisble and let f(x) bve its
probebility density function. Xarl Pearson, [42], claimed that the
probability density fiunctions of most statistical distributions arising
in practice belong to the family of density functions satiefying the

differential equation

&, dxce)f (p.1)
X p 4 box + bx°
0 1 2

where aa, b, b

o and b, are population parameters (constants).

1°? 2

Pearson identified thirteen distribution types which satisfy
(D.1). These consist-of the normal distribution plus twelve types
vhich ere designated Type I - Type XII. Of these, the normal distri-
bution, and the Type I, Type III, Type IV, and Type VI distributions
are considered the major Pearson distributions, whereas the other
elght are celled transitional aistributions, [L6], and can ususlly
be treated és specisl degenerate cases of the five major Pearson dls-
tributions. Methods are presented here for fitting the five mejor
distributions to empirical distributions: {data}. In instances where
e trensitional distribution is identified, it is assigned to one of the
five major distribution types.

Any probability density function of the Pearson family cen be

completely determined by its foéur moments ui sy 1i=1, ..., k,

defined by

135
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@0

My =[ xi £{x) dx | . {D.2)

Assume that a random semple of size n 4is drawn from the - X
population, and let the population moments U 5 be estimated by the

semple moments M:L as defined by

1 2 4
M, == L X (D.3)
h n =1 J

Let M::L dencte the ith central moment in the sample as defined by

n
Mp=1 I (% - %)t (D.b) .
J=1
where X = M, is the sample mean. Then M} =0 ,and M= g2
is the sample veriance.
The ma..jor'Pea.rson distributions are characterized by three
parameters Bl‘ R 82 , and K which are defined as follows:
(uy)*
)
(m3) |
M) '
, = s (D.6)
|
(m3)
and
2
B, (B, + 3)
< = N =S, — %= D) (0.7)
2 1 2 1

If the sample variance 32 # 0 , then, Bl >0, 82 >0, and
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K =0 if and only if Bl =0 .

In most cases, the values of By » B, » and K determine the
Pearson distribution to which the sample belongs. A fourth parameter
is sometimes required to distinguish tﬁe transitional digtributions. Figure
D.1 illustrates the various regions in the Bl - 62 plane which are
associated with the first seven Pearson distributions. The normel dis-

tribution corresponds to the point labeled "N" where B, = 0 and 82 =3.

1
These first seven Pearson distributions plus the normel distributjon are
listed below with the criteria for ﬁheir selection and equations for
estimating their parameters.

There are two circumstances in which 61 and 82 are inadmissible.
and cannot be used to estimate Pearson distributions. The first is the
_ violation of a constraint on &ll frequency functions which requires
thet

B, -8 >0 | ' (D.8)

The second circumstance is the violation of a constraint necessery

in order for Bl and 82 to lead to a Pearson distribution. This

constraint reguires that

15 B, - 8 B, + 36 >0 (D.9)

Three instances arose in the Monte Carlo Shuttle entry study in
which constraint {D.9) was violated. In these cases an attempt was
pade to find the "closest" Pearson distribution fitting the data.

To sccomplish this, & line L was drawn through the inadmissible point
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Figure D.1 - Regions of the @I - 32 plane associated with the various

Pearson distributions,
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(Bl . Bz) perpendicular to the line 15 B, - 8 B, * 36 =0. (See
Figure D.1) . A point on the line L Just inside the admissible region
was then selected, and its coordinates (B; s B;) were used as new
adjusted values for Bl and BE:' The third and fourth central moments,
Mé and Mﬁ , were then adjusted to be consistent with the definitions
of Bl and 82 in equations (D.5) and (D.6), respectively.

In the case of one perameter (i.e., maximum dynemic pressure during
the summer entries) this method succeeded in producing a reasoneble
Pearson fit for the empirical distribution. In the two other cases of
inadmissible ﬁi's, (i.e., summer down'range and cross range), this
sdjustment produced J-shaped Type VI distributions with poor resemblances
to the parameter histograms.

The following summaries explain the criteria used for selecting
‘esch Pearson distribution and the methods used in estimating their
parameters, No effort is made to show derivations of the formules.

If the reader is interested, a good explanation can be found in Kendall

and Stuart, Vol. 1, [42].

The Pearson Type I Distribution

(A) Criterion for selection: K < 0

(B) Probebility density function:

m .
£yl xy2 % >-1; % <

& 82 % o

0 elsevhere

yb(l +

f(x) = (D.10)
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where x = X - ul .

(C) Equations for estimating parameters:

Let
R = 6(B, - B, - 1)/(6 + 38, - 28,) (D.11)
s = (8 (R + 2)% + 16(r + 1)]*/2 (D.12)
and
T = R(R + 2) 31/2 /s (D.13)

The estimates of o o, s 8 32 , and Yo

are, respectively,

(R-2+T)/2 if Mél< 0
ﬁl = (D.1k4)
(R~2-T)/2 if Mé >0
ﬁ2 =R -2 - ﬁl (D.15)
al =5 8 s(ﬁ1 + 1)/(ﬁ1 + ﬁ2 + 2) (D.16)
8, =.5 8 8(f, + 1)/(&, + &, + 2) (p.17)
and ; ; F(ﬁl + ﬁe + 2) (qu-(ﬁl+ﬁ2+l)|allﬁ1 2 lﬁa
0 Fzml + lSFZmE + 15 2 2
(D.18)

The Pearson Type II Distribution

(A) Criterion for selection: k = 0, 62 <3
This is one of the transitional distributioms,

a subelass of the Type I distribution.

and is treated as
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The Pearson Type III Distribution

(A) Criterion for selection: Kk = #w

(B) Probability density function:

X 0=l x
Y (1 + a) exp(-bx) = > -1
f(x) = (D.19}
0 elsewhere

(C) Equations for estimating parameters:

The equations for estimating o , », a , and Yo are, respectively,

8 = h/Bl (p.20)
o 2
b= 28 /Mé (.21}
i =8/ (D.22)
and P o (ﬁ - 1) .
b & =8 :
'Yo = .L_I_m)_exl‘.(_). (D.23)

The Pearson Type IV Distribution

{A) Criterion for selection: 0 <k <1

(B) Probebility density function:
= X_Yy2 ym - L x_X
f{x) = T 1+ (a r) ] exp [ -v tan (a r) ] (D.24)

vhere x =X = Yy .
{C) Equations for estimating paremeters:

Let
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R = 6(32 - Bl - 1)/(232 - 331 - 6)
s = [16(R ~ 1) - B (R - 2y PH2
and T = R(R - 2) 31’2 /8

Then the equations for estimatingm , a , Vv, T , and Yo are ,

respectively,
fi=(R+2)/2
& = s5/b
T it ML <0
=
=T it Mé 2 0
f=R
and
o _ 0.3989u3 /2 {cosa C e
a(cos ¢) 1 12x
where -1 .9
¢ = tan ~ (x

The Pearson Type V Distribution

(A) Criterion for selection: K =1
This is one of the trensitionsl distributions and is treated as &

subclass of the Type VI distribution.

(D.25)

(D.26)

(D.27)

(D.28)

(D.29)}

(D.30)

{D.31)

(p.32)

(D.33)
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The Pearson Type VI Distribution

(A) Criterion for selection: Kk > 1

(B) Probability density function:

Y (1+-’5)m1(1+1‘-) XEs>a;%2 >0 (D.34)
© & &2 8 82
f(x) =
0 elsewhere
where x = X - ul .
(C) Equations for estimating parameters:
Let
R = 6(8, - B, - 1)/(6 + 38, - 28,) (p.35)
5= [B(R +2)% + 16 (R + 1) /2 (D.36)
and T = R(R + 2) B2 /s (D.37)

Then the equations for estimating mos My 8 8 » and Yo are,

respectively:

fﬁl = (T - R + 2)/2 (D.38)

f, = (P + R - 2)/2 (D.39)
al=i-.sss(n'al-1)/(:"-?1-:?12-2) if ML <O
.553(31—1)/(1'51-&2-2) if M}>0
~ _J& + 8 8/2 if M! <0

g, ={ " " 3 (D.41)

- 1
4 ~ B s/2 if M3 > 0
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and

. r(a, )
Yo=ﬂ%+lﬁﬁl-%-l)(?

The Pearscn Type VII Distribution

(A) Criterion for selection: x =0, 62 >3
This is one of the transitional distributions and is treated as a

subclags of the Type IV distribution.

The Normal Distribution

(A) Criterion for selection: Bl =0 B,=3

(B) Probebility density fumction:

£(x) = exp (-x°/20°) (D.43)

ovam
where x = X - ul .
(C)} Equations for estimating parameters .

An estimate of o is s , the sample standard deviation,
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