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FOREWORD

As a co-sponsor of the Seventh Space Simula-
tion Conference, the National Aeronautics
and Space Administration has published these
proceedings as a NASA Special Publication so
that they would be readily available to the
technical community as well as the general
public.

This conference provided an international
forum for the exchange of meaningful and
useful information on the technological
advances in the simulation of space environ-
ments and the interaction of man and matter
with these environments.

The papers in these proceedings represent a
significant contribution to our understanding
.of space problems and our utilization of the
knowledge gained.

NASA is again pleased to cooperate with the
American Institute of Aeronautics and Astro-
nautics, the American Society for Testing

and Materials, and the Institute of Environ-
mental Sciences, in presenting this important
work in the fields of space simulation, and
making it available to other technical
disciplines.

John C. New

Chief, Test & Evaluation Division
Goddard Space Flight Center



PREFACE

These proceedings are for the seventh of a series of con-
ferences jointly sponsored by the American Institute of Aero-
neutics and Astronautics (AIAA), the American Society for Testing
end Materials (ASTM), and the Institute of Environmental Sciences
(IES). 1In addition, the National Aeronautics and Space Adminis-
tration (NASA) was a co-sponsor for the seventh conference.
Responsibility for organizing and conducting the Conference is
rotated among the three societies. The cooperative effort of the
three societies provides the following benefits:

1) Reduces the number of conferences in this field
and results in economic gavings to both con~
ference participants and the sponsoring societies.

2) Provides an up-to-date reference in one published
volume of recent technical information associated
with space simulation.

Normally, three committees are involved in each conference.
These are the Permanent Policy Committee, A General Conference
Committee, and the Technical Program Committee. The purpose
and functions of these committees are as follows:

The Permanent Policy Committee provides policy and
guidance for the organization and conduct of the
conference. It is made up of two members from
each participating society. These members repre-
sent the technical committee of each society most
closely related to Space Simulation technology.

These are:
ATAA - Ground Testing and Simulastion Committee
ASTM - Committee E-21 on Space Simulation
IES - Solar Radiation Committee

The General Conference is responsible for arranging the facil-

ities for the meeting, conducting the meeting, and publishing
the proceedings.

iv




The Technical Program Committee is responsible for the
technical program. Their purpose is to review and
select papers and arrange sessions for the meeting.
Each of the three sponsoring societies is represented
on the Technical Committee.

The committees for this conference asre listed on the
following pages.

The 7th Space Simulation Conference was hosted by the
American Institute of Aeronautics and Astronautics and was held
in Los Angeles, California, at the International Hotel on
November 12-1Y4, 1973. These proceedings were published by the
Netional Aeronautics and Space Administration, who was a co-
sponsor for the meeting.

R, E. King
Chairmen, Technical
Program Committee
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SPACE SIMILATION

ABSTRACT

This volume contains either the final draft or the abstract
of most of the technical papers accepted for prime or alternate
presentation at the Seventh Space Simulation Conference, which
was held at the International Hotel, Los Angeles, California,
U.S.A., on November 12, 13, and 1%, 1973.

The scope of this Conference included all aspects of space
simulation both existing and planned, and encompassed facilities,
techniques, effects, measurements, and applications., The range
of topics covered is indicated by the session titles which
include:

Test Programs
Space Simulation Facilities and Operations
Special Topics (Thermal Scale Modeling,
Predicted vs Measured Data, Computer
Simulation, ete.)
Re-entry Materials
Contamination
Solar Simulation
Vacuum Environments
Materials and Heat Transfer
Two sessions each were held on Space Simulation Facilities
and Operations, Re-entry Materials, Contamination, and Solar

Simulation. The remsinder of the topics were covered in a single
session each.

Key Words: space simulation, contamination, ablation, computer
simulation, zero-g, weightlessness, thermal testing, vacuum
technology, eryopumping, vacuum measurements, contamination
detection, thermal vacuum testing, re-entry materials, solar
simulation, heat transfer, high energy light sources, space-
craft testing, space chamber, facilities.

XX



INTRODUCTION

As stated in the Call for Papers, the purpose of this
Conference was to provide an international forum for the
exchange of meaningful and useful informetion on advances in
space simulation technology. This technology encompasses all
aspects of simulating the space environment as well as the
effects of this environment upen man and matter. Much of this
technolegy is applicable to ecological studies and to the
development of methods to monitor and control pollution of the
terrestrial environment.

The papers accepted for presentation at the Conference were
organized into twelve sessions. In this volume, they are
grouped by sessien in the same order as presented at the Cen-
ference, Since time did not permit the Technical Program Com-
mittee to review the final drafts of these papers before this
volume went to press, each auther assumes full responsibility
for the content of his paper,

George J. Frankel
Grumman Aerospace Corporation
General Chairman

xxi
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Paper No. 1
SPACE SIMULATION TESTING FOR THE SKYLAB WASTE TANK

C. A. Skinner, R. Gershman, and L. C. Kvinge, McDonnell Douglas
Astronautics Company, Huntington Beach, California

ABSTRACT

Large scale space simulation testing was accomplished for
the Skylab waste tank concept. Investigations included
vapor generation rates for liquids dumped into a low
pressure tank, sublimation of ice at low pressure, and
pressure drop and blockage phenomena for fine mesh

filter screens.

The mission of Skylab, America's first space station, will
last eight months. Three different three-man crews will in-
habit the station: The first crew for one month and the second
and third crews for two months each. A wide variety of experi-
ments will be performed including many in the fields of earth
resources and astronomy. Because of the need to protect the
Skylab external optical environment from contamination which
would interfere with these experiments, overboard disposal of
waste materials, frequently used in previous missions especially
for liquid wastes, had to be avoided. A waste tank concept was
established to provide for disposal of all liquid and solid
waste material outside of the Skylab habitation area without con-
taminating the optical environment. This paper describes the
waste tank concept with particular emphasis on the small scale
and full scale space simulation testing accomplished to develop
the hardware necessary to implement the concept.

The structure of the Skylab vehicle is based on the SIVB
stage of the Saturn rocket. The crew quarters are built into
the 10,000 cubic foot SIVB liquid hydrogen tank and the 2800
cubic foot 1iquid oxygen tank is used for waste disposal. Solid
wastes are transferred from the crew area to the waste tank via
a2 small airlock and liquid wastes are dumped into the waste tank
through probes which penetrate the common bulkhead between the
two tanks. It was found necessary to vent the waste tank to
space since, otherwise, cabin air introduced during trash air-
lock operations and by leakage would eventually raise the waste
tank pressure to a level that would prevent transfer of materials
from the crew area. To minimize impact on the Skylab attitude
control system, a non-propulsive vent system is used consisting
of two short, diametrically opposed ducts located on opposite
sides of the vehicle. To avoid venting of 1iquid, which could



contaminate optical surfaces or result in clouds of ice, the
vent system is sized to maintain the pressure in the waste tank
below the triple point of water. Since practically all liquid
wastes consist of water solutions - e.g., wash water, urine -
no liquid phase will be present in the waste tank. In order to
minimize venting of solids which would interfere with the
optical experiments, fine mesh screens are used as filters to
trap solid trash and ice formed from flashing of waste liquids
in the waste tank. These screens have a nominal filtering
capability of two microns. (See sketch in Figure 1.)

The waste tank concept presented a number of unusual
thermophysical problems which required vacuum testing, including
establishing 1iquid dump rates and vent system flow rates which
would maintain the waste tank pressure below the triple point
of water, investigation of fine mesh screen pressure drop and
the possibitity of screen blockage resulting from freezing of
dumped 1iqufds, demonstration of the filtering capability of
the screens, and establishing the sublimation rate for frozen
1iquids trapped within the waste tank.

The test program involved both small scale testing, per-
formed 1n a bell jar, and full scale testing, performed in the
MDAC 39-foot-diameter space chamber. The small scale testing
was mainly for the purpose of 1nvestigating screen blockage.
The test setup provided the capability for dumping water, urine
or dust onto small screen samples and for measuring pressure
drop across the screen during the dumping and with a known flow
rate of nitrogen after each dump. (See Figure 2.)

The full scale test specimen was designed to duplicate
actual waste tank volumes, screen areas, and vent sfze. A
production type dump probe was used and was mounted at the actual
distance relative to the screen. To assure maximum fce accumu-
lation on the screen, the screen was mounted in a horizontal
position with the dump probe above it. Two methods were used
to verify that the screen was filtering out all solid materials:
The screen was mounted on load cells to measure the ice accumu-
lation and contamination collection plates were installed
facing the vent outlets. The load cells also provide data on
sublimation rates. Tank pressure and screen pressure drop were
measured using MKS Baratron units. (See Figure 3.)

Prediction of waste tank pressure during a dump, which was
necessary in order to establish liquid dump rates that would not
increase the pressure to the triple point, was first approached
in a rather simplified manner. Uniform phase equilibrium was
assumed to exist between the ice and the water vapor throughout
the tank. The full scale testing showed that this is a
reasonable approximation when starting with an empty tank, but
the pressure rise rate was found to be smaller and considerably



less predictable when significant quantities of ice were accumu-
lated in the tank. (See Figure 4.) The vapor generation rate
was apparently reduced by heat transfer between the incoming
1iquid stream and the cold ice in the tank.

The fine-mesh screens used to prevent venting of solid
materials overboard were made of stainless steel wire in a
Dutch twill weave. Their two micron filtering capability re-
sulted in an open area of only a few percent which led to con-
cern over pressure drop and potential blockage. While con-
siderable test data were available on screen pressure drop at
high flowrates, none were found covering the low Skylab flow
range. The small scale testing was accomplished to establish
dry pressure drop and blockage characteristics of the screen
material and large scale testing was run to determine effects
of Skylab geometry on potential blockage.

Results of the dry screen pressure drop tests are shown in
Figure 5. These results agree with existing correlations for
the higher Reynolds numbers tested, but deviate significantly at
very low Reynolds numbers.

When water was dumped on the screen in a vacuum, 1t was
found that a thick layer of porous ice formed which did not
significantly increase the pressure drop across the screen. On
the other hand, dumping of urine resulted in almost complete
blockage of the small scale specimen and very significant
blockage in the large scale test. (See Figure 6.) As a result
of this testing, it was decided to install a baffle which would
prevent impingement of the 1iquid stream directly on the screen.

Another finding of the urine dump testing was that urine
dumped onto residual urine ice, which had an increased concen-
tration of salts due to sublimation, would dissolve the residual
salts and depress its vapor pressure to the point where it
could freeze only at substantially Tower pressures.

In sumary, the test program demonstrated that 1iquid

dump rates and vent system flowrates can be predicted accurately
enough to provide for maintaining the waste tank pressure below
the triple point pressure of water, the range of known pressure
drop characteristics for fine mesh screen filters was extended
and the effect of contamination on pressure drop was quantita-
tively assessed, and the effectiveness of the fine mesh screens
as filters in a low pressure environment was demonstrated.
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Paper No. 2

A THERMAL VACUUM TEST OF SKYLAB ORBITAL
WORKSHOP REFRIGERATION SUBSYSTEM

F. W. Sun, R. A. Deak, McDonnell Douglas Astronautics
Company, Huntington Beach, California

ABSTRACT

This paper describes the facilities, test support equipment,
and test setup of a thermal qualification test performed on a
fully operational Refrigeration Subsystem (RSS). This sub-
system consists of a radiator, radiator thermal control unit,
pump assembly, wardroom freezer, food freezer, urine freezer,
urine chiller (simulated), water chiller, and electrical cold
plate. These components and the connecting plumbing comprise
one camplete coolant loop of the refrigeration system therm-
ally and is functionally equivalent to the flight system.
Coolant is circulated through freezers and chillers accepting
heat for rejection to space by radiation. Design features
and thermal operating characteristics of the test specimen
are discussed. Results are presented on radiator heat re-
jection performance, radiator/themlal capacitor integrated
thermal performance, coolant temperature control and tempera-
ture control hardware, coolant pumping equipment, regenera-
tive chilling equipment, freezers, chillers, etc. Redundancy
features of the flight system are also discussed.
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Figure 1. Refrigeration System




System Description

Frozen food, refrigerated food and water and freezing and
chilling capability for medical experiments was provided
aboard the Skylab vehicle by a circulating coolant refrigera-
tion system (See Figure 1). Low temperature single phase
coolant (Coolanol-15) passed through insulated freezer and
chiller compartments accepting heat for rejection to space by
radiation. The system 1s required to operate in two tempera-
ture ranges, O°F to -20°F for freezers and +35°F to +45°F for
chillers.

Figure 2. Food Compartment

Food was meintained in a frozen state in two freezer units,
the wardroom freezer and in the food storage freezer. The
freezers were located inside the spacecraft crew quarters. Each
freezer is a rectangular container 21 in, x 21 in. x 76 in. high
with an internal storage volume of 6 ft3 in three equal size
cubical compartments. Full face mechanically latching doors
with perimeter seals provide maximum access to each compartment.
Freezer cooling is achieved by flowing low temperature heat
transfer fluid through aluminum tube-plate (dip brazed) heat
exchangers which make up the compartment walls. Compartments
are insulated from the outer aluminum structure and each other
with polyurethane foam insulation. The top compartment of the
wardroom freezer was utllized as g chiller where temperatures
were maintained from +35°F to +45°F. Frozen food was provided
in circular pop top cans stored in cylindrical canisters. The
canisters were placed in a rack inside the freezer compartment.
(See Figure 2).




A medical experiment freezer for freezing urine and blood
samples was & single compartment unit similar in construction
to the food freezers but much smaller in size. This unit con-
tained trays into which urine and blood samples from the space-
craft crew were frozen. These samples were eventually returned
from orbit fr medical analysis. The sample trays included a
phase change material heat sink to maintain low temperature
during deorbit from the time the trays were removed from the
medical experiment freezer in orbit until they were placed into
an earthbound freezer on the recovery vessel. (See Figure 3 -
Urine trays and samples.)

Figure 3. Urine Trays and Samples

Chilled water was provided by passing water through an in-
sulated coiled tube heat exchanger to either a hand-held drinking
dispenser or a table mount dispenser for reconstituting foods.

Rejection of system heat load and coolant temperature con-
trol were accomplished with the space radiator and the low
temperature thermal control equipment located on the aft end of
the spacecraft. The radiator is a flat octagonal shaped tube-fin
heat exchanger with an effective heat exchange area of approxi-
mately 85 square feet. Radiator coolant extrusions are seam-
welded to the radiating surface. The radiating surface is
finished with a high emissivity low absorbtion coating. Poly-
urethane foam insulation, reflective surfaces and glass felt
insulation on the radiator back surface minimize heat flow in
this region.

During a typical earth orbit cycle, radiator outlet coolant
temperature can vary as much as 60°F. A thermal control wnit




adjacent to the radiastor, controlled and modulated radiator out-
let coolant to minimize temperature excursions of the fluid
delivered to the freezers.

A coolant temperature modulating device within the thermal
control panel called a thermal capacitor 'rectifies' radiator
outlet coolant temperature by storing and releasing thermal
energy at the heat of fusion point of a phase change materiel
(PCM). The thermal capacitor is & plate-fin coolant coldplate
with honeycomb tanks of PCM bonded to either face. The thermal
rectification mode of control provides exclusive temperature
control when the radiator is operating in a warm or mederate heat
rejection environment. For colder radiator operation, the ther-
mal capacitor remains mostly frozen and coolant outlet tempera-
tures can be quite low. For this mode coolant flow is period-
ically directed to bypass the radiator on a path directly to the
thermal capacitor to continue the freezing and thawing cycle
in the capacitor. Bypass control is accomplished automatically
with an electronic controller and temperature sensors at the
thermal capacitor. The temperature sensors provide the posi-
tioning command to a solenoid operasted two-position valve.
Temperature sensors on the radiator surface can also divert
flow to bypass in the event of a too warm radistor surface. A
relief valve is included across the radiator in the event the
coolant freezes in the radiator.

Coolant pumping and chilling equipment is located inside
a container in the spacecraft. The interior of the container is
vented to vacuum to improve insulation performance and to
eliminate the possibility of coolant leaking into the cabin in
the event of & leak., Four electric driven gear pumps ere in-
cluded in & single coolant circuit. Only one pump is operated
at any one time. The operational time spen of each of the four
pumps is programmed to allow for the long duration mission. Two
independent refrigeration coolant loops are provided onboard the
Skylab,a primary system and an alternate backup. Both systems
are identical. Loop switching if required may be accomplished
menually or automatically, either by the spacecraft crew or
from the ground according to various performance parameter
fault indications, freezer hi-temperature indication, chiller
low temp indication, accumulator low level indication, low pres-
sure indication (causes pump switching in sequence and eventual
loop switching). o

Temperature operation in the +35°F to +45°F renge was
achieved with regenerative heat exchangers and a temperature
regulated mixing valve set to operate from +36°F to +42°F. An
electric heater was included in the chiller circuit to prevent
low temperature freezeup in the water chiller. The heater func-
tions automatically according to commands from an electronic
controller and temperature sensors in the regenerative circuit.

Refrigeration piping was stainless steel seamless tubing.
All joints were electro-brazed except for interfaces with major
components which were standard boss fittings. Elastomer seals



were used in non-vacuum application where temperatures were above
o°F. Metallic K seals were used for low temperature vacuum appli-
cations. The relatively low volume accumulators 106 cubic inches
in relation to the total system volume of 900 cubic inches neces-
sitated a leak-tight system. The egbove piping and joint arrange-
ment provided the desired low leakege characteristies. Piping
was insulated with cylindrical polyurethane foam insulation sec-
tions sheathed in aluminum for fire protection. Insulation seg-
ments were clamped together and joints sealed with tape.

Operation of the Skylab Orbital Work Shop Refrigeration Sys-
tem begins several weeks before launch, The system is activated
and chilled down and meintained cold with a wster-glycol ground
thermal condlitioning unit. Frozen food is placed into the freez-
ers. The spacecraft is checked out and sealed off in preparation
for launch. Refrigeration system pumps are turned off during
boost into orbit. Once in orbit, the radiator assumes the heat
rejection job and the system operates continuously throughout
Skylab mission. A summary of Refrigeration System design and
performance characteristics is given in Table 1.

Table I. REFRIGERATION SYSTEM DESIGN & PERFORMANCE CHARACTERIS--
TICS

Coolant -- Coolanol-15 3
Total system coolant volume (one loop) -- 900 in
Total maximum accumulator volume (one loop) -- 106 in
Coolant operating pressure range -- 18 to 118 psia
Coolant flow rate -- 125 1b/hr

Meximum prelsunch heat load -- 1700 BTUh

Meximum orbital heat load -- 1300 BTIUh

Minimum orbital heet load -- 750 BTUh

Food freezers operating temperature range -- O °r go -20°F °
Urine freezer operating temperature range -- -2.5 F to -34°F
Chillers operating temperature range -- +35 °F to +h5 F
Radiator heat rejection at maximum condétions ~- 1500 BTUh
Thermal capacitor heat of fusion at -14 F -- 1800 BTU
Approximate system operating life -- 9000 hrs

Designated operating life of one pump -- 2250 hrs

3

Test Facility

To test & subsystem of such magnitude, requires a facility
that has two adjoining chambers, one of which is capsble of
simulating cold black space and pressure below 1 x 10 -~ Torr and
the other capable of duplicating the Skyleb cabin environment.
The McDonnell Douglas Space Simulation Laboratory's 39-foot
chamber and adjoining manlock were used for this test. (See
photograph Figure 4.) Four of the components and the inter-
connecting plunbing of the RSS were installed in the spherical
39-foot chamber. These were the radiator, radiator thermsl
control assembly, pump and chiller assembly, and radiator

11
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bypass valve controller. The balance of the RSS system, such as
the urine freezer, wardroom freezer, food storage freezer, water
chiller, urine chiller (simulated) and electrical cold plate,
were installed in the manlock chamber. (See Figure 5 - Test
Setup Schematic). The manlock chamber is approximately 10 feet
in diameter and 13 feet long, equipped with a separate pumping
system so that the pressure in the manlock chamber is independent
of that in the 39-foot chamber. Provision also was made to allow
this chamber to be pressurized up to 26 psia for simulating the
Skylab prelaunch cabin pressure. An aluminum tube/plate extru-
sion type black thermal shroud was built for the manlock chamber
to provide the required Skylab cabin environment temperature.

A thermal control cart circulated freon in the shroud to control
and maintain a stable temperature.

S-1 CHAMBER LID

CHAMBER
LID

Figure 4. 39-Foot Diameter Space Simulator and Manlock Chamber
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Test Support Egquipment

A modified NASA Model S14-121 Thermal Conditioning Unit,
similar to the unit used at the Skylab launch site, was used
to provide the refrigeration system initial thermal conditioning
(chilldown) and continuous thermal control during the prelaunch
interval. Also, a separate refrigeration system service cart
was used to perform four basic functions: It evacuated the
coolant loop, filled and drained coolant, circulated and flushed
the coolant in the system and reduced the air and moisture con-
tent of the coolant.

The power, control and display panel was built for proper
RSS operation and performance display. Electrical power to the
RSS was applied and controlled through this panel. The display
parameters were provided for immediate readout to determine the
RSS current performance status which allowed quick and accurate
monitoring of the system.

To provide the radiant heat flux for the test, an Infrared
(IR) Lamp Array was assembled with line reflectors containing
twenty 500W quartz lamps each. To cover the approximately
10-foot-square area of the radiator surface, seven lines of these
reflectors were used, spaced at 20 inches. The plane of the IR
Array was placed 2L inches sbove the radiator surface. (See
Figure 6 - IR Lamp Array end radiator surface.) This array was
capable of providing an incident flux of up to 1.4 solar con-
stants at rated voltage. In order to reduce the background
effect, the individual reflector lines were cooled with liquid
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nitrogen and the reflector bodies painted with 3M Black Velvet
paint. The IR lamp array was calibrated and the uniformity
determined. Analysis of the flux readings showed that 80% were
within 15% of the average flux for the field, and 98% were
within +10%. An ignitron power supply, Thermac Controller and
Data Trak programmer and a feedback radiometer were used in a
closed control loop to simulate the orbital heat flux cycles.
The desired heat flux curve was fed into the Data Trak program
chart which rotates at a rate equivalent to the Skylab orbital
period. This curve defines the power level supplied to the IR
lamp array by the ignitron which in turn is controlled by the
Thermal Controller. The Thermal Controller compares the feed-
back signal from the control radiometer and the Data Trak output
to regulate the ignitron power supply.

N TRl GRRIAT W N
T A G o

Figure 6. IR Lamp Array and Radiator Surface

Test Specimen Instrumentation

Temperature instrumentation included copper-constantan immer-
sion thermocouples, copper-constantan surface patch thermocouples,
and thermistor patches. Differential temperature measurements
were obtained with three couple copper-constantan thermopiles.
Pressure and differential pressure measurements were obtained
with Statham Model PA 822, PL 822 and PL 872 transducers. Flow
measurements were made with turbine-type flowmeters.




To measure the heat flux, three high output radiometers,
Hy-Cal Engineering Model R-8410-E-0l-120, were placed at the
cutoff corners of the radiator. The radiometer's sensitive
surface was painted with the same coating as used on the
radiator surface so that the radiometers would measure the flux
that was absorbed by the radiator. One radiometer was used as
a feedback as mentioned above for the Data Trak Controller to
control the programmed flux. Two radiometers were uvsed for
data. The radiometers were cooled by flowing 70 ¥ water through
the radiometer cooling tubes. The temperature of each radio-
meter was measured by a thermocouple imbedded in the radiometer
body.

Key measurements were redundantly instrumented. One set
was wired to the power, control and display panel where readouts
were obtained by digital temperature indicators, pressure gages
and light indicators. The others were scanned by the automatic
data system.

Data System

Primary data for this test were acquired using a 200-chan-
nel HP-Dymec 2010J Data System having a resolution of one micro-
volt. Data channels were scanned using a crossbar scanner,
digitized at a rate of approximately five readings per second
by a five-digit integrating digital voltmeter and recorded on an
incremental magnetic tape recorder for subsequent post test
processing, A printer was used as required to monitor raw data
values. At the start of each test, a uniform set of standard-
izations were recorded to verify the bias and sensitivity of
each channel that used signal conditioning external to the data
system, such as bridge-type transducers and turbine flowmeters.
The on-line computer was programmed to initiate each scan at a
specified interval. A local timer was also connected to
initiate a scan in the event one was not initiated by the com-
puter within a maximum allowsble interval. Data was reduced
both on-line and off-line,

The Dymec Acquisition System was coupled to an ¥XDS-930 com-
puter which accepts raw data and outputs calibrated data in
engineering units for selected channels to the remote typewriter
located at the test site. Reduced data values from a maximum of
56 channels can be typed in groups of eight channels on the
remote typer. The XDS-930 program provides for updating the
channels in each group and also allows the teletype operator to
select which of the groups are to be typed out. The type-out
occurs after each time slice of data, Also located at the test
site was a Tektronix 611 Scope Display upon which two types of
plotted data were available: a) a time history multiple plot
previously reduced time slices from 1 to 5 date channels, b)

a continuous update multiple plot of current time slices from
1 to 5 channels.
A hardcopy unit attached to the 611 Scope allowed the
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operator to make a hard copy of all on-line plots for immediate
reference and comparison purposes.

Reduced data, besides being output to the remote typewriter
and scope, was being stored on magnetic tape in the Data Reduc-
tion Facility. This calibrated data tape was used to obtain
all off-line plots.

In the event of an XDS-930 Computer failure while on-line,
data can be removed by processing data in an off-line mode. In
this case, the Dymec raw data tape can be processed to obtain
test data plots.

Test Specimen Performance

Most of the simulated orbital 10 T
testing was done at maximum cabin
environmental temperatures with the
radiator operating in the highest %
absorbed energy flux environment.
These conditions established the
upper limits of system operation.
Tests were also conducted at inter-
mediate and coldest environment
end radistor absorbed energy flux
conditions to verify temperature
control for all operating situa-
tions., Refer to Figure 7 for
maximum and minirum net lamp

MINIMUM
LAMP
FLUX

NET APPLIED LAMP FLUX BTU HIFT
-
z

2 34
flux curves. ]
Heat loads rejected by the 10
radiator for simulated orbital Od
conditions ranged from 750 BTU 0 10 20 30 40

minimum to 1300 BTU maximum TIME (HOURS)

which corresponded to internal
environment gemperatures from
+40"F to +79°F. For the warmest o
condit%ons radiator outlet coolant temperature ranged from +3°F
to -38°F for an orbital cycle. For the coldest radiator rejec-
tion environgent, the lowest recorded radiator outlet tempera-
ture was -95 F,.

Thermel capacitor 'thermal rectification' provided coolant
temperature control for the maximum operating conditions. Refer
to Figure 8. Coolant delivered to the freezers is at constant
temperature for this condition near the fusion point of the PCM.
For colder operation, bypass switching resulted in the tempera-
ture control of Figure 9. Coolant delivery temperature to the
freezers for this condition varied by the amount of the tempera-
ture switching limits. This variation is considered acceptable.

Figure 7. Net Applied Orbital Lamp Flux
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Frozen food was maintained from -3°F to -20°%F through the
range of operating conditions. With such low temperatures
there was concern early in the test program with regard to the
amount of ice and frost buildup in and around the freezer doors
and food cans, Since there was no provisions for freezer de-
frosting and the Skylab mission spanned approximately 9 months,
it was felt that this could be & potential problem, Frost tests
were conducted where temperature, dewpoint and ventilation con-
ditions at the freezer doors were simulated in conjunction with
door opening and food can removal operations. Considerable frost
and ice buildup did occur during these tests; however, it was
relatively soft in consistency eand because of the low cooling
capacity of the system sufficient heat was added to the affected
areas when the freezer doors were opened to further softén the
ice for easy removal.

DISCUSSION

The space chamber quartz IR lamp thermal simulation proved
to be a good representation of the radiators earth orbit thermsl
environment. Radiator heat rejection and temperature charac-
teristics were as predicted for the applied conditions. The
applied orbital average net heat flux was always within 2 BIUh/
Ft~ of the required value. The automatic cycle veriation of lamp
intensity provided excellent transient environment simulation to
permit verification of refrigeration system coolant temperature
control modes.

Subsequent Skylab flight data confirmed refrigeration system
operation as first demonstrated in the simulation tests. As
would be expected, the Skylab refrigeration system reflected
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slightly more thermal performance capability than was demon-
strated during the conservative simulation tests. During the
first few days of Skylab operatiog when internal environment
temperatures were as high as +125°F, corresponding maximum food
freezer temperatures were +5 F. As Skylab internal temperatures
returned to normal mgximum frozen food temperatures dropped to
values lower than -57F.
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Paper No. 3

GENERAL ELECTRIC COMPANY UNDERWATER ENVIRONMENTAL
LABORATCRY’S ZERO G TECHNIQUES APPLIED TO THE
ENVIRONMENT

Ruth H. Fry, General Electric Company Space Division,
Valley Forge, Pennsylvania

ABSTRACT

The Underwater Environmental Laboratory (UEL)
was specifically designed for zeroc G simula-

tion in an underwater environment to test and
evaluate astronaut subjects, manned/unmanned

vehicles and equipment.

This paper relates particularly to UEL's re-
cent endeavors in the conversion of zero G
simulation techniques applicable to water en-
vironmental pollution areas such as oil spill
clean-up techniques, thermal pollution, solid
waste materials, industrial wastes, stornm
water discharge and radioactive or nuclear
waste evaluation, aircraft emergency ejection
studies, automotive water impact and sub-
mersion studies, buoy/small submersible de-
velopment, ocean wave/glitter pattern re-
search and similar areas of water-related
research and development.

INTRODUCTION

The UEL is an indoor variably controlled environ-
mental or zero G simulation facility. Its unique
capabilities enable it to accommodate virtually any
water-related research and development project in the
industrial, military, medical, commercial, scientific,
or Governmental community. Set forth herein is a
description of the manner in which the UEL has revised
and up-dated its equipment, zero G techniques and
capabilities to serve a larger marketplace in new and
non-aerospace activities. Also set forth are a few
of these recent programs, such as oil/water separator
methods and techniques, remotely-controlled manipula-
tion to be used underwater twenty thousand feet be-
neath the ocecan instead of in space, storm water
pollution monitoring systems, vehicle water impact and
submersion research and development, buoy and small
submersible development and checkouts and radioactive
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or nuclear waste evaluation. Lastly, described herein
are some of the methods®in which the UEL evaluated
what areas to investigate relative to new business in
other industries and fields and how potential custom-
ers were approached and apprised of the UEL's exis-
tence and unique capabilities.

UNDERWATER ENVIRONMENTAL LABORATORY

The main tank is in-ground 25' deepo, 60' long,
28' wide (See Figures 1 and 2), water temperature con-
trolled from approximately 40°F -~ 120°F - 190°F.

The air temperature in the tank area is control-
lable €rom 55°F - 102°F or higher if specifically re-
guired. During normal operating conditions the air
temperature is maintained at 90°F. The air tempera-
ture in other areas of UEL, such as the electronics
control room, machine shop, office areas, lounge and
medical dispensary, highbay equipment preparation
area, conference room, scuba eguipment room and locker
rooms is maintained at 70°F - 72°F.

The main tank is capable of docking three S-4Bs
simultaneously or of performing two or three differ-
ent experiments simultaneously, dependent upon re-
gquirements for each project. The main tank contains
315,000 gallons of water, which is normally complete-
ly chlorinated, filtered and purified every 24 hours.
However, the UEL presently has the capability of
chemically changing 315,000 gallons of fresh water to
salt water of almost any density desired for a
specific test program.

Built into the main tank is a water manifold
pressurization system (a self-contained water supply
for water pressurizing Gemini space suits to 3.5
psi). Above this system is an air manifold pressuri-
zation system extending 60 feet along one wall of the
tank which is used for hookup umbilical helium oxygen
deep ‘water (1000-3000') tethered diving experimenta-
tion simulated), air pressurization of Apollo suits
3.5 psi, or in performina extended duration sub-
mergence physiological testing of selected subjects.
To supplement the air pressurization system and to
meet NASA, Navy and other customer reguirements a
two man recompression chamber is available with fully
certified Navy trained medical chamber operators.

In addition to the above-mentioned air manifold
pressurization system and the two-man recompression
chamber there is presently tied into the system a
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compressed air and/or oxygen system (See Figure 3)
used for extended submergence studies on hookah and
tethered lines and to replenish scuba and other high
pressure bottled gas supplies required on programs.

Adjacent to the main 60' long, 28' wide, 25°'
deep tank is a smaller circular tank 12' in diameter,
8' deep, water temperature controlled from 33°F to
212°F (See Figure 3) This environmental tank may be
used for organic R&D such as growing algae, physiolog-
ical monitoring in cold water experiments and thermal
pollution studies.

The UEL is equipped with both surface and under-
water TV capabilities whereby monitoring and/or video
recording modes may be utilized. The system comprises
two underwater cameras, one mobile and one station-
ary unit, one topside camera, and three surface moni-
tors; each one can be independently connected to the
video recorder if desired. Audio surface and under-
water communication systems are also available if re-
quired for an individual program. Adjacent to the
pool area is an electronics control room where from
the comfort of a 70°F environment. topside personnel
monitor the underwater and pool area activities on
two closed circuit TV monitors or through a 6' x 8'
viewing window opening into the pool area. (See Fig-
ure 2).

The lighting system at the UEL consists of
windows lining two sides of the pool area in the
overhead bay, a spread of thirty-seven 350 watt
highbay reflector lamps over the entire overhead
bay section, a movable cross bar of 6 to 8,

1000 watts ea.,colortran quartz lichts. The cross
bar can be raised or lowered to within one foot of
water's surface as desired. Also, there is a 25'
high photographic catwalk over the tank area.
Additional underwater lights, 500 watts each, can be
installed at specific locations in the main tank

if any underwater supplemental lighting is required.
For example, for normal underwater color motion
pictures, still photography or TV system utilization,
underwater lighting is not a requirement. However,
if a test requires spotlighting, backlighting, etc.,
the underwater lights are excellent for such purposes.
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Additional facilities and capability provided

are:

In addition to 315,000 gallon capacity
fresh or soft water--murky, dark water
can be provided or water visibility from
one to sixty feet, capable of readina
third to fifth line on standard eye chart.

This year UEL has the capability of
manufacturing 2' simulated waves,
fresh or salt water.

UEL's two ton overhead trolley crane
(length of tank area)

Five ton forklifts (3)

Highbay area 61' x 25' x 20' high

leading from the exterior of the building
in the UEL area to the edge of the main
tank area for equipment preparation and/or
storage for future testinga.

Listed below are some typical areas of the
marketplace wherein UEL has capability to perform
research and development programs and in which
areas there is interest, in accomplishina these
programs by the customer.

Simulated "O" gravity for space flight
Aquanaut equipment development
Astronaut/aguanaut personnel training
Environmental pollution studies

Buoy and small submarine development
Aircraft emergency ejection studies

Car submersion rescue techniques

Nuclear waste containment studies

Puglic relations activities

Underwater TV commercials, special features

Ocean wave and glitter pattern research
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- Coast guard sea rescue equipment development
- Deep sea remote controlled equipment development
All activities and programs at UEL are on a
lease basis to General Electric Company components
and industrial, military, commercial, scientific,
medical and governmental communities alike are
subject to a $25 per hour=-$200 per day minimum.
UEL NON-AEROSPACE PROGRAMS

Several of UEL's recent activities center in the
water environmental pollution area.

0il/Water Separator

GE's Re-Entry and Environmental Systems Division
has developed an oil/water separator to be used on
land or offshore. It is a self-contained gravity
separation system which requires no operator, has
high volume capabilities and is adaptable to existing
0il production facilities, both on land and cffshore.
The separator is designed with non-corrosive materials,
has no moving parts, and has been proven in months of
field operations to be virtually maintenance-free.
The system does not have any external power require-
ments which place utility demands on the installation
site. The only power required is 110V AC to push
or pull the bilge mixture to the separator and to
pump the separated o0il to a suitable storage container.

Presently the oil/water separator is being tested
at UEL on a regular basis to develop increased
volumetric rates from 1,000 gallons/minute to 5,000
gallons/minute. Because of UEL's capacity of 315,000
gallons, these rates per minute and higher rates are
entirely feasible.

Separator efficiency is achieved by design which
achieves total laminar flow of the mixture from the
input manifold, through baffles and then passes through
a combination of specially configured coalescent
plates and packs.

With a flow of approximately two feet to main-
tain capacity flow, the unit operates at atmospheric
pressure with essentially no pressure drop from inlet
to outlet. While the waste water flows horizontally
through the separator, the o0il adheres to the plates
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and moves vertically through the specially configured
plate banks. When the o0il reaches the liquid surface
level in the separator, it is automatically skimmed
off by a passive float device that can also control
the o0il layer thickness to insure that water free oil
is removed from the separator.

In addition to utilization in oil production
facilities, the separator can also be used for such
tasks as ship debilging, refinery and chemical
process produced water water clean-up, and assistance
in major oil clean-up.

Storm Water Pollution Monitoring System

Another area of water environmental pollution in
which UEL has a significant capability is the storm
water pollution monitoring system.

Recently a study was conducted by the Environment-
al Protection Agency to define the water pollution
impact of urban storm water discharge. It was dis-
covered that street surface runoff is highly contami-
nated. In addition, it was found that street cleaning
practices and storm drains are ineffective in keeping
the fine solids fraction of the street surface con-
taminants from reaching receiving waters during a
storm. The study also showed that the fine solids
have the highest pollution potential because they are
primarily composed of heavy metals and pesticides which
are detrimental to biological systems.

As a result of this study, it was recommended that
improved street cleaning practices and newly developed
street cleaning equipment could more effectively re-
move the fine solids from the storm discharge water.

Since the completion of the above study, General
Electric has developed a method for monitoring storm
water discharge.

In concept, the system is a heavy metals analyzer
that is positioned at the desired monitor locations.
Prior to a storm the station is automatically operated
by remote control using digital codes over a telephone
line. The heavy metal data is transmitted by telephone
line to a central station where it is recorded and
analyzed. Real time heavy metal concentrations in the
runoff storm water from many such stations can give a
total picture of the storm water in a metropolitan
area.
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The sensor is an adaptation of a system GE has
designed for industrial process line monitoring of the
chemical composition of liguids and slurries. The
system includes a sensor, recorder, excitation source,
power supply and cooling unit.

The sensor operates on the principle of x-ray
fluorescence analysis. As the water is circulated
through the measurement cell, it is exposed to a source
of radiation which causes the elements in the water to
emit their characteristic x-rays. The number of x-rays
counted by the detector is always proportional to the
concentration of each element. In field use each
element's x-rays generate discrete voltage pulses in
the detector. These pulses are monitored by a
programmable single channel analyzer (SCA) and the
count rate for each element is transmitted by a data
phone line to a central office. Here the data is
recorded for future analysis.

A simulated storm drain outfall system will be con-
constructed at UEL for proof testing the water intake
designs and pollutant detection sensitivity of the
system as a function of water velocity.

Storm water discharges will be simulated by pump-
ing water out of the main test tank of the UEL into
the existing storm drain system. (See Figure 4) The
main tank of the UEL shown in Figure 1 is 25' x 60°'

x 28'. The maximum pump-out rate is 315,000 gallons
per 24-hour period.

Pollutant detection sensitivity testing under sim-
ulated storm conditions will be performed by flushing
contaminated street dirt into the UEL existing storm
drain system. Contaminated dirt will be collected
from streets. The street dirt will be analyzed prior
to the storm simulation tests. These tests will then
provide sensor detection sensitivity data for various
storm water loadings. These data are necessary because
the detection sensitivity of the sensor in the storm
water monitor is dependent on the total solids con-
tained in the runoff water. The variation in solids
will affect the signal to background values. This
occurs because the radiation reflected into the sensor
by the water plus solids determines the background
whereas the characteristic x-rays that are simultaneous-
ly denerated in the elements contained in the solids
determines the detectable signal level.
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Additionally, the water intake model will then be
constructed to withstand the conditions previously
measured in the field. The integrity of the design
will be tested at the UEL under conditions equivalent
to peak storm conditions.

Lastly, detection sentivity tests will then be
performed under simulated storm runoff conditions in
the UEL. Detection sensitivities will be established
for each of the heavy metals: Ni, Zn, Cu, Cd, Pb and
Hg.

Radiocactive or Nuclear Waste Evaluation

A further area of UEL capability and participation
is in the radioactive or nuclear waste evaluation
problem. Namely, the effect of hydrostatic pressure
on the performance of a gamma-ray spectrometer; the
passive detection of an isotope source; and,
determination of the parameters for using activation
analyses to identify materials at a distance in
water. UEL has the capability of utilization of
these three different measurements.

Water Impact and Vehicle Submersion

A guite different endeavor of the UEL in the
non-aerospace marketplace is the development of safety
standards and procedures in motor vehicle accidents
involving water impact and vehicle submersion.

UEL is presently proposing itself to develop
practical ways and means of reducing the numbers of
accidents involving water impact and vehicle submersion.
Presently, very little is known about the behavior and
failure characteristics of a motor vehicle upon impact
with the water, or during floation, submergence and
bottom impact phases. Equally unknown are the psycho-
logical difficulties experienced by the victims, or the
escape difficulties experienced under varying condi-
tions of vehicle type, post-accident conditions, rest
attitude of the vehicle, and water depth.

A review of the small amount of data that is
readily available indicates that in those accidents
which result in total submersion of the vehicle, the
fatality rate is abnormally high. This leads to the
speculation that by far the largest percentage of these
deaths are caused by drowning. The more important
factors contributing to death by drowning under these
conditions may be: (1) panic, with the attendant in-
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ability to think clearly; (2) inability of the victim
to hold his breath long enough to permit escape be-
cause of the greatly increased demand for oxygen
brought on by fear and panic; (3) ignorance of escape
procedures; (4) unconsciousness or other disabling
injuries sustained in the accident; (5) jammed windows
and doors.

The number of accidents, injuries and deaths
involving water impact and submersion may be reduced
through: (1) improving highways,along areas bordering
water, such as the installation or improvement of
guardrails; (2) the development of proven escape
procedures under the most prevalent conditions to be
encountered; coupled with a thorough education pro-
gram to make these procedures known to the driving
public; (3) determine those design features and
modifications which can be incorporated in present
and future motor vehicles in order to significantly
increase the survival chances of persons involved
in accidents of this type. Undoubtedly, the most
effective of these changes, if practical and feasible,
would be to make motor vehicles virtually unsinkable.

Other Non-Aerospace Programs

During the past year, one of UEL's customers
(within General Electric Company) has been developing
an unmanned manipulator, initially developed for
aerospace utilization, for use in oceanic research at
depths of 10,000 to 20,000 feet beneath the sea.
Other ocean related programs have been: research
and underwater testing of undersea cables, checkout
of life support systems and maneuverability of small
submissiles and submarines, ocean wave and glitter
patterns sensed from orbiting satellites, and
research and development in closed cycle mixed gas
breathing equipment used by aquanauts to ocean depths
of 1,500 to 2,000 feet.

POTENTIAL CUSTOMERS

As may be readily understood from the above .
typical examples of the variation of non-aerospace
problems which may be solved with aerospace technology,
the UEL has achieved a degree of interest and capa-
bility in other areas of technology, especially in the
environmental area.
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As stated previously, the Underwater Environmental
Laboratory now has a capability to perform virtually
any water-related research and development program
and is more than willing to assist other companies,
both aerospace and non-aerospace oriented to solve
their particular problems in underwater related
research and development and to lease the UEL to
these organizations to achieve this very worthwhile
result.
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Figure 1

Figure 2
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Figure 3

Figure 4
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MARS SURFACE THERMAL ENVIRONMENT FOR VIKING
LANDER DESIGN AND TEST

T. F. Morey and T. R. Tracey, Martin Marietta Aerospace,
Denver Div., Denver, Colo.

ABSTRACT

Mars surface thermal environments have been developed
for design and testing of the Viking lander, based on
mission requirements and available Mars thermal data.

INTRODUCTION

The Viking program is intended to place two soft landers on
the surface of Mars during 1976 for extended observations and
transmittal of data to Earth. They must be able to survive many
days of whatever environments may be encountered. It is well
known that the Mars surface environment will vary greatly with
season, latitude, and time of day. However, since the Viking
landers will be the first weather stations on Mars, there are a
great many unknowns.

The purpose of this work was to develop a rationale for
defining the probable range of thermal environments, obtain the
required Mars thermal data, and then define the specific com-
bination of environments to be used in the design and testing
of the Viking lander. The scope of this paper includes the
derivation and results of the work of establishing these environ-
ments, but not the vehicle thermal design, testing, or perfor-
mance,

The thermal environment parameters to be specified depend
on the general design and mission objectives of the Viking lander.
The Viking mission definition determines the ranges of landing
sites and mission dates to be considered. The basic data for the
surface, atmospheric, and astronomical parameters are taken pri-
marily from the Mars Engineering Model prepared by the NASA Lang-
ley Research Center for the Viking program (Reference 2). Many
of the parameters used in this study have been continually up-
dated as better information became available,

ENVIRONMENTAL FACTORS

Factors Affecting Lander

The Viking lander is affected by many types and modes of
heat transfer, including solar and infrared radiation, forced
and free convection and gas conduction. The cyclic and mean
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daily thermal conditions and their variations with landing site
and time of year are required to establish the design require-
ments., The environments for specific lander areas or external
components are also affected by the specific vehicle configura-
tion and orientation, and must be considered in the detailed
lander design, especially for critical exposed components.

The pertinent solar radiation parameters are the solar
irradiance, solar angle, daily solar radiation time, and solar
radiation absorptivity of Mars and vehicle surfaces. The in~
frared radiation parameters are the Mars surface and effective
sky temperatures and Mars and vehicle surface infrared emissivi-
ties. The terrain configuration could also affect both solar
and infrared radiation by modifying the vehicle to soil view
factors and reflections and introducing solar radiation shadow-
ing. Forced convection depends on the wind speed, free convec-
tion on the acceleration of gravity, and both depend on the
atmospheric temperature, pressure, and physical properties. The
lander insulation performance and internal heat transfer are
affected by the atmosphere conductivity and pressure.

Mission Specifications

The mission specifications affecting the environment are
the ranges of landed mission dates and landing sites given in
Reference 1. The solar radiation, the surface, atmosphere and
sky temperatures, and the atmospheric pressure vary with these
factors. The landed mission season or time of year on Mars and
the landing site latitude are the most important parameters in
determining the thermal environment.

The specified range of arrival dates at Mars is June 17 to
August 13, the time in orbit is 10 to 50 days, and the landed
mission time span is 90 days. Thus, the design landed mission
is from June 27 to December 31, 1976. The actual end of mission
may occur earlier because of loss of communication caused by
occultation of Mars by the sun, but the design requirement ex-
tends through December.

The mission landing site latitude range was specified as 30
deg south latitude to 30 deg north latitude. Currently, fur-
ther north landings are being considered, but none of these has
more extreme conditions than the extreme hot and cold cases
occurring for the original latitude limits, The range of ele-
vations considered is from 3 km above to 9 km below the mean
surface level. Potential landing sites are selected to have
anticipated slopes not over 19 deg, and studies have shown that
relatively moderate slopes have little effect on the environment.
Therefore, for this study the terrain is assumed to be level,

Mars Thermal Data

The pertinent thermal data for Mars are taken primarily
from the Mars Engineering Model (Reference 2) with some addi-
tional information obtained from other sources (References 3-8).
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The required astronomical constants are the mean solar day of
24.66 hrs, the solar constant at one A.U., of 429 + 1,5% Btu/hr-
ftz, and Mars surface gravity of 12,146 ft/sec2. The Mars-Sun
distance, solar irradiance at Mars, and aerocentric solar declin-
ation (angle between Mars equator and sub-solar latitude) vary
with Earth date as shown in Figures 1 and 2. The daily solar
radiation time span on Mars varies with Earth date and Mars
latitude as shown in Figure 3.

The soil properties affecting the environment are the
solar absorptivity, infrared emissivity and thermal inertia
parameter (the square root of the product of soil density, ther-
mal conductivity and specific heat). The presence of dust on
the lander surfaces affects their optical properties. The per-
tinent atmospheric properties are the composition, pressure at
the mean surface level and its variation with altitude, physical
and thermal properties, transmissivity to solar radiation, and
peak steady state wind speed. The effective sky temperatures
are obtained from the other parameters for the various atmos-
pheric models as described in References 7 and 8. Values for
some of these surface and atmospheric parameters are given in
Table 1. The ranges of most atmospheric parameters such as
pressure, composition and thermal conductivity have decreased
considerably in significance with each new set of model atmos-
pheres.

The thermal inertia values used in this study are for par-
ticulate soils having about 50 percent voids, which are believed
to cover much of Mars (Reference 2). Solid rock has a much
higher value and would greatly attenuate the daily surface tem-
perature fluctuations. The normal atmospheric transmissivity
of nearly 100 percent is used. Martian clouds, especially the
dust clouds observed by Mariner '71 have a radical effect on
the environment. As in the case of heavy terrestial clouds,
they would attenuate the surface and atmospheric temperature
extremes and reduce the incoming solar and outgoing infrared
radiation.

DESIGN CONDITION SELECTION

Mars Properties

The mean or most probable values for all parameters are
used to obtain the nominal environments. The hot and cold
design enviromments are obtained by using the heating or cooling
design limits for these parameters. However, the limiting
conditions to be used for certain parameters are not immediately
obvious. Moderate variations in soil thermal inertia have very
little effect on the mean surface temperature, but the daily
peak surface temperature varies inversely with the thermal in-
ertia to a significant degree.

Wind has a cooling effect in the cold case, since the ex-
ternal environment is always much cooler than the lander inter-
ior. In the hot case, the mean exterior environment is also
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TABLE 1 - MARS SURFACE PHYSICAL AND OPTICAL PROPERTIES

Surface Albedo Dependent Light Area Average Dark Area
Surface Albedo (Reflectivity) 0.25 0.23 0.15
Surface Solar Absorptivity 0.75 0.77 0.85
Soil Thermal Inertia,

Btu/CF-ft2-hr 0.5540.12 0.59+0.12  0.74+0.12

Atmospheric Model Dependent Minimum P Nominal P Maximum P
Pressure, Mean Surface Level, mb 4.0 5.3 8.0
Atmosphere Composition, wt % CO, 100 100 82

wt % Ar 0 0 18
Thermal Conductivity at -46°F
Btu/hr-ft-OF . 0.0074 0.0074 0.0075
Effective Sky Temperature, -as -188.9 -177.3 -177.3
Function of Surface T, °F +0.664T +0.658T 40.658T

Independent Variables Minimum Nominal Maximum
Surface Infrared Emissivity 0.89 0.93 0.96
Landing Site Elevation,; km -9 -3 +3
Wind Speed at Surface, ft/sec 0 65 130



colder than the lander interior, but wind tends to heat the lan-
der during part of the day. However, a wind that starts and
stops in a specific pattern every day is considered sufficiently
unlikely to be excluded, and the no wind condition is assumed to
be generally hotter, Since the wind is one of the least known
and widest varying parameters which may have a major thermal
effect, insensitivity to wind speed must be considered in vehi-
cle design,

The values tending to produce the highest mean and/or peak
Mars surface and atmospheric and vehicle surface temperatures
and the least heat loss from the lander are used for the hot
environments. The selected surface properties are dark soil for
a high solar absorptivity, low emissivity, and low thermal iner-
tia for a dark area, The atmosphere selected has the lowest
thermal conductivity and pressure and the highest effective sky
temperature. A plus tolerance on the solar constant, a zero wind
speed, and a dust covered lander for high solar absorptivity are
also assumed,

The values tending to produce the lowest mean and/or peak
temperatures and the greatest heat loss from the lander are used
for the cold environments. The selected surface properties are
a light soil for a low solar absorptivity, high emissivity, and
high thermal inertia for a light area, The atmosphere selected
has the highest thermal conductivity and pressure and the lowest
effective sky temperature. A minus tolerance on the solar con-
stant, the maximum steady state wind speed, and a bare lander
surface are also assumed,

Mars Temperatures

The daily surface temperature cycles for hot, nominal and
cold environments were derived for Mars as functions of Earth
date and Mars latitude. The atmospheric temperature at Mars
surface is assumed equal to the surface temperature. This assump-
tion is generally conservative as the atmospheric temperature
normally fluctuates less than that of the surface. The computer
model used to obtain these temperatures has several soil layers
increasing in thickness with depth. The lowest layer has a
nearly constant temperature close to the average surface tem-
perature, which 1is consistent with actual subsoil conditions.
The upper atmosphere temperature and pressure profile shapes
are assumed constant throughout the day for a given atmospheric
model. Thus, the effective sky temperature used for each case
depends only on the average atmospheric temperature at the sur-
face and the model atmosphere used. The parameter values used
for the various cases are those described in the preceding
section,

The mean daily temperatures for the nominal environments
are presented in Figure 4 for the ranges of Earth dates and Mars
latitudes of primary interest, This plot indicates the ranges
and distributions of mean daily temperatures to be encountered
during the mission. Several representative diurnal temperature
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cycles, including those for the hot and cold design cases, are
shown in Figure 5. These curves indicate the extremely wide
ranges of daily temperatures characteristic of these latitudes
on Mars.

Mission Design Points

The selected design point for the cold case is on July 4,
the time of Mars northern solstice and shortly after aphelion,
and at a landing site 30 deg south latitude. This point corres-
ponds to a low solar irradiance, minimum solar elevation angle
and shortest daily solar radiation time for this mission. This
time was picked rather than the earliest landing date, which
could be colder, because the solstice time is fixed and not sub-
ject to changes in mission definition, and the environment at
30 degrees south varies little during late June and early July.
It is also the goal date for the first Viking landing.

The hot design point is on December 31, the mission time
nearest the equinox and approaching perihelion, and at a landing
site one deg north latitude, the subsolar point at that time.
These conditions correspond to the maximum solar irradiance for
this mission, the maximum solar elevation angle, and the nominal
daily solar radiation time. The highest temperature occurs at
the sub-solar point when it is at the equator.

The nominal case is selected to be on October 2, the latest
landing date and end of mission for the July 4 landing date, and
at a landing site on the equator, the midpoint of the original
landing site range. These conditions produce an environment
very close to the median or most probable environment for the
specified mission ranges as shown in Figure 4.

DESIGN ENVIRONMENTS

The conditions used for the hot extreme, cold extreme, and
several intermediate environments are given in Table 2. The
corresponding surface temperature diurnal cycles are given in
Figure 5. The nominal case represents the most probable set of
conditions and thus the most probable thermal environment anti-
cipated for much of the mission. The cold design case represents
the coldest environment to be met during any part of the mission,
including the proposed landings near 45 deg north latitude. The
hot design case represents the hottest environment to be en-
countered during any part of the mission.

The intermediate environments are useful in determining
most probable conditions and margins, while the extreme hot and
cold cases are used for vehicle design and test limits. The
cold and hot cases have another major difference besides their
wide difference in temperatures. The cold case is convection
dominated because of the low temperatures, low solar flux and
high wind speed, while the hot case is radiation dominated be-
cause of the high temperatures, high solar flux and low atmos-
pheric free convection.
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The available Mariner data, such as Reference 9, have been
compared with these results and found to fall within the design
limits. The Mariner measurements cover relatively wide areas,
while the Viking design environments must consider local condi-
tions. The Mariner data indicates that wind and blowing dust
do exist on Mars, and that severe dust storms modify the envir-
onment by attenuating the radiation and temperature peaks at
the surface. The design environments will be reviewed as more
Mariner data become available,

TABLE 2 - MARS SURFACE MODEL ENVIRONMENTS
TIME/PLACE Cold Case Nominal Case Hot Case
Event North Solstice Late Landing Mission End
Earth Date, 1976 July 4 Oct, 2 Dec. 31
Solar Latitude, deg +24,77 +18.45 +0.96
Solar Irradiance,
nominal-Btu/hr-£t2 156.3 170.9 198.3
Lander Latitude, deg -30.0 0.0 +0.96
Irradiance Time, hr 10.21 12,33 12,33
Lander Altitude, km -9 -3 +3
THERMAL CONDITIONS Cold Nominal Nominal Nominal Hot
Solar Irradiance
Tolerance, Btu/hr-ftZ -2.3 0.0 0.0 0.0 +3.0
Surface Properties
Solar Absorptivity 0.75 0.77 0.77 0.77 0.85
Infrared Emissivity 0.96 0.93 0,93 0.93 0.89
Thermal Inertia,
Btu/OF-ft?-hrk 0.67 0.59 0.59 0.59  0.62
Atmosphere Properties
Pressure at Site, mb 20.2 6.8 6.8 6.8 2.85
Composition, wt % CO, 82 100 100 100 100
wt % Ar 18 0 0 0 0
Conductivity at ~469F .
Btu/hr-ft-OF 0.0075 0.0074 0.0074 0.0074 0.0074
Wind Speed, ft/sec 130 65 65 65 Q
Temperatures
At Surface, °F Max -60 -46 +42 +72 +95
Mean -139 -132 -67 -50 -34
Min -184 -180 -141 -131 -121
Sky (Effective), OF -281 -264 -221 -210 =200
CONCLUSIONS

1, The most critical thermal environment parameters and the
values to be used depend on the type of vehicle and mission
objectives,

2, The thermal environments defined in Table 2 are conservative
but reasonable for the thermal design and testing of the
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Viking lander.

3. The most probable variations in parameter values from those
used for the extreme design cases will produce less extreme
environments.

4, These Mars thermal environments present very wide ranges of
temperatures, solar radiation, wind and dust conditions
which must be considered in the Viking lander thermal design.

5. These environments should be reviewed as more data become
available to prevent unnecessary conservatism in the vehicle
design and operation.
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ABSTRACT

Techniques for the simulation of the Martian Thermal
Environment are Verified by Full Scale Test Data

INTRODUCTION

The presence of a dynamic atmosphere on Mars introduces a
probabilistic element into the definition of the mission envir-
onment of a Martian lander. This precludes the possibility of
"mission thermal simulation" in a test facility, in the usual
sense applicable to spacecraft testing. The available alterna-
tive is to bracket the multitude of possible thermal conditions
at the landing site with simulated "hot" and "cold" extremes
which guarantee the survival of the lander under all anticipated
conditions on Mars. This paper reviews the definitions of ther-
mal test extremes applicable to the Viking Lander, and discusses
the criteria, techniques and facilities required for their simu-
lation in light of recent data obtained from Mars Simulation
tests conducted with the Viking Thermal Effects Test Model (TETM).

The TETM is a full scale model of the Viking Lander, incor-
porating the developmental thermal control subsystem, flight
type structures, and thermal simulators of science and elec-
tronic equipment. The primary objective of the Mars simulation
tests was to verify the lander thermal design and supporting
analytical models, and to demonstrate the adequacy of the test
techniques. The discussion in this paper is limited to the
latter aspects of the test results; the thermal response of the
vehicle being only considered to the extent necessary to demon-
strate the test approach. The relation of the TETM Mars simula-
tion test program to the other Viking thermal tests is illustra-
ted on Figure 1.

In the above context, the TETM tests represent the final link
in a chain of developmental efforts initiated early during the
Viking program and aimed at the definition of a suitable Mars
simulation test approach. These developments included the
definition of the test environments and facility requirements
(1,2)*, implementation of the necessary facility modifications,

1The numbers in parenthesis refer to the list of references appen-
ded to this paper.
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and investigations related to unique test-operational features
of Mars environmental simulation (3,4). The final proof of the
proposed technique, however, was dependent on the availability
of a full scale thermal model of the Lander, since the simula-
tion techniques are related to convective processes which depend
in detail on vehicle-peculiar forcing geometries and heat dissi-
pation profiles. These vehicle-induced convective effects in
the test environment impose limitations on both the controll-
ability of the test environment, and the ability to separate

the performance of the test facility from that of the test arti-
cle.

In addition to the precursory developmental effort already
mentioned, of particular significance are the "RTG Wind Tunnel
Tests'" depicted on the left hand side of Figure 1. Their purpose
was to provide data for the design of protective wind shields for
the RTG's, and to determine the effects of winds on the avail-
ability of RTG waste heat for thermal control. The results of
the wind tunnel tests served as input in the form of controlled
ETG boundary conditions during the TETM cold extreme test.

In the next section, the definition of the simulated thermal
extremes is reviewed, and criteria for their simulation are
developed. This is followed by descriptions of the simulation
approach, the test hardware, and test operations. A discussion
of test results as spplied to the simulation technique is pre-
sented in the last section.

NOMENCLATURE

£ = parameter defined by Equation (2)

h = convective coefficient, Btu/hr-£ft“-°R

h* = equivalent convective coefficient defined by Equation
(7e), Btu/hr-ft2-oF

P = period of Martian diurnal cycle - 24,66hours (= 1480
min,, approx.)

q = heat flux per unit area of skin, Btu/hr- ft2

t = time from Martian midnight, hr

T = temperature, OR

T = average temperature for the Martian diurnal cycle, OR

ATg = difference between radiation-equilibrium and skin tem-
perature, °R = TR,M - Tg

€ = vehicle outer surface emissivity

o = Stefan-Boltzmann constant, Btu/hr-ft2-oF

Subscripts

abs = radiation absorbed from the environment (sum of IR,
solar and albedo)

em = radiation emitted by vehicle outer surface
CH = simulation chamber

h = convection

min = minimum (lower extreme)
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max = maximum (upper extreme)

M = Mars

R = radiation-equilibrium (as attained in the absence of
convection)

s . outer surface of the vehicle (vehicle/enviromnment ther-

mal interface)

(- Martian atmosphere

SIMULATION CRITERIA

In order to arrive at a definition of the simulated extremes,
consider the heat balance of the vehicle outer skin in the non-
dimensional form derived in Reference 1:

(TS,M/TR,M)“ + £(Tg M/ TR, - £(Tg M/To) -1 =0 (1)

where: f=hy/ €eoTr M3 (2)
q 1/4

Ty =( tr M dabs M) (3)

The above equations may be applied to either local/instantan-
eous values of the temperatures and heat transfer coefficients,
or to averages over time and/or surface areas, In the latter
case the averaging should be in accordance with the various
components of heat fluxes, hence fourth-power averages apply to
the first term in Equation (1), whereas algebraic averaging per-
tains to the linear terms,

Equation (1) is plotted with f as a parameter on Figure 2,
an examination of which indicates the following. For a given
vehicle surface, all possible thermal conditions are bracketed
by the two intersecting straight lines f =0 and f = oo, and
the point of intersection divides the environments into two
regimes designated as '"convective cooling" and "convective
heating" regimes, respectively. In the convective cooling
regime, maximum vehicle temperatures are attained in the absence
of winds (convection minimized) approaching Ty in the limit.
The opposite applies to the convective heating regime,

In the most general case, the various elements of a lander
may operate in different thermal regimes at a given time, or may
cross over (through the point of intersection at which Ty = T, =
Ty) from one regime to the other during a given period of time.

For given operational modes of the lander, mission span, and
landing site, extreme values for both T,, and Tg may be estab-
lished as functions of diurnal cycle, independently from the
convective environments on Mars. The extremes of T,, are defined
by the Mars Environmental Models depicted on Figure 5 of Refer-
ence 5. The extremes of Tk may be calculated from Equation (3)
with good approximation, since neither ¢ty nor qghs are signifi-
cantly dependent on wind effects. TFor the general case where
the surface "crosses over" from one thermal regime to the other
during the diurnal period, these profiles may look as shown on
Figure 3, an examination of which indicates the following.
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The theoretical upper limit for the vehicle surface tempera-
ture is given by the curve ABCDE. 1In order for the vehicle sur-
face to approach this limit, it would be necessary that radiation
dominated conditions (zero wind) prevail from A through B, and
D through E, whereas maximum wind conditions dominate from B
through D. This implies a step function increase in wind velo-
city from zero to maximum at B, and a corresponding decrease at
D. This is a highly improbable condition, especially considering
the fact, that it would have to repeat itself during two conse-
cutive Martian days, to produce significant thermal effects on
the equipment compartment. On the other hand, a "probable' upper
limit of the temperatures will be represented by the curve ABFDE
on Figure 3, provided that

- 1 1
TR,M,max TP d[ TR,M,maX d22> 3 d/ Too,max 4t

= Too,max (4)

Similar reasoning establishes the theoretical lower limit of
the vehicle temperatures as the curve abfde, and the practical
lower limit as abcde, on Figure 3, provided that:

= 1 /f 1 F
Too,min "7 [ Too,min dt «f’ [ TR,M,mi.n e =
0 o

TR, M,min (5)

As applied to the thermally significant vehicle/environment
interfaces, the success criteria for the latter approach may be
summarized as follows:

(1) The inequalities (4 and 5) must be satisfied,

(2) The radiation component of the "hot-extreme'" environment
must be accurately simulated,

(3) The temperature differences (Ty H) z are
within a pre-determined upper limit ( A% ), estab-
lished from estimates of minimum natural éonvectlve
cooling on Mars, i.e.,

(Tr,M - Ts,cw) & ATR,max (&)

In the above inequality, ATRpa = 109F (based on estimates of
natural convection on Mars), T ,CH is supplied by the test data
and Tp ) is calculated by the use of Equation (3). Note that,
with gdod radiation-simulation,

Tr,cu = Tp u

within the approximation permitted by the compensating features
to be discussed under Simulation Approach.



(4) The cold extreme simulation shall satisfy the require-
ment:

Ts,cH £ Ts,M,min €]

Ts M,min in Equation (7) may be deduced from the test data
as follows:

q
by =7 LS 7— (by definition) (7a)
s,M oo
and hM Qg + Ups " qem)M (from heat balance) (7b)
Furthermore, (qtr)M = (qtrsCH) (7¢)
and in view of (7) (qem)M Y (qem)CH (74)

By combining (7a through 7d) we have:

qtr,CH + qabslM ~ qem,M
T - T = hM,max (7e)

s,CH 0o ,min

h* =z

which is the explicit form of criterion (4) above.

An hy paxy = 1 was established for these tests from standard
forced-convection correlations, as applied to maximum-wind condi-
tions on Mars.

There are two general approaches that can be used to verify
compliance with the above criteria for a given test. The first
consists of comparing pre-test analytical predictions of Tg M
profiles, with the corresponding TS cy profiles supplied by the
test data. This method has the advintage of possible attention
to detail characteristic to large analytical models, however, it
cannot separate the effects of convection and radiation in the
chamber, and lacks the capability of independent verification of
the test approach from that of the analytical model.

The second approach concentrates on the vehicle/environment
interfaces only, and consists in determining the degree of
approach of the Ts cu profiles to the T M and Too u profiles,
as appropriate, per the discussions above. With this method,
directly measured values of q¢r cH are all that is required to
characterize the internal heat transfer processes of the lander,
and the only calculated inputs (viz. qem and qgbg), are connected
with radiation processes. The convective effects in the chamber
can be determined by solving the heat balance equation as applied
to the vehicle skin. During the TETM tests, the Qpp,cy WeTE mea-
sured by commercial heat transfer gauges, and the refults pre-
sented at the end of this paper are based on those measurements.

In addition to comsiderations of probability as noted above, a
major factor entering into the definition of thermal extremes is
the feasibility of techniques, and the availability of facilities,
for their simulation. Clearly, an accurate simulation of thermal
conditions implied by the curves ABCDE or abfde requires a test
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facility combining the principal features of solar simulators,
thermal vacuum chambers, and high-altitude wind tunnels, with
special equipment required for atmospheric temperature control
and for the simulatiom of the thermal properties of the Martian
ground, Such a facility is presently outside the realm of prac-
ticality. On the other hand, the radiation-dominated domain
represented by ABFDE and the convection domain represented by
abcde on Figure 3 can be reproduced with acceptable accuracies,
with specially equipped conventional thermal vacuum chambers, as
discussed in the next section.

SIMULATION APPROACH

The TETM Mars surface simulation t ests were conducted in Mar-
tin Marietta's Space Simulation Laboratory in Denver, Colorado,
which has recently been equipped with planetary environmental
simulation capabilities. The chamber adapted to Mars surface
environmental simulation is schematically shown on Figure 4, on
which the representative ranges of chamber environmental para-
meters are also indicated, The solar, planetary, and atmospheric
("sky') radiation components on Mars are reproduced in the facility
by a 16-ft. dia. off-axis solar simulator, temperature-controlled
ground thermal simulator, and a temperature-controlled shroud,
respectively, The ground plane and the test article are mounted
on a two-axis gimbal to provide rotation with respect to the
solar vector for zenith and azimuth angle simulation (one-axis
rotation only was used during the TETM tests). The chamber
was ''pressurized" with COp to 2 torr during hot-extreme simula-
tion, and with Argon to 35 torr during the cold-extreme tests.
Argon was selected in lieu of CO, during the cold tests in order
to prevent condensation on the cold shroud.

The conditions for the various test runs are summarized in
Table.l. The objective of the cold scak runs was to provide
steady-state heat transfer data for the purpose of verifying the
conductor network in the thermal-analytical models and to eval-
uate thermal switch performance. They were preceeded by a 'cali-
bration run" conducted in vacuum with the purpose of verifying the
external radiation conductor networks at various simulated zenith
angles., Martian diurnal cycle simulation was accomplished during
Runs 227, 223 and the second half of Run 231, and these will be
the subject of further discussion. Unfortunately, Run 223 was not
entirely successful because of partial overheating of the ground
simulator, however, the data presented here pertain to areas of
the lander not reflecting this anomaly.

Because of the dissimilarities inherent in the finite size of
the thermal-vacuum chamber as opposed to the "open' environment
on Mars, the following corrective or compensating features have
been incorporated into the test approach:
(1) Compensation for finite ground simulator size by increased
ground simulator temperatures,
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(2) Substitution of IR radiation from the ground simulator for
albedo on Mars, resulting in additional (although small)
increase in required ground simulator temperatures,

(3) The simulation of dust cover on the lander surfaces, which
could result in up to 70 percent increase in their solar
absorptivity (with emissivity unchanged) by a 70 percent
increase in solar constant in the simulated environment
(Run 223).

(4) Compensation for excessive convective cooling during the
hot extreme simulation tests by increased radiation
levels in the chamber (as noted above), The higher con-
vective levels are due in part to the higher gravitation-
al constant on Earth, and in part to the colder sink
temperatures provided by the shroud (which simulates
"sky'" temperatures) as compared to the atmospheric tem-
peratures on Mars,

(5) Compensation for the absence of winds in the chamber
during cold extreme simulation by the following:

(a) 1Increased chamber pressure to 35 torr, as opposed
to 15.2 torr max. on Mars to enhance natural con-
vection.

(b) Reduced chamber heat sink (shroud) temperatures 50
to 100 degrees F below the corresponding levels of
Too,mins in order to enhance natural convective
and radiation cooling.

(¢) Reduced thermal output from the RTG simulators to
account for the decrease in the availability of
RTG waste heat for thermal control during cold
extreme conditions.

(d) Reduced radiation levels in the chamber,

The ground simulator is a 22-ft diameter disc, covered with
19 individually controlled heater blankets, comprising a central
disc, and two concentric rings surrounding the disc. Ttem (1)
above was accomplished by increasing the emissive power of the
outer ring by approximately 20 percent above Martian levels.

Items (2) and (3) resulted in increased temperatures of the
inner ring as well, however, no further increase in the radiation
levels was necessary to account for Item (4).

The upper limit in chamber pressure during the cold extreme
simulation was set at 35 torr (Item 5a) to avoid undesirable in-
ternal convection within the equipment compartment of the lander.
To prevent condensation of the chamber atmosphere on the shroud
in view of Item 5b, argon was used as a chamber atmosphere in
lieu of CO, during these tests. This provided additional con-
servatism to the test results, since the conductivity of argon
(and hence, of the fiberglas insulation in the lander) was
somewhat higher than that of CO,.

Item 5¢ was in conformance with the results of the RTG Wind
Tunnel Tests referred to earlier. The reduced output was con-
trolled to predetermined RTG fin root temperatures as determined
by these tests. Item 5d consisted (in addition to the effects of
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the reduced shroud temperatures) in running the cold extreme
tests with the solar simulator off, and a thermally passive
ground simulator, in a horizontal position.

TEST ARTICLE AND SUPPORT EQUIPMENT

The test article and support equipment comprised several major
elements, including: the TETM; Electrical Test Support Equip-
ment (TSE); Space Simulation Laboratory (SSL); Test Fixtures;
Data Processing Software; Data Reduction Support, and Assembly,
Handling and Support Equipment. The TETM and its subsystems,
the TSE, and the Data Processing Software, will be described
briefly.

The Thermal Effects Test Model was designed to duplicate the
thermal response of the Viking Lander when exposed to the simu-
lated mission environments. It comprised six principal sub-
systems, including: Thermal Control, Structures, Non-functional
Flight Type Equipment, Electrical Subsystem, Thermal Simulators,
and an Instrumentation Subsystem. The Thermal Control Subsystem
consisted of developmental hardware including multilayer and
fiberglas insulation, erosion-resistant external coatings, in-
ternal thermal control coatings and finishes, thermal standoffs,
and thermal switches. Special attention was given to minimizing
test-peculiar thermal effects, such as by isolation of electri-
cal and instrumentation cable feedthroughs.

The Structural Subsystem consisted of flight-type structures,
including lander body, equipment mounting plate, and brackets.
The non-~functional flight-type equipment included cable harness
(for heat-leak evaluation), developmental propulsion lines and
valves assembly, and mounting brackets. There was no propellant
fluid flow or storage requirements associated with the TETM pro-
gram, Additionally, there was included a prototype unit of the
soil sampler boom, and developmental landing legs.

The electrical subsystem comprised the heaters, cabling, and
connectors for the thermal simulators of heat-dissipating equip-~
ment, including two Electrical Thermoelectric Generators (ETIG's),
which simulated the RTG's. Power control and monitoring of all
electrical heaters within the TETM was accomplished by the TSE.

The function of the thermal simulators was to simulate the
primary thermal characteristics of selected flight-type equipment,
including: (a) the mounting thermal interfaces, by the use of
flight-type mounting provisions; (b) the radiation/convection
thermal interfaces, by preservation in the simulators of the geo-
metry, size, and external optical properties of the flight equip-
ment; (c¢) conduction coupling between the radiation and mounting
interfaces, by preservation of the wall-conductances of equip-
ment casings; (d) internal conduction paths; (e) total thermal
mass; (f) total internal heat dissipation rate, with capabilities
to approximate variable heat dissipation by step functions; (g)
internal heat distribution (by the use of more than one heater
element, when required), and (h) internal thermal mass distribu-
tion. The materials of construction for the simulators included
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aluminum, steel, foam, and commercially available heater
elements.

The TETM instrumentation consisted of temperature sensors,
heat flow gauges, and strain gauges, the latter being included
to comply with a secondary objective of the program to evaluate
thermal strains within the structures. The vehicle-mounted ther-
mal instrumentation comprised 648 measurements; 188 additional
channels were used for monitoring electrical power to the TSE,
ground simulator and shroud temperatures, solar intensities,
and chamber pressures.

Typical simulator assemblies within the equipment compartment
are shown on Figure 5, and the TETM during two consecutive stages
of assembly is depicted on Figures 6 and 7, respectively, On
Figure 7 the ETG's and the terminal propulsion tank simulators
are exposed, the wind shields and the tank insulation being
removed.

The function of the Electrical Test Support Equipment (TSE)
was to supply, measure, and control electrical power to the
thermal simulators and the ETG's. The power levels and distri-
bution within the simulators were controlled by step functions
representative of smoothed power profiles of the flight article.
The power control was accomplished by the use of a pre-programmed
drum switch, the switching from position to position being done
manually according to a predetermined schedule,

The TETM Data Reduction Software was designed to provide quasi-
real time data reduction and analysis.

The latter included calculations of heat balance, convective
parameters, data averaging, data plotting, and predictions of
times to stabilization.

TEST OPERATIONS

Preparatory to starting of the tests, a solar simulator
calibration was performed,the chamber insulation was installed
and several pumpdowns were performed in order to outgass and
settle the insulation, The two-axis gimbal and the ground simula-
tor, with the "closure panels" removed for access were installed
in the chamber. An end-to-end power and instrumentation checkout
was performed on the TETM outside the chamber,

Following the preparatory work, the TETM was installed into
the chamber, and secured on the test adapter serving as the
structural interface between the lander legs and the gimbal,
and the gimbal and the ground simulator. Following the hookup
of instrumentation and power cabling, the ground simulator closure
panels were installed. This sequence of events is depicted on
Figures 8, 9 and 10. The styro-foam insulation between the outer
shell and the shroud of the chamber is shown on the lower part
of Figure 8. The TETM is shown in the fully-assembled landed
configuration, with the ETG's covered by wind shields, and the

terminal propulsion tanks (partially covered by the wind shields)
insulated.
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The TETM was installed with the "science side" (the side
closest to the technician on Figure 9) facing the simulated west
on Mars, in order to provide worst-case orientation for the hot
extreme tests,

Supplementing the quasi-real time monitoring provided by the
TETM software, 100 pre-selected data channels were also monitored
by the use of a real time data monitoring system which provided
data printouts on command, and within five minutes of the actual
data bursts.

Solar simulator on-off cycles, gimbal rotation, shroud tem-
perature and ground simulator temperatures were controlled
manually and were monitored with the RIM system.

The data were recorded on magnetic tapes by the "Astrodata"
System, and the tapes removed on an average of 6-hour intervals
for processing by the TETM software. Strict time-discipline was
maintained in the data taking process, in order to provide accur--
ate (Martian) day-to-day comparisons of temperatures for stability
estimates. The same time-discipline was maintained with regard
to all test support operations.

To assure the necessary flexibility for optimizing the simula-
tion technique, in-test parameter modifications were permitted,
and the test procedures redlined accordingly.

DISCUSSION OF TEST RESULTS

Typical temperature and heat flux profiles for test runs 227
and 231 are depicted on Figures 11 and 12, respectively. The
curves indicate excellent repeatability of test conditions from
one simulated Martian day to the other, and that periodic stabi-
lity was essentially achieved within three Martian diurnal cycles.
The heat flux profiles of Figures 11 and 12, represent traces
from the same gauge, mounted on the side of the lander. The
small fluctuations of heat flow within a Martian diurnal cycle
are due to variations in the internal heat dissipation, and to
shadowing effects from external components. The negative sign
on the ordinate of these figures is in accordance with the con-
vention assigning negative values to outgoing heat from the
lander, A comparison of Figures 11 and 12 indicates that approxi-
mately twice as much heat was lost to the environment during the
cold extreme tests, as compared to the hot extremes, the dif-
ference being supplied by the thermal switches from RTIG waste
heat.

Figures 13 through 17 are indicative of the quality of simu-
lation achieved during the TETM tests. The vehicle skin tem-
peratures closely approached (Martian) radiation equilibrium
values during the hot extreme tests, with the temperature depres-
sion parameter ATR always smaller than the specified limit of
10°F. 1t is also evident from the plots that the inequalities
(4 and 5) were satisfied.

In order to determine the adequacy of radiation simulation
during the hot extreme tests, qabs,CH’ averaged over the lander
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sides, is compared with its corresponding Martian counter-part
determined analytically, on Figure 13. The higher values of
the chamber loads, expecially during the simulated Martian mid-
day, served as "compensation'" for excessive convective cooling
in the chamber, and did not cause overheating, as evidenced by
the temperature profiles applicable to the same locations on
Figure 14,

Figure 15 indicates that inclusion of the lander top into the
averaging of surface temperatures results in an increase of Ty
and in operation within the convective cooling xegime. This is

- due to increased solar absorption on the lander top, as compared
to the sides, and to external heating from the RTG's. A similar
effect is noted on Figure 16, which applies to the "dust covered
lander", i.e. 170 percent solar constant. In this case the
approach of Tg g to TR,M is near-perfect.

Figure 17 shows typical temperature profiles during the cold-
extreme simulation. Note that, on the average, the vehicle tem-
peratures are considerably above Martian atmospheric temperatures,
as implied by Equation (7e). The following values for h* have
been determined by the use of Equation (7e) from the test data
as averaged over the Martian diurnal cycle,

Lander sides, average: h* = 1,57
Lander top, average: h¥*
Lander bottom, average: h¥* = 0.89

)
—
.
N
~

The somewhat lower than "required" h* for the lander bottom
is more than compensated for by the higher values on the sides
and the top. It is further noted, that during the actual mission,
atmospheric boundary layer effects will result in a decrease in
wind speed and heat transfer coefficient near the ground.

CONCLUSIONS

1. The Viking lander thermal environments may be bracketed by a
radiation-dominated hot extreme and a convection-dominated
cold extreme. Both can be adequately simulated in modified
conventional thermal vacuum facilities.

2. The hot extreme is completely defined by the radiation envir-
onment at the landing site and the heat dissipation require-
ments through the external surfaces of the lander. These may
be resolved into a set of Radiation Equilibrium Temperature
profiles, approached by the lander surfaces during "hot"
operating conditions.

3. Due to its non-isotropic character, the Martian radiation
environment must be accurately simulated during hot-extreme
thermal testing.
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The principal criterion for success for hot extreme simula-
tion is the approach to radiation-equilibrium.

The effects of vehicle-induced convection inside the chamber
during hot case simulation may be adequately compensated for
by increased radiation levels.

The cold extreme is completely defined by the minimum atmos-
pheric temperature profile at the landing site and an upper
limit for the forced-convective coefficient, as applied to
the lander.

The criterion of success for cold extreme simulation is that
h* determined from heat losses in the chamber and the pro-
jected vehicle-environment temperature differences on Mars,
shall equal or exceed the maximum forced convection coef-
ficient on Mars.

Verification of the simulation approach during a test may be
accomplished independently from the performance of the test
article, provided the heat transferred through the vehicle
skin is measured directly at predetermined locations. The
correlation and consistency of the TETM data indicate that a
limited number of judiciously located gauges suffice for
this purpose.

The TETM Mars Simulation test program has demonstrated the
feasibility and practicality of the test approach to be used
on the qualification and flight articles.
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TABLE 1 - TETM MARS SURFACE SIMULATION TEST PARAMETERS
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Fig. 1 — Relation of TETM other Viking thermal test programs
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Fig. 4 — Test configuration schematic

Fig. 5 — TETM thermal simulators during assembly
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Fig. 6 — TETM during assembly - Internal equipment

Fig. 7 — TETM during assembly - External equipment
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Fig. 8 — TETM being lowered into the chamber

Fig. 9 — Installation
and hookup inside the
chamber
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Paper No. 6

THE “PRESSURE-VESSEL"” SPACECRAFT; AN ASSESSMENT
OF ITS IMPACT ON SPACECRAFT DEVELOPMENT AND TEST

W. G. Stroud, NASA/GSFC and D. W. Keller, General Electric Co.

ABSTRACT

The space shuttle promises significant reduction in the costs
of space flight through in-flight serviceability, spacecraft
recovery and possibly by reduced constraints on weight and
volume of spacecraft, The high technology, sophistication
and high costs per unit weight characterizing the US pro-
gram have not characterized the USSR program because of
their greater launch weight capabilities. Also, the USSR
spacecraft are invariably one or more pressure vessels

so that in all requirements for miniaturization, vacuum
operations and test, vacuum thermal control, and mate-
rials control can be circumvented. The pressure vessel
approach avoids some of the costly elements of the US

program,
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Paper No. 7

THE RADIOMETRIC CALIBRATION & PERFORMANCE
EVALUATION OF THE ASET FACILITY

J. D. Shoore, A. B. Dauger, R. P. Day and R. H. Meier,
McDonnell Douglas Astronautics Company,
Huntington Beach, California

ABSTRACT

The Advanced Sensor Evaluation and Test (ASET) Facility,
which simulates physical and optical exoatmospheric
environmental conditions, provides the capability for
radiometric calibration of infrared sensors and astro-
nomical telescopes. The techniques and procedures
developed and used to calibrate the facility are dis-
cussed.

INTRODUCTION

The Advanced Sensor Evaluation and Test (ASET) Facility,
Figure 1, was developed by the McDonnell Douglas Astronautics
Company (MDAC), Huntington Beach, California, as part of the
Space Simulation Laboratory. The facility offers the capability
to measure selected performance parameters, providing a radio-
metric calibration for a variety of infrared sensors in a simu-
lated space environment.

This calibration ensures known and accepted values for the
collimator beam irradiance which is the irradiance at the
entrance aperture of systems under test.

Any optical measurement system intended for operation in an
exoatmospheric environment must receive a meaningful preflight
calibration, which provides the basis both for an evaluation to
verify the predicted performance capability of the optical system,
and for the actual flight test data reduction and analysis.

Reliable techniques and procedures have been established to
ensure a controlled measurement process which, under statistical-
analysis, provides the degree of precision and accuracy with
which optical systems can be calibrated within the facility.

Because there are presently no national standards for the
unique ASET Facility's operational environment, it is impossible
to obtain an absolute measure of the irradiance. However, based
upon experiments and calculations, values and limits have been
established by MDAC., The precision of measurement is extremely
good. When an absolute standard becomes available, the accuracy
values presently given can be converted.
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ASET FACILITY

The ASET Facility, whose schematic diagram is shown in Fig-
ure 2, consists of a stainless steel vacuum chamber with an inner
cryoshroud housing an on-axis parabolic collimator, a radiant
energy source assembly, a calibration monitor that subtends one
portion of the collimated beam, and a pair of scanning mirrors
that direct the radiant energy from another portion of the colli-
mated beam into a sensor under test. All the optical elements
consist of Kanigen coated aluminum, and their active surfaces are
gold coated. Vacuum levels of lO'é torr or better can be achieved
with a multistage, contamination-free pumping system. A dense gas
helium closed-cycle cooling system cools the cryoshroud and all
other interior structures, components, and optical elements to a
temperature of approximately 20 Kelvin, thereby producing an
extremely low radiation background. Tests have shown that once
stabilization at the cold operational temperature has occurred,
there is no measurable degradation of the performance of the col-
limator assembly due to cooling.

Also associated with the facility is a clean room that can
maintain the sensor under test in a class-100 clean environment,
which is defined as one having no more than 100 particles of
0.5-u diameter or larger per cubic foot of clean room volume. A
special air shower and cover are used to protect the aperture of
the sensor from contamination when the sensor is attached to the
chamber interface.

COLLIMATOR

The collimator assembly, shown in Figure 2, consists of a
0.81-m parabole having a focal length of 3.02-m, and two 0.81-m
by 1.06-m plano-folding mirrors. Its performance was found to be
diffraction-limited for wavelengths longer than 8-um. During
development the spatial distribution of -the collimated beam's
flux density was assessed and the expected symmetry and uniform-
ity were observed.

STANDARD SOURCE ASSEMBLY

The standard source assembly is shown in Figure 3. It con-
sists of a blackbody-~type source with a fixed frequency chopper
and a_set of stepped limiting apertures located in front of its
cavity, with a second set of stepped variable apertures located
at its exit aperture, and a special dual-surface reflector
mounted inside the integrating cavity. The interior surface
texture of the integrating cavity walls and one side of the dual-
surface reflector was achieved by peening these surfaces with
glass beeds of size 20-30 screen mesh. The selected aperture
located at the blackbody cavity is imaged, either into the inte-
grating cavity or onto the selected exit aperture of the integrat-
ing cavity, with unity magnification via a toric mirror and four
folding plano~reflectors and the dual-surfaced reflector located
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inside the integrating cavity. The exit aperture of the integrat-
ing cavity is located at the back focus of the source projector,
which projects a 2.36-times-reduced image into the focal plane of
the parabolic collimator.

The source assembly can be operated in three different modes,
depending on the angular position of the dual-surfaced reflector
inside the cavity. The specular surface reflection mode is used
to directly image the blackbody cavity aperture onto the integrat-
ing cavity exit aperture, when high irradiance levels are required.
In the diffuse reflection mode, the dual-surfaced reflector is
rotated 180 degrees so that its peened surface is in position to
diffusely deflect the radiant energy onto the integrating cavity's
aperture. The lowest irradiance levels are achieved by rotating
the dual-surfaced reflector into a position where it does not
intercept the beam entering the cavity and where the diffuse side
is facing the cavity's exit aperture. In this test mode, called
the integrating cavity mode of operation, the beam first strikes
a convex diffuse reflecting surface of a button-type insert
mounted in the wall of the integrating cavity. The diffuse button
reflects the radiant flux toward the front half of the integrating
cavity, from which it is again diffusely reflected toward the dif-
fuse surface of the dual-surfaced reflector. This surface now
provides a uniform Lambertian radiant background for the integrat-
ing cavity exit aperture, and fills the field of view of the
source projector.

In the specular mode of operation, the 8-mm blackbody is used
exclusively; only the exit apertures of the integrating cavity are
varied. In the two other modes, combinations of the two sets of
variable apertures can be used to control the beam irradiance.
Furthermore, in the integrating cavity mode, an attenuator plate
can be rotated into the exit beam from the blackbody to obscure
any desired portion from reaching the integrating cavity. The
final result is that for any given blackbody temperature this
source assembly can provide a range of irradiance values in the
collimated beam that spans more than nine orders of magnitude.
This is achieved without filters or impractical aperture sizes.
The effective attenuation factor between the specular mode and the
diffuse mode for a selected set of apertures is approximately
15.4, while the effective attenuastion factor between the diffuse
mode and the integrating cavity mode is approximately 600.

CALIBRATION MONITOR

The calibration monitor is mounted with the collimator
assembly. It consists of a Cassegrainian telescope, referred to
as the tester telescope, and a bolometer-type detector assembly.
The tester telescope has a primary mirror 0.204 m in diameter, an
F-number of 3.5, and an effective collection area of 211.6 cm2.
The optical performance of the tester telescope was measured and
found to be diffraction-limited for all wavelengths greater than
3.5 um. The tester telescope is mounted looking downward into
the collimated beam of the ASET collimator, with its optical axis
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parallel to the axis of the collimated beanm. It intercepts a
0.2-m-diameter portion of the collimated beam adjacent to that
portion of the beam which is used in testing systems. The bolom-
eter assembly is mounted on a three-axis detector table, and its
detector element is placed at the focal plane of the tester
telescope.

BLACKBODY-TYPE SOURCE ASSEMBLY

The blackbody source assembly geometry is presented in Fig-
ure 4, The source assembly, which consists of the blackbody-type
source, the baffling structure, stepped limiting apertures, and
the fixed-frequency chopper, is mounted directly on the cooled
three-axis source table. The dimensions of the source-limiting
apertures vary in six discrete steps from 0.76 to 8.00 mm in diam-
eter. The chopper is mounted on a shaft between the mounting
plates and is driven through a nylon gear train by a fixed-
frequency motor that mounts on the back side of the aperture plate
in an enclosed radiation shield can. To ensure cooling of the
apertures and the chopper blade, the blackbody is mounted on a
separate mounting structure, with its heat sink achieved through a
controlled heat lesk directly to the actively cooled source table.
The source table temperature ig force-cooled to approximately
20-Kelvin. A 25«Kelvin maximum aperture temperature has been
measured when the blackbedy was operated at 300 Kelvin. The
entire source assembly is covered, well baffled, and cooled to
eliminate any unwanted energy.

The blackbody cavity is fabricated from ultra-pure aluminum
(1100 series)., At the time of the bolometer calibration the
cavity was assumed to have a surface emissivity of 0,90, result-
ing in an effective calculated emissivity of 0.9977, determined
according to the method of Gouffe, The cavity temperature at that
time was monitored using a single copper: constantan thermocouple.
Currently, the cavity temperature 1s monitored by three copper:
constantan thermocouples embedded in its wall symmetricelly around
the apex of the cavity. The reference temperature used for the
blackbody is liquid nitrogen.

At the time of the initial ASET Facility bolometer responsiv-
ity calibration, the blackbody radiant exitance (M) was determined
by measurements of its temperature and calculation of its effec-
tive emissivity. The value used for the Stefan-Boltzmann constant
was 5.6697 x 10-12 y-cm=2 K=Y, as per NAS-NRC Committee, 1963,
NBS, U.3. Technical News Bulletin, No. 10, pp. 175-177.

BOLOMETER CALIBRATION

A high-quality gallium-doped germanium semiconductor bolom-
eter supplied by Infrared Laboratories, Inc., was chosen as a
working transfer standard. The philosophy for the ASET Facility
calibration is based on the bolometer serving as the working
standard, since the total irradiance in the collimated beam is
established by bolometer measurements.

68




Normally, the blackbody and bolometer would be used together
as a set of standards, one serving as a cross-check on the other,
with the blackbody considered the primary working standard. How-
ever, it was decided to use the bolometer as the working transfer
standard of total irradiance subsequent to its initial calibra-
tion with the blackbody. This decision was based on evidence
that the bolometer performance characteristics are highly stable
and repeatable over a long period of time, whereas the long-term
repeatability of temperature settings of the blackbodies appears
to be quite deficient.

The calibration of the bolometer consists of the determina-
tion of its blackbody responsivity; i.e., its responsivity with
respect to the radiant energy emitted by a blackbody. The ASET
blackbody was initially assumed to be the primary laboratory
standard in the 100 to 400 Kelvin temperature region, providing
standard values of irradiance (w/cm2) over a range that satisfies
the requirements for calibrating the bolometer.

The responsivity of the bolometer is determined from the
output signal voltage (VS,rms), with the bolometer viewing the
blackbody cavity directly. The measured voltage is plotted as a
function of the radiant power (¢pR) incident upon it. The slope
of the resulting calibration curve yields the blackbody respon-
sivity of the boclometer, Rpp = Vs,rms/¢33' Figure 5 presents a
plot of the measured signal for a 25.5-Hz copper frequency as a
function of the modulated radiant power incident on the bolometer.
The bolometer responsivity was calculated at each point and was
determined to be, Rgg = 1.54 + 0,03 x 10> volts (rms)/watt (peak
to peak). The resultant slope of the responsivity varied by %
0.03 for a lg value. The bolometer has an effective sensitive
area of one millimeter diameter and is operated at 2.03 Kelvin
by carefully maintaining the vapor pressure in its helium dewar
to within * 10~3 torr.

The rss uncertainty of the radiant power for each of the
data points shown in Figure 6 is represented by error bars. Be-
cause of the assumed * 5-degree measurement uncertainty at all
temperatures of the blackbody cavity, a larger uncertainty (longer
bars) occurs for lower temperatures. A combination of different
blackbody temperatures and various apertures and separation dis-
tances was used to obtain the range of radiant power, which
accounts for the different-length error bars that occur along the
graph.

The single-value bolometer responsivity calibration was
accomplished for blackbody temperatures of 100, 200, and 300
Kelvin. As a result, a temperature of approximately 300 Kelvin
can be chosen for determining the resulting rss uncertainty in
the bolometer responsivity. At the time of the bolometer respon-
sivity calibration, the rss uncertainty was determined to be
+ 8.9 percent.

For the various source apertures, Figure 6 can be used to
estimate the conversions to the rms value of the radiant power as
referenced to the fundamental component of a square wave. The
unit of radiant power, watts, refers to the total watts (peak-to-
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peak) value of the square-wave~-type modulated beam. In general,
it is sufficient to multiply the watts peak-to-peask value by 0.45
to convert to watts rms of the fundamental. To convert to the
rms value of the bolometer blackbody responsivity, the bolometer
responsivity is multiplied by 2.22.

Recent noise measurements were made on the bolometer using
the configuration shown in Figure 7. At a bolometer température
of 2,03 Kelvin, a bias current of 0.5 microamperes (uA), and a
QuanTech 304 TDL wave-analyzer noise equivalent bandwidth of 1 Hz,
the mean bolometer noise was found to be 46 nV/vHz at 25.5 Hz.

Although the bolometer cealibration was carried out at a
single chopping frequency, 25.5 Hz, the measured frequency res-
ponse of the bolometer is included in Figure 8. A typical noise
spectrum is presented in Figure 9. This noise spectrum was
recorded using a QuanTech 304 TDL spectrum analyzer operating with
8 1l-Hz bandwidth and a 25-db half-band response.

BEAM IRRADIANCE CALIBRATION THEORY
The bolometer is used as a working trensfer standard during

the irradiance calibration of the collimated beam. The blackbody
responsivity of the bolometer is given by

'
RB = BN [volts (rms)] (1)
B ¢BBGc watts (p-p)
where
VSBN = the signal resulting from source and background

irradiance and noise, referenced at the bolometer,
in volts (rms)

G = electrical gain during responsivity calibration

¢BB = the radiant power, total watts peak-to-peak value of
a square wave, and is given by
€ oT AL A

¢BB = —szz——ggg—ﬂ——g-[watts (p—p)] (14)

ms
where

€ = effective calculated emissivity of the blackbody

eff X
cavity, per A. Gouffe, 0.9977 -12 o Y

g = Stefan-Boltzmann constant, 5.6697 x 10 Wem ™ K

TBB = blackbody cavity measured temperature in degrees
Kelvin

AS = area of source (i.e., area of blackbody variable
aperture) in cm® 3 o

Ay = area of bolometer, T.85 x 107° em

8" = separation distance between source and bolometer

during the bolometer calibration, cm
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The calculated value of the bolometer responsivity, Rgy, when
operated at 2,03 Xelvin and at a bias current of 0.5 WA, as given
previously, is 1.54 x 10% volts (rms)/watts (p-p).

The radiant power incident on the bolometer when mounted at
the focal plane of the tester telescope is given by

VSBW

I\

o = Ewatts (p-p)] (2)
3B

The total voltage out of the bolometer is a function of more than
one variable, and is given by

2 2 1/2
i [(VS + VB) vy ] [volts (rms] (3)

s the signal out of the bolometer due to the modulated
source in volts (rms)

<3

<3
n

VB = the background radiation-contributed noise in volts
(rms)
V_ = the bolometer noise in volts (rms)

I

Therefore, the total irradiance at the entrance aperture of
the tester telescope is the same as the total irradiance in the
eollimator beam, and is given by

PRI
E = SBN N watts (p-P) ()4)
SB GE ATTRBB cm2
where
ESB = the total irradiance from the modulated source
and the DC background, in watts (p-p)/cm?
VSBN and VN = same as before
G. = the electrical gain during the irradiance
E : .
calibration
ATT = the effective area of the entrance aperture of
the tester telescope, 211.6 cm?
RBB = the responsivity of the bolometer, 1.54 x 107
v (rms)/w{ p-p), with a + 8.9 percent rss
uncertainty
RESULTS

The total source irradiance, Egp, in the ASET collimator
beam is presented for each calibration temperature as a function
of the normalized effective aperture diameters and for each mode
as defined by the position of the beam deviating mirror mounted
within the integrating cavity. The normalized effective aperture
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diameters (NEAD) is defined as

2
. y .
NEAD = [(source apegtgge dzameter) (IC apert;rgsdlameter)] (5)

where each aperture is normalized to the largest aperture in its
set.

The average blackbody temperatures at which the beam irra-
diance calibration was performed were 400.2, 300.1, and 200.6
Kelvin. As explained previously, the three modes defined by the
position of the beam~deviating mirror are specular, diffuse, and
integrating cavity. The numbers associated with each measured
point represent the aperture combination identification. Those
points which are solid indicators without the associated rss error
bar cowld not be measured with the bolometer, i.e., Egg £ NEI
(noise equivalent irradiance) of the bolometer. They are included,
however, since the area relationships are maintained between
apertures, and hence the associated irradiance value can be
extrapolated.

The results are presented in Figures 10, 11, and 12. Also,
Figure 13 presents the normalized effective diameter code that
defines the aperture combinations used to achieve the irradiance
levels for the various modes of operation. The measured data
points are presented with the rss error bar limits resulting from
the geometric and bolometer responsivity uncertainties. Data
analysis indicates that the bolometer responsivity appears to be
independent of the blackbody temperature. Therefore, the temper-
ature error of the blackbody during the irradiance calibrations is
not of prime importance in the error budget for the beam irradi-
ance. As a result, the rss uncertainty in the responsivity of the
bolometer calibration is increased only by the additional measure-
ment errors encountered in determining the total beam irradiance.
Thus, the rss uncertainty in the total beam irradiance is given
as * 9,22 percent.

A comparison between the graphs generated for the three dif-
ferent blackbody temperatures shows excellent agreement with the
Stephan~Boltzmann law, which may be verified by comparing the
ratio of the total irradiances to the ratio of the temperatures
raised to the fourth power. For the beam-deviating mirror in the
diffuse mode, the ratios are performed and presented. As may be
seen, the comparison of measured versus ratio differences are less
than 1 percent.

O

<';go f) 3.16; !BB 00:2 , 3.14; percent aifference = 0.63

'
(203'1) = 5.01; :-2—&:-- 5.00; percent difference = 0.20
¢ 'SB 200

1y
:2) . 15.8L; M = 15.70; percent difference = 0.88
3 200.6
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Additionally, checks were made to determine the variation
between the irradiance levels as established by the beam~deviating
mirror positions. The variations were found to remain constant as
a function of the temperature and geometric changes. This tends
to indicate a lack of dependence upon the wavelength as a function
of temperature and variable geometries.

A regression analysis utilizing a two-variable power regres-
sion of the form

y = Ao X (6)

has been performed to allow for rapid calculation of irradiance
levels for sensor calibrations. The relationship is linear on a
log-log plot, and the slope of the line is very close to unity.
As such, the data are described extremely well. All the measured
data were entered to determine the coefficients of the power
curve. Once the coefficients were determined, the best-fit line
for the date was plotted. As can be seen in Figures 10 through
12, the best-fit calculated curve describes the measured data.
The correlation coefficient approaches unity for each case, pro-
viding an estimate of the overall precision of the measurements.

REPEATABILITY OF DATA

During the pumpdowns after the calibration run, comparison
data were taken with the bolometer to see if there were any vari-
ations that could be attributed to test buildup or lapsed time
between measurements. Presented in Table 1 is a comparison of
the raw voltage data taken on 17 May 1972, during the original
calibration, and verification data taken on 30 May and 10 October
1972. As shown, the worst-case percent difference for each beam-
deviating mirror position is 3 percent for the low-energy inte-
grating cavity mode measurements.

ERROR ANALYSIS

The total irradiance in the beam of the collimator has been
examined in sufficient detail to provide for an rss error uncer-
tainty determination., An estimate of the accuracy of the beam
irradiance can be obtained by determining the absolute fractional
error in Egp, Equation (4), which is given by the summation of the
differential dEgp divided by the true value of Egg. This can be
written in equation form and is given by

Esp 21 > %Egs
E S E__ 35, Xy (1
SB SB X3 °°i

where Xi indicates the set of independent variables of Equation
(k). Expanding Equation (4) as a function of all terms in the
responsivity equation gives
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where all terms are as defined previously except for

(8)

Vl = the bolometer voltage output during the bolometer
calibration, in volts {rms)

Before proceeding with the error analysis, some mention
should be made of the case where the background-contributed noise
voltage exceeds the bolometer noise voltage, i.e., Vg > Vy. Nor-
mal operating conditions of the ASET Facility are such that
Vg << V4., However, during unusual measurement conditions there
have been occasions when measurable background irradiance was
observed. It is for this reason that subscripts denoting back-
ground are included in the expression for the total irradiance.
Under such adverse conditions, where Vg > Vy, it should be recog-
nized that a meaningful error analysis cannot be carried out. The
effect of high background is easily observed, and must be cor-
rected before calibration measurement is performed. In typical
operation the inherent low background in the ASET Facility does
not influence the bolometer calibration. If a very low background
is found to be present, the following two criteria for acceptable
data in the presence of the background noise can be considered.
First, only those data points are considered for which the signal
voltage Vg > 9Vy (or in terms of measurable quantities, one has
(Vg + VB) > 10Vg. Secondly, the decision to accept or reject a
particular data point must be influenced by the technical judge-
ment of the scientist conducting the measurements. Based upon
these criteria, variations of Egp with Vp in the following anal-
ysis may be ignored.

Now, performing the substitution of Equation (8) into Equa-
tion (7) and evaluating the partial derivative yields

sp| _ | Vsmy Vsan = uuf | (deeff + el . bl
E -1 2 2 € o T
s3 Vesy = Vi | Cert | B3
s|, | %], dADW %% dATT] _|aas
As G¢ Ap bg Aop 5
[ av
V_i (9)
1

In order to simplify computations, an approximation is considered

for the first term of Equation (9).

It is desirable to eliminate

the relative error in the noise voltage, dVy/Vy, because measuring
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dVy/Vy with high precision is difficult. Therefore, in general ,
only those data points for which V. BN/V > 2 are deemed accept-

able, Using this assumption, the first term in Equatlon (9) can
be approximated as

Veay Vspy - Yy Wy 1 1 Vsay 1
V2 Ve ) v. 2 Vesy | [v. 2 (o)
SBN N < N ) * SBN )
Vomn/ Vy
av av
Vﬂ =~ V—S—BE within 1 percent.
N SBN

Equation (9) can be rewritten as simplified by Equation (10) and
then converted in terms of the rss uncertainty in the total irrad-
iance by taking the square root of the sum of the squares of each
term. Thus, the rss uncertainty in the total irradiance is given
by

2 .2 2 2
sp Co | Yeew, , %err, | a0 +(th33>
Esp \Vsay ,  ferr s ' Tha

rss
‘@A \2 13 42 2
Y %y dATT) R (_>
\AS/ \G \ATT 5
1/2
rqv 2 dG \2

\—l/ + l / (11)

A summary of the assumed and measured uncertainties in Equa-
tion (11) is given in Table 2. As can be seen, the dominant
error lies in the assumed * 5-degree uncertainty in the blackbody
temperature measurement at the time of the responsivity calibra-
tion. Since the variation in the responsivity was only * 0.03 for
a 1o value for the various temperatures used in the responsivity
calibration, the highest calibration temperature is used in
determining the rss uncertainty, i.e., 300 Kelvin. The beam
irradiance measurement is dependent upon the bolometer calibration
and hence, the blackbody temperature is not found in the beam
irradiance undertainties summary. Solving Equation (11) using the
values of Table 2 gives an rss uncertainty in the total beam
irradiance of + 9.22 percent.
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SOURCE MONOCHROMATOR

In addition to the total irradiance calibration capability,
the ASET Facility has another source assembly capable of producing
a scanable monochromatic beam, thus providing the capability for
spectral response calibrations. The spectral range covered is
from 2.5 to 26 micrometers. The monochromator source assembly
replaces the standard source assembly on the source table, with
its radiant output projected with the same F-number into the col-
limator through a single fixed exit aperture. It is an all-
reflective grating instrument whose use has important advantages
over the use of narrow-band filters to provide the necessary
spectral energy distribution. A schematic diagram of the mono-
chromator source is shown in Figure 14, It produces & nearly
monochromatic beam that is focused onto the exit aperture and is
then collimated by the ASET collimator, thus simulating a mono-
chromatic point source at infinite distance,

The monochromator utilizes a filter wheel containing up to
six multiple~layer interference-type longwave-pass filters. They
are used to block radiation of shorter than selected wavelength
values in order to prevent second-order and higher-order wave-
length radiation output from the monochromator. In addition, one
position can hold a polystyrene filter to serve as a wavelength
calibrator.

Three gratings are available with rulings of 20, L0, and 80
lines per millimeter, corresponding to a line spacing of 50, 25,
and 12.5 micrometers, and blaze wavelengths of 4.3, 8.6, and 17.2
micrometers respectively.

MONOCHROMATOR CALIBRATION

The main monochromator parameter to be calibrated is its out-
put wavelength as a function of grating angle. This parameter is
important since it remains constant from run to run, whereas the
resulting beam irradiance depends on the blackbody-type source
temperature. The variability of the irradiance is effectively
taken into account by continuously measuring the beam irradiance
with the calibration monitor, whose response is spectrally flat.
Although three gratings are available, only two were calibrated,
the 80 lines per mm and the 20 lines per mm. These two gratings
cover the range from 2.5 to 26 micrometers in the first order,
with a slight dip in the mid-range.

The expected wavelength values in the first order are given
by

A = 24 sin¢ cosd

with ¢ being the grating angle, § the angle of incidence at the
specular (zero order) position (¢ = 0), and d the line spacing or
grating constant. For the 20 lines/mm grating at room tempera-
ture 4 = 50 um, and for the 80 lines/mm grating d = 12.5 um, The
value of d is reduced at 20°K by 0.l percent due to the contrac-
tion of the sluminum grating material. The value of cos § is
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0.86, based on the geometry of the instrument. It will not change
with temperature, since the whole instrument is made of aluminun
and should shrink uniformly, keeping angular relationships
constant.

At room temperature the calculated wavelength values for each
grating are

86.0 sin¢ (20 lines/mm)
21.5 sin¢ (80 lines/mm)

>
o

and at 209K, the calculated wavelength values for each grating are

85.65 sin¢ (20 lines/mm)
21.42 sin¢ (80 lines/mm)

>
nou

The grating was directly connected to a rotary resoclver,
i.e., an angular position transmitter, whose output signals were
converted to digital information and input directly to a digital
computer, a PDP-15, which calculated the wavelength according to
the preceding formulas and displayed it on a terminal at the ASET
console in near real time. In addition, the bolometer signal out-
put amplitude from the ASET lock-in amplifier (PAR HR-8) was
input to the computer for display along with the wavelength. An
{-Y recorder was also set up to plot the rescolver analog signal
along the X-axis and the lock-in amplifier signal along the Y-axis.
This data-taking arrangement during an actual wavelength scan pro-
duced an analog plot of sensor signal versus wavelength simultan-
eous with a digital table of sensor signals as a function of
wavelength as provided by the computer.

A typical room temperature monochromator response using the
polystyrene filter is given in Figure 15. The corresponding
response at 20 Kelvin is given in Figure 16. The wavelengths
calculated from the formulas shown were compared with the poly-
styrene band center wavelengths. The discrepancies were within
the monochromator resolution. Similar response curves using the
interference type filters showed the expected 1 to 3 percent
downward shifts in their characteristic wavelengths as the
temperature was lowered to 20 Kelvin.

The measured results are presented in Table 3 for the &80
lines/mm grating and in Table 4 for the 20 lines/mm grating. The
grating wavelengths are calculated using the previous formulas.

The monochromatic beam irradiance was measured using the
ASET bolometer. The result was a set of typical system response
curves of the monochromator and ASET Facility, which are presented
in Figure 17. The curves were obtained with a 900 Kelvin source
during two test cycles; one with the 80 lines per millimeter grat-
ing and the other with the 20 lines per millimeter grating.

The relative spectral response of a Si:As detector was
obtained during tests within the facility, and is shown in
Figure 18.
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MOWOCHROMATOR ERROR ANALYSIS

The mejor error in the monochromator wavelength calibration
is due to the monochromator dispersion, which is 0.05 um/mm for
the 80 lines/mm grating and 0.22 um/mm for the 20 lines/mm grat-
ing. During the operational tests in ASET, a 1.1 mm diameter
aperture was used as the exit slit, so that the wavelength spread
in the ASET beam was 0.055 um and 0.25 um respectively for each
grating. During the ambient calibration runs using the thermo-
couple detector, the wavelength spread was defined by the 0.5 mm
thermocouple width that was being used. The resulting expected
wavelength uncertainty was therefore estimated to be 0.028 um for
the 80 lines/mm grating and 0.11 um for the 20 lines/mm grating.

Other wavelength errors included offset in the analog-to-
digital converter and graph reading error. The total wavelength
errors due to these and other sources is about #* 0.02 um for the
80 lines/mm grating and * 0.08 um for the 20 lines/mm grating.
The total error in the monochromator wavelength calibration is
therefore about * 0.0L4 um for the 80 lines/mm grating and
+ 0,14 um for the 20 lines/mm grating. It is seen in Tables 3
and 4 that the differences between measured and calculated wave-
length values for each grating at any point are less than the
calibration measurement errors. Therefore, the approach taken is
considered sufficiently accurate to define the monochromator wave-
length calibration.
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Figure 1. View of Test Facility
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INTEGRATING
SPECULAR MODE DIFFUSE MODE CAVITY MODE
APERTURE {VOLTS) (VOLTS) (MILLIVOLTS)
COMBINATIONS
(mm) 17MAY 30MAY 100CT | 17MAY 30MAY | 17MAY 30MAY
8/5.88 6.55 6.65 10.4 103
8/2 0.760 0.765 121 12
8/1.5 0.447 0.440 0.680 0.69
8/1.1 0243 0.245 0356 0.6
8/0.75 164 165 1.65 0.106 0.105 0.165 0.160
8/0.50 0.7 07 0.7 0.047 0.047 0.075 0.075
8/0.34 0.335 0.335 - 0.022 0.022 0.034 0.035
PERCENT
DIFFERENCE
(WORST CASE} 0.6 PERCENT ~ 0.9 PERCENT ~3PERCENT
Table 1. Comparison of Voltage Data Taken On May 1972 With Data

Taken On 30 May 1972 and 10 October 1972

UNCERTAINTIES IN BOLOMETER
RESPONSIVITY CALIBRATION

UNCERTAINTIES IN BEAM
IRRADIANCE CALIBRATION

>1PERCENT <1PERCENT >1PERCENT <) PERCENT

AdTggTag ot 300°K dAg/Ag dVsan/Vsan | dATT/ATY

=6.7x 102 ana ~4.44x 106 ~20x102 ~10x103

T = 5-degress

de ot ot dAg/Ap dGg/Gg

=50x 102 =10x 109 -1.0x102

dGe/Ge 20875

- 1.0x102 3x 108

avyivy dols

=30x 192 =B1x 104

Table 2. Summary of RSS Uncertainties
ROOM TEMPERATURE,
IN AIR 20K, IN VACUUM
GRATING GRATING
MEASURED WAVELENGTH ANGLE WAVELENGTH ANGLE WAVELENGTH

POLYSTYRENE 3.31 im 8.80° 3.29 tm 8.76° 3.26 Um
POLYSTYRENE 3.43 im 9.25° 3.46 tm 9.18° 3.42 um
POLYSTYRENE 5.33 um 4.40° 6.35 um 14.46° 5.35 um
CO ABSORPTION BAND 4.27 um 11.45° 4.27 (am NONE

Table

ROOM TEMPERATURE,

3. 80 Lines/mm Grating Calibration

IN AIR 20K, IN VACUUM
GRATING GRATING
MEASURED WAVELENGTH ANGLE  WAVELENGTH | ANGLE  WAVELENGTH
POLYSTYRENE 13.33 fant 8.85° 13.32 um 8.95° 13.33 pm
POLYSTYRENE 14.40 tam 9.60° 14,40 pm 9.60° 14,37 pm

Table 4. 20 Lines/mm Grating Calibration
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Paper No. 8

INCREASE OF THE ABSORPTANCE OF A SHROUD FOR A
THERMAL TEST FACILITY AND METHODS OF DETERMINATION

H. Nuss, J. Reimann, /ABG, Laboratory of Space
Simulation, D 8012 Ottobrunn, Germany

ABSTRACT

To reduce the large amount of reflected heat
radiation by the shroud of the test facility
measured during the thermal balance tests on
the thermal model of the HELIOS Solar probe
at high intensity (16 Solar constants) the
testchamber was modified by installation of
a shroud with a grooved surface. The paper
describes the shroud surface (V-grooves) and
the methods used for measuring and calcula-
ting the abhsorptance of the grooved surface.

1. Introduction

According to the mission of the HELIOS Solar probe
with a perihelion of 0.25 AU thermal balance tests
with simulated solar intensities of 16 S.C. were re-
quired. The tests with the thermal model of the
HELIOS Solar probe equipped with a thermal canister
for simulating intensities of 16 S.C. were carried
out in a vacuum chamber with a cold shroud simula-
ting vacuum and cold space environmental conditions
respectively. Whereas the influence of the reflected
heat radiation from the shroud surface to the thermal
model could be neglected at 1 S,C. test conditions
there was a considerable simulation error at 16 S.C.
test conditions. This simulation error could not be
considered with satisfactory accuracy in the mathe-~
matical model calculation and therefore it was deci-
ded to increase the absorptance of the cold shroud
and in this way to reduce the amount of reflected
heat energy.

The absorptance was increased by installation of
a cold shroud with a grooved surface.(Fig.1 and 2)
Published data(1)(2) show that an increase of the
absorptance from o= 0,9 for the coating toox =0.97
for the coated and V-grooved surface is possible. In
this case the apex angle of the V-groove has to be
less than 15 degrees. Such a surface was chosen for
the modified shroud. (Fig.2)
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2. Real profile
9, = 14°

. Simplification
of for calculation

0; =14°

g9; =0.8 mm

a; =100 mm

a3 =1.8mm

Fig. 2



The published data assume V-grooves with sharp edges
(ideal grooves) and coating properties of a Lambert
radiator. Practically it is not possible to realize
these conditions. The V-grooves have rounded edges
by reason of manufacturing and the used black paint
(Black Velvet Coating 3MCo.) has not a Lambert dis-
tribution of radiation.

The aim of the measurements and calculations
described in the following is the determination of
the absorptance of the V-grooved surface coated with
Black Velvet Coating 3M 401 C 10, the increase of the
absorptance compared to a flat surface and the dif-
ference in absorptance between ideal and real grooved
surfaces.

2. QSF%ggénatlon of the absorptance of a grooved

For the determination of the absorptance three dif-
ferent measuring methods and a calculation procedure
were used.

2.1 Measurements

2.1.1 Measurements of the emittance of samples with
90 mm diameter :

The emittance was measured by the PTB (Physikalisch
Technische Bundesanstalt) according to a measurin

and evaluation procedure developed by Lohrengel(B%.
This method compares the radiation density of the
sample surface with that of a black body of equal
temperature under wacuum conditions. The influence on
the value of the emittance due to the temperature
difference between the black body and the sample was
investigated by the above mentioned method and the
surface temperature was calculated by considering

the radiation interactions of the sample with its
environment.

With the above described method the total directional
emittance for a flat sample and a grooved sample was
measured for sample temperatures of -67° C and +180°C
and with these results the total hemispherical emit-
tance was calculated.

In Table 1 and 2 (4), (5) and ¥ig.3 the results are
prepared :
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Sample Sample | wavelength £ n E q
tempera-| of radia-
ture tion max.
Profile o]
vertical +180%C 6/kun7 0.9740.005 | 0,94+0.005
Profile | +180°C¥ 6 pem 10.9740.005 | 0.93:0.005
horizont,
flat -67°C 14 gem  10.96£0.005 | 0,90£0.005
surface
flat o | +180°%€C 6 41m |0.96£0.005 | 0,900,005
é;:emittance in normal direction Table 1

éh:hemispherical emittance

Theemittance as a function_ of emisson direction
shows Table 2 and Fig.3 (4«7is the inclination angle
to the normal direction) :

inclina- flat sample Profile vertical|Profile
tion angle horizontal
R EF("}) Zg("}) 65(0")
0 0.96 0.97 0.97
30 0.95 0.97 0.97
50 0.94 0.97 0.97
60 0.90 0.96 0.96
70 0.80 0.92 0.88
80 0.58 0,82 (extra 0.15extra
pol.) pol.)
Table 2

The hemispherical emittance &, (Table 1) is calculated
from the results & (%) accgrding to the following
equation : £

k(g
- 2//2£ () sindcosa?dd” &P
o
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2.1.2 Measurement of the reflectance of heat radia-
tion by a sample of 1m x 1m :

For the measurement of the reflectance of a sample
1m x 1m cooled by liquid nitrogen under vacuum con-
ditions a special measuring equipment by the DFVLR
(Institut flir Raumsimulation) was developed (6).
The measuring equipment, by which the reflec-
tance in an angle range of 4= -65° to4%=+65° can
be measured, consists of a heated ring and a con-
centric sensor. The procedure is as follows :

1.) The calibration curve for the determination of
the dependence of the temperature of the applied
power for the sensor was measured.

2.) The influence of the radiated energy from the
ring to the grooved sample and reflected to the
sensor was investigated by measuring the sensor
temperatur and considering the power according to
the calibration curve.

3.) The reflectance is proportinal to the ratio of
this power and the radiated energy.

4,) With the aid of the temperature of the sensor
and the heater the reflectance was calculated and
the temperature of isolating surfaces was considered.

Three test runs gave the following results :

Nr.of Test | reflectance r | reflectance r AT
run according to according to |according
1.) - 3. 4,) to 4.)
1 0.031 0.017 +0.008
2 0.030 0.017 +0.008
3 0.028 0.015 +0.007
Table 3

With the results of the table 3 for the reflectance
the following values for the absorptance are cal-
culated :

X =0.97 + 0.01 (according to 1.) - 3.) )
&= 0.98 + 0,01 (according to &4.) )
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2.1.3 Measurement of the directional reflectance for
samples 20 mm x 20 mm (7):

The directional reflected radiation was measured for
wavelengths of 2000 nm and 2500 nm with a Zeiss
Spectralphotometer and a rotating sample holder in-
stalled in a Ulbricht sphere.

The directional reflectance was determined for incli-
nation angles 4to the normal direction between 0°

and 90°. The measurements were carried out for samples
of flat and grooved surfaces. The spectral directional
reflectance of the grooved samples was determined by
a relative measuring method :

The ratio of the reflected intensity of the grooved
and flat surfaces was measured and with the results
measured by the above mentioned method 2.1.1 for the
same surface the directional reflectance of the groo-
ved surface was calculated. This is an approximation
method and was especially used for measuring the
possible change of the reflectance of the shroud after
the thermal tests with the HELIOS thermal model.

Table 4 and Fig.3 shows the results for the grooved
sample. The difference between vertical and horizon-
tal profile was measured <0.01 :

grooved sample
¥ .
38 8‘82 accuracy
50 0.97 + 0.02
60 0.94 '
70 0.82
80 0.59

Table &

The hemispherical emittance calculated according to
equation (1) is :

Egu = 0.93 £0.02

2.2 Calculation

The calculation of the emittance of the surface with
V-grooves is carried out based on a procedure deve-
loped by Daws (1). It is assumed that the laquer of
the grooved surface behaves in the manner of a Lambert
reflector to any incident radiant energy. As charac-
teristic parameters for the radiation properties of
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the grooved shroud the effectiye emittance Z:(a)3as
a function of sighting angle and the mean Seffec-
tive emittance £,y over all sighting angles was cal-
culated.The emitt&nce Eg(aF)and is calculated
with the assumption of 5}~=o.9o for the coating(in-
dependent of ) for the ideal and real profile%Fig.Z)
The results are shown in table 5 and Fig.4 @

Egn ggH
ideal profile 0.99 0.97
real profile
= 0.90 0.97 0.96
Table 5

The values for the hemispherical emittance éfgﬂ in
table 5 are in good agreement with results calculated
according to the formular of Treuenfels (9) for tri-
angular grooves assuming also the coating is a diffuse
reflector :

E
5gH = Epti (1=&F) (2)
-80 (=)
£, =1-][ﬁ-}——cos-§ (3)

with 9¢ = 15°, fF
tance follows é?
gH

0.90 for the hemispherical emit-

0.97.

3. Summary of the results and conclusions

In table 6 the results for the emittance of the groo-
ved surface in normal direction €gn and the hemispheri
cal emittance £gH are described agna summary 3
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Measurement/ £ E

Calculation gn gH
PTB (S.2.1.1) 0.97+0.005 0.9440.005
DFVLR(S.2.1.2) 0.98+0.01 for angle range
0.97+0.01 -650 to +65°
IABG(Measurement
5.2.1.3) 0.984+0.02 0.93+0.02
IABG(calculation
5.2.2)
real profile
é%,: 0.90 0.97 0.96
ideal profile 0.99 0.97
€ = 0.90
Table 6

Considering all the described measuring and calcula-
ting procedures, their assumptions and accuracies the
following values can be stated.

Emittance of a grooved surface (apex angle 6, = 15°)
coated with Black Velvet 3 M 401 C 10 :
in normal direction é?

en = 0.97
hemispherical Z%H = 0.94
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Paper No. 9

TESTING FOR THERMAL FATIGUE
FAILURES IN SOLAR ARRAYS

G. J. Antonides, Lockheed Missiles and Space Company,
Sunnyvale, California

ABSTRACT

A temperature cycling test facility has been designed
and constructed for the study of thermal stress and
fatigue in solar arrays. Two bell jar type thermal
vacuum chambers and their associated equipment and
instrumentation provide close simulation of the space
environment, automatic temperature cycling and data
acquisition, and economical operation.

INTRODUCTION

The most severe environmental effect on a satellite solar
array in long-term orbit is the thermal fatigue due to temperature
cycling during the alternate sun/shade cycles. The severity also
is increasing with the greater use of geosynchronous orbits where
the temperature excursions are greater, and with the demands for
longer orbit life and lower weight. Life testing of new solar
panel designs for thermal fatigue thus has become a requirement
for obtaining reliable power system performance when solar arrays
are employed.

In order that testing for thermal stress and fatigue failures
be meaningful, there must be close simulation of the space thermal
environment, including:

(1) high vacuum and a ''cold space'" shroud

(2) the solar radiation intensity, uniformity and direction

(3) the time periods associated with test module temper-
ature transients

Lockheed Missiles and Space Company has built two thermal
vacuum chambers specially designed for the temperature cycling of
large numbers of multi-cell solar panel modules in an accurately
simulated space environment and at low cost.

FACILITY DESCRIPTION

The facility presently includes two thermal vacuum chambers.
These are stainless steel, bell jar type chambers having a test
volume 24 inches in diameter by 42 inches high. Two 9-inch diam-
eter quartz windows on one side of the bell jar permit irradiation
of the solar array modules by a Spectrolab X-25 solar simulator
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to test electrical output of the modules., Eight tungsten filament
lamps are installed inside each chamber to provide uniform radiant
energy for the temperature cycling during normal life testing. A
liquid nitrogen cooled shroud completely surrounds the test volume
and includes movable shutters for the quartz windows. At the cen-
ter of the chamber there is a box, or "target', 7.5 inches square
by 21 inches high on which test modules are mounted. The box ro-
tates so that different sets of modules can be positioned in front
of the windows, and it is cooled with liquid nitrogen to provide
the "cold space" environment on the back side of the test specimens.

The vacuum system consists of a 400 liter per second differ-
ential ion pump on each chamber. Initial roughing is accomplished
with a carbon vane mechanical pump and a two-stage sorption pump.
The roughing equipment is contained in a portable cart which is
connected as needed to either vacuum chamber.

A standard solar array module size was established with dim-
ensions of approximately 3.5 inches by S inches. Thus a module
might be, for example, an assembly of 12 2cm. by 4cm. solar cells.
However, any module having a diagonal dimension of 9 inches or
less can be tested when the solar simulator is to be used. Larger
test articles also can be tested, and the rotatable box can be
removed to permit testing of one or two panels up to 2 ft. by .3 ft.

LN2 Run Tank

~'\—Vacuum
Roughing Cart

Thermal Vacuum
Chambers
4—LN, Supply
Line

Differential
Ion Pump
I-V Dataj Acquisition
Equipment —

Control and
Instrumentation
Console

Portable :Bell
Jar Crane

Spectrolab X-25
Solar Simulator

Fig. 1 - Thermal Cycling Facility Layout
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FACILITY PERFORMANCE

The ion pumping, together with some cryopumping by the liquid
nitrogen shroud system, yields a vacuum level below 10-7 torr when
the chamber is clean and empty. Outgassing by the test articles
will raise this pressure; however, the ion pump can maintain a
chamber pressure of 6x10-5 torr with an air in-bleed of 8 micron
liters per second and without liquid nitrogen in the shroud.

The chambers are designed to operate in the temperature range
from -1919C to 300°C, and there is potential for lowering the
minimum temperature several degrees. The interior tungsten fila-
ment lamps can direct from 0 to 4 solar constants of uniform rad-
iant energy onto the test modules. Temperature cycles can be ob-
tained by programming either the radiant energy intensity or mod-
ule temperature vs. time. Two 40-channel digital recorders give
both test module temperature and electrical output data. Complete,
automatic data acquisition equipment is provided for round-the-
clock, unattended facility operation.

A summary of test results to date will be presented.

Nitrogen Vent Lines\ )

Bell Jar\
Shutter

Controls

Quartz
Windowsiﬁé :’
(! approx. 8 ft.
Main Vacuum
= \

TOOOO«)

———Crank for
= | Rotatable
Differential \
Ion Pump

N4 Target

|_— LN5 Supply
‘ Valve

Fig. 2 - Thermal Vacuum Test Chamber
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Paper No. 10

A TEST FACILITY FOR 6000 HOUR LIFE TEST OF
A 30 CM MERCURY ION THRUSTER

J. J. Caldwell, Hughes Aircraft Company, Space Simulation
Laboratory, Space and Communications Group,
El Segundo, California

Electrical propulsion engines for extended space
missions require test periods comparable to the intended flight
time in order to demonstrate satisfactory long-term perfor-
mance. This is because the operation of these devices is
typically optimized at some specific design point, and hence
accelerated testing during a life test is not possible. The
facility must provide an adequate environment for the thruster
with maximum reliability at minimum initial and operating
cost.

Some features of the test facility can be made to
adequately simulate the ultimate space environment. Those
which cannot must be controlled to the extent that damage to
the thruster is prevented and thruster performance is not
degraded or obscured.

In 6000 hours a 30 cm mercury ion thruster operating at
1.5 amperes ejects approximately 78 kg of propellant which
will erode a significant amount of collector material. Accord-
ingly, collector design must consider durability, contamination
of the thruster or facility by erosion products, and dissipation
of beam power. A frozen mercury collector was chosen
because 1) erosion products are compatible with the thruster,
2) beam power is readily dissipated, and 3) eroded mercury
which collects on shroud walls can be returned to the collector
by warming the shrouds, thereby providing the required
durability.

The thruster was mounted at the top of a vertical axis
space chamber with the ion beam projecting downward 160
inches into a liquid nitrogen cooled collector which is
100 inches in diameter containing 2120 kg of mercury. Two
cylindrical liquid nitrogen cooled shrouds are provided between
thruster and collector to ensure that the ion beam can see only
mercury covered surfaces.
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Three view ports and two axis adjustable internal lighting
have been provided to permit viewing and photographing of
collector, shrouds, and thruster for assessing erosion, beam
profile estimation, etc. Beam density distribution at two posi-
tions on the axis can be measured by the probes inserted
through glands. Propellant and neutralizer mercury flow
metering is accomplished by a weighing system.

The life test facility is provided with chamber operation,
thruster operation, and personnel safety detection monitoring
equipment which permits unattended operation. Any malfunc-
tion of the facility is indicated at a 24 hour guard station by a
two digit number which identifies the difficulty and action
required to correct the malfunction.

Thruster operating parameters are measured hourly by
an automatic data collection system which may be locally or
remotely interrogated for stored or real time data. A com-
puter program for automatic operational parameter scanning
and data acquisition is being implemented.
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Paper No. 11

COMPUTER SIMULATION OF TEMPERATURES ON THE
CENTAUR STANDARD SHROUD DURING HEATED
JETTISON TESTS

Joseph A. Hemminger, Lewis Research Center, Sandusky, Ohio

ABSTRACT

In anticipation of a series of heated jettison tests
to be conducted on the Centaur Standard Shroud at the
NASA Plum Brook Station's Space Power Facility, a heat-
ing fixture was built to provide a simulation of the
heating and environment encountered by the Centaur
Standard Shroud during its ascent through the earth's
atmosphere. A computer program was developed to
provide a means of determining the overall temperature
profile of a free-skin model of the Centaur Standard
Shroud during the heating portion of the heated jet-
tison tests. The program is unique in that it treats
the energy contribution of each lamp on the heater to
various points on the Centaur Standard Shroud surface.
The analytic model was verified by adapting the
computer program to the configuration of the hardware
used in a series of Intermediate Scale Tests perform-
ed on a 2.4 meters by 2.4 meters section of the Centaur
Standard Shroud corrugated structure, A comparison

of some predicted versus experimental results from
these tests is presented,

INTRODUCT I ON

A series of heated jettison tests on the Centaur Standard
Shroud (CSS) is being planned for the fall of 1973 at the NASA
Plum Brook Station's Space Power Facility (SPF). The CSS is to
be heated during these tests using an infrared lamp heating
fixture and in an air pressure environment of about 2700 newton/
m or 20 torr (equivalent to approximately 20,700 meters or

’
68,000 ft altitude). At the conclusion of the heating cycle,
the heater halves are to be retracted and the CSS Super-Zip
explosive seams and hinge spring system are to jettison the
€SS halves into catchnets. During the jettison, high speed
motion picture cameras will record the movements of the shroud.

One of the primary purposes for performing these tests at
SPF is to provide data to be used in the verification of thermal
and mechanical analytical models being developed at Lockheed
Missiles and Space Company (LMSC), the designer and builder of
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the €5S. The steps in the verification and use of these models
are as follows: (1) Using the thermal data from the CSS tests,
one analytical model will be developed and used to define the
temperature distribution throughout the CS$ structure. (2)
The temperature distribution defined by the thermal model wil}
be used in another model to define themmal stresses during the
heating phase of the tests and subsequent motions of the €SS
during jettison, Strain gauges, accelerometers, cameras, and
other instrumentation will provide data for use in verifying
this model. Some anticipated motion modes include a hot-dog-
ging or banana effect (because of the unequally distributed
thermal stresses) during heating of the €SS, and flapping and
twisting motions during jettison. (3) Finally, these models
will be used to reliably predict CSS motions during jettison
with heating profiles encountered in other possible flight
trajectories and to determine whether the CSS structure will
impact any flight experimental package envelopes (such as the
Mars Viking mission payload).

In support of the above program, test equipment designers
determined that a means was required to predict what the actual
heating profile would be on the CSS during these tests. A free-
skin model of the CSS/heater system was incorporated into a
computer program to carry out this function. The reasons for
this choice can be summarized as follows: (1) The size of the
CSS/heater system and the fact that the thermal response over
the CSS surface varies continuously throughout the 4-minute test
cycle makes the dimensions of the problem much too large to
handle without the aid of a computer. (2) 1In designing the
test configuration, it was necessary to provide a basically
radiation simulation of the convection heating encountered
during a flight trajectory., Because it is impossible to exactly
simulate convection heating with a radiation heat source, it was
desirable to provide the means to determine how much the actual
temperature profile during the heated jettison tests would
deviate from the anticipated trajectory heating profile. (3)
End effects in the CSS/heater system were not taken into account
in the heater design, except for providing reflectors to prevent
radiation losses. It was therefore also desirable to know how
much the temperatures at these points would vary from the
design condition,

SCOPE OF THE PROBLEM

The scope of the problem can be seen from a brief consid-
eration of test hardware, configuration, and requirements,

Centaur Standard Shroud

The overall dimensions (in inches) of the CSS is shown in
figure 1. The thermal analysis is complicated by the existence
of multiple surfaces (eight), different materials (aluminum and
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and magnesium alloys), also indicated in figure i. The skin is
riveted to a frame consisting primarily of Z-shaped aluminum
circumferential rings spaced at 38.1-centimeter intervals along
the €SS axis. Additional structural elements include field
joint rings at the various CSS surface intersections and the
special Super-Zip explosive seams which split the €SS into two
halves at jettison,

Centaur Standard Shroud Heater

The CSS heater, illustrated in figures 2 and 3, consists of
an aluminum |-beam frame covered with a 0.305 centimeter polished
and anodized aluminum reflector material. General Electric 1000-
watt infrared quartz lamps (5910 on the full sized heater, 388
on the Intermediate Scale Tests' heater) are mounted on anodized
bus bars attached to the reflector surfaces. The bus bars are
mounted on the lamp side of the reflector surfaces to minimize
potential arcing problems at the electrical penetrations of the
reflector surfaces, The lamps are divided into 18 separate heat-
ing zones, 11 on the cylindrical section and seven en the conic
sections of the heater. Each zone consists of two equally-sized
and symmetrically-located halves. These heating zones run
parallel to the CSS axis and are distributed circumferentially as
shown in figures 4 and 5. Separate controllers provide power to
the Tamps in each heating zone,

Power Controllers

Power to the lamps in each heating zone originates from a
three-phase, 416-volt supply and is varied using a specially
designed Zee Power Control System. The signal from a thermo-
couple mounted on the Z-ring side of the shroud skin midway
between Z-rings is used as one input to the power controller.
The output from a rotating drum programmer device, on which the
desired temperature response is scribed (a sample control tem-
perature history is shown in fig, 6), is the other input to the
power controller. The difference from these input signals is
used to vary power by varying the portion of the a.c. voltage
cycle, through the use of silicon-controlled-rectifiers (SCR's),
during which current is provided to the lamps on the heater.
The power history of each controller is recorded on the XDS 930
data acquisition computer and is necessary input for the tem-
perature prediction program.

Control and Abort System

During the heating portion of the tests, a set of two
thermocouples mounted adjacent to control thermocouples and
another set in similar position in the second half of the
control zone are monitored. The temperatures read from each
of these pairs are compared with curve fits of the respective
temperature control curves. These comparisons are performed in
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the main component of the Test Control and Abort System, a PDP8E
minicomputer. |f the control temperature, as represented by a
pair of thermocouples previously noted, deviates from the desired
control temperature by predetermined limits, the test is auto-
matically terminated. Both thermocouples in a pair must be out
of limits in a half-zone before a test abort will occur,

Data Acquisition System

The same thermocouple pairs mounted in the Control and
Abort System are also monitored, and compared with control tem-
perature history curve fits, by the XDS330 computer used at SPF
for data acquisition. Alarms are provided in this system again
when both thermocouples in the monitored pairs deviate from their
predetermined limits, allowing this system to be used for backup
control and abort purposes.

Approximately 300 total temperatures, as well as signals
from other instrumentation sources, are recorded by the XDS930
computer., The data from this instrumentation is available in
engineering units soon after the completion of a test for test
evaluation purposes.

Test Configuration and Requirements

The overall test configuration is shown in figures 2 and 3.
The CSS/heater system is located in the 30,5-meters diameter by
by 36.6-meters high space simulation chamber at the Space Power
Facility. The spacing between the heater reflector and the CSS
outer surface is approximately 30.5 centimeters and the lamps
are placed approximately 7.6 centimeters from the reflector
surfaces.

A typical test heating cycle (based on time from 1iftoff
to €SS jettisan) is 280 seconds. The predicted trajectory tem-
perature profile varies both circumferentially and axially over
the CSS surface and with time. Typical circumferential and
axial profiles are shown in figures 7 and 8, The actual heater
design provided for a flat temperature distribution over each
CSS section axially and over each half-zone circumferentially.
The actual temperature distribution will be influenced by end
effects between these heating areas. The circumferential loca-
tion of the maximum temperature, which occurs on the windward
side of the CSS during flight, will be skewed from the separa-
tion goint plane in the first heated jettison test (nominally
by 32°) and aligned with it the second test, as illustrated in
figure 9. The zone configuration for these tests is shown in
figures 4 and 5,
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METHOD OF APPROACH TO PROBLEM

During the original consideration of the problem of
analyzing heater operation, a literature search was conducted
in an attempt to find analytic tools that had already been
developed which could be applied to the test configuration., No
references were found concerning programs or documents which
could function as the necessary analytic tools. The basic
missing item concerned the treatment of heat output from individ-
ual lamps in a radiant heating system. This was considered to
be a significant requirement because of the energy input dis-
continuities at surface intersections on the €SS (as illustrated
in fig. 8) and was the primary consideration in the decision to
develop a new computer program to handle the problem,

In reviewing the literature concerning radiant heater
systems, the conceptual requirements for the program were de-
fined. This resulted in a number of assumptions that were made
to fit the anticipated test configuration. The thermal model
used in the program was designed around these assumptions,which
in summation include the following: (1) Because of the dif-
ficulty in analyzing the lamp filament and envelope as cylindri-
cally-shaped heat sources, the decision was made to treat the
25.4-centimeters long filament/envelope combination as a string
of ten-point sources. (2) The reflection of lamp radiation off
the aluminum reflector sheets was treated as totally specular
in nature. This permitted treatment of lamp reflections as an
addi tional series of point sources, reduced in intensity by the
amount of energy absorbed by the reflectors. (3) The reflector
surfaces were treated as diffuse emitters and were treated as
diffuse absorbers of radiation from low-temperature sources,
{4) €SS surfaces, which are covered with a radiation-absorbing
coating, were treated as both diffuse emitters and diffuse
absorbers. (5) The CS$S corrugated skin was treated as a single
layer of material with an effective skin thickness. This
approach produced consistent results in early LMSC development
work., |t also permitted future modifications by adding
an appropriate nodal network to improve prediction results,
if so desired. (6) The thermal model used is a free-skin
model, that is, energy absorption by internal structural elements
is not treated. This approach was used because the principal
purpose of the program was to verify that the correct energy
input distribution was being provided over the €SS. Com-
parison of predictions with early test data showed that the
effect of structural elements on the CSS skin at points
farthest removed from these structures was minimal and,
therefore, the temperatures at these points were comparable
to having a shroud with no internal structure. (7) Cir-
cumferential and axial heat conduction through the skin was
treated as being negligible because of the comparatively low
anticipated temperature differential per unit circumferential
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length and because of the thin skin thickness. (8) Convection
effects, which exist to a minor degree in the 2700 newtons per
square meter test environment, were not included in the program.
To do so would require a more extensive nodal system and does
not appear to be required based on test results,

DESCRIPTION OF COMPUTER PROGRAM

The basic structure of the computer program consists of
two primary parts. The first section of the program is setup
to define the basic CSS/heater configuration, The coordinates
of the centers of each lamp filament increment, and all of its
reflections (including those in the end reflectors), are
defined. These coordinates are used to calculate unit heat
fluxes, simitar in concept to geometric view factors, at
various points on the CSS surface. These unit heat fluxes (in
units of ]/inchz) are defined by the following equation:

F = {cos 9) N RL cos (8 -8g)-Rg+(Z -Zg) tan B

22 A
Lo E{L +RS -ZRLRSoos (OL-OS)+(ZL-ZS)]

72

where R ZL are lamp increment cylindrical co-

L’OL’
ordinates

RS,GS,ZS are CSS point cylindrical coordinates
and @ is angle of a conic surface with its axis

These unit fluxes are summed for all lamp increments of a
similar degree of reflection and multiplied by a factor
representing the energy output per lamp filament increment
length. This factor is based on the power being applied to
all the lamps in a given heating zone. The resultant overall
sum provides an incident heat flux from the lamps and reflec-
tions to the point being considered on the CSS, in units of
Btu/sec-ft2.

The second section of the program makes use of the
incident heat flux at a CSS point determined in the first
section, This section of the program defines an energy balance
in the system. Radiation losses from the shroud to the
reflector are calculated, based on local €SS and reflector tem-
peratures. Incident lamp energy on the reflector surfaces is
approximated based on the calculated incident heat flux on the
CSS. Finally, net heat inputs to both the CSS and the reflec-
tor at a given CSS surface normal are calculated and are used
to define the temperatures at these points, taking into account
the thermal capacity of the skin per unit area.
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In summary, the thermal model used in the program is three-
dimensional from a radiation heat transfer viewpoint but only
one-dimensional in considering CSS conduction through the skin.
This free-skin model permits a fairly accurate representation
of the actual thermal profile over the CSS surface. The
program can be used to consider a large number of points over
the CSS surface, thereby providing a temperature mapping, or
can look at a limited number of points, such as thermocouple
locations, and compare the predicted with experimental results.

VERIFICATION OF THE ANALYTIC MODELS

The computer program was adapted to the configuration of
the hardware used in a series of Intermediate Scale Tests(IST's)
performed at SPF., Temperatures were predicted on the corrugated
skin panel used in these tests and were compared with the
experimental data.

Centaur Standard Shroud Intermediate-Scale Tests Configquration

The configuration of the IST's was designed to as closely
approximate the heated portion of the CSS heated jettison tests
as was possible with the test hardware being used. The target
heated test panel consisted of a 2.4-meters by 2.4-meters cor-
rugated panel structure, in all respects similar to the hardware
used on the upper portion of the cylindrical surface of the CSS.
The panel was enlarged using sections of single-thickness
aluminum, the thickness being equivalent to the effective thick-
ness® of the corrugated skin as used in the thermal model.
Enlarging the test panel area was required to make the heater
of sufficient size to be able to test a single power controller
at its full 360-kilowatt power capability. The same insulation
used internally on the CSS covered the Z-ring side of the IST
test panel, in order to minimize surface heat losses from that
side of the panel.

The heater consisted of a similar cylindrical section as
the CSS test panel, all hardware being the same as configured
in the full-scale heater. Circunferentially, the heater
included eight half zones. Because the heater was powered
with only either one or two controllers, the lamp distribution
varied circunferentially in order to obtain a circunferential
temperature distribution,

Fifty-three test runs were performed on the CSS$S 1IST hard-
ware. These tests were run in three air environments: (1)
101,300 newtons per square meter or normal atmospheric pressure;

*The effective skin thickness used in the design was incorrect,
resulting in higher than anticipated temperatures on these
""dummy'' test panel sections,
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(2) 2700 newtons per square meter, the anticipated full-

scale test environment; and (3) 0.007 newtons per square meter,
or hard vacuum. The lamps were powered with either a single
controller supplying all eight heating zones or each of two
controllers supplying four heating zones. The control tem-
perature profiles consisted of either a typical LMSC flight
trajectory temperature history, or a ''square wave', which

tested the controller at full power until the control tem-
perature reached the plateau temperature.

Comparison of Predicted and Experimental Temperatures

The Intermediate-Scale Tests version of the computer
program predicted temperatures at thermocouple locations and
compared these predictions directly with experimental data.

A sample of the results of this comparison is shown graphically
in figure 10, Overall, comparing the experimental data with
predicted results showed maximum deviations of the order of
+17 degrees Celsius, This deviation usually peaked near the
end of the 4-minute test cycle, which involved a temperature
rise from ambient (21 degrees C) to temperatures of the order
of 215 degrees Celsius on the CSS test panel.

Further studies are being made for conditions which might
be influencing the temperature predictions. For example, one
that has been discovered but which at the time of this writing
has not been accounted for in the €SS 1ST model, concerns lamp
power levels. The 1ST heater lamp configuration was such that
the number of lamps could not be divided equally among the
three-phase power source. The result was that individual lamp
energy output varied somewhat in proportion to this load
imbalance.

CONCLUSI ONS

In general, it appears that the effectiveness of the
thermal model used in the developed computer program has been
proven in its adaptation to the €SS IST configuration. Efforts
are continuing to improve the accuracy of the thermal model,
prior to and during the actual heated jettison tests by: (1)
increasing the number of nodes considered at a given area of
the €SS, and (2) investigating the significance of heat
transfer modes and paths other than those considered in the
model.
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Paper No. 12

INFRARED SIMULATION AND THERMO-VACUUM FACILITY -
ISA/TVA

H. J. Kurscheid, Gesellschaft fur Weltraumforschung mbH
within DFVLR *)

ABSTRACTS

A test facility was designed in which the shroud
tenperature can be continuously variated between
100 © K and 363 © K by using gaseous nitrogen.

Introduction

The designation "Infrared Simulation and Thermo-Vacuum
facility" is misleading, because the infrared radiation is in
most cases not produced by the facility itself, but by devices
designed specifically for each test specimen.

By the time the test requirements were specified, there re-
mained little time available for preparation of the facility.
An available vacuum chamber, previously used for the third
stage of the ELDO II launcher, was modified by the addition of
a shroud and a thermal system. The vacuum system was improved
by the addition of oil-free high-vacuum pumps.

Test Facility Requirements

The HELIOS test requirements for the facility are tabulated

in Fig. 2. Two different test methods had to be considered -
heater tapes and canister - requiring an uneven heat flux
distribution over the shroud. When heater tapes are used, with
a shroud temperature of 100°K, the middle section must absorb
25 kw and the upper and lower sections 7.5 kw each. For econom-
ical reasons (lower L~N. consumption), the option of operating
at room temperature tha% portion of the shroud adjacent to the
canister has been provided for.

*+) Deutsche Forschungs- und Versuchsanstalt flir Luft- und
Raumfahrt e.V., Porz-Wahn, Fed. Rep. Germany
(German Research and Experiment Agency for Aerospace
Technology)
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The ther'rcr)lal systegl was designed to allow thermo-vacuum ’gesting
from 203K to 363 K, because no other facility for testing the

full-size HELIOS models is available.

For economical reasons one single-phase thermal system using
gaseous nitrogen was chosen instead of a two-phase system or
one using two cooling fluids; it could be more quickly con-
structed. The system was built in 14 months - technical prob-
lems were reduced by using one refrigeration fluid.

A clean vacuum, less than 1 x 10 5 torr during heating of the
test specimen, and as free as possible from hydrocarbons,
must be guaranteed to protect the extremely sensitive HELIOS
experiments.

Facility Systems

Thermal System

The thermal system consists of two parallel circuits that

can be independently controlled (Fig. 3). One circuit cools
the migdle shroud section and is capable of absorbing 25 kw
at 100°K. The other circuit cools the top and bottom sections,
capable of absorbing 7.5 kw each. This load distribution was
chosen to accommodate the planned specimen mounting position,
using the heater tape method mentioned previously.

The refrigeration fluid is gaseous nitrogen, circulated by a
Roots blower. The heat of compression is mostly dissipated

by the water-cooled blower jacket and the subseguent gas
chiller. From there the gas passes through a large cgunter'-
flow heat exchanger, where it is cooled to about 109K by

the gas returning from the shroud. Next, in the injection
cooling chanber, the gas is cooled to 95K by a spray of
liquid nitrogen. Before the gas reaches the shroud, it passes
through an electric heater which is turned on for chamber
warm-up or tests over room temperature. In the shroud the

gas absorbs heat and is returned to the blower, after bleeding
to atmosphere an amount equivalent to that injected. The
efficiency of the single-phase system is mostly determined by
the efficiency of the large heat exchangey, which allows the
gas temperature to jump from 109°%K to 285°K. In addition to
the enthalpy of L-N, vaporization, the enthalpy difference
between the temperature of vaporiza’cionoand the temperature
at which the gas leaves the system (285 K) contributes to

the gystem efficiency. The high temperature of the gas input
(285°K) allows the use of ordinary high-capacity Roots blowers.
Also the relatively high friction losses associated with gas
blowers can be dissipated by water cooling. Variation of the
injection rate and turning on the heater allows adjustment of

120




the shroud temperature to any value between 100%K and 363°K.

To reach the required temperature of 100% ¥ 7,5°K under 40 kw
load, 20,120 kg/h of gas must be circulated. This high fiow
rate requires large pipe cross-sections, achieved with special
profiles (Fig. U).

The top section of the shroud (chanber 1id) is a double spiral
using counterfliow to achieve the most even temperature distri-
bution. The cylindrical section is built up of rings with
single or double feed according to load. Because of the
vacuum pumps on the chamber floor, the floor shroud is con~
structed as a baffle to increase its conductivity.

The temperature control system is worth mentioning, because
of its simplicity.

The gas temperature is maintained at the chosen value by a
TIC regulator (1), which controls the injection rate.

The pressure difference between shroud input and output is
held cor)istant by a PIC regulator (2), which controls a by-
pass (3).

To compensate for load variations in the 9 sections of the
shroud, output valves for each section (4) can vary the flow.
These valves are manually operated from the control room.

A third regulator (5) maintains a constant pressure in the
system by controlling the bleeder.

The Roots blowers are endangered at temperatures below 273°K.
A by-pass (6) between blower output and input can be activited
to raise the input temperature; this is only needed when
shroud temperature is changed. At lower heat loads, the
thermal system can be driven by one blower only (Fig. 3).

The control system is a compromise between automatic and
manual operation. The operating point is set manually and held
constant by the automatic regulators. The system is simple
enough to be operated by two persons; experience has shown
that the system is exceptionally trouble-free.

Vacuum System

The unmodified chamber already had a pump system consisting of
two mechanical backing pumps and two oil diffusion pumps.

Two additional oil-free high vacuum pumps were installed be-
cause surface contamination, especially of the flight unit,
is a great danger to the success of the HELIOS mission. They
are: a titanium sublimation pump with a high pumping rate, and
an ion getter pump which evacuates chiefly the noble gases.

In operation, the oil diffusion pumps are used for pre-
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evacuation until a high vacuum is reached at which the
titanium sublimation pump and the ion getter pump can function;
at this point, the valves between the diffusion pumps and the
chamber are closed, and the oil-free high-vacuum pumps take
over.

The construction of the high vacuum system is shown in Fig. 6.
Ten titanium melting crucibles, in which the metal is vaporized
by electron bombardment, are located in the bottom flange of
the chamber. The vaporized metal condenses onto the adjacent
L—N2—cooled pump surface. A purping rate gg about 200,000 1/sec
is achieved at a pressure of less than 10 - torr.

The ion getter pump consists of 28 elements with a pumping
rate of 110 1/sec for each element.

The pumps are mounted on the chanber floor because there the
operation is most effective.

Performance and Consumption Data

The operational costs are mostly due to consumption, chiefly
if liquid nitrogen.

About 5000 kg of L~-N. required to cool the chamber from
room temperature to %ooai Steady operation at this tempera-
ture uses about 950 kg/h of L-N; at 4 kw heat load, and about
1450 kg/h at 40 kw load. At 203 9K and 3 kw load the L-N
consurption is about 600 kg/h. To raise the temperature %rom
203°%K to 363°K requires 2.5 hours.

The electrical energy consumption lies between 350 kw and 450 kw.
At maximum heat load (40 kw), 20,120 kg/h of gas is circulated.

It is difficult to name a consumption figure for titanium
sublimation pump because it is highly dependent upon the gas
load. This load in turn is caused by leakage and outgasing
from the shroud and the specimen; the order of magnitude of
these quantities is difficult to establish. The maximum con-
densation rate is 14 grams per hour. Two kilograms of titanium
are available in the ten melting crucibles, of which a maximum
of 800 grams can be vaporized.

Specimen Handling

The configuration of the chamber requires that the test
specimen be inserted from the top. For this purpose, the
chamber 1id with the upper shroud section is 1lifted. The
specimen is installed with an adapter on a supporting frame-
work (spider). This assembly is then lowered, using a lifting
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device, onto the three mounting posts. After the specimen is
in place, the lifting device is removed. The chamber has also
been modified so that the specimen can be suspended therein
(Fig. 7).

Operational Practice

The test facility has been operated for 1500 hours without
problems, and the personnel training time was only a few
days.

Test results show, however, that the shroud absorption co-
efficient of about 90 % is insufficient for tests on the
HELIOS thermal model. The reasons for this, and the correc-
tional steps taken, will be explained in a separate presenta-
tion.
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COMPARATIVE EVALUATION OF PREDICTED AND MEASURED
PERFORMANCE OF A 68m3 TRUNCATED REVERBERANT
NOISE CHAMBER

H. D. Cyphers, A. N. Munson and F. J. On; Goddard Space Flight
Center, Greenbelt, Maryland

ABSTRACT

The performance of a medium size, truncated
reverberation chamber is evaluated in detail.
Chamber performance parameters are predicted,
using classical acoustic theory, and compared
with results from actual chamber measurements.
Discrepancies are discussed in relation to
several available empirical corrections
developed by other researchers. Of more prac-
tical interest is the confirmation of a recent
theory stating that the present rule of thumb
for the ratio of specimen volume to test chamber
volume, approximately ten percent, is overly
conservative and can be increased by a factor
of at least two and possibly three. Results
and theoretical justification of these findings
are presented.

INTRODUCTION

This paper details the results of an evaluation
of the acoustic field produced within a new reverber-
ation chamber constructed by the Structural Dynamics
Branch at Goddard Space Flight Center. The chamber,
with a total volume of 68m3 (2,400 ft.3), was con-
structed to provide a means of experimentally verify-
ing the results of theoretical studies in the areas
of noise field prediction and the effects of various
sized test volumes on the acoustic field. In addi-
tion, the chamber is frequently used to test small
scientific spacecraft and experiments.

At the completion of the empty evaluation and
prior to beginning a series of tests using various
test volume sizes, a requirement to acoustically test
the German Helios spacecraft developed. This space-
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craft, with an enclosed volume of approximately 14m3
or 20% of the chamber volume, afforded an opportunity
to obtain additional data on the effects of exceeding
the 10:1 rule-of-thumb ratio for chamber to test
volume. The results of this test are discussed in
relation to the empty chamber performance.

The development of a criteria for acceptable
performance of a room as a reverberant acoustic
testing facility requires several considerations.

For a given room design and acoustic driver, the
first important consideration is the modal density
(or the modal overlap index) of the room which
indicates the frequency distribution of the acoustic
modes in the room. The second consideration is the
spatial variations in the sound pressure levels which
indicate the degree of uniformity (or nonuniformity)
of the sound field in the room. Other considerations
are the maximum achievable sound pressure level and
the spectra shaping capability of the reverberant
room.

The performance of a well designed reverberation
chamber depends strongly on the modal overlap index.
In the frequency regime where the modal overlap index
is very much less than one, the chamber acoustic
field is usually unpredictable and the spatial varia-
tions are large. In the frequency regime where the
modal overlap index is of the order unity or larger,
the chamber acoustic field is well defined in a sta-
tistical sense and the spatial variations are rela-
tively small. These considerations dictate the lowest
usable frequency that the chamber can be used for
reverberant acoustic testing.

Accordingly, several descriptors are commonly
used to specify the performance of reverberation
chambers. The most important of these are: the
lowest usable test frequency and the ability to match
the required spectra shapes and levels of vehicle
specifications. In evaluating these characteristics,
the following properties of the reverberation room
were determined: reverberation time (or effective
absorption), modal density (or modal overlap) and
spatial variation of the sound pressure field. Each
of these areas will be addressed in detail in the
Test Results and Discussion section of this paper.
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DESCRIPTION OF TEST FACILITY/SETUP

Figure 1 is an isometric view of the reverber-
ation noise test facility. The chamber is rectangular
in shape with two walls bisected in the vertical plane
to conform to the space available. The practicability
of this design was verified by a series of modal
studies (Reference 1l). The maximum orthogonal dimen-
sions are in the ratio 1.00:0.79:0.63 suggested by
Sepmeyer (Reference 2) for good chamber performance.

The acoustic excitation to the reverberant
chamber is supplied by a 60 Hz exponential horn which
can be driven by either a Noraircoustic Mark V (50 Kw)
or a Ling EPT-94B (4 Kw) air modulated acoustic driver.

The control and data collection system consists
of standard, laboratory-quality equipment. Spectrum
shaping and control is done on a one-~third octave
basis in_real time. A multi-channel microphone
averager~ is used to assure that the control signal
is a good representation of the noise field.

All offline data analyses were done using the
power spectral density, one-third octave band and
coherence algorithms of the Goddard dynamic data-
analysis computer program (DYVAN). This program is
designed to handle sinusoidal-sweep, shock transient,
or stationary random data.

In the experimental evaluation of the chamber
performance descriptors, careful selection of micro-
rhone locations was required to accurately measure
the acoustic field in the chamber. As the sound
pressure levels in the chamber are higher nearer the
walls, corners and edges than throughout the rest of
the room, all microphones were placed at least 3/4X\
away from the corners and edges of the chamber and at
least A/4 from the walls where A is the wavelength of
the lowest frequency of interest.

In addition to observing boundary conditions in
locating microphones, the positions of the microphones
relative to each other was selected, in the case of
the empty chamber evaluation, to provide maximum

The use of multi-channel averaging control insures
that the control sound pressure level will approach
the average SPL over the test volume; i.e., the con-
trol SPL is centered within the inherent spatial
variation of the chamber.
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statistical independence (coherence approaching zero).
This is desired in evaluating spatial variation of
the noise field.

For the occupied chamber data, the microphone
positions specified by the Helios test procedure were
used. Boundary conditions were not satisfied as in
the empty chamber evaluation due to the size of the
spacecraft. Figure 2 shows the Helios spacecraft
assembled in the chamber. Figure 3 shows the locations
of the control and monitoring microphones.

The worst case coherence results, based on data
from the empty and occupied chamber acoustic tests,
are presented in Figure 4 to indicate the approximate
degree of statistical independence of the microphone
outputs actually achieved via the use of these micro-
phone locations.

The theoretical plot of Figure 4 was computed

from - 2
.21
Sin = fr
CABAf = 21 (1)
—E fr

where r is distance between microphone locations, £
is center frequency and c is speed of sound. In
practice it is reasonable to use this equation as a
standard for determining the degree of statistical
independence between microphone outputs.

TEST RESULTS AND DISCUSSION

The results of the study will be categorized
in terms of specific properties of the acoustic field
within the reverberation chamber. Each property will
be discussed briefly from a theoretical standpoint;
the predicted and measured results for the chamber
will then be given along with a discussion of the
method used and any unusual features of the data.

The operational or performance characteristics of
the reverberant acoustic facility, as derived from
the measured properties, will then be summarized and
discussed briefly from both a theoretical and appli-
cations point of view.

The necessity of obtaining chamber performance
parameters during the actual Helios test limited the
ability to measure all of the desired properties.

The results of adding a 20% test volume will be
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discussed under the section for which it was possible
to obtain measured data.

The following properties of the room were
determined: the reverberation time (or effective
absorption), modal density (or modal overlap) and
spatial variation. The most important operational
characteristics from a user's standpoint are: the
lowest usable frequency and the ability to match the
required spectra shapes and levels of vehicle speci-
fications.

Reverberation Time (Effective Absorption)

The reverberation time for a given frequency is
the time required for the average sound pressure
level, originally in a steady state, to decrease 60d4B
after the source has ceased. This decay is caused by
absorption of the sound energy not only at the boun-
daries of a room, but also in the air itself.

The reverberation time is related to the total
effective absorption of the reverberant room by
Sabine's equation (Reference 3):

60V

T60 = 1.085¢ (atanv) . (2)

where T60 = reverberation time in seconds

v = volume of room in cubic meters
c = speed of sound in meters per second
a = number of metric absorption units in

square meters

m = energX attenuation constant in meters
x 10~

The term, a+4mv, is the total effective absorption
where a is the absorption at the boundaries (walls)
and m is the energy attenuation constant in the trans-
mitting medium.

In the chamber evaluated, predicted effective
absorption losses were computed utilizing model
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study data.

Figure 5 is a plot of the predicted and measured
reverberation times. The times plotted are the aver-
age of three measurements taken at elevations of
1.50m (5 £ft.), 3.04m (10 ft.) and 4.12m (13.5 ft.)
on a vertical line through the center of the chamber.
Also plotted are the predicted and actual effective
absorption coefficients. The actual effective
absorption was calculated from Equation 2.

The measured reverberation times possess some
scatter and are sometimes multivalued below approxi-
mately 400 Hz. Above 400 Hz, the reverberation times
decrease smoothly with increasing frequency. The
scatter at the lower frequencies is due to expected
sound pressure fluctuations in an enclosure of this
size. Morse and Ingard (Reference 4) discuss in detail
the reasons for the multiple slope and pressure fluc-
tuation phenomena observed in some of the reverber-
ation data.

Several means of exciting the chamber were tried
to determine the effects of various types of excitation
on the reverberation time. Figure 6 is a plot of
reverberation times obtained using wide band white
noise and discrete frequency excitation. As expected,
the discrete frequency excitation values differ sig-
nificantly, especially below 400 Hz, from random noise
excitation because fewer standing waves are excited
at a given time. The wide band white noise excitation
(with the microphone response filtered on a one-third
octave basis) agrees quite closely with the previous
data. Although other experimenters seem to prefer
one-third octave band excitations, wide band white
noise excitation can provide representative data at
considerably less effort and expense.

In the scaled model study (Reference 1),
absorption coefficients were calculated from actual
reverberation times for both the truncated and equiv-
alent rectangular (dimensions equal to parallel
dimensions of truncated chamber) model chambers.

The absorption coefficients for the two configurations
were approximately the same at all frequencies. Since
the above data (Figure 5) show that the calculated
absorption coefficient for the Goddard 68m3 chamber
agrees with that predicted using the scaled model
study results, it may be assumed that the reverber-
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ation times will bear the same relationship as well.
That is, the predicted reverberation time of the
truncated chamber is approximately 85% of the rever-
beration time of an "equivalent" rectangular chamber
in accordance with the dependency of the reverber-
ation time on the volume to area ratio of the two
chambers. No reverberation time data was obtained
for the occupied chamber condition.

Modal Density, Sine Sweep Response, Modal Overlap

The frequency response of a reverberation room
is characterized by a series of discrete resonant
modes. For a simple, normal rectangular room, the
lowest or first of these resonant modal frequencies
occurs when one-half the acoustic wave length equals
the longest dimension of the room. The second
resonant frequency occurs when one-half the wave-
length equals the next longest dimension of the room.
An entire harmonic series containing integer multi-
ples of the fundamental axial modes exists for each
of the three room axes.

At frequencies higher than those of the funda-
mental axial modes, more complex modes appear. These
include modes associated with four walls in which the
standing waves are tangential to one pair of walls,
and oblique modes, which involve the interaction of
standing waves between all six walls.

The aim in reverberation chamber design is to
achieve a sound field within the volume which is
completely diffuse in all frequency ranges of inter-

est. This implies that there are many modes uniformly

spaced in frequency and that all angles of incidence
of the sound are equally probable.

The modal frequencies of a rectangular chamber
can be calculated from the characteristic equation
given by (Reference 5)

[ty

- £ M2 2 B2
=3 (L)+(L)+(L) (3)

£
m,n,p - v -
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where ¢ is the speed of sound in air (meters/second
at 20°C) and L_, L, and L are the room dimensions
in meters, m, n and p are mode numbers for the X, Y
and Z modes respectively and take on the integer
values 0, 1, 2, 3, ... etc.

Near the fundamental frequency of the room,
the effective absorption coefficient is very depen-
dent on the number of modes, thus contributing to
the nonuniformity of sound level with frequency.
As an approximation, Equation 3 was used in estima-
ting the modal frequencies of the Goddard truncated
chamber. The actual data indicate that many more
modes are actually excited. Extensive computation
of the modal frequencies of reverberation rooms using
the classical Equation 3 is tedious unless handled by
computers. It is generally more significant to know
the approximate number of acoustic modes that might
be excited within any given bandwidth Af (i.e., the
product of modal density and bandwidth) .

Modal Density [n(f)]--Modal density is the frequency
distribution of the acoustic modes (the number of
modes per frequency bandwidth as the bandwidth
approaches zero) in the room due to the excitation
of the room by a sound source. It is largely depen=~
dent on the physical dimensions of the enclosure as
well as the excitation frequency.

The asymptotic modal density of a rectangular
reverberation room may be computed by Equation 4
which is derived from Equation 3 (Reference 6)

2
n(e) =LY mER R (4)
C 2C

where P is the length of chamber wall intersections
(total length of all chamber edges), V is volume in
cubic meters, A is surface area in square meters,

C is velocity of sound in meters/second and f is
frequency. This equation has also been shown to be
applicable to this particular truncated chamber shape
(Reference 1) . Accordingly, the number of resonant
modes of the truncated chamber in each band of fre-
quencies A0f may be computed by
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2
N, (£) = n(f) of = (i%—v + Ef—‘;‘
C 2C

P
— A
+gc ) A (5)
where £ is center frequency of the band.
Alternatively, the cumulative resonant fre-
quency distribution (i.e., the integral of the modal
density)

nfv nsz Pf
3tz ta @
(o] 4cC

N(£) = ff n (£) df =§-
o]

may be determined for comparison with a cumulative
count of the sine sweep peaks obtained by counting
the number of modes excited during a sinusoidal
sweep survey of the chamber.

Sine Sweep Response--In making sine sweeps, the sweep
rate and direction of sweep, up or down, can influ-
ence the number of resonances excited. A sweep rate
of 2 minutes per octave gave good modal definition
and repeatability when sweeping from either direction.

Figure 7 is a plot of the predicted modal den-
sity [n(f)], predicted cumulative resonant frequency
distribution [N(f)] and the predicted and measured
mode counts (NAf) for each one-third octave band in
the chamber. The criterion used for counting the
sine sweep response peaks required that the peak-to-
valley ratio, on both sides of the peak, be 3dB or
more in order that the peak be counted.

The results presented in Figure 7 indicate
that, for the chamber under study, Equation 5 pro-
vides a conservative prediction of the number of
modes on a one-third octave band basis. Above
approximately 250 Hz the resonance peak count method
greatly underestimates the number of modes that
actually exist. This deviation from the predicted
distribution is attributed to: (1) peaks that are
missed in the counting procedure when the response
peaks are closely spaced in frequency, and (2) many
response modes occurring within the bandwidth of a
single mode. In these cases, counting the response
peaks does not yield an accurate measure of the
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actual number of modal resonances (Reference 7). The
first cause can be minimized by using a higher paper
speed to expand the frequency scale.

Also shown on Figure 7 is the measured one-
third-octave band mode counts of the occupied chamber.
The number of modes is seen to be considerably lower
than in the empty chamber condition. This is due
primarily to the way the data was taken. The data
was obtained by counting the peaks in a power spectral
density plot of the microphone response using a 2 Hz
analysis bandwidth, The peak to valley mode height
criterion used during the empty chamber sine sweep
evaluation was reduced to +1dB to account for the
averaging effect over the 2 Hz bandwidth. Because of
the relatively broad analysis bandwidth used, this
method of counting modes is very conservative. Based
on a criteria of a minimum of 7 modes per one-third-
octave bandwidth, the chamber is usable (considering
only modal density) down to 200 Hz.

Modal Overlap (M)--The modal overlap index provides
a measure of the diffuseness of the noise field in a
well-designed reverberation room. It is defined as
the number of adjacent modes which lie inside the
3dB bandwidth of a typical chamber modal resonance.
Computationally, it is the product of the 3dB band-
width A(f), and the average modal density, n(f):

M(f)

A(£f) n(f) (7)
where

M(E) = 2.2/'1'60 (8)

The 3dB bandwidth of a typical chamber modal reso-
nance, A0(f), is defined by the chamber resonant Q
determined from the reverberation time. It will be
recalled that one-third octave band noise excitation
was used in this study to establish reverberation
times. The modal density, n(f), as shown in Figure
7, is the average modal density for the one-third
octave band of interest with center frequency f.
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The product of the 3dB bandwidth, A(f), and the
average modal density, n(f), assumed constant over the
bandwidth used when counting the modes, yields a
figure of merit in terms of modes per chamber resonant
bandwidth, This term, together with the spatial vari-
ation of sound pressure levels in the chamber, provides
a means of specifying the lowest usable frequency of
the chamber. Selection of an appropriate value of M
(f) is considered further in the section on determin-
ing the lowest usable frequency. Figure 8 shows the
predicted and measured values of modal overlap.

Above 250 Hz it was necessary to use predicted values
for the modal overlap due to the difficulty in measur-
ing the modal density by the peak response count method.

The modal overlap was not computed for the
occupied chamber because of the lack of measured
reverberation data.

Spatial variation (S)

The degree of spatial nonuniformity (commonly
termed spatial variation) of the acoustic noise levels
in the reverberant chamber was determined in terms of
the standard deviation, S, of sound pressure level.
The deviation was computed from a sufficiently large
set of uncorrelated sound pressure levels measured at
specified locations in the chamber with a specific
noise excitation. In Figure 8, the predicted and
measured results of spatial variation for the empty
and occupied reverberant chamber are presented. The
empty chamber modal overlap has also been plotted in
this figure to facilitate the application of the
criteria for determining the lowest usable frequency
of the chamber.

The measured empty chamber spatial variation
results were determined from a set of seventy-two
sound pressure levels, L., measured at specified
locations. In terms of standard deviation, S, the
spatial variation was computed from

n n _
n )y n-( )yu?
i=1 i=1

S = n(n-1) (9)

%
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where n=72 is the total number of measurements in
the set. This determination was repeated for each
one-third octave band and is independent of the mean
level, (i.e., S would not change if the experiments
were repeated at a different sound pressure level),
as well as independent of time since the individual
sample levels, Li' were already time-averaged quan-
tities computed via the DYVAN program.

The spatial variation data for the occupied
chamber was calculated from the seven microphones
(n=7) used for control and monitoring during the
Helios test. The statistical independence of those
microphones at these locations is illustrated in
Figure 4. As noted previously, some of these micro-
phones were located within inches of the spacecraft
skin and thus were subject to some boundary effects.

The spatial variation data presented in Figure
8 for the empty chamber condition indicates a devi-
ation of approximately 0.5dB between predicted and
measured values at frequencies above 500 Hz corres-
ponding to modal overlap indices greater than 1.8.
Measured values of spatial variation exceed +3dB
at frequencies below 160 Hz,

The spatial variation for the occupied chamber
yielded the same general shape as the empty chamberxr
results. The noted irregqularities were probably due
to the boundary effects. 1In this case, the frequency
above which the measured values of spatial variation
exceed *3dB has shifted upward less than one octave
to approximately 260 Hz.

Lowest Usable Frequency (fc)

The lowest usable frequency for a reverber-
ation chamber (not to be confused with horn coupling
cutoff frequency) is that frequency below which the
sound field in the reverberation room ceases to have
an acceptable level of spatial variation and diffuse-
ness. This frequency may be affected by the size of
the test specimen occupying the chamber.

Based on the criteria that for one-third octave
band sound pressures, the lowest one-third band
showing no more than +3dB spatial variations and
no less than one~third modal overlap index shall be
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specified as the lowest acceptable test frequency,
the data presented in Piqure 8 thus indicate that the
chamber is useful at frequencies above 160 Hz for
test volumes less than 10 percent.

In the case of the chambexr occupied by a test
specimen of about 20%, the lowest usable frequency of
the chamber cannot be established via the criteria on
modal overlap index since the index cannot be deter-
mined without the use of reverberation times.
Employing an eguivalent criteria based on modal
density consideration, together with the criteria on
spatial variation, the lowest usable frequency for
the 20% volume spec¢imen occupied chamber case shifted
to 260 Hz,

In terms of the modal overlap index M, known
volume V in cubic meters and the reverberation time
Tgo in seconds for the mode in question, the lowest
usable frequency may also be computed by:

o

3 2
Mc T60

8 .81V

£ =

< (10}

The value for M corresponds to the minimum value of
Modal Overlap Index (1/3<M<3) selected on the basis
of an acceptable level of spatial variations of sound
pressure levels within the chamber. Recall that M
was based on the chamber resonant bandwidth.
Equation 10 can be derived using the first term of
Equations 5 and 7.

The underlying logic for establishing the
above criteria on the basis of a modal density or
modal overlap requirement is as follows: For quali-
fication testing or design evaluation, it is fre-
quently desirable to express the lowest usable fre-
quency in terms of the number of modes required
within the resonant bandwidth of a structure. The
required modal density can be directly related to
the anticipated Q of the test specimen and the
averadge number of modes desired within the specimen's
resonant band to give the proper response simulation
by the following relationship:

4anvE 3

n(f) Af —j——g— > minimum desired or specified (11)
number of modes
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where Afr fo/O

£
o

fundamental structural mode frequency

resonant amplification factor

Example: First establish the number of modes
required within a resonant bandwidth of a structure.
If a minimum of 7 is required, then the minimum
structural resonant frequency, f , which can be
excited satisfactorily can be determined. Using
the following values in the equation:

68m> (2,400 ft.3)

V =
C = 344m/sec. (1,128 ft./sec.)
Q = 10 (expected maximum value)

f0 is calculated to be 150 Hz. For a resonant fre-
quency of 150 Hz and an expected Q of 10 we have a
resonant bandwidth of 15 Hz within which a minimum
of seven chamber resonant modes are required. Figure
7 gives a plot of the actual number of modes, n(f),
at a given frequency for empty chamber conditions.
Entering this graph at 150 Hz, one can expect to have
at least 0.7 modes at this frequency. Multiplying
the number of chamber modes (0.7) and the struc-
tural resonant bandwidth (15 Hz) yields 10.5 modes

in the lowest frequency band of interest (4f ).

Note that if this criteria is fulfilled at 150 Hz,

it will be exceeded, on the average, above 150 Hz,
since the modal density increases with frequency.
Therefore, it appears reasonable to define a lower
bound frequency for a reverberant room as the lowest
frequency at which the room has the required modal
density, provided the spatial variation requirement
is not exceeded.

Spectra Shaping Capability

The ability of a generator/chamber configur-
ation to reproduce a given noise spectra is one of
the most important requirements to be satisfied by
the designer. For the 68m3 chamber, the reproduci-
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bility of noise spectra for three commonly used

launch vehicles (Atlas Centaur, Improved Delta and
Titan III-C) and for the acoustic noise portion of
DOD Military Standard 8l10B was assessed. 1In all
cases, the noise spectra was reproducible within +3dB.

In testing the Helios to the Titan III-C spec-
trum, insignificant differences were observed between
the four channel average of the empty chamber spectrum
and the spectrum obtained with the Helios in the
chamber. On the basis of these results, a test speci-
men volume of 20% of the chamber volume indicates
negligible effect on the spectral shape as normally
measured during acoustic tests. Wyle Laboratories
has done some model study work in this area which
supports these tentative conclusions (Reference 8).

Figure 9 is a plot taken from the Wyle study.
This data was taken from a relatively small scale
model with room dimensions ratios of 1:.82:.71. The
plot shows the sound pressure levels measured in the
chanber with various specimen sizes relative to sound
pressure levels measured in the empty room. Super-
imposed on this plot are similar results from the
Helios test.

The results from the GSFC full-sized chamber
are more promising than was expected from the scale
model data. The increasing difference in SPL between
the occupied and empty chamber results, with increas-
ing specimen size, at the low frequency end is pri-
marily due to reduction in chamber volume caused by
the specimen. An extended frequency scale employed
in the model study to collect sine sweep test data
shows that the longer average path lengths followed
by the sound rays in passing around the specimen
results in a general lowering of the individual
resonances of the chamber. This lowering of the
resonances has the effect of spreading the peaks out
in the lower frequency range so that the chamber is
even less usable at these low frequencies than when
it is empty. This spreading out of the peaks was
also demonstrated by the increase of spatial varia-
tion in Figure 8. Based on these results, the GSFC
chamber occupied by a specimen having a volume of 20%
of the chamber volume would not be considered to
seriously degrade the chamber performance. Moreover,
for specimens having sufficiently low resonant
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magnification factors, a specimen as large as 50% of
chamber volume possibly could be tested.

CONCLUSIONS

The purpose of this investigation was to obtain
experimental data with which to verify the predicted
performance of the truncated reverberation chamber
and to assess the effect of various sized test volumes
on chamber performance. From the results of the
study, the following conclusions can be drawn:

1. The extremely close correlation obtained between
predicted, model study, and measured data permit
using existing theory to predict the chamber
noise field and test item response with a high
degree of confidence.

2. Test specimen volumes of up to 20% of the
chamber volume are shown to have a negligible
effect on the acoustic noise field when measured
on an averaged one-third-octave basis. A closer
examination on a narrow band statistical basis
reveals only small changes which, when understood
by the test engineer, give him a basis for justi-
fying the testing of even larger test volumes
of up to 50% of the chamber volume.

3. A simplified method of measuring reverberation
time using broadband rather than the conven-
tional narrow band noise excitation yielded,
for all practical purposes, identical results.

4. All presently used and anticipated acoustic
test specifications can be satisfactorily
reproduced. The lowest usable frequency,
assuming a maximum allowable spatial variation
of +3.0dB is 160 Hz. For many tests, the
chamber is adequate below this frequency.

Data are presented for determining the degree
of compromise necessary in chamber performance
for operation at lower frequencies.

5. Maximum versatility in spectra shaping is

obtained by using two air modulators. Wwhile
the bulk of this evaluation was done using
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the Noraircoustic Mark V generator, a limited
amount was done using the lower powered Ling
EPT-94B as a noise source. From extensive
previous experience with the Ling source,

the authors feel that this generator will
provide superior shaping capability (at lower
overall levels, 148dB maximum) on a one-~third
octave band basis over the range of 100-1,000
Hz.

Due to space limitations, considerable background

data, theoretical justifications, and discussions on
predicting overall and spectral sound pressure levels
have been omitted in this paper. A NASA technical
note covering these areas is presently being pub-
lished.
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DYNAMICS OF THE SKYLAB WASTE TANK SYSTEM
G. Rupprecht, The Bendix Corporation, Denver, Colorado

ABSTRACT

The waste tank venting system is a source of contami-
nation for the Skylab space environment. Therefore

the possibility for an assessment of the vapor flow
rate under various conditions during and after liquid
dumps is desirable. The dynamics of the Skylab waste
tank venting system is discussed in terms of convenient
subsystems. Some representative test results are re-
ported and the experimental observations during a
waste tank simulation test are connected with the

mathematical model. During experimentation with 002

purges it was found that the sublimation rate of ice
can be considerably chianged by the presence of other
gases., .

INTRODUCTION

The Skylab waste tank is a continuous source of contamination
of the space environment. For this reason it is important to know
the rate of vapor flow which is expected under different circum-—
stances. Of particular importance are the quasi steady state vapor
flow rate and the time depencence of the flow rate during and after
waste dumps.

The basic parameters which allow such prediction were collected
during a simulation test of the Skylab waste tank performance at
Martin Marietta's Denver facility. A model is conveniently de-
veloped by considering the total waste tank as an interplay between
a number of subsystems which can be treated rather independently
because their interaction with one another is either weak or can be
readily described.

As an example the nonpropulsive vents of the waste tank can be
treated as such a subsystem. Another example is the pile of ice,
stored on the baffle of the waste tank. By virtue of its heat
capacity it acts as a "temperature buffer" for additional liquid
dumps. A buffer with negligible heat capacity is given by the
considerable volume of the waste tank which acts as a "pressure
buffer."
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DESCRIPTION OF THE WASTE TANK

The waste tank which was used for simulation i1s a metal con-

tainer with a total volume, V=80,4 m3 which is divided into three
compartments as shown in figure 1. The compartments are separated
by finely meshed screens which prevent solid particles >lum from
passing. The top compartment has a volume Vl=7.3 m3 and contains
a baffle fabricated of relatively thin plastic material. The baffle
supports the ice pile which forms during liquid dumps through a
nozzle situated at the top of the upper compartment and prevents
the ice from coming into contact with the screen. As indicated in
figure 1 the ice pile is partially enclosed by the baffle and for
this reason the radiative heat transfer from the temperature con-
trolled walls of the top compartment to the ice pile is partially

attenuated by the baffle. The area of the screen is about A=11 m2.
The middle compartment has about ten times the volume of the upper
and lower compartment. The lower compartment is open to the outside |
of the waste tank by two plpes of length L=34 cm and inner diameter

of d=3.81 cm, corresponding to a cross sectional area of 11.4 cmz
for each pipe.

In order to simulate space conditions the entire waste tank
was placed into a still larger vacuum system of high pumping speed.
Since the flow conductance of the wire screens is large compared
to the combined conductance of the two venting pipes one finds
usually only small pressure differences between the three waste '
tank compartments.

GENERAL RELATIONS AND IDENTIFICATION OF SUBSYSTEMS

Next the equations will be developed which govern the dynamic |
behavior of the waste tank, In figure 1 the pressure in the upper

compartment of volume V1 is Pl, while the pressure in the remainder
of the waste tank (volume V2) is designated as P. The pressure dif-

ference across the top screen 1s

AP-Pl—P (¢

It is caused by the wire screen of conductance C(kl) in [Qsec_ll.
The symbol (kl) 1s attached as a reminder that the screen con-

ductance is a function of the composition of the gas which passes
through the screen. With these notations the flow characteristics
of the waste tank can be described by the following set of equations:

1 l 1 C(k )AP (2)

v P-C(k )AP-Q_ (3)

e )
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Qin in equation 2 pertains to the incoming gas flow rate which is

produced in the upper compartment either by the sublimation of the
stored ice and/or by the dumping of gases or liquids through the
inlet nozzle. Qin therefore represents the generating system for

the gas flow and can be singled out as a subsystem., Obviously Qin

depends upon a number of parameters such as the mass and spacial
distribution of the stored ice on the baffle and the heat transfer
from the surroundings to the ice pile. On the other hand, Qin is

for most practical purposes independent of the tank pressure P,
with the exception of a strong pressure dependence in the vicinity
of the triple point pressure.

Qout pertains to the vapor flow rate through the two venting

pipes which represent another subsystem. Q is mainly a function

out
of the tank pressure P and this functional dependence will be in-
tensively studied. The symbol (kz) is to indicate that Qout is a

function of the gas composition. In a dynamic situation (kl) can
be different from (k2).

The total volume V of the waste tank can be regarded as a
separate subsystem. The pressure P depends upon Qin and Q

a simple manner. Addition of equations 2 and 3 and use of equation
1 leads to:

v, P +v2§=v§[1+(vl/V)(Ai/ﬁ)]zvi

171
Therefore
Q;, (k))-Q ,, (y) O]
In a quasi steady state condition:
Qin-Qout )

Since the tank pressure P must build up through the contribution
(Qin out) as a function of time, the volume V of the waste tank

acts as a 'pressure buffer."
MEASUREMENT OF Q
in

Although the pressure drop across the screen is usually of
little significance it can be used as a measure for the vapor flow
rate Qin' The passages through the screen are very small, of the

order of lum and as a consequence the vapor flow through the screen
is molecular in nature as long as the tank pressure is below 20
torr. In the molecular flow regime the screen conductance C is
independent of pressure and can be characterized by

g (/M2 [2secl] )
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g is a geometrical factor which depends upon the structure of the
screen, T is the absolute temperature of the gas at the screen and
M is the molar weight,

According to equation 2 one finds for a quasi steady state
condition:

_ -1
Qin_CAP [torr Rsec ) (7)

By measuring the gas flow rate through the inlet nozzle with a flow
meter and the pressure drop across the screen, the screen conductance
can be determined experimentally. Such an experiment was carried

out at room temperature with 002 and N2 gas. The result is shown in
-1
figure 2 where AP in [mtorr] is plotted versus Qin in [torr fsec "].

As expected a linear relationship results which is different for the
two gases. One can note, that the straight lines representing the
best fit to the experimental data do not cross the origin of the
coordinate system as is requlred by equation 7. Either the pressure
indicator for AP has a blas such that the measured value APm should

be replaced by
AP=APﬁ+n [torr] (8
ox the flow meter ;s biased and the measured value Qm should be
replaced by Q, where
Q=Q +AQ [torr Qsec_ll 9)

or a combination of the two errors. Whatevaer the bias errors may
be they do not impair the accuracy when the screen conductance is
obtained from the slopes:
= 49 _
C= 2p (10)
With this procedure one obtains for room temperature the following
values:
4 -1
C(C02)=2.33x10 [Lsec 7] (11)
1
]
Note that under equal conditions one should find according to equa-
tion 6

c(N2)=3.ozx104 [2see”

1/2_,28.1/2

C(Coz)/C(Nz)-[M(NZ)IM(COZ)] =(ZZ) =0.796 (13)

By comparison the experimental values from equation 11 and 12 yield
C(€0,) /C(N,)=2.33x10"/3.02x10%=0.772

in satisfactory agreement with the theoretically expected value.
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The error is 3 percent.

Using the most reliable experimental values at a temperature
distribution closest to normal operational conditions one obtains
from the data in figure 3 the following value:

c<c02)-2.68x104 [zsec'l]

and consequently
4 1/2
C(H20)=2.68x10 *(44/18)
=4.18x10" fsect (15)

Through the calibration procedure of the screen conductance the
easily measured quantity AP can be directly related to the vapor
flow rate in the waste tank. The screen conductance can also be
obtained for other gases and mixtures of gases,

Qout AS A FUNCTION OF TANK PRESSURE

In this section the vapor flow rate through the combined action
of the two nonpropulsive vents will be investigated as a function of
the waste tank pressure P, It is assumed that a vacuum exists out-

side of the waste tank with an external pressure Pext<10-6 torr.
When the pressure inside the tank equals the external pressure

the flow rate is obviously zero. For P<10_3 torr the mean free path
of the gas molecules 1s greater than the inside diameter of the pipes

and one has a molecular flow. For P>10-3 torr the flow becomes
laminar and viscous in character and the flow velocity at the end of
the pipe is steadily increasing with increasing pressure. When the
flow velocity reaches the Mach number M=1l, a shock wave will reach
the exit of the vent, at which point the maximum pumping speed for
the vent has been reached. With increasing pressure only the density
of the gas can increase and as a consequence the flow is "choked" and
Qout becomes proportional to the tank pressure P.

More quantitatively in the region of molecular and laminar
flow one can approximate Qout by the use of Knudsen's semiempirical

formulation
Q=S (B)°P (16)
with
03 b 1y WO Iy1/2 gﬁ
s, (®)= ——-{3 27x10 . D 4. ez(M) 5 PD} (17

1+0. 181( ) 172

with the pumping speed for laminar flow, S in [Qsec-ll, the inner

L’
pipe diameter D in [cm], the length of the pipes L in [cm], the
viscosity n in [poise], the molar weight M in [g/mole], the absolute
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temperature T in [°K] and the pressure P in [torr]. Inserting the
values for water vapor one finds for the combined action of the
two pipes approximately:

3p+39 [tsec™] (18)

SL(P)-2.21x10
In general a theoretical calculation of the flow rate for Mach
numbers close to unity is difficult to achieve. Gershman and Lannon,
(Reference 1), subsequently referred to as (G&L) have carried out
such calculations taking into account the friction loss near the
duct entrance and the heat exchange of the flowing gas with the
pipe walls. From their results one can conclude that an extrapo-
lation of the flow rate to zero flow intercepts the pressure axis
at about 0.2 torr. This result holds for water vapor as well as
for nitrogen. The reason can be traced to the socalled "head loss,"
a pressure loss, which is caused by the friction of the flowing gas
with the pipe walls. Since the flow rate must converge to zero for

diminishing pressure the curve representing Qout(P) must end up at

the origin of the coordinate system. The pressure region between
0.1 and 0.3 torr is of importance because the quasi steady state
pressure is usually in this range. An accurate knowledge of the
flow rate as a function of pressure yields therefore important in-
formation about the contamination contribution of the two nonpro-
pulsive vents inbetween dumps.

We shall now use experimental data to determine Qout(P) ex-

plicitly. In figure 4 the pressure drop AP across the top screen
under & steady state condition is plotted versus the tank pressure
P during an admission of CO2 gas. The data indicates that the flow

is indeed choked. When the experimental values for AP are extra-
polated to AP=0 the pressure axis is intercepted at about 0.2 torr
as predicted by (G&L) for N2 and H20 gas. Combining the results

shown in figure 3 and 4 one obtains the bias free result

. =49 _do  dAp . ar -1
S(COZ) 3P - arp " I C(COZ) 3P 331 [fsec 7] 19)

During numerous water dumps Pm and APm have been registered. There-
fore the time derivative of Pm’ ﬁm is also known. One has to allow,
however, for the possibility that the measured values Pm and APm

are offset by biases in the instruments as indicated by equation 8
and/or by

P=Pm+n (20)
But one can notice that
Reference 1 Gershman and L. E. Cannon, Performance Analysis for the
Skylab Waste Tank Nonpropulsive Vent System, Presented

to SAE Aerospace Fluid Power and Control, Technology
Meeting, San Francisco, California, 16 October 1972
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P =P (21)
Using equation 3 one can calculate Qout as
Qm=C(AP+n)-v2§
-(CAP-VZP)+Cn=Q°ut+Cn (22)

In table I data and resulting calculations are shown for a 8.3 1b
condensate dump on 4/28/72. The result is plotted in figure 5.
For pressures >0.6 torr the data yield

4% _ aq

dp dp
m

a value which is free of bias error. For P<0.6 torr the experi-

mental points deviate from the linear relation. A great number

of water dumps have been evaluated and show exactly the same

behavior. It would serve no useful purpose to add more experi-

mental points. One can, however, state that the behavior showm

in figure 5 is highly reproducible. Figure 6 is a close-up of

figure 5 exhibiting more distinctly the deviation of the data points

at low pressure from a straight line. If the deviation is de-

signated as 8p a plot of log Sp versus Pm shows an empirical rela-

1

=455 [Lsec”

S(H20)= ] (23)

tion for Gp(Pm) as shown in figure 7 which can best be expressed in
the form
Sp=6p, exp[-a(P-Sp +ip)) (24)

where use has been made of the fact that the intercept of the linear
extrapolation of Qout crosses the P-axis at

6p°=0.2 [torr] (25)
The value for o is

a=1.68 [torr_l] (26)
The dashed extrapolation of the curve connecting the experimental

data in figure 6 is accomplished through the use of the dashed
line in figure 7.

If one follows this procedure one can determine the instru-
mental biases € and n. One finds

€=-0.05 [torr]
27
n=1.86 [m torr]

Using these corrections the two colums P and Qout in table I have
been calculated. The result is shown in figure 6.
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Table I. Data and Evaluation of Event 4-5-13
8.3 Lb Condensate Dump on 4/28/72

Pm APm P VZP qAPm Qm P Qout
[torr] [m torr] [torr sec 1] [torr lsec-ll [torr lsec'll [torr Lsec-l] [torr] [torr xaec'll
1.852 12.6 3-58:10-3 261 526 787 1.802 709
1.750 12.1 3.46 252 506 758 1.700 680
1.573 11.4 2.67 195 477 672 1.523 594
1.309 10.2 1.84 134 427 561 1.259 483
1.209 9.8 1.55 113 410 523 1.159 445
1.125 9.3 1.32 96 390 486 1.075 408
1.020 8.4 1.00 73 352 425 0.970 347
0.864 7.8 0.72 52.5 326 378.5 0.814 300
0.721 6.26 0.44 32.1 263 295.1 0.671 217
0.616 5.49 0.25 18.2 229 247.2 0.566 169
0.558 5.13 0.1l6 11.7 215 226.7 0.508 149
0.514 4.83 0.12 8.8 202 210.8 0.464 133
0.410 3.87 0.10 7.3 162 169.3 0.360 91
0.359 3.54 0.07 5.1 148 153.1 0.309 75
0.327 3.35 0.02 1.5 140 141.5 0.277 64
0.280 3.11 - - 130 130 0.230 52
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It is worthwhile to note that (G&L) find theoretically for
water vapor at temperatures of 5°C and 60°C respectively, the
following values for the pumping speed.

-1
Sth=462 isec

-1
Sth 454 (sec

The experimental value for S obtained during the waste tank simula-
tion test is between the above mentioned wvalues:

S =455 Lsec T
exp

This agreement lends credibility also the value of the pressure
loss 5p°=0.2 torr.
In order to express Qout in a mathematical formula one can use

equation 24 to determine &p(P) and subsequently calculate Qout from
Q¢ =S[P-(8p ~dp)]
={S[1—(6p°—6p)/P]}P=Sc(P)-P (28)

Here (épo-ép) is the pressure loss due to friction and Sc(P) is the

pumping speed for the two pipes for choked flow.

For the purpose of a comparison the flow rate for molecular and
laminar flow as given in equation 18, 1s introduced into figure 6.
Below 0.06 torr the flow rate for molecular and viscous flow is
below the empirical extrapolated curve for choked flow. It is
threrfore reasonable to assume, that for pressures below the trans-
ition pressure Pt-0'06 torr the flow rate is limited by the lower

laminar flow rate. If this suggestion is accepted Qout can be

represented in the form:

ith Qout=S(P)P (29)

s(P)=sL[1—fa(P-Pt)dP]+sCf6(P-Pt)dP (30)
where the transition pressure Pt can be obtained from
S, (P)=8 () (31)

One can check Qout at low pressure by using the observation that

in a quasi steady state condition the weight loss of the ice pile
in the waste tank is about 6 1lbs per day. It has been observed,
that under these conditions the tank pressure is about 0.15 torr.
According to figure 6 or equations 24 and 28 the corresponding
value for Qo is

Q(0.15)=30 torr %sec *
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This flow rate corresponds to a weight loss over a 24 hour period
of
30x3600x24x18 _
760x%22.4x%454

in agreement with the directly measured weight loss of the ice pile.

6 lbs

DISCUSSION OF Qin

The quantity Qin has been identified as being characteristic

for the subsystem which generates the gas flow. For a gas dump

the behavior of the gsystem is completely described by equations 2
and 3. Next we shall present the case of a liquid dump. To give
an example how Qin depends on different quantities, the variation

of Q, during the socalled "biocide dump" will be discussed. It

entails the release of 57 lbs of slightly contaminated water at a
rate of 2 lbs/min which is equivalent to a mass flow rate

ﬁ°=15.1 (g sec_1] (32)

From data taken during this event Qin can be calculated from equa-
tion 2 as s

Q in CAP+V1P (33)

The results are shown in figure 8 where Qin is plotted as a function

of the waste tank pressure. The data points are further charac-
terized by the time (minutes:seconds) after the biocide dump was
started. One should add, however, that the water flow through
the nozzle did not start before (10:12).

One can assume that the main energy source for sublimation
during the dump is the stream of water. By comparison other heat
transfer mechanisms do not contribute to the sublimation rate Q1n

to any appreciable extent. Due to its low heat capacity the presence
of the baffle can also be neglected for our purposes, We make the
further assumption that the temperature of the water upon entering
the waste tank is 22°C and that the pressure is well below the pres-
sure at the triple point (4.58 torr). Then one can estimate that

about 16 percent of the total mass flow rate &o gives rise to a

vapor flow rate Qin(theory), while 84 percent of the water flow

will be deposited as ice on the baffle with a temperature close

to the freezing point. Therefore the mass flow rate, &s’ of the
sublimated water vapor is

B =0.16 & =2.42 [g sec 1) (34)

which is equivalent to
Qin(theory)-2.28x103 [torr lsec-ll (35)
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which is shown as a dashed line in figure 8.
Qin(theory) is in reasonable agreement with the experimental

values observed at (13:00), (13:30) and (14:00).
After (14:00) a drastic decrease of Qin is observed. This

fast drop of Qin has obviously to do with the fact that at this

point the pressure in the waste tank has risen to a value where
the sublimation rate of the dumped water is significantly reduced.
This leads to the conclusion that not all of the dumped water will
be frozen immediately and that water close to the freezing point
will reach the ice pile.

A close look at the experimental points in figure 8 between
(14:00) and (17:30) shows that these values can readily be con-
nected by a straight line which, when extrapolated to the pressure
PT-4.58 torr at the triple point, yields

Q,,¥500 [torr lsec_ll (36)

By comparison one can calculate Qin which is expected at the triple
point for a mass flow rate $°-15.1 g sec ~ and a water temperature
of 22°C. One finds

1

Qin(4.58)=560 [torr Lsec ) (37

in reasonable agreement with the experimental value estimated above.
What is more interesting, however, is the constant rate of
change for Qin(P) which 1s suggested by the straight line inter-

polation. One finds for the time interval (14:00) to (17:30)

%% %~2800 [lsec-1]=—2.8 [m3sec_1] (38)

In order to connect this value with the theoretical expectation
one can derive a relation between the equilibrium vapor pressure
Po and the deviation 6P from equilibrium in a steady state condi-

tion as a function of the pumping speed, S, the surface area of the
source, A, the average thermal velocity of the water molecules,

Vav® and the sticking coefficient, s (Reference 2). It is

Q
= SP_ .4 _ _dn 4
§p=- Av s A&v 8 (39)
av av
Therefore
dQ dQ
in in _ 1
7 v -y M R (40)

Reference 2 G. Rupprecht, "Steady State Solutions Concerning the
Lox-Tank Venting System," Contract MC8-824000,
December 1971
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The average thermal velocity of water molecules at 0°C is Vay~

615 msec—l. Through the evaluation of photographs taken during

the dump the surface area of the ice pile can be estimated to A:lm2
Therefore the sticking coefficient becomes:

dq ' ,
fn . 1 _ 4x2.8 . oo o-2
s=-4( gp ) Jv,, 1x615 1.8x10 1y

Delaney et al., (Reference 3), have obtained the walue
s=1.44x10_2 in the temperature range between -2°C and -13°C, while

H. Pataghnick and G. Rupprecht in a recent study found saleo-z
ice particles close to the triple point, Considering the uncer-
tainty in the estimate of the suxface area of the ice pile, the
value obtained here fits well into the range of expected s values.
The straight line In figure 8 comnecting the experimental valu
between (14:00) and (17:30) constitutes an upper limit for Qin‘

After some strong fluyctuations on the part of Qin the situa-

for

tion stabilizes and comes to a guasi steady state condition after
(17:30) which lasts to the end of the dump at (37:48) when the wate
flow stops. During this time interval, the values for P and Qin

hover araqund 3.8 torr and 1700 torr QSEc'l, respectively. One can
evaluate these values to calculate the pumping speed as

_ 1700 torr gsec™t
(3.8-0.2) torr

a value which is slightly larger than the previously determined
value for water vapor at lower pressures. See equation 23,
At the end of the dump at (37:48), Qin drops again quite

=472 fsec™t

(42)

drastically and remains in a transient condition, (Qin<Qout)'

What is changing in this time interval is the temperature of the
ice pile which decreases from near freezing to about -32°C. This
temperature change has been observed directly with a thermocouple
underneath the ice pile. The sublimation energy during this
transient time interval stems mainly from the ice pile which acts
as a energy storage. In order to check this assumption a simple
estimate can be carried out.

For about 4 minutes and 30 seconds, Qin is close to the theo-

retical value of 2280 torr %sec_l. During this time, 3.5 kg of ice
are generated. In the following 24 minutes when ice and water are
generated, one can define the fraction u as

) Qin(experiment) 1700
M= 7o, (theory)  ~ 2280

Reference 3 L, F. Delaney & R. W. Houston & L. C. Eagleton, "The
Rate of Vaporization of Water and Ice," Chemical Engi-
neering Science, 1964, Vol. 19, Pg. 105-114

=0.75 (43)
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and calculate that under these circumstances the fraction of ice,
i, and the fraction of water, w, which are produced. One finds

1o (ATHL) (ATHH) o
1= 7 {u YT AT}=0.52 (44)
w= L (1) (BT+1)=0.35 (45)

H is the energy of sublimation in [cal g—l], L the latent heat in

[cal g_ll, AT~32°K. At the end of the dump one has 14.5 kg of ice
mixed with 7.4 kg of water at the freezing point which can deliver
upon cooling the total energy of

E;=(21.9x32x0.h9+7.Ax80)kca1=935 kcal (46)

On the other hand one can estimate the sublimation energy from Qin

during the time interval (38:00) to (80:00), assuming that by (80:00)

the majority of the stored energy has been spent. Through integra-
tion one finds

80:00)

Es= Qindt:1.62x106 torr 2=925 keal (47)

(38:00)

A comparison between ES and E; shows reasonable agreement be-

tween the two values and strongly suggests that the ice pile is
indeed the essential source of sublimation energy. TFor this reason
the temperature distributions of the surrounding is of negligible
influence during and after the dump up to this point in time.

Later, however, as a quasl steady state conditlon is approached,
the radiative heat transfer to the ice pile becomes important and
to a lesser degree the heat transport due to the heat diffusion
through the moving vapor. These problems concerning the quasi steady
state condition a long time after the dump have been treated elsewhere
(Reference 2).

Instead we shall report the observation of a phenomenon which
was quite unexpected. It pertains to the influence of 002 gas on

the sublimatation rate of the ice pile, i.e., on Qin' The original
idea was to probe Qin independently with a simple method which is

insensitive to the bias of the instrumentation. For thils purpose
CO2 gas was admitted through the nozzle until the pressure in the

waste tank had risen to a certain level (zl torr). Then the gas
was shut off. The assumption was that the ice pile would produce
Qin Just as before the admission of COZ' The concentration of water

vapor in the upper compartment would first become much greater than
in the rest of the tank. Therefore (kl) in equation 2 would be

different from (k2) in equation 3. With increasing time, however,
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the CO2 gas in the waste tank would be replaced entirely by water
vapor and (k2)+(kl). The time it takes to replace the CO2 gas by

water vapor was thought to be a convenient measure of the sublimation
rate of the ice pile, i.e., a measure of Qin' It did not work out

as planned, however.
The observation is reported in figure 9. Prior to time t=0,
the pressure was held constant for a short while at szl torr by

admission of 002 at an appropriate flow rate. At the same time
the pressure drop APm across the upper screen was constant at
APm=ll.7 mtorr. At t=0 the €0, gas flow is stopped. As a con-
sequence APm drops immediately to about 2 mtorr; drops a bit

more and rises to a constant level after 30 minutes. The pressure
on the other hand decreases continually as is also shown in figure
9, to a constant level about 30 minutes later. The slight drop of
APm in the first few minutes can be understood on the basis that

C(H20)<C(COZ), and that it takes some time to clear the upper com-
partment of 002 gas. A rise of APm on the other hand is expected
because S(H20)>S(C02). The solution of equations 2 and 3 for the
proper boundary conditions concerning (kl) and (k2) has been carried
out for a sequential series of experiments considering Qin as the

unknown. The result of these calculations is shown in figure 10.
After a dump of 10 lbs of condensate on top of an existing ice pile,
Qin is shown as a function of pressure. As the pressure has de-

creased to about 0.7 torr, CO2 gas 1s added to bring the pressure

up to about 1 torr. Then the 002 flow is shut off. Qin is now

supplied solely by the ice pile. While it was expected that Qin

would be unaffected by the presence of the CO, gas the experiment

2
clearly shows a strong reduction of Qin marked as Event #25. As
time passes, Qin recovers to its original value. In subsequent
events, for lower H20 pressure the effect of a CO2 purge becomes

even more pronounced. This observation shows that the presence of
various gases and vapors may have a pronounced effect on the sub-
limation rate of the waste tank content and opens the possibility
of influencing the contamination of the space environment. Of
course, under these circumstances the use of C02 as a probe for

Q. had to be abandoned.
in
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ABSTRACT

A thermal model of a spacecraft radiator has been designed
and tested at the National Aeronautics and Space Administration's
Mississippi Test Facility. The unique feature of this model is
that all three modes of heat transfer--forced convection, con-
duction, and radiation--are utilized simultaneously under steady-
state conditions. A fluid is forced under pressure using similar
flow conditions through both prototype and model which are sus-
pended within a cryogenic vacuum chamber. Heat is transferred
from the fluid to the tube's inside wall, which then conducts
the energy to its outer surface where it is radiated to the
surrounding shell that is maintained at a cryogenic temperature
with liquid nitrogen. A high vacuum chamber at the facility is
used to house the experiment. Both prototypes and models take
the form of long tubes with thermocouples welded to the exterior
surface to determine the effectiveness of the modeling criteria.
Special precautions have been taken to isolate thermally the
specimen and to establish a hydrodynamic boundary layer before
specimen entry. The wall thickness of the models has been sized
to permit both temperature and material preservation. The
effects of physical size and fluid flow parameters on the model-
ing criteria for both low and high thermal conductivity materials
are presented.

BACKGROUND

Measurement of temperature plays an important role in design
and development of objects or systems which are exposed to
hostile environments. An environment such as outer space with
its high vacuum and low temperature may be simulated, for test
purposes, with a cryogenic vacuum chamber. These space chambers
are limited in size and may require extensive supporting facil-
ities. For these and other reasons, use of scale models for
test purposes has become expedient and sometimes necessary.

A thermal model may be defined as a model, different and
usually smaller in size than its prototype, that will accurately
predict the thermal behavior of its prototype under suitable
conditions.

A radiator will be used to control the environment within
the spacecraft during such extended missions as that proposed
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for Skylab. These radiators will transfer heat energy from a
fluid which has been circulated through the living quarters and
electronic equipment. This energy will then be radiated in a
controlled manner to deep space so that a suitable environment
can be maintained within the spacecraft. Space radiators will
be used on Skylab's Apollo Telescope Mount and the l4-foot-
diameter Space Station Module. Future radiators such as those
for a space Shuttle Vehicle may be extensive in size and could
require elaborate test facilities.

In order to model thermally a given object or system
accurately, the scale factors or ratios of model-to-prototype
parameters must be determined. Thus, one may observe the
behavior of the parameter of interest--for example, temperature--
on the model; and by application of the scale factor, he may
determine what the parameter would be in a corresponding loca-
tion on the prototype or full-scale specimen.

The period of time during which the parameter of interest
is observed is important for analysis purposes. Equilibrium
conditions which may occur during long periods of space travel
may be successfully modeled as steady-state conditions. Time
periods during which parameters may vary, such as launch, mid-
course correction, and reentry, involve transient conditions.

Thermal energy or heat is transferred due to a difference
in temperature and depends upon the nature of the surrounding
medium. Heat may be transferred by conduction through solids or
fluids due to direct contact of mass. Convective heat transfer
occurs between a fluid and a surface and depends upon the
motion; e.g., velocity of the fluid relative to the surface.
Free or natural convection involves fluid flow due to a density
gradient whereas forced convection occurs when the fluid is
forced to flow because of a difference in pressure. Radiation
heat transfer or infrared electromagnetic radiation does not re-
quire an intermediary medium and becomes increasingly important
with large temperature differences.

Previous work in thermal modeling has involved mainly
steady-state conduction and conduction-radiation coupled systems
such as may be found in the walls of an unmanned spacecraft
during a long interplanetary voyage. Some investigations into
transient modeling of these systems have also been accomplished.
Convection-conduction-radiation coupled systems as encountered
in fluid systems and manned spacecraft have only recently and
partly been investigated. Steady state and transient analyses
on a system of concentric cylinders with free convection within
an annulus was completed in 1969; but, prior to this research,
no work had been published on convection-conduction-radiation
coupled systems involving forced convection.

The purpose of this research was to investigate the appli-
cability of thermal modeling under steady-state conditions for a
single material system involving forced convection from a flow-
ing fluid in a tube, conduction through and down the tube, and
radiation to a cryogenic vacuum environment.
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Investigations into thermal modeling of spacecraft and
their components began less than 10 years ago. Some of the
studies included experimental programs, while others were
theoretical. Numerical analysis has been frequently used to
verify proposed modeling criteria. Most of the studies in-
volved coupled conduction and radiation systems under steady-
state and transient conditions. Jones [1] used the similitude
method to reduce a set of simultaneous, first-order differential
equations which described the thermal behavior of spacecraft to
a group of 28 ratios that were required to remain constant.
These ratios contained six independent sets. Rolling [2] used
the similitude approach to develop the modeling criteria for
space vehicles. Adkins [3] introduced a method of geometric
scaling that allowed thermal modeling while preserving both
material and temperature. He utilized similitude to develop
modeling criteria for a thin-walled cylinder. Miller [4] in-
vestigated the application of thermal modeling to steady-state
and transient conduction in cylindrical solid rods for both
single and multiple material systems. Maples [5] was evidently
the first to investigate thermal modeling with all three modes
of heat transfer simultaneously. He analyzed the problem of
free or natural convection in the annulus of a concentric cyl-
inder system. The similitude approach was applied to the energy
differential equation to obtain the modeling criteria. Both
temperature and material preservation were employed, and the
diameter was scaled as D* = L*2, Thermal energy was conducted
radially from a heater within the inner cylinder through the
wall to dry air within the annulus. Following the free con-
vection across the annulus, the heat was conducted through the
outer cylinder and radiated to the cryogenic liner surrounding
the inside of the vacuum chamber. MacGregor [6] at Boeing
analyzed the limitations associated with thermal modeling. An
understanding of errors resulting from uncertainties in the
thermophysical properties, geometric dimensions, and the test
environment was the primary objective of this study. Rolling,
Murray, and Marshall [7] at Lockheed also discussed the limi-
tations associated with thermal scale modeling at length. 1t
was concluded that the problems regarding model construction,
instrumentation, and materials selection become increasingly
difficult at the smaller scale ratios. Temperature preservation
was preferred over material preservation, and the use of both
techniques simultaneously required geometric distortion of all
components which could become difficult in most complex systems.
Colvin and Maples [8] outlined the procedures for this experi-
ment in April 1971 and presented preliminary data for one stain-
less steel model and prototype. Colvin [9] reported the
complete results of this experiment in June 1971.

MODELING CRITERIA

Thermal modeling has been divided into two categories:
temperature preservation and material preservation. Temperature
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preservation required that temperatures at analogous locations
on the prototype and model be equal. In some cases this may
require that a different material be used for the model than

for the prototype. Material preservation permits the use of

the same material for both prototype and model, but predicts a
scaled difference in temperature at analogous locations. Most
researchers prefer to maintain thermal similitude between proto-
type and model, but it would also be desirable to use the same
material for both objects. This combination of criteria has
been used by Miller [4], Adkins [3], and Maples [5]; and appears
to be satisfactory under certain circumstances. The restriction
involves the use of a thin-wall approximation which may be
acceptable depending upon the object being modeled. For the
case of a thin-walled tube or chamber such as a spacecraft wall,
this approximation may be used to develop certain modeling
criteria.

Further, thermal modeling may be approached in two ways:
dimensional analysis or similitude. Dimensional analysis re-
quires knowledge of all parameters associated with the problem,
but can lead to useful results. The similitude approach involves
the use of the governing differential equations and boundary con-
ditions and offers a distinct advantage to the inexperienced.
Either method results in the same set of similarity parameters,
but the similitude approach will be used here.

Before deriving the similarity parameters, the constraints
imposed upon the problem will be discussed. The first restric-
tion involved the use of homogenous and isotropic materials.

The second required that there be perfect geometric similarity
between prototype and model. Thirdly, the model and prototype
must have the same uniform and constant surface characteristics,
This was achieved by coating the surfaces of both the prototype
and model with a highly absorptive flat black paint. The fourth
requirement was that the radiant heat flux from the simulated
environment was approximately zero. This approximation was
achieved by using a cryogenic liner cooled to liquid nitrogen
temperature to simulate the environment. It was also assumed
that all energy radiated from the prototypes and models was
absorbed by the cryogenic liner. The fifth restriction was that
the properties of the prototype and model were constant and in-
variable during testing. Use of a small temperature range of
approximately 30 F to 80 F insured this approximation. A sixth
constraint was that heat transfer by convection and conduction
external to the specimen was negligible. This criteria was
satisfied by a vacuum environment, the suspension of the test
element on nonconducting threads, and its connection to adjacent
tubing with insulated fittings.

With these constraints it was decided to test a low and a
high thermal conductivity material to verify the modeling
criteria for the forced convection-conduction-radiation problem.
A fluid at room temperature with a fully developed velocity
boundary layer was introduced to a tubular specimen with a large
length-to-diameter ratio. Heat was then transferred from the

178

)



water to the inner surface of the tube by forced convection.
This energy was then transferred through the tube to its outer
surface and along its length by conduction. Because the specimen
tube was thermally insulated from its connecting members and
surrounded by a vacuum environment, the only avenue remaining for
heat transfer from the outer surface was radiation to the cryo-
genic liner. The specimen tube was allowed to achieve thermal
equilibrium, thereby satisfying the steady-state criteria.
Similarity parameters were derived by Colvin and Maples [8]
from the conduction equation for the temperature distribution in
a pipe. The results of the modeling criteria may be summarized
as

D* = t;‘; = n* = L*? (1)
and
™ = K* = 1 (2)

where Nu is the Nusselt number, K is the tube's thermal conduc-
tivity, ty is the wall thickness of the tubing, L is the length
of the tube, and T is the surface temperature of the tube.
Equation 2 implies both temperature and materials preservation.
The * indicates a scaled quantity of model-to-prototype ratio.

TEST SPECIMENS

In order to verify the modeling criteria, a series of test
models were fabricated of both high and low thermal conductivity
materials., A 1.0-inch outside diameter (0.D.) type 304 stain-
less steel tube 48 inches in length was used as the prototype
or full-size low thermal conductivity specimen. Three scale
models were then fabricated from 0.75-inch 0.D., 0.50-inch 0.D.,
and 0.25-inch 0.D, type 304 stainless steel tubing. Their scale
lengths were 41.568 inches, 33.936 inches, and 24.000 inches,
respectively., A 1,0-inch 0.D. type 6061 aluminum tube 48 inches
in length was used as the prototype high thermal conductivity
specimen. Three scale models were also fabricated from 0.75-
inch 0.D., 0.50-inch 0.D., and 0.25-inch 0.D., type 6061 aluminum
tubing to the same lengths as those of the stainless steel models.

The scale models were fabricated on a lathe by turning down
the 0.D. of the tube to the desired wall thickness based upon
the modeling criteria given earlier and the average wall thick-
ness of the 1.0-inch 0.D. prototype. According to the criteria,
the wall thickness scales as the diameter. Thus, the wall thick-
ness of the 0.75-inch 0.D, model must be 0.75 the wall thickness
of the 1.0-inch 0.D. prototype. Likewise, wall thickness of the
0.50-inch model must be 0.50 the wall thickness of the 1.0-inch
0.D. specimen, and 0.25-inch 0.D. model must have a wall thick-
ness that is 0.25 the wall thickness of the 1.0-inch 0.D, proto-
type. The outside diameter of the models was then turned down
on a lathe to yield the desired wall thickness. A short lip of
material was left to the original 0.D. to facilitate machin-
ability and allow connection of the model with common fittings
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during testing. Because of the selection of nearest largest-
size tubing, this lip was usually only 0.010 inch larger than
the turned-down dimension and thus can be considered to contri-
bute little, if any, thermal effect to the temperature measure-
ment near the ends of the tubing.

In order to insulate thermally the specimen tube from the
tubing before and after itself, nylon Swagelok unions were used
as connections at each end. Teflon front ferrules were used in
each fitting to achieve better sealing characteristics of the
connection. Additionally, to insure a smooth flow within the
tube at the leading end, a teflon insert was fitted within the
nylon union and its inside diameter was matched to the inside
diameter of the respective tubing.

It was then necessary to fabricate an entrance tube of
proper length from the same stock as that of the test specimen
so a desirable fluid flow profile or velocity boundary layer
within the tube could be established before entry into the test
specimen. The inside diameter of the entrance tube, front fit-
ting, and test specimen were then the same; thus avoiding any
discontinuities that could induce undesirable turbulence or
mixing within the flowing fluid. The length of the entrance
tube for the establishment of laminar flow is a function of both
Reynolds number and tubing size according to the relation

d

4 = (35) re
where 4 was the required tube length, d was the tube diameter,
and Re was the dimensionless Reynolds number.

The 1.0-inch 0.D. tubing had an entrance tube length of 100
inches. The 0.75-inch 0.D. entrance tube was 75 inches in length.
Similarly, the 0.50-inch 0.D. entrance tube was 50 inches long,
while the 0.25-inch entrance tube was 25 inches in length. Plug
gages were fabricated from brass or nylon rods and used to in-
sure alignment.

It was necessary to attach thermocouples to the exterior
surface of the specimen tube in order to determine thermal
similarity between prototype and model. Fourteen 30-gage,
copper-constantan thermocouples were fabricated and spot welded
to each specimen tube at certain locations (Figure 1). Leads to
each thermocouple were wrapped circumferentially around the
specimen to minimize lead wire measurement error. The tubes
were then spray painted with two thin coats of flat black paint
(Velvet coating 101-C10 by 3M) to insure uniform and efficient
radiative heat transfer. Thermocouple lead wires were then
painted with a bright aluminum paint to a distance at least six
inches from the tube to reduce lead wire radiation loss and sub-
sequent measurement error.

EXPERIMENTAL APPARATUS

The experimental apparatus can be divided into eight basic
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sections: the vacuum and cryogenic system, the tubular system,
the instrumentation and recording system, the inlet temperature
control system, the flow pressurization system, the flow evac-
uation system, the flow measuring and control system, and the
flow collection system. A schematic diagram of the pressuriza-
tion and flow systems is given in Figure 2.

Prototypes and models were fabricated for test inside a
space simulation chamber that provided the necessary low tempera-
ture, high vacuum environment for accurate simulation of energy
exchange between the tubes and their surroundings. A Murphy-
Miller high altitude test chamber is a standard piece of test
equipment located at the National Aeronautics and Space
Administration's (NASA) Mississippi Test Facility. This chamber
was constructed of carbon steel with an interior 48 inches in
diameter, 60 inches long, and had a raised shelf four inches
above the bottom. The chamber was evacuated through one end,
and a full-width door across its opposite end provided easy
access to the interior. Instrumentation feedthroughs in the
chamber wall permitted direct connection to the 16 thermo-
couples; fluid feedthroughs introduced liquid nitrogen to the
cryogenic liner. This liner was designed to fit within the cham-
ber like a sleeve and simulate the low temperature environment
of outer space. The liner shell was constructed of stainless
steel with interior dimensions 54 inches long and 38 inches in
diameter. The inner wall of the liner was coated with 3M Velvet
Coating 101-C10 black paint to insure a surface with high and
uniform values of emittance. The outer wall of the liner and
the inner wall of the chamber were covered with aluminum foil to
reduce the heat transfer between the two surfaces. The liner was
supported on four adjustable legs to minimize heat conduction
from the outer chamber wall to the liner. Installation of fitted
covers to the liner wall reduced heat transfer through the cham-
ber portholes. During operation the inner wall of the liner
normally reached -290 F, while its outer wall read -275 F. The
100-gallon insulated dewars filled with liquid nitrogen supplied
the cryogenic system.

The tubular system consisted of the specimen tube, its
entrance tube, and the flex hoses used to connect the tubes to
the other systems in this experiment. Flexible hoses used to
connect the systems were made of stainless steel lined with
teflon and had an inside diameter of 0.5 inches. The specimen
tube under test was suspended horizontally from the top of the
chamber liner on two thin nylon cords very long in comparison to
their diameter to minimize conduction losses. A short fitting
at the exit end of the tubing permitted a thermocouple measure-
ment of the fluid temperature as it left the instrumented speci-
men tube. Here fluid flowed through a flexible hose insulated
with radiation shielding made of 40 wraps of crinkled 0.001-inch
aluminized mylar to the exit port on the chamber. A similar
radiation shield was placed around the entrance tube between the
chamber door and the front nylon coupling to the specimen tube.
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Cajon Ultra-Torr fittings were used to vacuum seal entrance and
exit tubes at the chamber flanges on the door and exit port. A
thermocouple gland and stainless steel tee were attached to the
front of the entrance tube to permit a fluid temperature measure-
ment before the working fluid entered the specimen tube. A
metal Swagelok union fitting with nylon ferrules at the front
end of the entrance tube facilitated introduction of the plug
gage into the tubes for alignment purposes. Fourteen 30-gage
copper-constantan thermocouples were used to measure the tem-
perature distribution along the specimen tube. Additionally,

one was used to measure the temperature on the inside wall of
the cryogenic liner, and another one was used to measure the exit
fluid temperature as previously described. These 16 thermo-
couples were connected to 12-gage thermocouple lead wires with
transition junctions where the larger thermocouple lead wire

was inserted through the vacuum chamber wall by means of four
vacuum feedthroughs. Outside the chamber, thermocouple lead
wires were connected from the feedthroughs to an ice-bath refer-
ence junction and then to strip-chart recorders located in an
adjacent recording room,

Constantan thermocouple lead wires were connected to copper
wires, insulated with General Electric RTV silicone sealant at
the reference junction, and placed inside an insulated dewar
filled with a crushed ice and water mixture. A multipoint strip-
chart recorder sampled each of 12 thermocouples for 10 seconds,
amplified its signal through one common amplifier, and printed
the appropriate thermocouple number at the temperature location
on the continuously moving strip chart. These features permitted
fast calibration, easy monitoring, and simple data reduction.
Eight Bristol strip-chart recorders used in addition to the
multipoint to record data such as tube temperatures, water tem-
perature, liner temperature, helium ullage pressure, and water
pressure. Strip-chart recorders were calibrated before each
experiment with a Leeds and Northrup Type 8690 precision
potentiometer.

Consisting of a heating chamber and an electronic tempera-
ture controller, the temperature control system was used to
control the inlet fluid temperature to 75 + 0.5 F. A source of
pressurized gas, a pressure regulator, and a water reservoir
made vup the flow pressurization system. Because of its high
insolubility in water, helium gas, stored in cylinders, was used
to provide ullage pressure at the top of the reservoir; thus
forcing the water through the bottom drain and a 10-micron fil-
ter, and into the temperature control system. An open~system
arrangement was preferred to a closed system to maintain a
constant and known water inlet temperature to the specimen tube
within the vacuum chamber. Distilled water was used as the
working fluid for this thermal modeling investigation. Eighty-
two gallons were stored in a glass-lined water heater reservoir.
The large capacity of this reservoir provided an adequate volume
for a complete experiment, yet yielded a very slow change in
head pressure due to the falling level of the water in the water

182




tank. This slow change in head pressure reduced the need for
adjustment of the ullage pressure while awaiting stabilization
of a steady-state temperature distribution down the specimen
tube. A pressure regulating valve was used to control ullage
pressure of a gaseous helium at 20 psig, and a pressure relief
valve provided safety. A strain-gage type pressure transducer
was used to sense ullage pressure.

To insure that no air was in the entrance and specimen
tubes of the tubular system, water was forced to flow down to
the entrance tube and up from the specimen tube inside the
vacuum chamber. Moreover, a vacuum pump was used to evacuate
the tubular system prior to water introduction and then to draw
the water through the tubular system and into the fluid collec-
tion system. After valving off the flow measuring and collec-
ting systems, this pump pulled a high vacuum on the tubular
system at the exit tube and then drew the water from the water
tank through the entrance and specimen tubes. A five-gallon,
vacuum-transfer safety bottle prevented the introduction of
water into the vacuum pump. A valve was used to close off this
suction system when smooth and airless flow of water was ob-
tained.

The effectiveness of this air-bleeding operation could be
determined by comparing the two sets of thermocouples located
the same distance down the specimen tube. One set in the middle
of the tube was located at the top and bottom surfaces, while
the other set near the exit end of the tube was located on the
top and side surfaces. These two sets of thermocouples were
used to indicate the peripheral heat flux about the tube and
were invaluable in indicating the presence of entrapped air with-
in the specimen tube.

It was important that similar flows be used in each tube so
that the effectiveness of the modeling criteria could be studied.
The Reynolds number, a dimensionless flow parameter, was selected
as the criteria for flow similarity. For a given fluid and tube
inside diameter (I.D.), the Reynolds number is related to the
volume flow rate in gallons per minute or grams of water per
minute. This fact provided a simple means of flow rate cali-
bration., Water was collected in a beaker for one minute and
weighed on a set of Ohaus Triple-beam laboratory balance scales
accurate to 0.1 gram. Balance was calibrated against a set of
certified standard weights. Timing was accomplished with a stop-
watch whose accuracy was also certified.

The upstream or head pressure was held at 20.0 + 0.05 psig
by means of a Heise pressure measuring gage and a strain-gage
type pressure transducer. The flow was then passed through a
10-inch Brooks rotameter modified to have a range capability of
from 0.00003 to 0.04 gallons per minute of water. This was
accomplished by using a rotameter that had a very low flow rate
capability and shunting the rotameter with a fine micrometer
needle valve. It should be pointed out that the calibration
curves were used merely as a guide and that an on-line measure-
ment of flow rate was made during each run of the experiments.
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This insured an accuracy of flow rate measurement which
exceeded the repeatability of the rotameter.

A 16-turn needle valve was used to control the flow and
provided a sufficient fine adjustment to this critical parameter.
The flow then passed through a tee that provided a choice of two
paths, each of which could be shut off with a valve. One path
was to the top of the two spherical storage containers of the
flow collection system. The other path was to a height identical
to that of the former path to the collection system and then to
an open tube which permitted collection of the water in the
beaker for a flow rate determination. The same height for each
flex hose path was important to give the same back pressure
during either the flow measurement or collection in the storage
spheres.

The flow collection system consisted of two 40-gallon
spherical tanks manifolded together to provide adequate storage
for the water during an experiment. Water flowed into the top
of each sphere rather than the bottom to provide a constant back
pressure. Two tubes extended above the tanks provided venting
of the displaced air.

Use of a closed collection reservoir system also permitted
its pressurization to cycle the water back into the water tank
at the conclusion of a day's run. Vent tubes were capped, the
valve on the control system was closed, the helium pressurization
system was connected to the collection system, and the resulting
pressurization of the spherical tanks forced the water through
the manifolded bottom of the spheres. From this point, the
water flowed through a 40-micron filter and returned to the
water tank reservoir.

RESULTS AND DISCUSSION

Experimental test data for the %" stainless steel and %"
aluminum specimen tubes are shown in Figures 3 and 4. Although
fluid inlet temperature to the entrance tube was held to 75 +
0.5 F, the different lengths of entrance tube along with the
different flow rates contributed to a varying degree of heat
loss prior to fluid introduction to the specimen tube. Tempera-
ture measurement of fluid temperature at the specimen tube en-
trance was not possible without disturbing the established hydro-
dynamic boundary layer. Because of this variation it was
necessary to normalize the data graphically to a consistent tem-
perature of 65 F at thermocouple number 1 located at z* = 0.05.
The selection of this temperature required the least shift of
fluid temperature at this location. The associated difference
in thermal radiation is negligible. Results of this normaliza-
tion are presented in Figures 5 through 6 for different Reynolds
number and material as a function of tube diameter.

Comparison of the normalized data shows that the same tem-
perature distribution down the tube occurs at Re = 45 for the
1.0-inch 0.D. tube, Re = 40 for the 0.75-inch 0.D. tube,

Re = 35 for the 0.5-inch 0.D. tube, and Re = 25 for the 0.25-inch
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0.D. tube. Furthermore, the distributions and flow rates
correspond well for both stainless steel and aluminum tubes.
These results are shown in Figure 7, 8, and 9. The Reynolds
numbers mentioned above gave a temperature difference less than

1 F for the stainless steel tubes and less than 2 F for the
aluminum tubes. Consistency between both materials for the

same Reynolds numbers was within 3 F. These temperature
differences are also presented as percent error in terms of ab-
solute temperature and percentage of total temperature difference
down the tube in the Table 1 below.

TABLE 1
MODELING ERROR

Tube Combination Temperature % Error 7% Total Temp.
Difference Abs. Temp, Difference

Stainless Steel 1F 0.196 5.88

Aluminum 2 F 0.392 11.75

S. Steel & Aluminum 3F 0.588 17.65

The slight dispersion of data for the aluminum tubes is probably
due to a larger conduction error resulting from the tube's higher
thermal conductivity., Heat conduction is seen to be minimal at
z¥ = 0.7. Conduction error at this location is calculated to be
3.27% for the 1,0-inch 0.D, tube and 6.45% for the 0.75-inch tube.

The thermal distribution around the cryogenic liner showed
marked differences in temperature between the cylindrical shell
and the uncooled end plates. Porthole and porthole covers,
which were warmer than the surrounding shell, also contributed
to the elevated temperature of the surroundings. The effect of
this raised surroundings temperature introduced an error of 2.5%
to the l-inch 0.D. tube radiating at 50 F.

Calculation of Grashof number requires the knowledge of
temperature difference in the fluid at the top and bottom of the
tube. This was not measured because of the disturbing effect of
an instrument on the hydrodynamic boundary layer. Temperature
differences between top and bottom on the exterior of the tube
never exceeded 2 F, and an assumed AT = 1 F across the fluid
gave Grashof numbers ranging from Gr = 7 in the 0.24~inch 0.D.
tube at 40 F to Gr = 8850 in the 1.0~inch 0,D., tube at 70 F.
This range extends from the laminar into a region that is
possible to have mixed flow (free and forced convection). Very
little investigation has been made in this area, and no work
could be found for mixed flow in horizontal tubes. It is diffi-
cult, however, to see where free convection can play a major
role in the heat transfer within the tube.

Experimental verification of the modeling criteria for
Nusselt number, Nu* = D* = L*2 was not attempted since lack of
fluid temperature data prevented the determination of h, the
convective heat transfer coefficient. It may be pointed out,
however, that Nu* = D* requires that h* = 1 for the same fluid.

The thermal entry length was calculated to range from
z = 1.6 inches in the 0.25-inch 0.D. tube at Re = 25 to z = 12.8
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inches in the 1.0-inch O0.D. tube at Re = 45.

The relationship between Re* = Rey/Re, and D* may be
determined from the experimental data presented in Figures 7,
8, and 9. Values for these parameters are given in Table 2
below.

TABLE 2
CALCULATION OF Re* AND D¥*
Y N * *
Do (in.) Di (in.) Di Re Re

1.0 0.7629 1.0 45 1.0000
0.75 0.5625 0.73732 40 0.88889
0.50 0.3852 0.50492 35 0.77778
0.25 0.1913 0.25075 25 0.55556

These values are presented graphically in Figure 10.

A least-square curve fitting routine for a parabolic distri-
bution was programmed on a computer. The resulting equation
was found to be Re* = 0.29909 + 1.15314D* - 0.45605D*2 over the
range from D¥ = 0.25 to D* = 1.0. This resulting curve is
also given in Figure 10. The overall estimated error was -8.3 +
5.3%.

CONCLUSIONS AND RECOMMENDATIONS

Fluid flow rate was found to have a large effect upon thermal
modeling, and its measurement at very low Reynolds numbers pre-
sented difficulties. With regard to Reynolds number criteria,
no other investigations have been published in this area, there-
fore a comparison of results is not possible.

The experiment and its analysis was complex. In order to
obtain a sufficient temperature distribution along the tube to
allow thermal modeling, the flow rate had to be reduced to a
point where the presence of mixed flow was possible. Complete
thermal isolation of the specimen tube was impractical due to
end connections which permitted some conduction error, particu-
larly in the aluminum tubes. Fluid temperature measurements
within the tube could not be made without disturbing the hydro-
dynamic boundary layer; hence, a complete analysis of convective
heat transfer was not possible. The temperature distribution
within the cryogenic liner was not close to being isothermal and
low. This problem would have been minimized by fabrication of
the cryogenic liner from a material with a high thermal conduc-
tivity such as brass or aluminum rather than stainless steel.

In spite of these problems it is felt that the investigation
provided meaningful results which were previously unavailable
and represents an initial inquiry into thermal modeling with
three-mode heat transfer including forced convection.

Recommendations for further investigations include the study
of mixed f{pw in a simulated space environment and its effect

\
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upon thermal modeling with forced convection at higher flow
rates, and further definition of the modeling criteria for the
Reynolds number.

The study of mixed flow in a simulated space environment
could be accomplished in a setup similar to the one used for
this investigation. A thin-walled tube of low thermal conduc-
tivity could be thermally instrumented along its upper and lower
surfaces and the temperature distributions could be studied for
various tube orientations and flow rates.

Thermal modeling with forced convection at 'higher flow rates
may be possible by using higher inlet fluid temperature. In-
creased radiation heat transfer at higher temperatures may yield
a sufficient temperature drop along the tube to permit modeling
evaluation. Although tube length in experiment was limited to
48 inches by the chamber dimensions, the use of a coiled tube
may provide an effective extended length.

The modeling criteria for Reynolds number should be evaluated
under test conditions which preclude the possible effects of
mixed flow. Conduction error can also be reduced by use of
teflon union fittings or similar devices for connection of the
specimen tube to the adjacent plumbing.
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SIMULATION OF MARTIAN EOLIAN PHENOMENA
IN THE ATMOSPHERIC WIND TUNNEL

J. D. lversen, /fowa State University; R. Greeley, University of
Santa Clara; J. B. Pollack, NASA’, Ames Research Center; and
B. R. White, fowa State University

ABSTRACT

Comparisons are made between the Mariner 9 photographs of
wake streaks associated with craters on Mars, and experiments
conducted in an atmospheric boundary layer wind tumnel. The ap-
propriate modeling parameters are developed and discussed. The
results of threshold speed experiments for a variety of
particle densities and diameters are presented and used to pre-
dict threshold speeds on Mars.

The Atmospheric Wind Tunnel

Several wind tunnel installations have been constructed to
investigate the effects of wind on sand and soil movement. The
primary facility for studying the transport of sand by wind was
that of Bagnold!'. Experiments conducted in his wind tunnel re-
sulted in definitive curves and equations for threshold friction
speed and mass transport of sand due to wind. Another facility
used mostly for studying wind erosion of soil is described by
Chepil and Woodruff2, Other wind tunnels for the study of soil
and sand transport by wind have been built3,%., Since the
atmosphere on Mars is much less dense than on Earth, facilities
were proposed in which Martian dust storms could be simulated
under reduced pressure’»®., One wind tunnel was constructed and
threshold speeds were determined at pressures as low as those
on the surface of Mars’/"=9, Although an exact experimental
determination of threshold speed should be performed in a low-
density wind tunnel, deposition and flow patterns over surface
features can be modeled to some extent in a normal atmospheric
boundary-layer wind tunne16, if close attention is paid to satis-
fying appropriate modeling parameters and to the wind tunnel
boundary layer configuration.

The structure of the turbulent planetary boundary layer on
earth has been studied extensivelylO,11, Jensenl?2 and others
have observed that the lower portion of the planetary boundary
layer (in a neutrally stratified atmosphere) follows the
logarithmic law

ulz) = An 1)
U,

bl Ll
ONIN
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where uyx is the friction velocity and k is von Karman's constant
(k 0.4). Jensen showed that for simulation of the atmospheric
boundary layer, the roughness parameter for the wind-tunnel
floor must scale with the roughness parameter in nature, i.e.,

%o
M
z

o

r‘lgt"

. (2

Most investigators have relied on the long test section to
simulate the turbulent boundary layer profile so the model is im-
mersed in the boundary layerl3.1%4, However, it is possible, al-
though perhaps not as desirable, to produce thick boundary layers
with the ?roper scaled velocity profiles in shorter test sec-
tionsl?-17, "Effects due to a nonneutral atmosphere (stable or
unstable) can be_ simulated to some extent by cooling or heating
the tunnel floor'-,

Modeling of Martian Eolian Phenomena

The deposition and erosion of fine particles blowing over a
complex terrain presents a very intricate phenomenon to attempt to
physically simulate on a smaller geometric scale. The erodibility
of soil or sand is a complicated function of mean wind speed, fre-
quency and intensity of gusts, and particle size distribution,
density and shape, and topographic surface roughness. An optimum
size occurs, for soil on earth, for which the threshold speed is
a minimum. On Mars, the optimum garticle size and threshold
speeds are predicted to be largerl8, mostly because of lower
atmospheric density, although terminal speeds for like particles
are predicted to be about the same as on earth>.

The list of important physical parameters in the eolian
process includes:

D particle diameter

P
L major terrain feature length (such as crater diameter)
2 all other terrain feature lengths
z, roughness length
z; roughness length in saltation
h specified altitude for reference speed
*

L Monin-Obhukov length (atmospheric stability parameter)
A ripple wavelength

U(h) reference wind velocity
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U. particle terminal speed
friction speed

threshold friction speed
[ atmospheric density

p particle density

P

v kinematic viscosity

t time (duration of phenomenon)
e coefficient of restitution

These parameters can be arranged in the form of dimensionless
similitude parameters.

D
1. ER length ratio
U(h)/UF reference to particle terminal speed ratio

3. [U(h)]Z/gL Froude number

4, e coefficient of restitution
5. 4/L topographic geometric similarity
6. z /L roughness similitude
7. z}/L roughness similitude in saltation
8. h/L reference height similitude
9, zo/L* stability parameter
10. ML ripple length similitude
11. UF/U*t particle property similitude
12, u, Dp/v particle friction Reynolds number
13. u*7u* friction speed ratio
14, p/ pp ‘ density ratio
15. uU()t/L time scale

The first four of these parameters have been suggested by
Gerdel and Strom!? as the scaling parameters of primary im-
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portance in modeling accumulation of wind-driven snow. Many of
the other parameters are interrelated and so satisfaction of some
of the parameters will result in automatic satisfaction of others.
For example, the roughness height in saltation, z), has been as-
sumed by different investigators to be proportional to particle
diameter20 (as is z,, i1f no nonerodible roughness elements are
presentl), to ripple wavelengthl, or to be a function of particle
terminal speed21 (zé ~'U§/g). Thus parameter number 7 is just a
constant times number 1 in the first case and number 10 in the
second case, In the third case, sincel

p gD
u. = A .[|-B—E , 3
*t )

the parameter zj/L would be related to parameters 1, 11, and 14
] 2 \2
Z_ONEf.:AZfR P.P_ U_F_ )
L gL p \L u,
t

Some of the listed modeling parameters may be combined by
using the equation of motion for the particle. Since the flow
pattern near a crater and in the crater wake is related to the
crater diameter, the vertical equation of motion, for example,
is made dimensionless by using the dimensionless variables
Z = Z/D, (where Z is the vertical displacement) and T=U(h)t/D..
The equation becomes

2= .22 Pe \ o _ 540 2
a’z/ae® = - 3/4c, V(W - dZ/dY) - gD_/U(h) (5)
ppr c

where V is the dimensionless relative speed and W the dimension-
less vertical air speed. Thus the dimensionless motion is a
function of the three parameters pDc/ppr, U(h)z/gDc, and the
particle Reynolds number.

Consider the modeling parameters:

1. pDc/ppr. By varying particle density and diameter and
the crater diameter, this parameter can be varied from
about 0.8 to 3. On Mars, this parameter would vary
in value from about 1 for a 100 meter diameter crater
to 100 for a 10 kilometer crater.

2. U(h)/Ug. Since the threshold friction speed uy 1is
proportional to the reference velocity U(h), providing
geometry (including roughness) is exactly modeled, the
ratio of reference velocity U(h) to terminal speed Up
will be modeled exactly if the ratio ux/Up is satis-
fied and if h/L is satisfied.

3. [U(h)]z/gL. The Froude number cannot always be satis-
fied in the wind tunnel without having a tunnel speed
far below threshold speed. It is desirable to make it
as small as possible. Again since uy is proportional
to u(h), this is equivalent to requiring a modeling
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10.

material with as small a threshold speed as possible.
The value of this parameter varies from 10 to 150 in
the wind tunnel, and from approximately 20 for a

100 meter diameter crater to 0.2 for a 10 kilometer
crater,

e. The coefficient of restitution is satisfied if
model and atmospheric materials have equivalent elastic
properties.

4/L. Topographic features should be scaled exactly to
satisfy this criterion. At large distances upstream
from the region of interest, it is probably only neces-
sary to have equivalent scaled aerodynamic roughness.
zo/L. The aerodynamic roughness should, in general, be
to scalel2, Except for those craters surrounded by
large-scale ejecta or other rough surface features,
this is probably small on Mars. If the corresponding
model surface in the wind tunnel is too smooth, it may
be necessary to distort this parameter in order to ob-
tain a turbulent boundary layer. It is important at the
same time, to insure that the ratio h/L be satisfied.
25/D,. If the equivalent roughness height in saltation
7! is proportional to particle diameter, this parameter
ogviously cannot be satisfied on the laboratory scale
model, since such fine particles would have a very high
threshold speed. Also, if introduced into the air
stream, the particles would go into suspension and the
saltation process would not occur. Calculations of
saltation trajectory, however, show that the maximum
height during saltation would be several times larger on
Mars than on Earth, just as the saltation height on
Earth is several times as large in air as it is in water,
If the equivalent roughness Z) is proportional to
U%/g, then z!/D. is proportional to ppr/pDc, the in-
verse of the first parameter.

h/L. The reference height h at which the reference
speed is measured should be located within the
logarithmic portions of the wind tunnel and atmos-
pheric boundary layers.

zo/L*. With a 'naturally' developed boundary layer in
the wind tunnel, a boundary layer velocity profile is
achieved which corresponds to a neutrally stratified
atmosphere, for which the Monin-Obhukov length ¥ is
infinite and the ratio zo/L* is zero. A finite value
of L¥ is achieved in the wind tunnel by heating or
cooling the floor to obtain unstable or stable
stratification. Another way of obtaining a nomneutral
velocity profile in the wind tunnel (but perhaps not
correct modeling of turbulence characteristics) would
be b{ means of shear fences, graded grids, or the
likel6,

ML. The relative ripple length may be related to
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z3/L and the same comments apply.

11, Up/ux_ and 12, wu4 D _/y. As will be shown later, for
a givén condition such as for a modeling particle of
diameter corresponding to minimum threshold speed,
these two parameters would have the same values as for
minimum threshold speed material on Mars,

13. ux/ux,. The manner in which particles are transported
and, In particular, the amount of material which is
moved is a function of this ratio, Thus, in order to
keep uy as small as possible because of the Froude
number, the threshold friction speed of the particle
should be small.

14, U(h)t/L. The time scale in the wind tunnel is much
shorter than the time necessary for pattern development
on Mars since the characteristic time is the ratio of
characteristic length L to reference velocity U(h).

The time necessary for pattern development on Mars can
thus be predicted from wind tunnel tests.

15. A Reynolds number U(h)L/y may or may not be an im-
portant modeling parameter., For turbulent flows over
sharp-edged features, the flow is relatively independent
of Reynolds number. The critical model Reynolds number
(above which effects are independent of Reymolds
number) depends upon model shape, If the model is too
streamlined so that the test Reynolds number is below
the critical, the model may have to be distorted by
roughening the surface, creating sharper edges, etc. in
order to lower the critical Reynolds number. Snyder22
quotes critical Reynolds number for sharp-edged cubes
of 11,000 and 79,000 for a hemisphere-cylinder. 1In
the current tests, Reynolds numbers based on crater
diameter were generally above these values for sharp-
rimmed model craters.

The listed parameters are easier to satisfy or will come
closer to satisfaction in the one atmosphere wind tunnel than in
the low density tunnel., Thus, for modeling eolian features on
Martian topography, the low density wind tunnel should not be
used.

Threshold Speed Experiments

Two series of experiments have been initiated in atmospheric
wind tunnels. The first series of tests is designed to gain
additional fundamental knowledge about properties of saltating
materials such as equivalent roughness height in saltation,
ripple wavelength, and threshold friction speed. Results of
tests for determining threshold friction speeds for a variety
of particle sizes and densities are shown in Figs. 1 and 2. As
Bagnold1 discovered, an optimum particle size occurs for which
threshold speed is a minimum, corresponding to a certain value
of particle friction Reynolds number. The value of optimum
diameter decreases as particle density increases with the
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diameter ratio inversely proportional to the density ratio to the
one-third power. The minimum threshold speed ratio should be
directly proportional to the one-third power of the density ratio.
Limited data in Figs. 1 and 2 comparing copper particles and

glass spheres corroborate these trends.
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In Fig. 1 the curve of Bagnold's parameter A = uy /+/0pgDp/p
vs particle friction Reynolds number B = u*tD /v shoul& be a
universal curve as long as the surface over wﬁich the wind is
blowing is composed only of the erodible particles in question.
The solid lines in Fig. 2 are based on the single curve in
Fig. 1. Part of the small scatter in the data could be at-
tributed to particle shape.

From the expressions for A and B the threshold friction
speed u,_ and particle diameter D_ can be estimated for any
values of density ratio, p/pp, gravitational acceleration, g,
and kinematic viscosity, vy, from Eqs. (1) and (2).

. = A2/3(opng/p)1/3 (6)
t

D, = (BU/A) (p/ppg>”3 @

u

2/3

The point on the curve in Fig. 1 where the relatively sharp break
occurs (A = 0.146 and B = 0.68) corresponds to the minimum
threshold friction speed. For values typical of a one-atmosphere
wind tunnel, the values of minimum uy,Z and corresponding D  were
calculated for a range of values of particle density, usin

Eqs. (6) and (7). The results are shown in Fig. 3. If a modeling
material is chosen to correspond to minimum threshold speed, then
it is evident that if minimum diameter is desired, then the
material should be of high density. However, materials of lighter
density will result in somewhat lower minimum threshold speeds.
Parameter number 1, for given values of A and B, is proportional
to (p/pp)2 3, Thus, lighter materials will result in larger

values of this parameter. 100 ]
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The terminal speed to threshold friction speed ratio Up/ux
can be written as a function of A and terminal speed drag coef-
ficient CDF' However, CDF is a function of UFDp/u =

(UF/u*t)u*tDp/v = (UF/u*t)B. Thus, for a given A and B cor-

responding to a particular point on the curve in Fig. 1, the
ratio UF/u* is uniquely determined and would have the same
values on Mars as in the wind tunnel. It follows that
Y _ 2/ )
e e,
t DF

DF F

Effect of Particle Lift on Threshold Speed

where Cp-=Cp (BUF/u*t)

Although some investigators have ignored the effect of
particle 1lift in attempting to predict threshold friction speed,
the effect of 1lift is apparently important. Bagn01d23=2 has
stated that the initial upward acceleration of a particle (not
struck by another particle) from the bed is due to a lift-force
but that the lift force becomes very small shortly after the
particle has lifted off the bed., The 1ift force is due to the
very high mean velocity gradient very near the surface.

Experimental values of lift on hemispheres lying on a sur-
face and immersed in a fluid were obtained by Chepil 5 and Ein-
stein and E1-Samni26., 1In both cases the 1ift and drag forces
were found to be of the same order of magnitude. However, the
measurements of 1ift and drag in both cases were made at rela-
tively high Reynolds number (diameters ranged from 1.27 cm to
6.86 cm in air and water), in fully turbulent flow, whereas the
threshold values of ux occur for values of particle friction
Reynolds numbers in the laminar sublayer and transition ranges.

According to Schlichting 7, for a closely packed sand sur-
face roughness, the gurface is aerodynamically smooth if the
particle friction Reynolds number, ugD /y is 5 or less, and a
laminar sublayer exists adjacent to the surface, If the particle
friction Reynolds number is greater than 70, the particles would
be larger than a laminar sublayer if one could exist, and the
boundary layer is fully turbulent. Between these values is a
transition range in which the velocity profile is still a func-
tion of uxDp/v.

An effective lift coefficient at threshold was calculated
from the data depicted in Figs. 1 and 2 with the use of a mean
velocity profile equation valid throughout a turbulent boundary
layer with a laminar sublayer as presented by Walz28, This ef-
fective lift coefficient would include any packing factor or
turbulence factor as used by Chepil2 . It is assumed (as did
Chepilzg) that the 1ift acts at the center of the spherical
particle and the drag acts at a distance of Dp/6 above the
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sphere center, which is resting atop other spheres of the same
diameter. Equating opposing moments due to lift, drag, and weight
results in

p gD :
u, =0.3728 _RE_E ——Cl——— (9)
t

L u .2
L+ 9.6 (u*)

The substitution of Walz's velocity profile, evaluated at z = Dy,
resulted in the value of lift coefficient shown as curve 1 in
Fig. 4. For values of u*Dp/v greater than 5, curve 1 would not
be expected to be valid, since Walz's equation implies an aero-
dynamically smooth surface. The lift coefficient was recalcu-
lated for the transition region (using Schlichting's velocity
profile?4, his Fig. 20.21), shown as curve 2. His profile does
not account for remnants of the laminar sublayer in the transi-
tion region, however, and would not be valid until us D /vy = 70.
Thus curve 3 is presented, an interpolated curve, which is
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Fig. 4, Calculated effective lift coefficient at threshold,

probably closer to the actual value of effective lift coefficient.

As Bagnold24 has recently pointed out, saltation can occur
in purely laminar motion, so that saltation camnot be attributed
to turbulence. Thus the assumption of a lift force, initiating
saltation in the absence of the particle being struck by another,
appears to be valid. The 1ift would be very small, however, as
soon as the particle rises above the region of very high shear
near the surface,
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Whether or not the particle returns to the surface in a
typical saltation trajectory, or becomes suspended due to fluid
turbulence, depends upon the ratio of terminal speed to threshold
friction speed, Up/ux,, and the friction speed to threshold
ratio, ux/us, . Since the vertical component of turbulent
fluctuation Is of the same order as uy near the surface, if
Up/uy, is near unity, then much of the material will be affected
by turbulence at speeds very near threshold. Conversely, if
Up/ux, is large, uy/ug, would also have to be large in order for
turbulence to greatly affect particle motion. At minimum
threshold speed, corresponding to Uk, D /vy 0 68, the ratio
UF/u*t is 1.6. The ratio increases w1€h Uk, /u and is 9.4 at

u*tDP/U = 10, for example.

Effect of Nonerodible Roughness

From Fig. 4 it would appear the lift coefficient would change
much less rapidly for Reynolds numbers greater than 70, and in
fact, for fully turbulent flow, should be a function only of mean
velocity gradient. This would also appear to be true from Fig. 1
where it is seen that Bagnold's coefficient A approaches a
constant value for Reynolds numbers above 5 which implies a
constant value of 1ift coefficient for Reynolds numbers greater

than 70, Thus, for u*tzo/v > 70/30, if a_reference velocity for
Uy

computing lift coefficient of u = 0.4 zn( ) is chosen and if the

lift coefficient is solved for by letting A 0.117 (the limit
value in Fig. 1) and D = 30, an equation for Ux, as a function
of Dy /zg re&ults (for %ully rough flow):

Yt 0.373

) Joe0 76 " VL +0.776[4n(1 + D /zo)]2

(10)

For no nonerodible roughness, D, /zo = 30 (ux D /v >70), and

= 0.117. 1If large nonerodlble roughness elements are present,
then the equivalent roughness height z, becomes greater than
Dp/30 and Bagnold's coefficient A increases according to Eq. (10).

It has been previously observed that nonerodible roughness

elements do greatly increase the value of the coefficient
test the validity of Eq. (10), values of threshold friction speed
for several materials were determined for values of nonerodible
equivalent roughness heights z; of 0.0104 cm and 0.338 cm. The
results of the experiments are shown in Fig. 5. Although there
is quite a bit of data scatter, the results seem to substantiate
the form of Eq. (10). The letters NNR in Fig, 5 signify that no
nonerodible roughness elements were present in those tests and
that the ratio D,/z, is 30 (or slightly higher in the transition
range). Figure g shows the threshold friction speed as a function
of particle diameter for one of the test materials (heavy glass
spheres). The lower curve is derived from the curve of Fig. 1 and
the other curves from Eq. (10). Again the trend of Eq. (10) seems
to be substantiated by the experimental results.
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Predicted Threshold Speeds on Mars

With values of kinematic viscosity v = 10.8 cm?/sec, gravita
tional acceleration g = 375 cm/sec®, and atmospheric-to-particle
density ratio of 4.21 X 10'6, the curve of Fig. 1 was used to
calculate threshold friction speeds on Mars, assuming that that
curve also holds in the Martian atmosphere, with the use of
Eqs. (6) and (7). Equation (10) was also used to calculate
Martian values of threshold friction speed for several values of
nonerodible roughness height z,. These calculations are pre-
sented in Fig. 7. The minimum threshold friction speed, for no
nonerodible roughness, is about 240 cm/sec, correspounding to a
particle diameter of about 305 microns.
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The geostrophic wind at threshold, corresponding to the
minimun value of threshold speed in Fig. 7 was calculated with the
help of Csanady's drag coefficients for the diabatic Ekman layer30,
assuming that his results hold for the Martian atmosphere. For a
latitude of 60° and an unstable atmosphere (Lettau number = 109),
the minimum value of geostrophic wind is predicted to be 120 m/sec
The geostrophic winds at threshold would be slightly higher for a
neutrally stratified atmosphere. It is apparent that very high
winds are required for particle pick-up on the Martian surface.
The corresponding minimum geostrophic wind at threshold on Earth
would be on the order of 7.5 m/sec.

Modeling of Martian Eolian Features

The second series of tests concerns the modeling of eolian
processes on Mars which have resulted in streaks emanating in a
downstream direction from many of the craters. Figure 8 shows
one of the Martian craters with the associated wake streak, The
wind pattern over the crater would be similar to wind patterns ob-
served over protuberances in boundary layers with small height
to diameter ratios in laboratory scale tests on earth31-33, 4
horseshoe vortex is wrapped around the leading edge of the
crater with the trailing vortices emanating downstream from the
crater sides. The tangential component of velocity in each
trailing vortex is outward away from the wake centerline near the
surface and inward above the vortex cores. The axial velocity
components near the surface just behind the downstream crater rim
are minimal on the wake centerline with maximum velocities on
either side of the wake of greater magnitude than outside the
wake. Further downstream the two maxima merge, and the maximum
speed in the wake is then on the centerline.
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Fig. 8. Mariner-9 photograph — Mars crater with associated wake
streak,

Figure 9 shows the results of a wind tunnel test over a
model 30 cm diameter crater performed at a freestream speed of
675 cm/sec. Prior to the test, 393 micron diameter sugar
particles were distributed evenly to a depth of 1 cm. The dark
area in the crater wake represents the area cleared of particles
because of the relatively high speed near the surface in the wake
region. Except for the triangular area of material just down-
stream of the trailing rim, the cleared area bears a distinct
resemblance to the Mariner 9 photo in Fig. 8. The values of the
modeling parameters in this experiment were Ug,/gDc = 15.41,
UF/“*t = 10.10, U“/U“t = 0.995, and pDc/ppr = 0.644,

Fig. 9. Wind tunnel model crater with wake streak, Ui/gDc =
15.41,
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Another Mariner 9 photograph is shown in Fig. 10 with an ap-
parent bi-lobate pattern in the crater wake, probably caused by
the aforementioned two axial velocity maxima. The wind tunnel
photograph in Fig. 11 depicts a very similar bi-lobate pattern,
with clear area on either side of the wake and deposited material
in the wake center. Prior to the test, no material was on the
floor. Heavy glass spheres 107 micron average diameter were re-
leased from the tunnel ceiling upstream of the crater model. The
modeling parameters were UZ/gD. = 6.6, Up/ug, = 3.5, Upf/ Uy, =
0.673, (U, = 441 cm/sec), and pDC/pP?P = 0.739.

-

Fig, 10, Mariner-9 photograph — Mars crater with bi-lobate pat-
tern.

Fig. 11, Wind tunnel model crater with bi-lobate pattemn,
Ugm/gDc = 6.6.

205




Figure 12 illustrates the results of a wind tunnel test in
which 12 micron diameter copper particles were placed inside a
30 cm crater and the floor was covered with 526 micron diameter
sand. A very elongated bi-lobate pattern is observed in the
crater wake due to a relatively higher crater rim height. Model-~
ing parameters were UZ/gD_ = 22.77, Up/ux_ = 0.078 and 14.30 for
the copper and sand, respectively, Uy /U, = 0.62 and 0.86, and

./ ppDp = 3.680 and 0.283. Similar patterns have been observed
behind rocks in snow”™»

Fig. 12, Wind tunnel model crater with bi-lobate pattern,

u2/gp_ = 22.77.

The modeling parameters in the wind tunnel test pictured in
Figs. 13 and 14 were UZ/gD. = 32.8, Up/uy, = 5.8, Ug/Ug = 1.195
(U, = 803 cm/sec), and D/pDy = 0.525. Again the bi-Tobate
pattern is very evident. As tgme passes, the central region of

deposited material erodes away to leave a triangular region of
material as shown in Fig. 14.

Fig, 13,

Wind tunnel model crater with bi-lobate pattern,
UZ/gD_ = 32.8.
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Fig. 14, Wind tunnel model crater with triangular deposit region,
later in same test as Fig. 13.

Another wind tunnel test in which 91 micron diameter glass
spheres were redistributed one cm deep prior to the test is showm
in Figs. 15 and 16. Evidence of higher wake velocity is shown
here by the fact that the ripple wavelength is longer in the wake
than outside. Modeling parameters were Ug,/gDc = 5.8, UF/u*t =2.4,
Uo/Ugt = 0.773 (U, = 413 cm/sec), and gD./@,D, = 1.599.

Fig. 15. Wind tunnel model crater showing longer ripple length
in wake region, Uﬁ/gDc = 5.8.
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Fig. 16. Wind tunnel model crater, later in same test as Fig. 15.

Figure 17 illustrates the pattern developed for very small
diameter particles. The particles are 38 micron diameter glass
spheres and are too small to form the ordinary ripple formation-.
The modeling parameters are Ug,/gDc = 17.85, Up/ux, = 0.49,

U_/Uqe = 1.036 (U_ = 484 cm/sec), and @Dc/ppDp = 2.606.

L

Fig. 17. Wind tunnel model crater, ripple pattern with very
small particles, U%ngc = 11.88.

Figure 18 and 19 compare Mariner 9 and wind tunnel photo-
graphs in which streamlines curving downstream off the edge of
the crater rim can be seen by deposited material patterns in both
pictures. Modeling parameters in the wind tunnel were U%/gD. =
16.6, UF/u* = 0.08 (12 micron diameter copper particles),

U/ U = 0.53 (Up = 700 cm/sec), pDC/pPD = 3.680. 1In this test
the modeling material was placed in the interior of the crater
only prior to the test.
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Fig. 18. Mariner 9 photograph — Mars crater with lateral
curved streaks,

Fig. 19. Wind tunnel model crater with lateral streaks and
triangular deposit, Ugngc = 16.6.
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Figure 20 illustrates a field test in which a natural snow-
storm deposited material over a previously constructed crater
(6 m diameter). Triangular deposit regions and cleared wake
areas were observed after snowstorms in patterns very similar to
the wind tunnel tests. The modellng parameters in this field
test were estimated to be U(h)2 /gDe = 11 (based on same relatlve
height h/L in the wind tunnel), UF/u*t = 5(+ 3), pDc/
U(h) = 2530 cm/sec. In other snowstorms in which simi ar pat-
terns were obtained, the value of the Froude number ranged down
to 0.4.

Fig. 20. Snow deposits in vicinity of 6 meter
diameter crater (at upper left).

Although not all modeling parameters can be satisfied in the
wind tunnel, a great deal of information can be gained about the
nature of the flow field and the resulting depositional and ero-
sional features. A systematic series of experiments is currently
underway, in which each of the major modeling parameters is varied
independently, to determine its effect upon eolian features. This
is done by varying crater diameter, tunnel speed, and modeling
material. The results will not only enable us to determine ef-
fects of each similitude parameter, but will also assist greatly

in later numerical experiments in which all modeling parameters
can be satisfied.
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ABSTRACT

An experimental study of the wakes produced by space-
craft moving in the ionosphere is reported. The work
was done in an argon ion beam simulation facility which
incorporated features enabling the production of a low
background density of slow ions and an essentially par-
allel ion beam. The occurance of these features, and
their effect on the simulation validity in previous
work is briefly reviewed. Stable variation of the div-
ergence of the beam was possible and results are given
of wake studies for a range of body size and potential
in both parallel and divergent beams.

INTRODUCTION

The interaction of a conducting body, such as a spacecraft
with the ionospheric plasma is a problem of great importance when
considering such aspects as the drag on the body, the use of
probes, radio frequency transmissions, radar detectlon, the
excitation of plasma waves etc.

There are three ways in which the interaction can be studied.
The first is by in situ measurements in space, using instruments
which are carried by a spacecraft. In general, this method has
so far yielded data which are difficult to interpret, and it is
complicated and costly. Because of the complex nature of the
interaction phenomenon, however, the complete answer to the problem
will probably come from a future mission performed in the iono-
spheric regions of interest, and not from -the two other methods,
which must be regarded as complementary studies.

The second method is to numerically solve, using computer
techniques, the equations (Vlasov and Poisson) which are normally
used to describe the spacecraft - plasma interaction. This method
is reasonably well established, but there is some controversy as
to the significance and validity of assumptions (both physical
and mathematical) used in the various theories; results have not
been independently verified in detail, and extensive computation
is both costly and time consuming.

The third method is laboratory simulation in which a station-
ary model is placed in an ion stream moving at velocities repre-
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sentative of those found in the ionosphere. This method has been
used extensively, but a review of the facilities used show that

at least one of two effects limited the validity of the simulation.
Either the background density of slow ions was a large percentage
of the beam ions, or the ion streams were not generally parallel
but diverged as they moved down the simulation chamber. The
present work is mainly concerned with the correction of the latter
defect in the simulation.

THE CAUSES OF BEAM DIVERGENCE

In the fonosphere below about 1200 km altitude the particle
and vehicle velocities are such that the ion velocities, Vi are
in general lower and the electron velocities, Ve, are in general
higher than the spacecraft orbital velocity i.e.

Vi < Vg << V.
This flow condition is refemed to as mesothermal.In the satellite
frame of reference the ions are seen as impinging on the space-
craft at a velocity Vg, and as following straight, parallel tra-
jectories with a small randomised component, Vi, superimposed.
The ions can therefore be represented by a high velocity mono-
energetic directed plasma stream and the electrons by a group of
particles in equilibrium at the electron thermal temperature.
This property suggests the use of ion beams directed past station-
ary models as a means of simulation.

However, it is found that in most plasma streams which have
been accelerated in the laboratory a component of the ion velocity
transverse to the streaming direction arises from the unequal def-
lection of the individual ions as they pass through the accelera-
tor system.

The first estimate of the m&gnitude of this effect was made
by Clayden and Hurdle (Ref.l) who considered the transverse motion
of ions which pass through a series of parallel wires and are
deflected unequally, the magnitude of the deflection depending
upon the passage distance from a wire. From their analysis it was
concluded that while the ion temperature in the axial direction
was equivalent to 103- 10" Ok, the values in the radial direction
were nearer 5 x 10%- 10°5 ox.

The problem was also considered by Hester and Sonin (Ref.2)
again-by studying the unequal deflection of the ions, who esti-
mated an effective ion thermal speed as

Ci = 8RY
3y
where R = source_radius, U = lon flow speed and Z = distance down-
stream at which Cj is being calculated. This represents an upper
bound for the ion thermal speed but should give a good estimate
when Z <<R, i.e. Ci << U

The importance of this directional distribution of the ions
which leave the accelerator grid is because it is one of the two
main factors that cause the ion stream to spread out with dis-
#nce down the chamber. The other factor is the radial space-
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charge field, which is minimised with the provision of adequate
space-charge neutralisation in the beam chamber.

The magnitude of the divergence in the beam caused by these
effects is usually indicated by calculating the divergence angle
of the stream, 8. For a parallel beam 6 = o. The common method
of calculating 6 is to determine the width of the number (or
current) density profile of the beam at some constant fraction of
its maximum value for a series of axial stations along the beam.
These quantities can then be used to estimate the divergence angle
and the degree of linearity in the ion trajectories.

THE EFFECTS OF SLOW BACKGROUND IONS

When an ion beam passes through a neutral gas then charge
exchange processes occur, resulting in the fast moving beam ions
giving their charge to the slow background neutral particles.

The net result is the production of a beam of fast moving neut-
ral atoms parallel to the main ion beam, and a background of slow
moving ions. The fast neutrals should not influence the space-
craft/plasma interaction, because of the large mean free paths
which the particles possess. However, the slow background ions
have a much larger residence time in the beam chamber than the
beam ions, and may perturb the electric field about the space-
craft and significantly influence the charged particle distri-
butions.

The most important effect that these slow ions will have
will be the partial filling of the ion-depleted regions in the
wake behind a body, as the slow ions will not, in general, poss-
ess any preferred velocity vector. In addition the current
collection due to ions which impinge upon the body will be much
larger in the case where slow ions are present in appreciable
numbers. Discrepancies of up to a factor of two between experi-
ment and theory can be explained by assuming a slow ion component
of only 1% (Ref.3).

The problem of charge exchange was again considered by Clay-
den and Hurdle (Ref.l), who showed that the slow ion population
increased with both the ion flow speed and the neutral gas back-
ground pressure. The problem was also studied in detail by
Sajben and Blumenthal (Ref.4), who derived expressions for a
Jow estimate to the number of slow ions by using the hard sphere
model to describe the collisions, and for a high estimate by
assuming that the neutral atoms gained no momentum in a collision
but lost an electron to ions passing within a certain distance.

REVIEW OF PREVIQUS SIMULATION FACILITIES

The situation in several ion beam facilities which have been
used in the past for investigating the wake structure and the
interaction problem is summarised in Table 1. The first column
gives the facility location and references to its design and
experimental work. The second column notes the background pressure
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Table 1, Summary of Simulation Validity

FACILITY
(References)

TRW~STL
(5,6,7)

RARDE
(1,8)

USSR
(9,10)

Caltech
(W)

ESTEC
(11,12)

MIT
(2,13,14)

Marshall SFC
(15,16)

ONERA
(17,18,19,20)

SLOW ION EFFECTS

Pressure ~2x10 6
torr, any effects
should be negligible,
not specifically
mentioned

ng/ng- 0.1, causing
severe distortion of
current collection
results

pressure ~4x10 Storr,
probably a reasonable
figure, not specific-
ally mentioned

(a) 25.4 mm diameter
source, ng/nf -~ 1,
severe distortion
(b) 300 mm diameter
source, ns/nf - 6,
very poor value

Pressure ~2-6x10"%
torr, probably giving
some distortion
because of the large
chamber used

ng/ng ~ 0.02, good
value

Pressure ~5xlO‘6torr,
any effects should be
negligible

ng/ng~0.05-0.2,

good to severe
distortion
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BEAM DIVERGENCE EFFECTS

g =~ 3 - 4° ood value
s &

Difficult to estimate
due to lack of data,
source-like

8 =9°, moderate
divergence

(a) 62179, source-like,
very divergent

(b) "moderate divergence",

probably essentially
parallel

§=11-14°, moderate
divergence

6=10°, moderate
divergence

9=6°, good value

92110, moderate
divergence



or the ratio of slow ions to fast beam ions, ng/nf. The third
column lists values of the divergence angle,8 . More details can
be found in Ref.2l.

No attempts have been made to study the effects of a magnetic
field on a spacecraft wake in ion beam facilities, but any effects
will probably be negligible at spacecraft altitudes. In addition
most of the facilities have used '"cold" ions because the effects
of random ion thermal motion are difficult to simulate. The
thermal motion has the effect of smoothing ocut the features found
in the wake, and of causing more rapid filling. Hence, this sim-
ulation defect (from which thepresent facility also suffers) is
important. Hester and Sonin (Ref.2) attempted a partial simula-
tion but the results were only preliminary and caution was urged
in interpretation because the velocity distribution was not Max-
wellian. The most promising results have been given in the ONERA
facility (Ref.19) where transverse temperatures of 10, 700 and
1900 9K were given by inserting a negatively biased mesh between
the source and the model position (following the suggestion of
Ref.8).

It can be seen from Table 1 that no facility has fully sat-
isfied the criteria for a parallel, fast ion stream. The two
which best meet the requirements are those of TRW-STL and
Marshall SFC, which should have a negligible slow ion population
at the working pressures used, and had divergence of about 3-6°.

The next best facility was that at MIT, with good slow ion
suppression but 6~10°. The wake studies carried out in this
facility give the most comprehensive set of data so far reported,
and it is important to check the effects of divergence because
of the fundamental nature of the results. The ONERA facility,
although appearing as good as the MIT facility on paper, was
usually worse under typical conditions due to the high background
densities of slow ions found, a result of using a larger simulat-
ion chamber.

Therefore the situation can be summarised as follows. A
simulation facility is needed in which the slow ions have been
adequately suppressed, and in which the effect of divergence in
the ion stream flowing past the model may be investigated by
controlling this divergence by focussing and beam shaping tech-
niques.

THE CITY UNIVERSITY FACILITY

With the aim of investigating wake structures in parallel
and divergent ion streams the apparatus originally used by
Clayden and Hurdle (Ref.1l) has been acquired and modified.

Apart from minor changes in the structural design of the ion
source itself and the instrumentation used, modifications were
made to reduce the effects of beam divergence and background ions.
The necessary modifications were suggested by work on electron-
bombardment ion engines. The similarity between the designs of
simulation facilities and these engines has been noted many times.

The original single extraction mesh (0.075 mm diameter wire
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spaced 0.175 mm) was replaced by a pair of matched grids (140 ho-

les of 3 mm diameter, 55% open area, 1.5 mm spacing) in order to
achieve easier focussing and control of the beam. Focussing is
easier using grids rather than a mesh, but the voltages necessary
to give the correct scaling of ion velocity in the beam are gen-
erally lower than optimum for good focussing. It was found that
the voltages on the accelerator grid could be raised above that
reeded for velocity scaling and the ions, having been extracted,
were then slowed down by a virtual decelerator plane in the plasma
of the beam chamber. The plasma potential appeared quite sensi-
tive to variations in accelerator and mesh potential (see below
for discussion of mesh), and as the beam lon energy was essenti-
ally equal to the difference between the ion source plasma poten-
tial and the beam plasma potential, the velocity could be tail-
ored within certain limits to correspond to the velocities typ-
ically found in the ionosphere.

The most important modification in the attempt to control
the divergence, however, was the rewiring of the electrical
circuits, as shown in Figure 1. The mesh which lines the beam
chamber, providing an equipotential surface for the beam follow-
ing extraction, was biased independently of the accelerator
circuit in contrast to Ref.l. This meant that the backstreaming

ratio .
R = net accelerating voltage

total accelerating voltage
could be easily varied. In ion engines R must be less than about
0.9 to prevent electrons backstreaming from the beam into the
engine, thus distorting the performance figures. In the present
application this 1s not important and values of R greater than
unity can be used.

The divergence of the beams, under various combinations of
accelerator and mesh voltage, was measured by determining the
half-width of the current-density profiles at some fixed fraction
of the total current at several axial stations in the beam
(usually 8-10 positions over some 150 mm). The results for 40Oey
and 100 eV argon beams are shown in Figure 2. These energies
correspond to ion velocities of about 14 and 22 km/sec. Circular
satellite velocities are about 7-8 km/sec for altitudes from
1200 km to 100 km. It can be seen from Figure 2 that the minimum
divergence achieved is around one degree, and the ease of control
of 6 is evident. The minimum value of 6 was found for values of
R in the range 1.05 to 1.15 i.e. slight mesh over-voltages tend-
ing to "Force''the ions back into paths parallel to the beam axis.

Stable operation of the beam was achieved, with and without
neutralisation,over the range of R indicated. As the neutraliser
current was decreased the electron density in the beam remained
essentially constant and the electron temperature rose steadily.
The plasma potential also varied, indicating sheath re-arrange-
ment in order to provide particles striking the walls of the
chamber with sufficient energy to cause neutralisation by secon-
dary electron emission. Operation without neutralisation, how-
ever, tended to produce more plasma noise and non-Maxwellian
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electron distributions in the discharge, and was avoided unless a
large Debye length was required.

The ion density in the beam was found to be a linear function
of the discharge current in the ion source, and the electron temp-
erature was found to be essentially independent of the current.
The density could be varied over a range of 1013-1015 -3,

In an attempt to reduce the slow ion density in the beam
modifications were made to lower the attainable base pressure of
the system without gas flow to about 5xlO‘6torr’and to Increase
the propellant utilisation of the source. This term, a common
parameter in ion engine studies, is the ratio of the extracted
ion beam current to neutral mass flow rate into the source expre-
ssed in terms of an equivalent current. As higher utilisations
are generally achieved in large diameter engines the extraction
diameter was increased from 30 mm to 50 mm. The source was then
run at the maximum extracted beam current which could be achieved
at the relevant values of accelerating voltage and discharge
current. This procedure was usually one of high discharge energy
loss, which again is not important in the present context although
it is of great concern in ion engine work. The aim of this modi-
fication is, of course, to reduce the neutral atom efflux through
the acceleration plane and hence lower the background density in
the beam and the probability of charge-exchange collisions.

The results of the slow-ion modicications are shown in Fig-
ure 3, where the ratio of the slow ions to the total ion density
is shown as a function of pressure. The slow .ion density can be
measured in two ways (Ref.2), either by using to collect the ions
a plate which can be shielded from direct impingement by the fast
ions (as used in Ref.l also), or by measuring the current to a
probe in the region directly behind a model, where fast ions can-
not penetrate. Both methods gave consistent results, and the data
peints in Figure 3 represent average values of ng/nt.

It can be seen that the value of ng/nt varies between about
0.02 to 0.07 over the operating pressure range of 7x107° to 3x10-"
torr. This is lower than the results of Clayden and Hurdle(Ref.l)
and can be favourably compared with those of Hester and Sonin
(Ref.2) which varied from 0.01 - 0.05. The requirement for an
operating pressure an order of magnitude lower in the latter case
arises from the larger size chamber in which the experiments were
carried out (500 mm diameter and 1.2 m long, compared with 100 mm
diameter and 0.5 long in the present case.)

Figure 4 shows the effect of the slow ion number density upon
a radial profile at a constant axial distance downstream in the
wake. This position is one in which a small peak is apparent in
the centre of the ion-depleted region. At high pressure
7x107" torr) this peak is very prominent, but as the pressure is
lowered the peak height decreases and the depleted region deepens,
as a result of the decrease in the slow ion density. The shape
of the wake remains essentially constant for pressures below
about 10™% torr, where the density of slow ions is about 3%, as
shown in Figure 3.
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DIVERGENCE EFFECTS IN NEAR WAKES

This section presents some results for the effects of stream
divergence on the rear wake of a sphere which is moderately large
with respect to the Debye length in the surrounding plasma i.e.
the ratio of sphere radius to Debye length, rg/Ap > 1. A co-
ordinate system which takes the centre of the body as its origin
is used i.e. an axial distance Z/rg = 1.0 represents the rear
surface of the sphere, and is the nearest a probe can approach.

The wakes were mapped using spherical probes with a size
much smaller than the body size to gain resolution. For a small
negatively biased probe Lhe lon current to the probe is propor-
tional to the ion density and ion flow speed. As the flow speed
was essentially constant in each wake a current profile at a
fixed negative probe potential is equivalent to a number density
profile (as noted in Ref.2).

Figure 5 shows the rear wake of a sphere with rg/iAp = 4.5 in
a flow with a Mach number (based on the ion acoustic speed)

M = 6.5, and a sphere potential eV/kTe = ¢g = -2.35. The results
are traced directly from the recorder output and show the effects
of the radial and axial non-uniformity of the ion stream. Wakes
are shown in a 1° (parallel) beam and a 10° (divergent) beam. In
both wakes common features can be seen. A region behind the body
is depleted of ions, and the space-charge imbalance set up attr-
acts ions which have passed the body into the wake to fill up
this region. When the attracted ions fill the wake and reach the
centreline a peak in ion density is found where the streams meet.
These features are common in sphere wakes (e.g. Refs. 2, 16).
However, a comparison of the parallel and divergent wakes also
shows some differences. The wake filling occurs nearer the body
in the parallel stream and the density peak develops earlier.
Further downstream this peak is more sharply defined in the par-
allel case and can be seen at greater distances from the body.

The reasons for this can be visualised by considering the
trajectories of the ions streaming past the body. The potential
sheaths surrounding the body will be the same in each case, but
the ions will possess a transverse component of velocity in the
divergent stream. This will mean that fewer ions will be deflec~
ted into the wake by the body potential and the space-charge, and
that those ions which are deflected will tend to cross the wake
centreline further downstream.

Figure 6 shows the results for a sphere with rg/Ap = 3.0,

M = 5.4 and ¢g = -3.8, and for divergence angles of 1°, 10° and
20°. These two latter values are representative of the range of
divergence angles generally found in previous work (see Table 1).
Compared to the parallel case it can be seen that again the feat-
ures in the wake appear later and are weaker in the divergent
streams. Also the same trend is observed when the 10° and 20°
beams are compared.

The sharper focussing of the downstream ion density peak in
Figure 6, compared with the results of Figure 5 (specifically for
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the parallel case where least distortion of the wake features
occurs), is a result of both the larger negative body potential
and the decrease of rg/Ap, both of which act to enhance the effect
of ion attraction and focussing in the wake. The appearance of
the density peak nearer the body is also a result of the stronger
ion deflection caused by these changes.

CONCLUSIONS

Some preliminary results for wakes behind bodies in a plasma
stream which simulates ionospheric satellite conditions have been
presented. The facility combines the features of good slow ion
suppression with an essentially parallel (1° divergence) ion
stream, and thus fulfills simulation criteria more exactly than
in previous work.

Near wake results for the case of a negatively bilased sphere
showed several differences between the features in parallel and
divergent streams:

a) the filling of the ion depleted region of the wake directly
behind the body, caused by potential focussing and space charge
effects, occurs further downstream in a divergent wake, the exact
distance depending upon the degree of divergence present.

b) ion density peaks formed on the centreline, due to the conver-
gence of the ions attracted into the wake, are lower in number
density, less sharply defined and decay into the ambient plasma
sooner in a divergent wake.

The magnitude of these effects is dependent upon the divergence
of the stream, i.e. the larger the divergence then the less rapid
the wake filling and the more diffuse the density peaks.

Although the differences are not large relative to the over-
all scale of the wakes they are quite distinct and consistent in
their behaviour, and previous results should be considered with
this in mind. The divergence-related wake modifications do not
influence the general physical picture of wake formation which is
emerging (Refs.2,14) but should be taken into account in any att-
empt to give detailed agreement between actual space experiments
or theoretical studies and laboratory simulations.
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ABSTRACT

The use of simulation in evaluating hardware and
software design concepts for the Automatically Re-
configurable Modular Multiprocessing System (ARMMS)
is discussed. Two simulation models are described and
results obtained from simulations conducted with these
models were presented.

INTRODUCTION

Future space missions such as the earth-orbiting space
station, astronomical space observatory and numerous outer-
planet space probes will be measured in years instead of days.
Long range missions of this type will place increased require-
ments on the onboard digital computing equipment, particularly
in the areas of reliability and computing capacity. The use of
third generation computing concepts such as micro-program-
ing and multiprocessing for computational speed and fault tol-
erant computing concepts such as modular component design,
redundancy, and system reconfigurability has made the design
of future spaceborne computer systems no longer the relatively
simple task it once was. The Marshall Space Flight Center,
Huntsville, Alabama, is currently designing a complex avionics
computer for use in the late 1970's to mid 1980's time frame.
This system, the Automatically Reconfigurable Modular Multi-
processor System (ARMMS) (1), utilizes many of the above
mentioned concepts previously not available for spaceborne
systems. The ARMMS design goal is to meet the increased
reliability and computing requirements of future spaceborne
computer systems through a highly modular computer architec-
ture which can be configured as a multiprocessor for maximum
computing speed and as a duplex or triple modular redundant
(TMR) system with standby spares for extremely high reliability,
Moreover, the ARMMS will be dynamic in that it will be possible

to_alter its configuration, in real time, as required by various
mission phases Oor events.
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One problem encountered by the ARMMS design group was to
determine an effective means for measuring the effect upon
system performance of the various design concepts being con-
sidered. Since some of these features (e.g., dynamic recon-
figuration) are new not only to avionics computers, but to com-
puter systems in general, there were no existing systems which
could provide performance data relevant to the ARMMS design.
This problem was resolved in part through the use of discrete
event simulation, a technique which has gained general accept-
ance for use in the design and evaluation of computer systems.
(2, 3)

Areas of interest for the application of simulation ranged
from the instruction execution level to the simulation of the
scheduling algorithms of the ARMMS executive system. Due to
the high cost of computer time required to simulate all of these
activities in a single model, two different models were developed;
one which simulates the traffic between the central processing
units (CPU's) and central memory (CM) as instructions are
fetched and executed, and another which models the principal
algorithms of the executive system required for resource alloca-
tion and task dispatching. This paper describes the two models
and presents some results obtained from their application,

SYSTEM DESCRIPTION

The ARMMS design features a highly modular computer
architecture which allows the system hardware to be configured
according to the needs of individual tasks; highly critical tasks
will be executed in triple modular redundant (TMR) or duplex
mode while less critical tasks will be executed in simplex mode.
Sufficient system components will be available to allow the con-
current execution of more than one task and to provide spare
modules to replace certain critical system components in the
case of failures. Thus the ARMMS executive must not only
perform the functions required in a third generation multi-
processor system, but will also be charged with the tasks of
system configuration control and response to component fail~
ures., A hardware/software complex, the Block Organizer and
System Scheduler (BOSS), will perform these functions in ARMMS.

ARMMS Hardware

The ARMMS hardware configuration is illustrated in Figure
1. Upto four central processing units (CPU's) and four input/
output processors (IOP's) will be active at any one time with
up to sixteen logical memory modules available for program
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instruction and data storage. A logical memory module con-
sists of one, two, or three physical modiles depending on
whether the programs stored in the module are simplex, dup-
lex, or TMR.

Upon execution of a computational task, one, two, or three
CPU's will be assigned to process the task; again the number
depends on the status of the task (simplex, duplex, TMR), If a
task is critical enough to require redundant processing, multiple
copies of the task will be stored in 2 logical memory module and
the proper number of CPU's will execute the code in parallel with
the results being compared or voted upon as they are transferred
back to CM, Instructions fetched from CM are also compared or
voted upon before execution. Four busses are provided for trans-
ferring addresses and data to memory and four different busses
are provided for fetching instructions and data from memory.
This bus structure is illustrated in Figure 2 which shows the
ARMMS processor-memory interface. It is assumed that these
memory modules contain plated wire components with access
times of 300 ns and cycle times of 600 ns for read and 800-900 ns

! for write accesses to memory., The processors themselves are

microprogrammable with a clock speed of 5 MHz. In order to
match the memory and processor speeds, a bus speed of 10 MHz
{twice the processor) is assumed,

Since the processors operate in a multiprocessing mode
memory conflicts can occur, Whenever two processors require
the same memory module, one will always have a higher priority.
However, once one processor obtains entrance into the memory
module, it cannot be preempted during that memory cycle time,
even by a processor of a higher priority.

ARMMS Software

In order to provide a fast, reliable, executive, the logic
in the ARMMS Control Executive System (ACES) is being kept
as simple as possible. The task scheduling and facility allo-
cation algorithms currently being considered for implementa-
tion are briefly described in the following paragraphs:

The following information about each task is required for
task scheduling and resource allocation:

1. Task criticality (simplex, duplex, or TMR).

2, Task priority (the number of levels to be determined).

3. Task type (full processing, limited processing, I/ O).

4, Task start time.

The resources required by a task will be determined by its
criticality and type; full processing tasks require both CPU's
and IOP's, limited processing tasks require only CPU's and I/ O
tasks require only IOP's, The number of CPU's and/ or IOP's
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allocated to a task is three for TMR, two for duplex and one for
simplex with all the resources required by a task being assigned
for the duration of its execution.

A fixed priority number is assigned to each task prior to an
ARMMS mission and is used as a basis for all internal scheduling
and resource allocation, Internal priority generation by ACES
will be avoided if possible.

A limited processing task may be preempted during execu-
tion by a higher priority task if its preemption will yield suffi-
cient resources to place the higher priority task in execution.
Neither full processing tasks nor I/ O tasks may be preempted
once they begin execution because of the problems associated
with the interruption of an I/O transmission,

Once ACES begins processing a task request, it cannot be
interrupted or preempted by another task request regardless of
the request type or the priority of the task issuing the request,
Task requests originating while ACES is busy will be queued on
a first-in-first-out basis. Tasks delayed due to insufficient
system resources will be filed in the facilities queue on the
basis of task priority.

The current ACES concept does not provide for the assign-
ing of deadlines to tasks in order to assure execution within a
certain time period, It will be the responsibility of the user to
assign task priorities and task start times in such a way that
task deadlines are met,

INSTRUCTION EXECUTION SIMULATION

One method that has been proposed to increase the ARMMS
processor speed is to operate with an overlapped instruction
fetch. It has been estimated that the additional hardware re-
quired to implement this feature is less than five percent of
that which would be required for a non-overlapped processor,
Instruction overlap is accomplished by allowing the processor
to execute one instruction while the next instruction is being
fetched from memory. Figure 3 illustrates how an instruction
overlap is employed. It is apparent from this figure that the
processor speed and the memory speed should be comparable
in order to obtain the maximum benefit from instruction over-~
lap. If one stream of the overlap is utilizing the processor (or
memory), then the other stream is prohibited from utilizing
that facility. The only exception to this rule is that the memory
port becomes free at a point approximately equal to two-thirds
of the memory cycle time, thus allowing the processor to trans-
fer the next address to memory even though the memory module
itself is still being utilized.
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Instruction Execution Simulation Model

A simulation model which simulates the major activities
involved in the execution of instructions by the ARMMS pro-
cessors was developed to study the speed advantage offered by
the instruction overlap features under different assumptions
pertaining to the type and mix of instruction being executed, the
degree of memory contention resulting from multiprocessing,
the internal CPU and memory speeds, etc.

A simplified flowchart of the basic model logic is shown in
Figure 4. This figure illustrates the primary and secondary
paths for the overlap instruction streams. Not shown in this
figure are the various queue blocks that prevent the two streams
from both trying to utilize the same facility at the same time.

The model input parameters and output statistics are list-
ed below:

Model Input Parameters

I. System Description
Number of processors
Number of memory modules
Bus Speeds
Microprogram execution time
Memory characteristics
1. Cycle time (read and write)

2. Time that input port is released
F. Instruction overlap {(yes/no)
II. Software Input Characteristics
A. Task description
1. Number of instructions
2. Memory module where task is stored
B. Instruction description
1. Decode time
2. Flag if second operand is required
3. Flag if jump type
4. Flag if read into memory is required
5. Execution time
C. Number of tasks to be executed
D. Relative distribution of instructions to be
executed.
Model Output Statistics
I. At the completion of each task
Task number
Memory module number
Instruction Overlap (yes/ no)
Processor number
Total number of instructions executed

Hoowp
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Types and frequency of instructions executed
Task start and end time

Task execution time

Minimum non-overlap task execution time
Jump-caused aborts

Memory and processor interference

Average time (in percent) gained by utilizing
instruction overlap (if overlap is used).

Note that the model input parameters permit a detailed descrip-
tion of the characteristics of individual instructions. For the
purpose of evaluating the instruction overlap technique, only 15
instructions are described in this paper; Load, Store, Condi-
tional Jump, Unconditional Jump, Compare, Add, Subtract,
Multiply, Divide, Floating Point Add, Floating Point Subtract,
Floating Point Multiply, Floating Point Divide, And/Or. While
this is a relatively small number of instructions, it is felt that
these 15 instructions would comprise approximately 95 percent
of the instructions in a typical scientific program.

Simulation Results

FRESEOm

Some typical simulation results are shown in Figures 5 and
6. The instructions used in these simulations were those men-
tioned in the preceding paragraph. Within each task the mix of
instructions were distributed in a fashion which approximates

the Gibson mix (4).
Figure 5 shows a direct comparison between an overlapped

and non-overlapped instruction stream with various degrees of
memory conflict. This figure illustrates that an overlap in-
struction stream is about 37 percent faster than a non-overlap
instruction stream, if there is no memory contention. Howe ver,
as more than one processor attempts to utilize the same memory
module, any advantage of instruction overlap is quickly forfeited.
Figure 6 depicts the results of running 15 tasks (6254 in-
structions) in a multiprocessing mode on four processors, with
and without instruction overlap. Nine memory modules were
assumed, and some degree of memory conflict was experienced.
As can be seen from this figure, the instruction overlap pro-
cessors consistently finished their tasks ahead of the non-over-
lap processors. This means that, with the same speed of in-
ternal components, the overlap instruction processors appear
to be over 30 percent faster than the non-overlap processors.
These results show that in general, the instruction overlap
feature can be expected to yield a significant improvement in
processor execution speed if a moderate amount of memory
contention is experienced. Only under severe memory conten-
tion does the single instruction stream processor speed approach
that of the processor with instruction overlap.
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EXECUTIVE SYSTEM SIMULATION

A major factor to consider in evaluating the performance
of a computer system is the degree to which performance is
influenced by the system executive, This effect can often be
measured in an existing system by using hardware and/ or
software monitors to gather statistics on variations in system
performance induced by changes in executive parameters or
algorithms, (5),(6). However, the problem of predicting the
effect on performance of an executive for a system being design-
ed requires that some other technique, such as simulation, be
employed. A simulation model was developed to study the
ARMMS performance under various assumptions pertaining to
facility allocation procedures task priority schemes and the
time required by the BOSS hardware to execute ACES, the soft-
ware component of BOSS.

Executive Simulation Model

The major model components and the principal activities
simulated are illustrated in Figure 7. When simulated time
reaches a task start time, that task is created, its attributes are
assigned values, and it is entered into the system where it places
a request to be dispatched. When this request is acknowledged by
ACES (either immediately or after waiting in the EXEC queue if
another request is being processed), the dispatcher module
determines whether:

1. Sufficient resources are available to place the task
in execution;

2. Available resources plus resources obtained by
preempting lower priority tasks will meet the task
resource requirements; or

3. Neither 1. or 2. is true.

The time increment T required for the dispatcher to
accomplish its function is calculated as a function of a number
of input parameters and the next event (initiate task after 1.,
preempt another task after 2., place the task in the facilities
queue and process the next ACES request after 3.) is scheduled
at current time plus T.

If the dispatcher module determines that either 1. or 2.
is true, ACES continues processing the current task until the
initiation module places the task in execution, at which time
the next ACES request will be honored. Once a task begins
execution, it will be interrupted only if it is a preemptable task
and is preempted by a higher priority task, in which case it is
placed back in the facilities queue to await another dispatch.
When a task completes execution, it requests that it be terminat-
ed by the terminator module; again the task request may be
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queued if the executivé is busy.

The principal inputs to the module are task attributes, the
number of CPU's and IOP's in the system, and timing data used
to determine how long the various ACES modules require to per-
form their functions. Random functions are used to produce the
task inter-arrival pattern and to assign the task attributes.
ACES timing data are based on the criticality and type of task
being processed and reflect the number of instructions which
must bé executed to perform the ACES logic as well as the speed
of the BOSS hardware executing ACES. Module output consists
of utilization statistics for the CPU's , IOP'g, and the major
ACES modules and statistics showing the average time spent in
the system for various classes of tasks.

Baseline Simulation

A baseline simulation was performed using instruction
execution estimates for the ACES timing as shown in Table 1.
Workload parameter values were based upon a mission analysis
profile of space missions for which the ARMMS would be a suit-
able onboard data processing system. (1) Instruction execution
estimates for ACES were obtained from flowcharts provided by
the software designer.

A number of deductions concerning the match between the
workload and the system as well as the relationship between
system performance and ACES can be drawn from the baseline
simulation statistics shown in Table 2. Note that the dispatcher
module was active almost 40% of the time, a factor influenced
by the average facility queue contents of more than 46, These
results suggest that a more efficient or faster dispatcher design
should be explored to accommodate large queues for facilities.

Figure 8 graphically displays the average time spent in the
system, in excess of the average processing time, as a function
of task priority, criticality and type. Note that TMR tasks of
all types encountered the longest delays in the system with full
processing tasks being delayed longer than either limited pro-
cessing or I/ O tasks.

It is clear from the Task State Statistics (average number
of tasks in queue and average number of active tasks) that the
baseline system is inadequate for the workload being imposed
upon it, Based upon the average task inter-arrival time of two
milliseconds and the average task execution time of five milli-
seconds, an average of approximately 2.5 active tasks must be
maintained if the system is to accommodate the workload with-
out queue build-ups; approximately 15 percent more than the
2.21 average maintained in'the baseline simulation. The
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average CPU and IOP utilization maintained in the baseline in-
dicate that perhaps changing the ACES logic and/ or speeding up
ACES execution would provide an adequate system without having
to increase system hardware. The following paragraphs discuss

a series of simulations designed to investigate system performance
improvement induced by such changes in ACES,

Other Simulation Results

Some results from five simulations are presented in Table 3
where they are ranked in order of improvement over the base-
line simulation; improvement being measured as increase in the
average number of active tasks (or alternatively, as the decrease
in lapsed time for the simulation where lapsed time was measured
from the time the first run entered the system to the time the
last run terminated).

Run Priority Raised After 50 Milliseconds in System--In this
simulation, a simple deadline scheme was implemented in which
the priority of a task was incremented by ten if it had not been
dispatched within 50 milliseconds of its entry into the system.
The average number of active tasks rose to 2,34, approximately
a six percent increase over the baseline, indicating that per-
haps a more sophisticated deadline scheme would yield additional
performance improvement. It was assumed that this deadline
scheme could be implemented without any increase in ACES over-
head, an assumption which might be unrealistic if a more sophis-
ticated scheme were used.

All EXEC Times Equal Zero--The purpose of this simulation was
to determine whether it was possible to speed up the executive to
such an extent that the workload could be accommodated, a test
accomplished by exercising a model option which sets all the
executive timing parameters to zero. Results from this simula-
tion show that, while system performance may possibly be im-
proved up to 7.7 percent by making ACES faster, this technique
alone will not give the performance improvement needed,

Priority a Function of Criticality--The graphs in Figure 8 show
that among the various task types the longest delays are en-
countered by low priority TMR tasks. In this simulation, a
priority scheme was implemented to see if special consideration
to TMR tasks would not only alleviate this condition, but would
increase overall system performance. Task priority in this
simulation was given by
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P=P +10%C
where
P! is baseline priority
and
1 for simplex tasks
C= 2 for duplex tasks
3 for TMR tasks

This priority scheme not only improved system performance by
eight percent, but changed the task delay pattern to that shown

in Figure 9. It is not surprising that with this priority scheme
duplex tasks encounter the longest delays since a duplex task
cannot be executed if a TMR task (now having the highest priority)
is active but a simplex task can be executed.

Priority a Function of Criticality and EXEC Time Equal Zero--
This simulation combined the changes incorporated in the two

previous simulations and showed an improvement in performance
of approximately 13 percent, providing a system which was
adequate for processing the given workload. Admittedly this
simulation is unrealistic with respect to the zero executive
assumption, but it indicates that perhaps an optimum scheduling
strategy exists which, when combined with optimum executive
code, will allow the baseline hardware configuration to process
the baseline workload.

Five CPU's and Five IOP's--In this simulation, an additional
CPU and IOP were added to the system hardware to yield a
system which is more than adequate for the baseline workload
(note average queue contents and facility utilization). It is
interesting to note that even in this system, which has consider-
able slack resources, the pattern of delay by task type estab-
lished in the baseline simulation still prevails, although the
magnitudes of the delays are naturally smaller. This is illu-
strated in Figure 10 which shows that low priority TMR tasks,
especially full processing TMR tasks, still have significant
delays when compared to the other task types.

The results discussed in the preceding paragraphs led to
the following conclusions and recommendations pertaining to
the ACES design.

1. System performance is as sensitive to the ACES
logic as to the execution time of ACES.
2. Full processing stream concept should be reviewed.

3. Some special consideration may be necessary when
scheduling TMR tasks,
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4. If large queue build-up is anticipated in an ARMMS
mission, more efficient queue search logic than is
currently planned should be implemented.

5. Some sort of dynamic priority assignment or task
deadline scheme may be required to assure timely
completion of critical tasks.

The ACES designer concurred with recommendations 2. and 4, ,
dropping the full processing stream concept from the ACES
design and altering the queue search logic of the dispatcher to
provide a more efficient and quicker method for finding the
highest priority dispatchable task.

CONCLUSIONS

Simulation has proved to be an effective means for evaluat-
ing both hardware and software design concepts being consider-
ed for the Automatically Reconfigurable Modular Multiprocessor
System (ARMMS). The instruction execution model demonstrat-
ed that implementing an instruction fetch overlap feature in the
ARMMS processors could provide a significant immprovement in
processor speed., Results obtained with the ARMMS executive
system simulation model identified areas in the system software
where changes would improve overall system performance.
These results would have been difficult to obtain without the use
of simulation.
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PARAMETER INSTRUCTIONS
NAME DESCRIPTION REQUIRED
FCHK TIME TO DETERMINE WHETHER FACILITIES 6

ARE AVAILABLE
PCHK TIME YO CHECK FOR POSSIBILITY OF 0-4
PREEMPTION
TABS TIME YO SEARCH FOR AVAILABLE 24-%
CONFIGURATION
TABUP TIME TO UPDATE TABLES AFTER FACILITY 2
ACQUISITION
CNFiG TIME TO ESTABLISH s
CONFIGURATION
MNPRI TIME TO CALCULATE LOWEST PRIORITY TASK 0-20
WHICH CAN PREEMPT
INITH TIME TO INITIATE TASK 5
(FIRST DISPATCH)
RELOD TIME TO INITIATE TASK WHICH HAS BEEN %
PREEMPTED
TERM TIME TO TERMINATE TASK %-60
PRTM TIME TO PREEMPT TASK 35-45
Table 1- Executive Timing Parameters
Facility Usage Statistics
TYPE NUMBER AVERAGE AVERAGE
USERS TIME/USE(MSEC) UTILIZATION (%)
cey 3649 373 76.0
o 2680 8,101 753
STATISTICS EXECUTIVE USAGE
NUMBER AVERAGE AVERAGE
MODULE USERS TIME/USE( u $EC) UTILIZATION (%)
DISPATCHER 70,573 25 7
PREEMPTOR 410 130 14
INITIATOR 2,487 2 1K}
TERMINATOR 2,000 ®0 3.8
TASK STATE STATISTICS
STATE  MAXIMUM NUMBER AVERAGE AVERAGE TIME
CONTENTS ENTRIES CONTENTS IN STATE (MSEC)
ACTIVE 3 2487 221 4.024
FACILITIES 122 48130 4.03 3.060
Queue

Table 2 —Statistical Summary of Baseline Run
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EXEC TIME | LAPSED TIME | CPU/IOP | AVG. NO. | AYG. NO,
RUN DESCRIPTION (SECONDS) (SECONDS) | UTILIZATION (%) | ACTIVE |IN QUEUE

BASELINE 2014 45% 76.0/75.5 i 55,1
RUM PRIORITY RAISED AFTER 50
RUN PRIGRITY RAISED oF e wars 79.2/70.6 234 X
ALL EXEC TIME EQUAL ZERO 0 203 780/M.4 2.3 06
PRIORITY A FUNCTION OF CRITICALITY 1357 4196 0.3 29 %.0
PRIORITY A FUNCTION OF CRITICALITY
AND EXEC TIME EQUAL ZERO . 4006 72723 250 .6
§ CPU'S AMD § 10P"S m wr a6 w8 24

Takle 3 — Comparison of Simulator Run Statistics
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DEVELOPMENT OF A STOCHASTIC SIMULATION MODEL
FOR PERFORMANCE EVALUATION

E. Gordon and P. G. Freese, Aerojet ElectroSystems Company,
Azusa, California

ABSTRACT

Simulation played a vital role in the evaluation of the
performance of an extremely accurate attitude
determination system before it was built and flight
tested. This attitude determination system uses a
high-sensitivity star sensor., The sensing element
is an electron multiplier phototube which responds to
incident radiation within a few nanoseconds, This
system, with time constants dispersed over more
than ten orders of magnitude, was simulated using a
set of programs in which the effects derived from
the shorter-time constant simulations are explicitly
represented in the next model up. This paper
describes the development of a representation of the
stochastic effects in a manner usable for the models.

INTRODUCTION

Aerojet ElectroSystems Company has developed a high-
accuracy attitude-determination system for space applications,
The system contains a high-sensitivity star sensor and related
electronics on board the spacecraft, producing data which is
processed on the ground to accurately determine the attitude of
the spacecraft, This paper addresses the development of simu-
lation models used to demonstrate feasibility and evaluate the
performance characteristics of the techniques being developed
before the system was built and flight-tested. Since the develop-
ment of the simulation paralleled the development of the hard-
ware and software, early simulation results provided useful
guidance for the detailed design.

The basic sensing element of the star sensor is an electron
multiplier phototube, The response of the phototube to star sig-
nals is transmitted to a ground station for processing without
significant loss in accuracy. In the ground data processing, the
information received regarding star sightings is compared with
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predictions based upon the accurately known star locations in
celestial coordinates to determine the orientation of the space-
craft. The essential functions which must be performed by the
attitude-determination system are summarized in the following
subsections,

Functions Performed On Board the Spacecraft

The star sensor contains a sun shade, a sun sensor and
shutter, an optical assembly, a reticle, a phototube, and elec-
tronics., The optical assembly collects and focuses the light
from stars onto the surface of a reticle, The sun shade attenu-
ates the stray reflections of sunlight within the optical assembly
so that stars can easily be detected in the data generated when
the sun is not close to the field of view of the optical assembly.
The sun sensor provides a signal which causes the sun shutter to
close when intense light from the sun can reach the phototube.

Only the light from stars whose focused images fall on a
slit in the reticle interact with the light-sensitive cathode of the
phototube, The probability that a photon will cause the photo-
cathode to emit an electron is called the quantum efficiency and
it is dependent upon the wavelength of the photon, The emitted
electron is multiplied in the phototube by secondary emission
each time an electron interacts with a dynode. The overall gain
of the electron multiplication process in the phototube used is of
the order of one million, Because of the rather short duration
{tens of nanoseconds) of the anode pulse resulting from the elec-
tron multiplication process, a modest amount of additional sig-
nal gain in the star-sensor electronics is sufficient to produce a
signal from a single emitted electron which is readily detected
in the electronics and converted into a normalized output pulse,
To simplify the terminology, each anode pulse due to an electron
emission from the photocathode is called an event,

The number of normalized output pulses occurring in an
interval (called a count cycle) of 140 microseconds duration is
determined and the resulting count values are transmitted to the
ground for processing, The system was designed based upon a
star of sufficient intensity to cause events to occur at an average
rate of two hundred thousand per second, i.e., one per five
microseconds on the average. Because this average interval
between events is long compared to the duration of typical anode
pulses, it was possible to make performance and design analy-
ses without getting bogged down by the complications resulting
from the interactions in the electronics due to individual events.
However, the system performance must be evaluated and

252




demonstrated over the full range of star intensities of interest.
The brightest star, Sirius, was expected to yield an average
rate sufficient to make the average time between events compar-
able to the anode pulse duration. Several planets are brighter
than Sirius, yielding even lower average times between pulses,
The Model discussed in the following section was developed
to simulate the consequences of the interactions between events
in the star-sensor electronics, The initial purpose of this simu-
lation model was to evaluate the possible need for higher fre-
quency electronic components in the star-sensor electronics and
in the pulse counter, and for refinements in the design to modify
its response characteristics when exposed to the light from
bright stars, Hence, this simulation was available and the
results had been analyzed when the effort to develop an "end-to-
end" simulation was initiated, It was clear that costs would be
prohibitive if the "end-to-end" simulation included an explicit
simulation of the individual events, even at the simplified level
of representation used in the Nanosecond Regime Model, One
simulation, which represented only one millisecond for the
brightest star, had one hundred thousand events and consumed
ten minutes of computer time, Fortunately, the single run at
that intensity was sufficient to provide the information required
for the analytical model of the Nanosecond Regime Model results,

Functions Performed in Ground Processing of the Data

The ground processing of the data starts with the receipt of
the data telemetered from the spacecraft, The star-sensor data
are separated from the rest of the data stream in a preprocessor
which extracts candidate star sightings, The candidate star
sightings are extracted from the data stream by the use of a
threshold which is dependent upon the average background level,

The star candidates are transferred from the Preprocessor
to the computer via a selector channel, The same data channel
also contains timing information from which the time of each
sighting can be calculated. Since most of the star candidates are
background phenomena or dimmer stars not in the star catalog
used for attitude determination, most of the candidates are re-
jected in the computer processing which edits the data. The
edited, sighting-time data are the inputs to the Kalman filter
which estimates the attitude of the spacecraft.

When the simulation effort described in this paper was
initiated, a rudimentary version of the filter had been imple-
mented and was undergoing preliminary development testing.

For these tests, star sighting times were computed based upon
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the star-sensor reticle geometry undergoing motions determined
by a spacecraft dynamics simulator, The dynamics simulator
represented both the motion of the center of mass of the space-
craft as well as the orientation variations typical of the attitude-
control system,

Preliminary analyses of the requirements for the Per-
formance Evaluation Simulation Model quickly led to the conclu-
sion that the primary objective was the determination of how well
the filter could follow realistic spacecraft motions. The details
of the dynamics simulation were of secondary importance and
there was no need to improve on the dynamics simulation avail-
able. The much more critical question was the effect of the
rather complicated stochastic properties of the star sighting and
background data on the depeundability and accuracy of the space-
craft attitude determined by the filter, The attitude variations
being estimated can be described in terms of time constants of
the order of a minute superimposed upon longer-term alignment
changes and orbital motion,

The full range of time constants which must be considered
in the Performance Evaluation goes from phototube anode pulse
durations of a few nanoseconds through the spacecraft attitude
dynamics with time constants as long as hours, The development
of the simulations which provided the needed results is covered
in this report, Because the more slowly varying conditions can-
not change significantly in the brief time span encompassed in
the Nanosecond Regime Model runs, the model development
effort did start with the Nanosecond Regime Model and developed
summary relationships useful for the longer time scales.

NANOSECOND REGIME MODEL

There is a non-zero dispersion of secondary electron
arrival times due to the variations in the paths the electrons
travel and in the details of the electron multiplication process.
The dispersion was reported as 10 nanoseconds in Reference 1,
and it represents the minimum event duration (anode pulse width)
physically possible, The non-zero capacitance in the phototube
output wiring and limitations on the frequency response of the
output electronics would tend to increase the effective pulse
width, The general characteristics of the star-sensor electron-
ics are such that when events are more than 200 nanoseconds
apart, the circuitry can easily respond to each event separately.
As the events get closer than the time required to handle one
event, some of the events will be ignored, The baseline design
is able to accept another event 100 nanoseconds after the
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preceding event is accepted, One question which the Nanosecond
Regime Model simulation addressed was the general signal-
response characteristics of the baseline circuitry and the effect
of exercising some of the design options available.

The logic of the simulation is summarized in Figure 1.
IBM's General Purpose Simulation System (GPSS/360), described
in Reference 2, was used; it is convenient for models which in-
volve moderately complicated interactions between independent
stochastic events, Generation of photons as the result of a
Poisson process {(characterized as a stochastic process with a
constant expected number per unit time) is handled by a single
GPSS generate block, The background caused by high-energy
(cosmic) protons and (Van Allen) electrons can also be charac-
terized by a Poisson process, Initially, the quantum efficiency
of the phototube was modeled using the GPSS conditional transfer
block where one minus the quantum efficiency was the probability
that the processing of that photon would be terminated., The
computer overhead involved in generating and terminating many
simulated photons which were terminated without producing use-
ful information was found to be significant, The simulation was
more cost-effective when the generation rate corresponded to
electrons emitted by the photocathode,

The counter tested in Block 6 is reset for 100 nanoseconds
after acceptance of one anode pulse before it is ready to accept
another anode pulse, As indicated in Figure 1, either source of
pulses can set the counter, Then, pulses from either source
cannot get through until the delay is completed. Blocks 2, 5, 10
15, 20, and 25 are used to generate and output statistical in~
formation required for the analysis of the results without having
any direct physical counterparts. The logic as shown is for the
hypothetical case in which the anode pulse duration is zero, The
effect of anode pulse duration was evaluated by adding logic in
place of the termination Block 7 to allow for the possibility that
the delay is completed after the anode pulse starts, but before
the pulse ends,

In the simulation, the basic time interval used by GPSS as
the clocktime increment was equal to 2 nanoseconds of system
time. Therefore, the count-cycle duration was 70,000 clock
times. Typically, five count cycles were simulated at each con-
dition to provide an estimate of the standard deviation in addition
to the mean value for each parameter calculated, For most of
the simulations, the background expected count rate was one
pulse per 20 microseconds, A few cases were run with back-
ground levels of five pulses per microsecond,
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The effect of anode pulse duration determined by the simu-
lation is presented in Figure 2, The number of events which do
not produce normalized output pulses is indicated by the differ-
ence between the number of events (photons interacting with the
photocathode and causing the emission of an electron) and the
value from the response curve for the event-duration considered.
For example, with an event duration of 10 nanoseconds, any
event starting within the last 10 nanoseconds of the delay shown
in Figure 1 would cause an output pulse when the delay is com-
pleted, A detailed analysis of the results demonstrated that the
ratio of events to outputs, x/y, was equal to the sum of x(X3/X6)
and D, a function of the above probability, where X3 is the delay-
interval duration, X6 is the count-cycle duration, and x is the
expected number of events per count cycle, For values of x less
than 2000 events per count cycle, it was found from the simula-
tion results that

D=1-5.5c¢cx

where ¢ is the event duration expressed in milliseconds. Hence,
the output count rate,

y = x/(1 + EC#x)

where EC is the electronics coefficient equal to (X3/X6) - 5.5 c.

The curves shown in Figure 2 are based upon the above
relationship for values of x less than 2000 and the smoothed re-
sults for x greater than 2000,

At the very low event rates, the standard deviation of the
output count rate from its expected value should have the square
root relationship typical of Poisson processes, The results of
simulations were consistent with the anticipated square root
relationship until a maximum value of 15 was reached, there-
after decreasing to zero as the saturation effect indicated in
Figure 2 was approached,

The most important result of the studies with the Nanosec-
ond Regime Model was the demonstration that the delay interval
duration, X3, had little effect on the amplitude resolution, i.e,,
ability to distinguish a relative change in the event rate for the
star intensities of primary interest. This result supported the
adequacy of the baseline design since the important performance
parameters could not be significantly improved by any reason-
able changes in frequency response characteristics in the star
sensor electronics or in the output pulse counter.
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Validation of the simulation involves consideration of de-
bugging and verification of the computer program as well as the
adequacy of the simulation model to represent the phenomena of
interest. Debugging and verification of the computer program
was expedited by the fact that the analyst was conversant with the
simulation language so that the programming details were
checked by both the analyst and the programmer., Further verifi-
cation was provided by consistency of the results with simplified
analyses for limiting cases, It was apparent that the simulation
was a highly simplified model of the processes which occur in
the star sensor and its electronics, It was anticipated that a
more detailed model would be required to cover anode pulse
amplitude variations and pulse shape variations, However, when
the results demonstrated that pulse duration had little effect
within the range of interest, it was obvious that the cost of
developing an improved model was not commensurate with the
very limited benefits,

The most important result from the perspective of the
"end-to-end" simulation was the finding of a relatively simple
relationship between event rate and expected output rate for the
star intensity range of primary interest, This relationship could
be used on a much slower time frame such as the Microsecond
Regime Model,

MICROSECOND REGIME MODEL

The Nanosecond Regime Model is primarily concerned
with the relationship between light intensity expressed in terms
of the expected rate of electron emissions from the photocathode
(events) and the statistical properties of the number of counts
that would be output by the star sensor electronics per count
cycle, The Microsecond Regime Model generates a stream of
count values simulating the output from the star sensor. The
expected event rate is the sum of the consequences of

1. Thermal or self-emission of electrons by the photo-
cathode and first dynode

2, Interactions with cosmic rays and solar flare protons

3, Bremsstrahlung from trapped (Van Allen) electrons

4, Star signals used for attitude determination

5. Other star signals including unresolved star back-
ground

6. Sunlight scattered or reflected by attitude-control-

jet effluent and space debris.
The actual number of pulses output by the electronics de-
pends upon the expected event rate and the relationships derived

257



from the Nanosecond Regime Model, The operations within the
Microsecond Regime Model can be partitioned into those involved
in determining the expected event rate and those involved in
determining the count value which will reach the ground station
for processing, Longer-term considerations determine where

in orbit the spacecraft is at each count cycle, and which portion
of the celestial sphere is being scanned. The information is pro-
vided to the Microsecond Regime Model in terms of which stars
are going to be sighted, the intensity of the signal received, and
the time at which the star image impinges on each of the slits in
the reticle.

Of the six sources of events, only the first one has station-
ary statistical properties, All that is required to represent the
thermal emission of electrons by the photocathode is the specifi-
cation of the expected emission rate, The high-energy-particle
radiations are characterized in terms of two-level Poisson
processes, The higher-level process is the arrival of high-
energy particles, with a time between particles for the protons,

TNP = -SP 'm RU

where SP is the expected number of count cycles between parti-
cle arrivals and RU is a random number selected from a distri-
bution uniform over the interval zero to one. Note that each
time the symbol RU appears, a new sampling from the uniform
distribution is selected by a pseudo-random-number generator,
A similar expression applies for the time between high-energy
electrons, TNE, based upon EP, the expected number of count
cycles between electron arrivals,

Although the expected rates of arrival of high-energy par-
ticles do exhibit variations with time, the time constants for
solar flares and trapped electrons are on the order of hours,
The value of SP and EP could have been left unchanged through-
out a simulation run, For increased generality, a gradual
change in these expected times between particle arrivals was
provided by the FORTRAN expression

SP = SP(l.0 + PO*xMDT)

applied whenever a star sighting is processed, where MDT is
the number of count cycles since the last star sighting and PO
is the relative increase in the expected time between expected
particle arrivals per count cycle, A similar expression applies
for EP within the parameter EO in place of PO,
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Each arriving particle activates a portion of the star sen-
sor near the photocathode, causing a prompt emission of photons
followed by a decaying rate of emission as the activated material
returns to its normal state (see Reference 3). The expected con-
tributions to the event rates, RP, and due to protons, due to
electrons RE, are time varying. The model used is based upon
an exponential decay, with a time constant set by an input param-
eter, It was assumed that, within each count cycle, the variation
was small enough so that the average expected rate could be used
without worrying about second-order effects due to variations in
the expected rate from the average within the count cycle, The
exponential decay is computationally convenient since all that is
required is a multiplication of the expected event-rate contribu-
tion for one count cycle (e.g., RP) by a factor, DP, which is
one minus the decay effect, to determine the expected contribu-
tion for the next count cycle if no new particles arrive, It was
assumed that the initial responses (PN and PE, respectively)
due to a newly arrived particle were the same for all particles
of a given type. However, that was later changed to an initial
contribution selected from an exponential distribution,

ARP = -PN /n RU

or

ARE = -EN fn RU

to allow for the energy variation of the particles when it was
found that this variation had a significant effect, The effect of
scattered sunlight is represented by an exponentially increasing
background contribution until a plateau is reached, followed by
an exponential decay.

FORTRAN is the language used for the Microsecond
Regime Model and all of the subsequent models, FORTRAN was
selected since GPSS would have been inconvenient for the star
signal representation, One complication arose when very low
expected rates were simulated. Since the expected contribution
is decreased by applying the factor for decay, when the expected
particle arrival rate was much less than one per one hundred
count cycles, the expected contribution could get smaller than
the smallest positive number normally represented by floating
point 10'78, producing underflows and consequent diagnostic
messages, .

The star-sighting-time information was generated by a
companion model, This model used a simulation of the dynamics
of the spacecraft and the attitude control system to select the
stars to be sighted, and when they will be sighted, from the
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Smithsonian Astrophysical Observatory (SAO) catalog available
on magnetic tape., This companion model is outside of the scope
of the simulation described, It includes provision for represent-
ing alignment changes between the star sensor and the rest of
the spacecraft, as well as the reticle slit geometry including
deviations from nominal, In the processing of each star signal
to be used for attitude determination, the Microsecond Regime
Model determines the relationship between computed sighting
time and computed count-cycle start times., The portion of the
star signal expected to occur in each of the count cycles contain-
ing the star signal depends upon this relationship as well as the
image quality of the optics, The possibility of overlapping star
signals is handled by having the allocations and sighting times
for the next two star sightings available,

Background contributions are made by stars which are too
dim to be handled on an individual basis, plus intermediate
brightness stars which do require individual representation,
Initially, the intermediate stars were obtained by carrying the
SAO catalog two visual magnitude values beyond that of the stars
used for attitude determination, This extension of the star cata-
log consumed more computer time than desired, and the simpli-
fied representation of pseudo-random intermediate brightness
stars was added, based on the assumption that the image spot
size is zero, The interval between intermediate brightness
stars, TND, was determined from an exponential distribution in
the same manner as that used for particles,

The contributions of dim and intermediate brightness stars
were varied, with a portion of the celestial sphere being scanned
to allow for the nonuniform distribution of stars. For the dim
stars, the expected contribution was varied; for the intermediate
brightness stars, the expected interval between stars was varied

The expected event rate in any count cycle was the sum of
the expected values for each of the sources. Except when the
count cycle contained the signal from a bright star, the expected
output count was determined by applying the nonlinearity rela-
tionship derived from the Nanosecond Regime Model, With
bright stars, the rate of variation in intensity within a count
cycle could be significant and the correction for nonlinearity was
adjusted for the rapid variation, A random variation sampled
from a normal distribution, with standard deviation equal to the
square root of the expected value, was added to represent the
stochastic variation effect from the Nanosecond Regime Model.
If the expected value was more than 225, the standard deviation
used was 15. This deviation was used to approximate the com-
plicated behavior of the standard deviation when the events
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frequently interfered with each other in the star-sensor elec-
tronics,

Telemetry transmission errors cause the data value re-
ceived to be uncorrelated with the value sent, The occurrence of
these errors was represented by a Poisson process, with time
between errors equal to -TE fn RU, where TE is the expected
number of count cycle between error, The value in error is
equal to 4095 * RU to represent a randomly selected 12-bit value,

MILLISECOND REGIME MODEL

The Millisecond Regime Model differed from the Micro-
second Regime Model only in the omission of the background
which was not in the neighborhood of a star used for attitude
determination, The output desired from the model was the
stream of data that the preprocessor would select as star candi-
dates, based upon exceeding the threshold applied, Thus, false
outputs were added to represent threshold exceedances due to
background sources,

The representation of star signals and telemetry errors
was the same as the Microsecond Regime Model, The repre-
sentation of the effect of particle radiation was also the same
after the first count cycle contributions from electron and proton
radiation. The primary difference between the Millisecond
Regime Model and the Microsecond Regime Model is the absence
of the previous history, since the count cycles between star sig-
nals were not simulated, This omission is computationally
important because less than 1 percent of the count cycles have
contributions from star signals used for attitude determination,

Results for background radiation obtained from simula-
tions made using the Microsecond Regime Model were analyzed
to determine the distribution of peak expected contributions.
This peak represents the last particle arrival prior to the star
signal. The model then applies a decay for the elapsed time
selected from an exponential distribution between the peak value
determined and the first count cycle containing the star signal.

The possibility that the star signal would not exceed the
threshold applied by the preprocessor was represented by apply-
ing a threshold equal to the expected background value, plus a
random variation representative of the measured average back-
ground determined by the preprocessor, plus an increment
applied within the preprocessor,
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LONGER-TERM MODELS

The above models were the primary sources of data used
for testing the Preprocessor and for testing the software
developed to process the data telemetered from the spacecraft,
Other studies (including the effort developing the Kalman filter
implementation) for determining attitude used only small por-
tions of the data processing software. Therefore, these studies
had to be provided with inputs equivalent to those which the atti-
tude determination portion of the computer program under devel-
opment would use,

The Millisecond Regime Model provides sets of count
values representing the signals from star sightings and noise,
whereas the Kalman filter used for attitude determination actu-
ally receives sighting times of identified stars, The editing of
the data to reject background noise exceeding the threshold
applied, and to identify the star signal, is performed by logic
preceding the filter, The filter handied only sighting times for
identified stars, A Second Regime Model was developed based
upon results from Microsecond Regime Model and Millisecond
Regime Model simulations, Logic was added to calculate the
sighting time that the program would determine from the count
values provided. Mean and standard deviations were determined
over a range of background conditions and star intensities,

For studies of boresight techniques used to evaluate the
alignment between the primary sensor and the satellite reference
frame defined by the attitude determination process, the more
important time constants are on the order of hours, Thus, itis
uneconomical to base the simulations on individual star sightings,
Instead, the statistical characteristics of deviations from the
"known'' attitude that was simulated were determined from analy-
ses of the results of the Second Regime Model studies, These
statistical variations were the basis for the boresight studies,
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\ CONTAMINATION CONTROL IN SPACE SIMULATION CHAMBERS
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ABSTRACT

Protection of sensitive vehicle surfaces during space

simulation tests requires that the chamber be clean.

Various methods of cleaning are considered. Cleaning
‘ is a progressive process; the methods must be altered
! as cleanliness improves. If an inappropriate method
‘ is used, varnish residues may form. Experience with
i vacuum outgassing & 39 ft. diameter space chamber is
‘ reviewed. It is shown that acceptably low contamina-
tion rates may be achieved with the present state-of-
the art. Possible future developments are discussed,
including the use of fluorocarbon pump oil, and clean-
ing with atomic oxygen.

| INTRODUCTION

The customers of a space simulation laboratory are fre-
quently concerned that their space vehicles mey be damaged
by contaminastion during test (References 1 and 2), For
example, the reflectivity of optical components, and the
sbsorptance/emittance characteristics of thermal coatings
can be significantly changed by material deposited during tests.
\ Warm material under vacuum can be transferred to the vehi-
lele in a direct line of sight. During normal operation the cold
shroud condenses and holds any material, thus preventing con-
tamination; however, some small warm surfaces may be present:
€e.g., infrared arrays, ionization gage filaments, or observa-
| tion windows. Also, during the chamber-pumpdown shroud-cool-
ing operation, and during the inverse warmup and backfill
| operation, it is possible to transfer contaminants. It should
be noted that significant transfer from one part of the space
vehicle to another may also take place (References 3 and 4).

Another way for material to be deposited in the space
vehicle is through abnormal operations or accidents in the
roughing or diffusion pumps. These can cause massive back-
streaming, even though no measurable backstreaming is usually
observed during normal operation (Reference 5). Although the
'rigk of these accidents is very low, the potential damsge must
be considered.
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The operator of a space simulation facility is, of course,
responsive to the needs of his customers. He must not only
operate the facility to minimize any contamination, but also
must present convincing evidence that contaminetion flux levels
are acceptable. In addition, parts of the facility such as
solar optics may be damaged by films of contaminant. Thus, the
customer and the operator have a strong mutual interest in
reducing contaminant flux.

Space chamber operations differ significantly from those of
conventional vacuum chambers. Installation of a space vehicle
is a complex mechanical operation. It creates a certain back-
ground of contamination, no matter how clean the chamber. The
amount and constituents of this installation contamination is
an interesting subject for further study. Another difference
from conventionel vacuum chamber operations lies in the rela-
tive unimportance of total vacuum level and of the common out-
gessing constituents - 0, N,, etc. On the other hand, there
is always great concern sbout specific contaminants, such as
pump oils, or materials from previous spacecraft.

Many approaches are used to safeguard the space vehicle,
Critical areas are shielded with remotely actuated covers. A
purge of clean gas may protect the vehicle; timing of purge
shutoff and shroud cooldown is optimized to aveid any unpro-
tected interval. However, to supplement these methods of
protection, it is important that the chamber be clean, that
the flux of contaminating molecules be acceptably low, and that
the risk of contamination be acceptable even if worst-case
mishaps occur.

This paper discusses the steps that may be taken by the
facility operator to minimize contamination flux levels and the
rigks of contamination. It is desirable for the plan to bve
flexible enough to provide either adequate cleanliness at mini-
mun cost, or to reach extreme cleanliness with extra operations.

The generalized approaches to cleaning a space chamber are
listed in Table 1. These are arbitrarily divided into basic
methods, which are those immediately available to most facili-
ties and improved methods, which usually cannot be implemented
without some special effort.
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Teble 1
CLEANING METHODS

BASIC METHODS - immediately available at most facilities
Washing - Sweep, Brush, Vacuum
- Water, Steam, Detergent
- Solvents

Vacuum Outgassing - Vacuum Soek

Transient Flow Outgassing

Transient Flow Outgassing with gas purge

Molecular Flow Outgassing

Elevated Temperature, with any of above

IMPROVED METHODS - usually require special effort to implement

Energized Surface - Shock, Vibration, Gas Jets

- Hesting - RF Pulses
- Laser

Energized Molecules - Electron Bombardment
Ion Bombardment
UV Radiation - Solar Beam
Chemical Reaction - Atomic Oxygen

Preventive Methods - Perfluoroalkyl Polyether Fluid -
Diffusion and Mechanicel Pumps

- Porous Metal Screens over Pumps

- Material and Operation Selection
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BASIC METHODS OF REMOVING CONTAMINANTS - WASHING AND VACUUM
OUTGASSING

WASHING

Washing is necessary if large quantities of contaminant are
present. Vacuum outgassing a dirty chamber has been found to
leave on the wall a powdery residue, which rubs off and stains
clothes; this residue could be expected to be carried to a space
vehicle during installation operations. Contaminants can also
be converted into varnish-like polymer films by ultraviolet
(solar) radiation or electron bombardment (Rgference 6), or even
by hot surfaces &s low in temperature as 300°C. (Reference 7).
Cleanup is & progressive process that must start with a rela-
tively clean chsmber.

Relative merits of washing methods will not be discussed
here. However, there is an interesting question as to the
amount of contaminsnt that can be tolerated without washing
before proceeding with vecuum outgessing. Just how dirty can
the chamber be before washing is required? It would appear
that quantitative guidelines could be established; however, the
authors are not aware of any work on this point.

VACUUM OUTGASSING

In these methods, the conteminants are allowed to evaporate
from the chamber surfaces into some level of vacuum. The
vacuum serves to reduce the recondensation rate of contaminants
so that the effective evaporation rate increases as compared to
atmospheric pressure (Reference 8). The operation may be at
room temperature, or accelerated by heating,

One problem to be considered is the risk of spreading
localized contaminants throughout the chamber, especially into
small passages behind shrouds and shields. This problem is
more serious with low-vapor-pressure materials such as diffusion
pump oils. This is another reason for carefully washing the
charber before outgassing. Although no general solutions to the
problem are offered here, a number of specific small passages
have been analyzed. In all these cases, it was determined that
outgassing would reduce contaminant levels.

Variations of vacuum outgassing include vacuum soak, out-
gassing at transition flow conditions (with and without gas
purge), and outgassing at molecular flow conditions.

Vacuum Soak

The simplest outgassing method is a vacuum soak. The
chamber is roughed down, sealed, and left with pumps off. The
advantages of this method are primerily economic: laebor, equip-
ment operation costs, and material use are all zero during the
soak. The soak can be over & weekend, or for longer periods:
the MDAC 39-ft-diameter chamber (S-1) was once soaked for
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nine months, with excellent results, judging by the speed of
subsequent pumpdowns.

Soaking does not produce the most rapid cleanup, howevfﬁ, it
is surprisingly effective. In S-1 & nominal monolayer (10
molecules/cm®) over all internal surfaces, when desorbed jnto
the internal volume would raise the pressure by 4.6 x 107’ torr.
Many contaminants have vapor pressures substantially greater than
this figure, so that they move towards an equilibrium where most
of the material is in the gas phase. Even low-vapor-pressure
materials, such as diffusion pump oils (typically 10-9 to
10-10 torr) tend to diffuse out into the residual gas atmos-
phere (typically 1 to 100 microns, although a GN2 backfill in
the mm range may also be used). The cleanup progress can be
checked periodically by bleeding a sample through an external
mass spectrometer through a heated pipe. If appropriate, the
residual gas may be pumped off occasionally.

Outgassing at Transition Flow

In this method, the roughing pumps are used to continuaslly
remove residual gas, thus reducing readsorption of outgassed
molecules, and speeding the cleanup. The penalty is some
increased cost, for although these pumps mey usually be left
operating unattended, there is a cost involved in power and
maintenance. An additional consideration is the possibility
of backstreaming. This problem may be handled by careful trap-
ping in the roughing line, or by a gas purge.

The gas purge might also be considered as a method of out-
gassing in itself, As discussed above, evaporants from low-
vapor-pressure materials may be contained in & gas atmosphere,
thus accelerating the net removal process as long as the mean
free path remasins large. One possible way to ensure gas flow
sweeping behind shrouds and shields is to periodically vary
the purge pressure over wide (10:1) limits. This would avoid
high concentrations of contaminants in the small passage atmos-
phere. A problem to monitor with these methods is that the gas
purge itself may introduce contaminants which limit the ultimate
cleanliness.

A still faster variation of roughing pump outgassing is the
addition of cryogenic panels within the chamber. These condense
and concentrate contaminants for later removel by washing.

These transition flow methods are low in cost and effective
in cleanup., For the very low-vapor-pressure conteminants, they
appear to offer the most rapid cleanup, reducing the number of
desorptions before pumping. The ultimate cleanliness may not be
of quite as high a level as achieved with molecular flow out-
gassing. (The gas purge not only may introduce contaminants,
but also interferes with their measurement.) Considering the
contaminants introduced during installation of the test vehi