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#### Abstract

This repurt provides a final, comprehensive description of the navigation of Mariner 9 - the first U.S. spacecratt to orbit another plaret. The Mariner 9 navigation function included not only precision flight path control but also pointing of the spacecraft's scicitific instruments mounted on a two-degree of freedom scan platform. To the extent appropriate, each section describes the pre-flight analyses on which the operational strateg:es and performance predictions were based. The in-flight results are then discussed and compared with the pre-flight predictions. Post-flight analyses, which were primarily concerned with developing a thorough understanding of unexpected in-flight results, are also presented.
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# Introduction 

W. J. O'Neil

Mariner 9 is the first U.S. spacecraft in orbit about another planet. Launched from Cape Kennedy, Florida, on May 30, 1971, Mariner 9 achieved orbit about Mars on November 14, 1971, after a near-nominal interplanetary flight. The spacecraft transmitted approximately 54 billion bits of scientific data representing observations of Mars while in orbit, including over 7,000 television pictures. The mission ended on October 27, 1872, when depletion of attitude control gas resulted in loss of attitude stabilization and consequent loss of solar power and telecomsmunications.

This report describes the navigation of Mariner 9 , which included not only precision flight path control but also pointing of the scientific instruments mounted on a two-degree of freedom scan platform. Flight path control involved the determination of the spacecraft trajectory (classically referred to as orbit determination) and the design and execution of the propulsive maneuvers required to effect the necessary changes in the trajectory. Radiometric tracking data provided by the JPL Deep Space Network (DSN) were the principal data type used in the orbit determination process. During the Mars approach phase, optical tracking data were also used, but only on an
experimental basis. The optical data were obtained. by imaging the Martian natural satellites (Phobos and Deimos) against the star background with the spacecraft television system. The JPL Orbit Determination Program (ODP) operating in a Univac 1108 computer was the primary tool used in the orbit determination process.

The required propulsive maneuvers were computed with the JPL Maneuver Operations Program System (MOPS), which also operated in the 1108 computer. Each maneuver was defined by four "commendable" quantities, namely, the spacecraft roll and yaw turns required to achieve the proper thrusting attitude, the engine ignition time, and the velocity increment to be achieved. After translation of these parameters into command words, they were transmitted to the spacecraft by the DSN. A single, $1300-\mathrm{N}(300-\mathrm{lb})$ thrust, bipropellant, liquid rocket engine was used for all propulsive maneuvers.

Pointing of Mariner 9 's scientific instruments involved the design of the sequence of scan platform nrovements which would cause the instruments to observe targets specified by the science investigators. Generally, a sequence was designed for a single orbital revolution begin-
ning at apoapsis and ending at the following apoapsis. with the majority of observations made near periapsis, where the greatest resolution was achieved. The sequence desig, further involved the precise specification of the time at which each television picture was to be shuttered. The JPL. Planetary Observation Geometry and Science Instrument Sequence (POGASIS) Program operating in the 1108 computer was we principal tool used for seamen design. The observation requests made by the science investigators and a precise prediction of the spacecraft trajector; based on the aforementioncd urbit determination process were tl e principal inputs to the seque ce design process. The outputs were instr ment shutter times and the required positions of the scan platform.

Diariner $y$ mavigation was the responsibility of the Navigation Team within the Mission Operations System (MOS). The Navigation Team was functionally organized into seven groups. This report is similarly organized and represents the final report of the in-flight and post-flight activities of the Team. There is a direct correspondence between the Trajectory, Science Sequence Design, Maneuver, Interplanetary and Satellite Orbit Determination Groups and major sections of the $r$ eport. The activities of the Advanced Sequence Planning Group are included in the Science Sequence Design Section and those of the Optical Navigation Measurements Group in the Interplanetary Orbit Determination Section. With few exceptions, the contributing authors were members of the Mariner 9 Navigation Team.

To the extent appropriate, each section describes the pre-flight analyses on which the operational strategies and performance predictions were based. The in-flight results are then discussed and compared with the pre-flight predictions. Post-flight analyses, which were primarily concerned with developing a thorough understanding of unexpected in-flight =esults, are also presented. Each major section is essentially self-contained, so that the reader can easily focus his attention in the area of his interest. The remainder of this introductory section provides a description of the Navigation Team operations and a synopsis of the most significant navigation events. The synopsis chronologically summarizes the mission from a navigation standpoint and indicates where in th: report additional details can be obtained.

## I. Navigation Team Operations

The Mariner 9 flight operations were conducted by the Mission Operations System organization (depicted in Fig.
1), under the darection of the Chiet of " lission Operations (CMO). The CMO was the final authority for most decisions, although conduct of extremely critical operations such as the: propulsive maneuvers required authorization from the Mission Director. As illustrated in Fig. 1, the MOS organization was functionally divided into two tiers: the Navigation. Science Recommendation, Spacecraft, and DSN Project Engineering Teams comprised the upper tier; the Command. Science Data, Data Processing, and DSN Mission Operations Teans the luner tier. During orbital operations, the upper tier performed the day-today, adaptive. mission planning, analysis, and sequencing functions. The longer-range (i.e., mort than 3 weeks ahead) planning was performed by the Mission Analysis and Engineering Manager and his staff, with extensive support from the upper tier teams. These long-range plans were finalized in 20 -day segments known as cycles, which established the framework within which the daily sequences were developed. The development of the daily sequences by the upper tier was coordinated by the Mission Sequerce Working Group (MSWG). The MSWG. which wes chaired by a member of the CMO's staff and included representatives from most organizational elements, successfully adjudicated nearly all sequencing conflicts and, thereby, largely determined the course of events within each 20 -day cycle.

At prescribed times each day, the upper tier delivered to the lower tier the detailed spacecraft sequence of events ( $\mathrm{S} / \mathrm{C}-\mathrm{SOE}$ ) and the command file to be executed by Mariner 9 on its zenith/nadir revolution pair 3 days and 1 day hence, respentively. In other words, delivery of the S/C-SOE preceded delivery of the corresponding command file by 2 days. In fact, the preparation for a given revolution pair was a serial process of 6 days' daration; consequently, every stage of preparation was under way for different revolution pairs each day in assembly-line fashion. The upper tier worked 7 days a week, and both the Navigation and Spacecraft Teams worked two shifts a day, hut different functions were performed on each shift.

The upper tier performed its functions essentially "offline" but was "on-line" to effect final updates and monitor propulsive maneuvers. In contrast, the lower tier was online continuously (ı.e., 24 h a day, 7 days a week) undsi the direction of the Assistant CMO - a position rotated among five individuals. The Sequence Group on staff to the ACMO generated the detailed operational sequence of events bused on the S/C-SOE and other inputs. The lower tier was $r$ sponsible for transmitting the command files to tise spacecraft, continuously monitoring the telem.
etry and tracking data and effecting the delivery of these data to the upper tier, preparing the science data records. and providing the necessary computer support to all the elements of the organization.

The key intertaces of the Navigation Team with the other elements of the organization are described in the following paragraphs. The principal functions of the Navigation Team were (1) precise trajectory determination and predic ion, (2) design of the propulisive maneuvers. and (3) design of the science sequences. The trajector! estimates and predictions were used internally in the design of the maneuvers and science sequences, and they were also exported in the form of Probe Ephemeris Tapes (PETs) to the DSN Mission Operations Team and the Science Data Team (SDT). The DSN NATTRK (Network Analysis Team-Tracking) element used the PETs to generate the lacking station observable predictions. NATTBK was also responsible for delivering the DSN tracking data to the Navigation Team. The SDT used the PETs for generation of the post facto estimates of the coverage and geometrical observation conditions actually oltained by the science instruments. This information which was an essential element of the Supplementary Experimenter Data Records (SEDRs), was mechanically generated by the SDT using the LIBPOG Program (a special version of POGASIS developed and maintained by the Navigation Team - see Section II of Science Sc(fuence Design) inputting the appropriate PET and estimates of the actual scan platform pointing directions deriver: from spacecraft telemetry. As discussed in Satellite Orhit Determination, very stringent accuracy requirements were placed on these "smoothed" PETs required for the SEDRs.

In eswence, the science sequence design involved integrating the experimenters' observation desires into viable scan platform observation sequuences. The observation desires, as formulated by the Science Recommendation Team (SIIT), were grossly compatible with the geometrical constraints as a result of continuing interaction between the Navigation Team and the SRT. Through this interaction, the Navigation Team kept the SRT apprised of withat ateds woukd be viewable on future revolutions and gained an early understanding of the SRT desires. Because the Naxtgation Team's interface with she SPT was the most demunding, a staff position to the Navigetion Team Chief - that of SRT Fiepresentative - was dedicited to coordinating this interface and representing the Navigation Team in the MSWG. Six days before execution, the observation targets for a given revolution pair were finalized and delivered to the Navigation Team.

Based on prescribed observation times matise to periapsis, the POGASIS Program was then used to tareet the uequired scan platform pointing directions. Constraint volations uncovered in the targeting process, such as incufficient time to slew the platform between observations, ware resolved by timing and/or target adjustments nergotiated through the $\mathbf{M S W C}$. The final sequence for a revolution pair was defined in teri..: of observation times and platform conc and clock angles, and was delivered hy the Navigation Team to the Spacecraft Team for amplementation + days before execution. The sequence evolution process is described in considerable detail in Sciance Scauence Design.

The Navigation Team controlled the Mariner 9 flight path through quecification of the propulsive maneuver parameters to the Spacecraft Team. These parameters. which uniquely defined each propulsive maneuver, were the spacecraft roll and yaw turns, the $\Delta V$ to be imparted. and the engine ignition time. Throughout the mission, the Navigation Team adjusted the overall maneuver strategy in aterordance with the evolution of the mission objectives and consiraints, as discussed later in the Synopsis. The maneuver strategy determined when a maneuver was to he performed and the targeting criteria for the maneuver (e.g., the desired post-maneuver orbital period, periapsis altitude, etc.). The precision targeting was performed with the Maneuver Operations Program System described in Section IV of Maneucer Analysis. The required inputs were the latest precise trajectory prediction, the prescribed ignition time, the targeting criteria, and pertinent spacecraft characteristics. The spacecraft characteristics, which were supplied by the Spacecraft Team, included the mass and the thrust components in spacecraft coordinates as a function of time from ignition and predictions of thrust pointing and shutoff accuracy. The MOPS output the required $J V$ and eight roll-yaw turn pairs, any one of which would achieve the required thrusting direction. Plots of the traces of the Earth, Sun, and Mars in spacecraft cone/clock angle were also output for cach turn pair. The Navigation and Spacecraft Teams jointly analyzed these plots with constraint overlays to select the hest turn pair. This process is further discussed in Maneuver Analysis. All significant elements of the maneuver desigh wree presented to the CMO and Mission Director for approval prior to implementotions. It is noteworthy that the monumental effort of the Navigation Team required for precision flight path control (i.e., the procesaing of Itterally thousands of tracking observations to solve for tens of trajectory and model parumeters and the development of the maneuver strategy requiring exhaustive statistical asalysis) distilled into four crucial
numbers (i.ce, the roll/fan funn adin, ignition time, and $\Delta V$ ) delivered to the Spacecraft Tam for execution of a given maneuver.

The functions of the seven groups and three staff positions within the Navigation Team are summarized in Fig. 2. Durin: the orbital mission, the functions of the Trajectory Croup were absorbed into the Advanced Sequence Planning Group when the latter group was formed. The number of engineers that staffed each element is indicated. The computer programs used by each group are described in the respective sections of this report.

All the Navigation Tean cumpuien pregiams weni operated in the Univac 1108 computers, whereas the preprocessing of the tracking data and the generation of station observable predictions by the DSN were performed in the IBM 360/75 computers. The deliveries of tracking data to the Navigation Team and of PETs to the DSN were accomplished by hand-carrying magnetic tapes between the computers, which were located on adjacent floors of the Space Flight Operations Facility (SFOF). The Data Processing Team coordinated these data transfers; however, any technical problems with the data were handled directly between the Navigation Team and NATTRK. Although considerable problems were experienced in this tracking interface during pre-launch testing, the interface worked quite well throughout the flight. The Navigation Team and NATTRK closely monitored the incoming tracking data on closed-circuit TV displays of the raw data being received over teletype and the pseudo-residuals of the data, which were computed based on the tracking predictions in the 360/75 computer. The pscudo-residual displays were also used for realtime monitoring of the propulsive maneuver through the doppler signature.

The POCASIS program runs for science sequence design were run from remote 1108 demand terminals located in the Navigation (Nav) Area. The graphical display capability of these Tektronix CRT terminals was essential to rapid sequence design. It provided an immediate display of the predicted coverage, which the POGASIS engineer would inapect in judge what changes should be made in the requence parameter inpuits. He would anter these changes at the keyboard and obtain a new coverage display. This procedure would be repented until a satisfactery mequence was obtained. The Tektronix terminal also provided hard coples when desired; these were partiemarly useful when it was necessary to dixcuas a coverwe problem with people in a sifferent location.

In general, and with the exerption described above, all Navigation programs were loded at the Univace 9300 remote bulk terminals by the Data Processing Team (DPT) in an area adjacent to the Navigation Area. The DPT was responsible for picking up the run deck from the engineers in the Nav Area and delivering the output to them. The DPT controlled Tektronis areres to the 1108 also. They cooperated to the fullest possible extent in serving the computing needs of the Navigation Team. and in fact the 1108 computing priorities were essentially established by the Navigation Team Chief or his sephesentative. It was found that the runs to be loaded into the 1108 had to be very judiciously selected in order to maintain a run mix in the 1108 core and backlog compitible with the aulomatic job swapping of the 1108 Executive. The difference in the ratio of throughput time to central processor unit (CPU) time letween judicious and indiscriminate loading could easily be as high as a factor of ten - that is, the ratio would incrase from 3 to 30.

The most serious ${ }^{1} 108$ problem for the Navigation user was created when the 1108 Executive system was enlarged to the point that 130 K words of core were no longer available. The Navigation programs were tailored to require no more than 65K words, so that two of them could cu-reside in core based on the original allocation of 130K words to the user programs. Consequently, few of the Navigation programs could co-reside, and the judicious loading became even more important. Another problem was the lack of a roll-out/roll-in capability whereby the lead on the 1108 could have been immediately reduced by entire'y removing selected jobs, completing a very high priority job(s), and then returning the removed jobs to continue computation at the poini of interruption. In critical situations, it was necessary to "kill" jobs in order to expedite those of higher priority, and those "killed" had to be restarted later from the beginning. Howcver, in spite of these problems, the overall performance of the 1108 was truly excellent from a Navigation standpoint throughout thic mission.

## II. Symopsis of Navigation Activity

A chronological summary of the most significant navigation events is presented in this section. The loss of Mariner 8 due to a launch vehicle failure resulted not only in the redesign of the desired orbit about Mars to accommodate the objectives of both Missions A and B into the single mission remaining but aso in an incrensed emphads on reliability. Virtually all the ground-bened
 the two misions were retained and concentrated on the single yacecraft. This resulted in essentially contimoms tracking coverage of Mariner 9 trom laund through the cond of the primary orbital mission. A slight relaxation of the tolerances on the desired Mars orbit was negotiated with the Scientife Investigators in order to utilize a manewer strategy which would achieve t':e final orbit with a single in-orbit trim manewver rather that the wo trim presiouly phaned. The climination of the second in-orbit trim prior to the execution of the primary scientific mission was considered a very signiticant reduction in risk. since diny propulsice manewer could result in a catastrophic falure.

Marimer 9 was !ameled by . Athas/Centam AC-23 trom Compler 36 B at the Air Force Eastern Test Range (AFETK) on May :30, 1971, at 2223 (:91T, about 6 min into a 1-h latuch window. Delails of the launch trajectory. which was very near nominal, are given in the Trajectory Description. Estimates of the Centaur trajectory transmitted to the Navigation Team by voice and teletype from the Road Time Computer Complex at AFETR during the first bour after launch irdicated that the trajectory was sufficiently near nominal for the already generated nominal DSN predicts to be adequate. (The estimates were based on tracking the Centaur C-band beacon from Antigua and Ascension Islands.) This was later confirmed by the first precision orbit determination by the Navigation Team based on DSS 51 doppler and angle data from the spacecraft. At this point, it was clear that the first midcourse planned for 6 days after launch would easily remove the launch guidance errors and bias.

During the near-Earth mission phase, a member of the DSN Network Analysis Team (NAT) resided in the Navigation Team to expedite the production and tramsmission of the DSN tracking predicts and the receipt of tracking
 during pre-bunch testing in preprocessing the tracking data in the 360/75 computers, tracking data tapes were generated in parallel on the 7094 system tor the first few hours of the flight. Fortunately, the 360/75 performe:l satisfactorily in producing the tracking tapes during this phase, and the $\mathbf{7 0 9 4}$-produced tapesw were not repuired.

Since the scun platform unlatch and engine venting would perturb the spacecraft !rajectory, these events were coummunded 1 day atter launch to (1) provide un unperturbed, 1-day, near-Earth tracking arc to obtain a reasonably gond otbit solution, (2) provide a 5 -duy arc for the orbty re-determination upon which the midcourse would
be based. and (i) prechade the perturibation on the postmideourse trajectory.

Following the malateh and renting the Chief of Mission Operations requested for logistical reasons that the mideourse be advanced to latum h plus 5 days. Because the or, it determination was going exceptionally well - the quality of the data fits was signiticantly better than obtained on previous planctary missions - and the expected maneuver execution error would dominate the expecte. 1 (OI) error the Navigation Team concurred. At midcourse minus 12 h , the orbit solution for the final first midcourse devign was selected. This solution estimated solar pressure components and station locations in addition to state. The excellence of the data fit, coupled with the reasonableness of the solution parameters, gave high confidence in the solution. The pre-midcourse orbit determination activity experienced no significant difticulty. Early ranging data again proved their value in that the differences between the doppler-only and doppler-plusrange solutions facilitated the identification of data biases. (Sce Sections C. and C.2 of Interplanetary Orbit Deter. minution for details.)

The lirst midcourse design was an integral part of the overall mameuver strategy. The predicted orbit insertion crrors were much too large to permit inserting directly into the final desired Mars orbit within the tolerances specified. Consequently, the strategy was to insert into an initial orbit that would tacilitate achieving the final orbit with a single orbit trim maneuver in most cases. The final desired orbit orientation and periapsis altitude could $\mid x$ satisfactorily achieved at insertion, thus requiring the single trim only for orbital period adjustment. The target value of the initial orbital period was to be 12.5 h , and the arrival time at Mars was to be such that the first periapsis passage would occur 2.5 h beiore the middle (i.e., renith) of the Goldstome view period. This would sensure that even in the presence of dispersions as high as 3 a , the time of periapsis panssage on subsequent revolutions would migrate quickly into the 1-h window following Coldstone zenith. At the periapsis occurring within this window, the single trim would adjust the orbital period such that every other subsequent periapsis would occur within the window throughout the primary inisuion.

The orbit insertion was to be a coplanar maneuver of $1610 \mathrm{~m} / \mathrm{s}$ turgeted to the 12.5 h period and a periapuis altitude of 1300 km , with the B-magnitude of the approach trajectory targeted to maximize the resulting upsidal rotation of the orbit in the presence of disper. sions. To ensure rotation greater than 138 deg with high
probability, the target salue of B-magnitude was selected as 8200 km , with the understanding that the periapsis altitude target would be allowed to tloat upward (and would not be corrected after insertion) for actual approaches above $\mathbf{8 2 5 0} \mathrm{km}$.' This strategy is illustrated in Fig. 4 of Manewer Analysis.

The foregoing dictated the aim point for the midcourse. namely, a B-magnitude of 8200 km and an inclination to the Vars equator of 65 deg. The predicted accuracy was such that a planetary quarantine bias was not required. The arrival time target of November 14, OO29 C.MT, was intentionally biased 25 min late so that the likely second midcourse 20 days before encounter would be a $2-m / s$ maneuver along the apprateh direction. Small adjustments in the manewer direction would proluce the required correction of the B-magnitude error from the first mideourse. This technique would minimize the second midcourse execution errors by orienting the dominant error ssource (i.e., the fixed shutoff error is dominant for small manewers) nearly perpendicular to the B-magnitude gradient. The B-magnitude was by far the most critical delivery parameter, and the stress on this parameter will be evident throughout the interplanstary phase of this synopsis. The probability that a second midcourse would be necessary to achieve the required B-magnitude accuracy of 350 km was estimated to be $\mathbf{4 0 \%}$ at the time of the first midcourse.

The launch injection aim point had been selected to satisfy two constraints: (1) a propulsion system constraint that the first maneuver exceed $5.6 \mathrm{~m} / \mathrm{s}$, and (2) the constraint to utilize a maneuver direction such that the lowgain spacecraft antenna would point to Earth, providing engineering telemetry during the motor burn. These constraints required biasing the injection aim point over $40,000 \mathrm{~km}$ and the arrival time about 1 day late. The aim point bias easily satisfied the planetary quarantine constraint and corresponded to a nominal midcourse of about $8 \mathrm{~m} / \mathrm{s}$.

Ont the third day after launch, the Navigation Team Chief presented a review of the cverall maneuver strategy and the preliminary first midcourse design to the Mission Director for his approval. Following approval, the manenver parameters were transmitted to the spacecraft and stored in the central computer and sequencr (CCAS). The orbil solution selected for the final design on the day of the maneuver indicated $B \cdot I=26,312 \mathrm{~lm}, B \cdot \mathrm{~B}=$

[^0]19.839 km and arrival time $=$ November $14,193.5$ (:MT, corresponding to a Centaur injection error of slightly more than 1 r. The (OD) uncertainty ( 1 o) was 119 km - well within the Project-specified accuracy requirement of $\mathbf{2 5 0}$ hin. A $6.731 \cdot \mathrm{~m} / \mathrm{s}$ maneuver was designed to achieve B•T $=5473 \mathrm{~km} . \mathbf{B} \cdot \mathbf{R}=6106 \mathrm{~km}$, corresponding to the $\mathbf{B}$ magnitude of 8200 km and inclination of $6.5{ }^{\circ} \times$, and the arrival time of November 14, 0029 G.MT. The spacecraft CC\&S was updated acrordingly, following the final command approval conference. The maneuver was executed as plamned. During the motor burn, realtime monitoring of the doppler shift indicated that a near-nominal mancower was executed.

For a tew days following the midcourse, orbit determinations were performed daily to gain confidence that the maneuver had, in fact, been normal and, therefore, no corrective maneuver vould be required until the scheduled second midcourse. Full confidence was achiever! when fitting post-midcourse data with an extremely loose a priori estimate produced satisfactory results. It was then known on the basis of radio tracking alone (i.e., no reliance on telemetry) that the midcourse execution errors were less than $1 / 2 \sigma$. The execution errors could lee fairly well determined at this point by differencing the pre- and post-midcourse orbit solutions since the major errors in the orbit determination process would be common to the pre- and post-solutions. Thereafter, the Navigation Team updated its estimate of the trajectory weekly during the interplanetary cruise.

Shortly after the first midcourse and periodically thereafter, the Navigation Team designed an orbit insertion maneuver which would place the spacecraft in a $12-\mathrm{h}$ Mars orbit bused on the current prediction of the encounter conditions. The maneuver was then loaded into the spacecraft CCAS along with a repetitive orbital science instrument sequence which would provide the beat chance of obtaining some orbital science data in the event command capability was lost before encounter. See Section IX of Maneucer Analysis for details regarding the dexign of this "automatic" insertion maneuver.

Becuuse the actual first midcourse execution errors were known to be small and the orbit determination uncertainty in E-magnitude was only $119 \mathrm{~km}(10)$ at the time of the maneuver, the probability of needing the second midsourse dropped considerably bused on the formal statistics. However, the necessity of fully proparine for the second midcourse was unchanged. The Mars approach trajectory was to be controlled to $350 \mathrm{~km}(8 \mathrm{e}) \mathrm{in}$ B-magnitude, correaponding to a periapais altitude orror
of 300 km . The pre-flight allocation of the tolerance was "equally" divided between orbit determination and second midcourse execution - $250 \mathrm{~km}(3 \sigma)$ each. Because of the special biasing of the first midcourse to minimize the errors of the second as described earlier, the execution errors would now be negligible relative to 350 km . Consequently, the entire $350-\mathrm{km}$ tolerance could have been reallocated to orbit determination. However, the emphasis during the interplanetary cruise would be placed on gaining a thorough understanding of the potentially serious orbit determination error sources both in the tracking data and the model parameters in contrast to "beating down" the formal statistics.

Because of the potential second midcourse, the Navigation Team had to be prepared to accurately redetermine the approach trajectory using only the medimum arc of radio data obtained during the last 18 days of approach. This would ensure detection of any maneuver execution anomalies and would also provide a solution insensitive to unmodeled nongravitational forces on the spacecraft. At 6 h before encounter, an orbit solution was required to effect the final adjustment of the orbit inserti-.. vaneuver commands. In fact, the requirement tha* ac B- agnitude uncertainty was not to exceed 50 km (. . ... . . time was the most stringent interplanetary orbit determination accuracy requirement.

The medimum-arc orbit solutions would be particularly susceptible to DSN station location errors. Although the approach Optical Navigation Demonstration was expected to obtain very accurate estimates which would be fully independent of radio error sources, these estimate:s were experimental and could not be relied upon to navigate the spacecraft. Consequently, the DSN Inherent Accuracy Group, supported by Navigation Team personnel mounted an intensive effort during cruise to obtain the best possible station locations for use with the planetary ephemeris being developed for encounter activities. Station locations are intimately tied to the planetary ephemeris. JPL planetary ephemeris DE60, which was developed for Mariner Mars 1809 encounter operations, was used in the design of the first midcourse. Because recular drifts were observed in the DE60 Mars eqhemeris based on radar ranging to Mars since its release, a new ephemeris was to be developed by the JPL Ephemeris Croup for Martiver 9 encounter based on the DE09 data set phes pertinent optical and radar datia obtatned since 1809, including Mars radar data to be obtained durtag cruise. Station locition ectimates would be obtatned by reprocestars the encounter traciring data from all previous Martmer miesions for each interim ephemeris produced
by the Ephemeris Group in order to evolve the best possible locations and ephemeris for encounter.

Throughout interplanetary cruise, orbit solutions for a variety of data sets and solution vectors were analyzed. and the effects of mismodeling certain key parameters were studied. This approach would ensure obtaining the best orbit estimat" for the second midcourse by identifying the optimum data set and the most reliable model parameter values Orbit solutions were released werkly for generation of DSS tracking predicts and to keep other clements of the Project apprised of the current best estimate of the encounter conditions. Trajectory geometry data were supplied to the Spacecraft Team regularly for their telecommunications and celestial reference system performance analysis and prediction.

Cruise activities went smoothly until September 15, when one of the spacecraft attitude control system (ACS) roll jets failed to close properly after firing. The resulting gas leak produced a continuous torque large enough to prevent the spacecraft from returning to that side of the limit cycle which would cause another firing of the leak. ing jet. Consequently, ground commands were sent to switch the spacecraft ACS from celestial to inertial mode. which would result in the firing of all jets once again. As hoped for, this resulted in the leaking jet reseating properly after firing. indicating that some particle had been caught between the valve and its seat during the previous closing movement. While leaking, being unbalanced by its companion jet in the couple, the jet produced a serious translational acceleration on the spacecraft. The acceleration was serious not in terms of its perturbation of the actual trajectory hut rather because of its potential effect on the estimation process. Such accelerations, if not very accurately modeled, can cause substantial errors in the estimate of the encounter conditions. Since ti.e accelerations could not be very well determined from the tracking data, accurate modeling was unlikely. The corrective action described above was, therefore, required not only to arrest depletion of the limited supply of ACS gas but also to avoid serious errors in the estimation of the encounter conditions.

The jet leaked sporadically throughout the remainder of the flight. as illustrated in Fig. $\mathbf{2 0}$ of Interplemetary Orbit Determinetion. Whenever it did not clear itself shortly, the corrective commanding was used, and, consequently, the encounter conditions were not significantly affected nor did any serious loes of ges occur. For the remainder of the miation, the Spacecraft Temm provided the Navign. tion Team with extimates of the umbalanced force pro-
deced by ACS leaks based on their telemetry andysis. A a revolt of the collaboration of the Navigation and Spacecraft Teams in analyzing the "leaky" jet, it was also conlirmed that another jet had a very small. constant leak within spee since launch. This had been suspected earlie: becanse of the secular behavior of the solutions for solar pressure cosfficients, as seen in Fig. 12 of Interplanetar!! Orbit Determination. A discussion of the handling of the accelerations induced by the gas leaks in the in-flight orbit determination process is presented in Interplanetary Orhit Determination. Post-flight studies of this problem. including the use of advanced filtering techniques and dual station tracking, are also described there.

The entimates of the encounter conditions were quite sable throughout the ceruise phase. As the scheduled date for the second midcourse approached. October 19 was set as the date to decide whether or not the maneuver should We performed. The orbit estimate was, of course, critically important to this decision. Fortunately, a long, unperturbed daia are up to September 15 was available. When station locations were included in the solution vector, the longitudes moved ahout 7 m from the pre-flight value considerably more than the a priori uncertainty. This was not of immediate concern, since encounter estimates ohtained with long data ares would be insensitive to station location errors. It was also known that the gas leaks could not have changed the actual encounter conditions a large amount. The main concern was the selection of an orbit determination strategy which would take full advantage of all the data available, including those obtained after the large sporadic leak started, without allowing the leak accelerations to corrupt the estimation process. After considering several alternatives, it was decided that the berst strategy would be to (1) solve for the small consiant leak acceleration since launch and the solar pressure coefficients using the long arc prior to the sporadic leaks, (2) input the values obtationd in (1) and the Spacecraft Team estimates of the span::dic leak accelerations obtained from telemetry to the trajution' model, and (3) then obtain a state-only solution for the entire data are to date. Based on (1) twe resulting solution, (2) indications that the yet-to-be-delivered new ephemeris would reduce the B-magnitude estimate by ahour 50 knn , (3) the pousibility of additional sporadic gas leaks, and (4) lesser factors, the B-magnitucle extimate was set at $8255 \pm 150 \mathrm{~km}$. The 100 km tolerance was not a statistical quancity but rather a conservative judgment of the maximum emount the estimate could reasomably change between then and nourencounter (i.e., before aignificant trajectory bending due to Mars gravity) based on all known error mechandams and the additional information (e.e., tracking data) to be

Rained. The 1 -o meertainty in the estimate was considered to be 95 km . Sce Interplanctary Orbit Determination for additionai details.

During cruise, the Scientific Investigators became more concermed over the lack of an upper bound on peridpsis altitude and negotiated a recruirement that periapsis altitude be controlled to lie b. een 1200 and 1500 kin . They further pecified a preference for an apeidai rotation of 140 deg instead of the maximum possible. The maneuver strategy was modified accordingly. To maximize the probability that one in-orbit trim would suffice, the prob. .bility of requiring a periapsis altitude correction had to be minimized. This was accomplished by setting the altitude tared at 13.50 km - in the middle of the acceptable range - since the dispersions in altitude were essentially symmetrical. There was now a small but significant chance that an altitude trim would be required. In this event, a three-t-inn seduence woukd be performed; the first ad second trims would correct the orbital timing and the third the periapsis altitude. The correlation beIween post-insurtion period and periapsis altitude was such that if altitude was out of tolerance, it was very likely that the perioxl error would be so large as to require two timing trims. For B-magnitudes between 8150 and 8250 km , t'e apsidal rotation of 140 deg could be $t$ rgeted by varying the insertion $\Delta V$ as illustrated in Fig. il of Maneuver Analysis. Fortuitously, the new requirements and maneuver strategy preserved the optimum B-magnitude close to 8200 km - the first midcourse target.

In support of the second midecurse decision, the tradeoff data presented in Table 5 of Maneuver Analyais were generated based on the o:bic solution described earlier (i.e., $B=8235 \mathrm{~km}$ ). It is seen in the table that very little would be gained by performing the manetwer. The 25 min arrival time bias, introduced with the first midcourse, could be compensated for by simply targeting to a slightly smaller orbital periud. On October 19, the Navigation Team recommended that the second midournce be cancelled, and the Mission Director approved.

Because the second mideourse was i.ot required, the long-arc orbit determination tectiniques sauld now be utilized to obtain the encounter estimates to be used in computing the Mars orbit incertion maneuver commands. It was no longer neceseary to rely on the medium, 18-day tracking data are as originally planned. Articipation of this circumatance had not, however, mflasenced the second midcourse decision. All elements of the flidhe operations,
including the Navigation Team, ware fully prepared to . upport the second midcourse if necessary.

Attention was now focused on preparing for the orbit insertion. A series of well understood, stable, long-arc solutions existed. It was anticipated that there would be recurrences of the large, sporadic gas leak; however, these would not significantly perturb the actual trajectory. Only a near-catastrophic event on board the spacecraft (e.g., rupture of a pressure vessel) or a large ephemeris error could invalidate the fidelity of the present estimate.

According to plan, the DSN Inherent Accuracy Group had been processing encounter tracking data from previous Mariner missions to obtain the best set of station locations to use with the new planetary ephemeris, DE78. Develo-ment Ephemeris DE78 was now available; however, t.e Navigation Team was awaiting the corresponding new station locations before incorporating DE78 in the navigation operations. In spite of very substanticl efforts, the DSN was unable to obtain a Location Set (LS) that agreed satisfactorily with rach previous mission. Furthermore, the intense scrutiny revealed that this problem existed for all ephemerides under consideration, including the current standard, DE69. This was the most distressing problem experienced in the interplanetary navigation operations. However, since it was no longer necessary to rely on the medium arc for the orbit insertion command generation, the station location problem was not of immediate concern. Medium arcs would now be of prime importance only in the event of a spacecraft failure capable of significantly perturbing tue actual trajectory. It was decided that station location set LS 35 , which was based on uncalibrated Mariner 6 encounter tracking data and DE78, would be the best set for the Mariner 9 short arcs. The station location problem is discussed in detail in Section D of Interplanetary Orbit Determination.

On November 1, 1971, DE78 and LS35 were incorporated in navigation operations. As anticipated, DE78 caused the B-magnitude estimate to drop about 50 km into the $8200-8220 \mathrm{~km}$ range, as illustrated in Fig. 11 of Interplanetary Orbit Determination. Medium-arc solutions were obtained in addition to the long-arc solutions throughout the approach phase (i.e., the last 18 days before encounter). This gave maximum possible assurance that if any further problems developed, they would be detected because the difference in arc length would make the solutions sensitive to different error sources. Although statistically consistent with the long-arc solutions, the medium-arc solutions were unstable, exhibiting changes in B-magnitude of over $\mathbf{2 0 0} \mathbf{k m}$. Nevertheless, an orblt in-
sertion manemer hased on any of the credible mechumare solutions would have been satintactory.

At 5 days betore encomenter, the contingency "auto matic" insertion maneuver in the CC\&S was replaced with the insertion commands for the standard orbit insertion and trim sequence. The insertion commands had been computed using the maneuver strateg' describec! earlier and an orbit solution having a B-magnitude estimate of 8203 km . This solution (POSTAC-42-A) was obtained with the long are of doppler and range data to encounter minus 7 ( $\mathrm{E}-7$ ) days employing the same technique used to obtain the second midcourse decision orbit. as de. scribed earlier. POSTMC-42-A was selected because the long-are solutions were well behaved, and it was clear that the sporadic gas leak could not have altered the trajectory significantly. The maneuver strategy had been well established and approved earlier. and the commandable quantities for the insertion maneuver were computed routinely. Details are provided in Mancuter Anclysis.

The next update of the orbit insertion commands was scheduled for the day before encounter at about $E$ -24 h . In addition, there was to have been an opportunity to update all four maneuver parameters (i.e., turns, ignition time, and $د V$ ) based on tracking data to $E-12 h$ and an opportunity to update $\Delta V$ only based on data to $E$ -6 h ; the commands would be prepared, approved, and transmitted by $\mathrm{E}-6 \mathrm{~h}$ and $\mathrm{E}-3 \mathrm{~h}$, respectively. The final $\Delta V$ update incorporating tracking data to $E-6 h$ would allow the orbit determination process to begin to "see" the Mars gravity bending the trajectory and, thereby, significantly reduce the B-magnitude uncertainty. The navigation design for the Mariner 1971 mission was, in fact, based on reducing the B-magnitude uncertainty to $150 \mathrm{~km}(3 \sigma)$ by tracking to $\mathrm{E}-6 \mathrm{~h}$ and then updating the $\Delta V$ command to achieve an accurate orbit insertion. However, following the E-5 day update, the Mission Director declared for reliability reasons that the E-24h update would be the last. The later updates would be ust d only if mandatory to save the orbital mission.

After the E-5 day update, shoit-arc orbit solutions were obtained in addition to the medium- and long-are solutions. The short-arc solutiuns would best "see" the gravity bending near encounter and, therefore, detect any serious Mars ephemeris error. The optical-based solutions would detect an ephemeris error much earlier, but, as mentioned before, they could not be depended upon.

A few days before encounter, it was learned that the Mars radar data taken during the summer, which were
included in the DE:8 data set, had a 1 -s timing error. The Ephemeris Group immediately launched a crash eftort to geeserate a new ephemeris with the data error corrected. The now ephemeris, DE79, was produced in 1 day and was tound to increase the estimate of B-magnitude by about 30 km . Since it was clear that DE79 was very little difterent from, and probably slightly better than, DE78, the Vaigation Team incorporated it into operations on November 12. This "last-minute" ephemeris change was made in order to ohtain the best possible estimate of the encounter conditions for the $\mathrm{E}-24 \mathrm{~h}$ orbit insertion command update. The ditterences between the three ephemcrides (1)E69. DE78, and DE79) were sufficiently small that the use of one rather than another would not in any way jeopardize the mission. Therefore, the decision to use DE79 was known to be of little consequence.

The long-are orbit determinations were still clearly superior to the medium arcs. The orbit solution selected for computation of the "final" iusertion command update at E -24 h indicated a B-magnitude of 8231 km . Tt changes in the other encounter parameters (i.e., inclination and time of arrival) were so slight that the significant advantage of the update could be achieved by simply updating the $\Delta V$ magnitude command by $3.7 \mathrm{~m} / \mathrm{s}$ to $1604.2 \mathrm{~m} / \mathrm{s}$. The maneuver commands presently on board the spacecrafy (i.e., those loaded at E-5 days) would result in a nominal post-insertion period of 12 h 32 min based on the current B-estimate, rather than the preferred value of 12 h 24 min . Consequently, without the update, the nominal situation would require the orbit trim maneuver near the fourth periapsis, whersas the update would delay it to the sixth periapsis.

Performing the trim at the sixth periapsis was preferred because there would then iee an additional day to prepare tor the trim following insertion. The nominal placement of the trim was, in fact, the only significant factor relating to the update. The Mission Director considered that the advantage of the update did not warrart the risk involved in commanding the spacecraft at this point and canceled the update.

Now, 1 day before insertion, the stage was completely set for the execution of the orbit insertion maneuver. Only a truly extraordinary event could warrant updating the insertion commands during these last 24 h . Altention turned to the Optical Navigation Demonstration (OND), which would shortly provide a completely independent estimate of the encounter conditions. In fact, processing of the first set of optical navigation pictures was already under wey.

The OND was based on imaging Mars natural satellites, Deimos and Phobos, against the star background to obtain measures of the direction from the spacecraft to the mass center of Mars with respect to the stellar refercnees. The demonstration was funded by NASA's Office of Aeronautics and Space Technology (OAST) to demonstrate the feasibility of using optical approach data to navigate outer planet missions.

Derring the last 3 days before encounter, three preorbital science picture sequences (POS I, II, and III) were to be taken. Each POS sequence covered a 24-h prriod during which 31 pictures would be recorded on board the spacecraft and then transmitted to Earth at the end of the sequence during the Goldstone view. The OND was allocated six, seven, and eight pic ures in POS I. II, and III, respectively. Because orbit insertion would occur early in the Goldstone view period, the POS III pictures would not be played back until after insertion. Consequently, only the POS I and II data would be available for Mariner 9 navigation purposes.

The entire 13-picture allocation in POS I and II was t.argeted for Deimos observations because it was superior io Phobos for the OND purposes. The first of the six POS I Deimos pictures was lost in transmission. The OND estimate of B-magnitude was about 8290 km based on the POS I data, which compared favorably with t'e then current radio estimate of about 8235 km . This was conclusive proof that there was no large error in the Mars ephemeris and the insertion commands on board the spacecraft were satisfactory. By $\mathrm{E}-8 \mathrm{~h}$, when the POS II data had been processed and combined with the POS I data, in optical only estimate of 8260 km was available. Statistical combination of the radio and optical solutions .lso yielded a B estimate of about 8260 but indicated an inclination several tenths of a degree larger than either the radio or the optical solutions. The change in the inclination estimate was consistent with the covariances of the independent estimates and, therefure, not disturbing. The Optical Navigation Demonstration plans and results are discussed in more detail in Section $\mathbf{F}$ of Interplanetary Orbit Determination. A post-flight sensitivity study is also described there.

During the remaining 12 h to encounter, the orbit determination effort concentrated on the short-arc radio solutions. The rapid increase in the Mars gravitational acceleration of the spacecraft during these last hours of approach would be clearly visible in the doppler data, which would provide a continuing reduction in the encounter parameter uncertainties. The encounter plan pro-
vided for updating the orbit insertion velocity increment command at $\mathrm{E}-3 \mathrm{~h}$ based on tracking data taken to $\mathrm{E}-6 \mathrm{~h}$. Howevar, as mentioned earlier, this update would now be used only if the encounter estimate based on the stronger doppler data changed so drastically that the primary mission could not be achieved without the update. Following the excellent agreement between the long-are radio and the optical solutions, the update was virtually out of the question. Nonetheless, continuing the short-arc solutions all the way to initiation of the insertion maneuver was important for two reasons. It could provide evidence of a spacecraft anomaly. and it would provide for increasingly accurate predictions of the post-insertion orbit. Accurate predirtion of the post-insertion orbit was particularly important to facilitate rapid post-insertion orbit determination convergence.

Because of a 360/75 computer failure, no tracking data were delivered to the Navigation Team from $\mathrm{E}-8 \mathrm{~h}$ to $\mathrm{E}-4 \mathrm{~h}$. At $\mathrm{E}-4 \mathrm{~h}$, the missing data were delivered. The short-arc solution obtained with the addition of these data indicated a B-magnitude of 8261 km (within 1 km of the best post-flight estimatel). The Navigation Team now predicted with virtual certainty 2 h before encounter that the orbit trim maneuver wasuld be required at the fourth periapsis after insertion, providing the spacecraft executed the insertion maneuver within specification (i.e., execution errors less than 3 o ). Operations continued without further incident, and the spacecraft accurately executed the orbit insertion maneuver, as shown in Table 8 of Maneuver Analysis. The $15-\mathrm{min}$ engine burn. which imparted a $1600-\mathrm{m} / \mathrm{s}$ velocity increment, began at $E-13 \mathrm{~min}$, following a roll-yaw turn sequence of 42 deg and 125 deg , respectively. Realtime monitoring of the doppler residuals during the burn and for 15 min following burnout prior to Earth occultation confirmed that Mariner 9 was indeed in a satisfactory orbit about Mars.

Accurate determination of Mariner 9's orbit about Mars was known from pre-flight studies to be quite a different problem than interplanetary orbit determination. Station location errors, planctary ephemeris errors, and nongravitational uccelerations would not be of major importance. Rather, nonlinearities in the estimation process and lack of knowledge of the Mars gravity field were the major potential prohlem areas. Nonlinearity problems arise when the nerturhations in the viservables (e.g., doppler data) are not linearly related to perturbations in the spacecraft state at the solution epoch. Because of the very dynamic nature of the obervables during a Mars orbit and the possibility of a large post-insertion state knowledge error, this situation might prevall for the initial
post-insertion orbit determinations. To avoid extimator diverbence dte to the nonlinearities (which could pasily occur using the ctandard, full-step correction algorithm existing in the ODP) an optional, partal-step algorithm (PSA) was implemented in the ODP. Is described in Section B of Satellite Orbit Determination, pre-flight performance analysis of the PSA demonstrated that it would achieve convergence in the worst imaginable situations.

The values of the harmonic coefficients of the Mats gravity field were unknown except for the oblateness coefficient ( $J_{2}$ ), which had been determined from observations of Deimos and Phobos and from Mariner 4 encounter tracking data. The a priori values of all the other coefficients were zero. In order to develop the orbit determination strategy to be used in flight to cope with the unknown field, it was necessary to establish realistic bounds on the coefficients. This was done by extrapolation of thr Eath gravity model to a body the size and mass of Mars, assuming similar material and equal stresses, as discussed in Section C of Satellite Orbit Determination. Table 5 in that section shows that the uncertainty in acceleration near periapsis due to the unknown coefficients would be much greater than that due to all other effects combined.

Inclusion of near-periapsis tracking data in the presence of these unknown accelerations could severly degrade a state-only orbit solution. Processing a nearly complete single revolution of data - deleting only the data taken within 1 h of periapsis - would yield a locally accurate state-only solution, since the unknown gravity accelerations would not significantly influence the motion away from periapsis, and their perturbation of the actual state in the periapsis region would be locally insignificant. There would be no point in attempting to solve for the gravity coefficients with a single full revolution of tracking data, since this would (1) provide no global information on the field, (2) complicate the estimation process, and (3) probably degrade the local solution.

It was clear that the longitude of node in the Earth's plane-of-sky would be the most locally uncertain of the estimated orbital elements. Because of the lack of significant parallax at Earth-Mars distance, a pure rotation of the orbit about the Earth-Mars line would produce no significant change in the Earth-based tracking data. Time of periapsis passage would be the least accurately predicted element, since it would be in error by the cumulative effect of the orbital period error for each revolution mapped forward. The position error at a given future epoch near periapsis would be the combination of the initial node error component ( $\sim f_{p} \Delta \Omega$, where $f_{p}$ is
the projection of the periapsin tadies on the Earths plane of sky) and the time of periapsis passage error ( $\Delta T p$ ) component ( $V \rho S T p$, where $V p$ is the speed at periapsis). as illustrated in Fig. 9 of Satelite (binit Deter::ination. In order to have edequate time to generate and validate the commands required to accurately point the seientitic instruments mounted on the epacecraft sean platform, it would be necessary to predict the spacecraft position in the periapsis regon to 10 -km accuracy if revoluions ( 7 days) ahead. This was the most stringent satellite orbit determination requirement. Extensive covariance analyses and simulation studies demonstrated that this requirement could not be met until at least the low-order gravity coefficionts were determined. Conseguently. the following stratege was established:
(1) Pre-wfatity wosing mode. Using a hatch-weighted, least-spuares estimator, solve for the state (position and welocity) of the spacecraft from a single revolution of tracking data, omitting the data withm an hour of periapsis which are most sensitive to the gravity errors. Use the partial-step algorithm for convergence if necessary. If severe convergence problems arise, shorten the data span, and work up to a full revolution of data.
(2) Gratity seasing mode. Accumulate several successive revolutions of dacia. Then, asing the conditions arrived at in step (1) as initial conditions, solve for the state plus low-order gravity cocfficients.
(3) Post-sensing mode. As more data become available. resolve for the state from a single revolution of tracking data, with the gravity terms obtained from step (2) placed in the spacecraft trajectory integration model.

The pre-flight predicted position nneertainty for mapping 14 revolutions ahead was 400 km and 7 km for pre-gravity sensing and post-gravity sensing, respectively Clearly, gravity sensing would be essential to meet the instrument pointing requirements.

Cravity sensing would not be necessary to meet the orbit control requirements. The most stringent control recuuirement was that the error in time of periapsis passage was not to exceed 78 min 120 revolutions ( 60 days) after the synchronizing trim maneuver. The preflight results indicated that a single revolition. state-only pregravity sensing solution would cont-fbute no more than 15 min to this error.

To expedite the initial port-insertion orbit whtions. the partial step algorithon was added to . state-only orbit determmation program alled TRKED, which was then rertified for ase in flight operations. ThKED) with its simplified trafectory model and interactive 108 compule interface, would vastly reduce the wal choek time required to ohtain a prelininary orhit solution. Th • f-a t satellite orbit solution was obtained with TiKKi这 ushas about 2 h of lwo-way. l-min count doppler, which besan at earth occultation exit, abont 66 min from priapsis. This solu tion was within 26 km and $3 \mathrm{~m} / \mathrm{s}$ of the ' prosi hased on the tinal approach orbit determination and a nominal insertion manconer. The orhital period estimate was $12 h 35 \mathrm{~m} 24 \mathrm{~s}$ - within 2 min that predi ted immediately before insertion. Although it was used, the DSA was not actually required since the correction to cise a priori state Was well withon the linear $r$ gion of consegence. This first solution, which was obtained within minutes after receipt of the tracking data, was then imput to the SATODP, dind it converged to a state-only solution within 10 km of the TRKED solution. SATODP state-only solutions were later obtained with 4,8 , and 10.5 h of data as the data became available. The movement of the estimate between these solutions was almost entirely in the en th's plane of sky, coufirming pre-flight expectatior ;. The solution based on 10.5 h was the first of the pre-gravity sensing, single-tevolution, state-only solutions. According to the established plan, the design of the first orbit trim mancower was based on this solution exernt for the exact ignition time, which was to be updated shortly before crecution.

The trim maneover was to reduce the orbital period to 1lh58m48s, which would properly synchronize the orbit with the Goldstone view period, causing every subsequent even-numbered periapsis to occur near Goldstone zenith, as explained in the carlier discussions of the maneuver strategy. The target period was to be achieved within an accuracy of $\pm 0.65 \mathrm{~min}$. Performing the trim. at periapsis in the direction onposite the local velocity would require the least $\Delta V$ and would not change any of the other orbit parameters. However, designing the maneuver for execution at 20 min before periapsis in the direction opposite the local velocity at that point would not significantly increase the $J V$ required or disturb the other orbit paramcters, but it would be extremely advantageous operationally. As shown in Fig. 17 of Maneuver Analysis. the change in orbital period for such a design would be quite sensitive to the ignition time. Consequently, vernier control of the period change could be effected by simply changing the ignition time. Ignition would occur a fixed time interval after receipt by the spacecraft of a direct commmox
(DC.52) from Farth initiating the manew, scquence. The Earth transmit time of DC-52 would then determine the nominal period change the maneuver would produce. The operational advantage would be as follows. The maneuver $\Delta V$ and roll-vaw turn sequence would be calculated hased on the first single-revolution orhit solution mapped forward to 20 min before the fourth periapsis. These parameters would be more than adequate even for the worst imagimable orbit determination errors (e.g. 10 a). These calculations, the subsequent generation and validation of the spacecraft commands, and the loading of the spacecraft CC\&S could then be accomplished at a Ieisurely pace well in advance ( -1 day) of the maneuver execution. The orbit determination activity could contimue, independently and in parallel, processing data up to a few hours before the maneuver. The DC-52 transmit time could then be based on an orbit solution ohtained just hours before ignition.

Based on the first single-fewhtion, the $\Delta V$ and roll-yaw sequence was $15.25 \mathrm{~m} / \mathrm{s}$ and 34.4 deg and 128.7 deg, respectively. These parameters were loaded in the CC\&S about 1 day befor: the maneuver, as plamed. Meanwhile, the second single-revolution orbit solution was obtained and, subsequently, the third. Comparison of the results from the three single-revolution solutions was disconcerting. The dispersions of the periapsis position estimate in the Earth's plane of sky and the orbital period estimate were three to four times greater than predicicid on the basis of the pre-flight gravity ancertainties. Consequently, gravity sensing was begun immediately. A state plus second- and third-degree gravity coefficients solution was obtained using the first 2.5 revolutions of data. This solution agreed well with the three single revolution. state-only solutions but estimated the gravity coefficients to be four times larger than expected. Since this solution was based on data from only about $6 \%$ of the planet, there was no way of knowing whether the global field effects were actually four times greater than anticipated or whether Mariner 9 was simply experiencing a localized gravity anomaly. The former was considered more likely, which would mean that the orbital period would oscillate much more than anticipated. The locally determined period was clearly decreasing from revolution to revolution; however, there was no way of knowing at this point whether the local value was above on below the mean. There was no point in delaying the orbit trim maneuver in order to attempt to determine the true orbital period signature by fitting several more revolutions of data. If the trim was not performed as scheduled near the fourth periapsis, two trims would then be required in any case --
the first to get huth into the Goldstonc window and tha second to wichronize when back in it.

Because the 2.5-revolution, gravity seming solution alseed well with each of the single-revolution. state-only. solutions, it was used to con-pute the desired ignition time. It predicted an orbital period in the tifth revolution 15s less than the first single-revolution solution indicated. Consequently, the DC-52 was transmitted 1 min earlier than had been lentatiocly plamed in order to reduce the period correction by 15 s and nominall! $a^{i}$ w the desired period of 11 h 58 m 48 s in the fifth revolution. Exactly. the same period correction could have been obtained by sending the DC. 52 15m40s late (see F.g. 17 of Maneuter Analysis), and this would have been done if the first tramenission had not ber, siccessful. In fact, if the first a:ad second transmissions failed, the DC. 52 would have been ex it repeatedly in hopes of reducing the periapsis migration away from Coldstone 2 aith.

Monitoring the real-time doppler residuals during the maneuver gave immediate confirmation that the manenver was near-nominal. The first single-revolution orbit solution after the maneuver indicated that a fifthrevolution orbital period of 11 h 58 m 49 s had been achieved - an error of only 1 s . The maneuver performance is summarized in Tables 9 and 10 of Maneute $r$ Analysis.

On the day following the maneuver, a fourth-order gravity harmonic solution was obtained by fitting the tracking data over the four pre-trim revolutions. This model was used for the single-revchation, state-only solutions through revolution 10. The marked improvement in the stability of these solutions, which is illustrated in Fig. 26 of Satellite Orbit Determination, gave increased confidence in the model. Integrating the trajectory forward with this model indicated that the orbital period would oscillate in a quasi-sinusoidal manner with an amplitude of $\pm 35 \mathrm{~s}$ and a wavelength of 32 revolutions. Most importantly, it indicated that the mean period would he about 31 s less than the local value had been in revolution 5. About a weck after the trim, sixth-order harmonic solutions had been obtained for both the fourrevolution pre-trim data arc and a six-revolution post-trim data arc. The estimated parameters for the latter solution included the Mars pole direction, which moved about 1 deg from the a priori value. The various gravity model solutions were fairiy consistent and gave further evidence that the orbital period would oscillate. The latest model indicated an amplitude of $\pm 43 \mathrm{~s}$ and a wavelength of 40 revolutions. The predicted ascillation was due to the solved-for values of the tesserial harmonic coefficients $C_{12}$
and $S_{2, \text {, }}$, which were much larger than anticipated. These values suggested that the cross section of Mars normal to its spin axis is rather elliptical. The Navigation Team explained how such a mass asymmetry could physically produce the period oscillation. This explanation, which was subsequently fully confimed, is given in Section IVE, of Satellite Orbit Ditermination.

Periodically, new sixth-order gravity models were obtained using the most recent four-to-right-revolution data arcs. These :nodels were used in the single-revolution fits as they became available. For the first week after the maneuver, the observed orbital period decreased at a nearly constant rate of about 5 s per revolution, exactly as the new gravity models predicted. There was considerable anxiety, however, to observe the period actually "bottom out" and begin increasing, as the model predicted would occur after about revolution 20 . It was most gratifying when this also occurred exactly as predicted. By revolution 42 on Deccmber 5 , the acinal observed period had completed a full cycle. The observed signature is illustrated in Fig. 25 of Satellite Orbit Determination. The observed amplitude of $\pm 40 \mathrm{~s}$ and wavelength of 37 revolutions clearly confirmed the recent harmonic coefficient solutions. The orbital period could now be accurately and confidently predicted. The mean period was, in fact. $11 \mathrm{~h} 58 \mathrm{ml} 3 \mathrm{~s}-35 \mathrm{~s}$ less than the orbit trim target value. Although this 35 -s error was within the $\pm 39$-s (i.e., $\pm 0.65$ min ) accuracy requirement, it was causing operational difficultits, which would grow as the mission progressed.

Mariner 9's primary objective - mapping the surface of Mars between 65 deg south and 25 deg north latitude was to be accomplished by taking a full tape recorder load of pictures at each periapsis. All recorded data were to be played back to DSS-14 at Goldstone because the Goldstone station could receive the data at 8 times the rate of the overseas stations. Controlling the orbital period such that every other periapsis passage would occur near the middle of the Goldstone view period was essential to this mapping plan. Pictures recorded at the preceding (i.e., nadir) periapsis would be played back during the first $\sim 3 \mathrm{~h}$ of a Coldstone view. A new load of pictures: would then be recorded at the "zenith" periapsis and immediately played back during the last $\sim 3 \mathrm{~h}$ of the view. In this way. two full tape recorder loads of periapsis data would be obtained each day. The mapping would be accomplished in four complete longitudinal circuits. Because of the growth in the Coldstone view period with orbital mission time, a periapsis passage time error of $\pm 78$ min would le tulermble on the 60th day. This was
the basis of the $10.65-\mathrm{min}$ period accuracy spec. The anticipated data rate reduction from 16 to 8 klits $/ \mathrm{s}$ after the 60 th day removed the importance of accurate period control. Unfortunately. the mapping mission, which was to have commenced inmediately after the orbit trim maneuver, had to be postponed because of a planet-u ide dust storm on Mars. In its place, a reconnaissance mission was performed. As discussed in Science Sequence Design, the reconnassance massion involved entirely different science sequences than the mapping mission. The new sequences required taking TV observations farther from periapsis; consequently, playback of the data acquired at the nadir periapsis had to begin over DSS-62 at Madrid, Spain, in order to be completed early enough in the Goldstone view for the early TV data to be recorded. Since DSS 62 could receive data at only $1 / 8$ the rate of DSS-14 at Goldstone, this was very inefficient, in addition to being logistically complicated. The advisability of a second orbit trim maneuver to alleviate this problem was now considered.

By mid-December, Mariner 9's observations of the planet indicated that the dust storm was clearing and that the mapping of the Mars surface could begin at the end of the month. A new 60 -day mapping mission was designed which would complete the three-longitudinal circuits of Mars between the 50th and the 110th day in orbit. This mission design required a second orbit trim maneuver which would adjust the orbital period such that a signal transmitted from the spacecraft 15 min after the 220th periapsis passage (on day 110) would reach DSS-14 within 72 min of its zenith with $95 \%$ probability. The trim was to be performed in the 94th revolution. Consequently, the post-trim target value of the mean period would be 11 h 59 m 32 s , and the $72-\mathrm{min}$ timing tolerance implied a mean period control accuracy requirement of $17 \mathrm{~s}(1 \mathrm{\sigma})$. Since the current mean period was nuw known to be 11 h 58 ml 3 s , a $79-\mathrm{s}$ increase in the period would be required. The spacecraft trajectory was integrated forward beyond one full orbital period wavelength using the latest sixth-order harmonic gravity model with a 79-s period increase applied in revolution 94. As expected, the orbital period signature amplitude and wavelength changed only slightly - from $\pm 40$ s and 37 revolutions to $\pm 37 \mathrm{~s}$ and 39 revolutions, respectively - as a result of the period adjustment. Therefore, it would be satisfactory to simply increase the local orbital period in revolution 94 by 78 s . In addition to correcting the period, it was also desired to raise the periapsis altitude about 300 km in order to reduce the gores (i.c., underlap) in the planned mapping coverage.

Because of the excedlent condition of the spatereratt, the Project was not apprehensive about performing another propulsive maneuver. Normally, in order to conserve propellant when period and periapsis altitude are to be changed, a trim is performed at apoapsis to adjust the periapsis altitude, followed by a trim at periapsis to adjust the period. In this particular case the period and altitude could be corrected with a sinele trim. as illustrated in Fig. 24 of Mancuter Aiadysis. The velocity inerement required would be about $42 \mathrm{~m} / \mathrm{s}$ in contrast to $22 \mathrm{~m} / \mathrm{s}$ for the two-trim sequence, but this was inconsequential becanse ample propellant was available as a result of the near-nominal navigation performance to date. The operational advantages of performing one rather than two maneuters were overwhelming. Of the (wo possible single maneuver points shown in Fig. 2t. the inbound one was the clear choice because the other required a spacecratt attitude which would preclude a communication link during the burn. As shown, the velocity increment would be applied essentially perpendicular to the local velocity in orcer to raise the periapsis altitude without protucing a large period change. The small required period increase of the 79 s would be produced by "tilting" the velocity. increment just enough to increase the magnitude of the local velocity the required amount. Consequently, the orbital period control error would be dominated by the spacecraft pointing error and the nominal velocity increment magnitude. This resulted in the interesting circumstance that the allowable altitude increase was limited by the maximum velocity increment, which would yield a period error of $17 \mathrm{~s}(1 \sigma)$. Accordingly, the periapsis altitude target was set at 1650 km . As in the first maneuver, the DC- 52 maneuver-initiate sommand would provide for vernier adjustment of period correction based on tracking to a few hours before execution. However, there would not be a second opportunity to send the DC-52 - it would be necessary to wait until the following day. Because period control accuracy was critically dependent on precise alignment of the velocity increment relative to the local velocity and nearly all the tolerance was already allocated to the spacecraft pointing error, the DC-52 transmit time colerance was only $\pm 14 \mathrm{~s}$. compared with several minutes for the first trim.

Several days before the mancuver, the desired $\Delta V$ and roll-yaw sequence was computed to be $41.8 \mathrm{~m} / \mathrm{s}$ and 33 deg and 118 deg, respectively, based on the latest orbit solution. These were subsequently loaded in the CCdS. On the day of the maneuver, a single-revolution, stateonly solution from revolution 93 tracking and based on the latest sirth-order harmonic model was used to calculate the exact DC-58 transmit time. The maneuver was
©xecuted wothout meident and momtored as hetore. The mamemer performance is summariaed in Tables 11 and 12 of Mancuecr Andysis. Notice that the local period error was only 6 s , well within the specfied tolerance and. this time, the mean period was controlled with equavalent accuracy. This condaded the Marimer 9) flight path control activities, no tuether propulsive maneuvers were required.

Conclusion of the flight path control function did not result in a significant reduction in the Navigation Tean's workload hut rather, in a change in emphasis. From now on. the Tean would be involved almost exclusively in science sequence design and implementation and the vers accurate prediction of Mariner 9's trajectory for that purpose. The Navigation Team had heen pertorming this function ever since Mariner 9 bagan its final approach to Mars. Calculating the scan platform cone and clock angles required to accurately capture Mars in the instrument fields-at-view during the approach was completely routine from a navigation standpoint leeause of the large distances involved. In contrast, imaging the natural satellites (Deimos and Phobos) for optical navigation was quite difficult because of the large uncertainties in their ephemerides, as discussed in Section F of Interplanetary Orbit Determination. Originally, it was planned to take very simple TV mapping sequences near each periapsis after orbit insertion only until the orbit was synchronized by the trim maneuver. In anticipation of the existence of a relatively laige orbital period uncertainty for a few hours after insertion, special provisions were made to effect a late update of the start time of the mapping sequence at the first periapsis. This update was successfully achieved based on the 4 -h post-insertion data arc fit mentioned earlier. The primary contiguous mapping was to begin soon after the trim.

The TV pictures from the simple pre-trim mapping sequences showed that the dust storm was almost totally obscuring the surface of Mars, and it would have been pointless to begin the contiguous mapping before the storm cleared. Therefore, the simple mapping seyuences were continued after the trim maneuver. This actavity, known as cycle 1, was terminated on revolution 15. Cycle 2, which provided for more global reconnaissance than cycle 1, was conduct 1 on revolutions 16 through 23 , while a new reconnaiseance-oriented science plan was being developed. It was cycle 2 global observations at about 2 h before periapsis that necessitated playbeck of part of the nadir periapais data over DSS-68 at Madrid. In essence, cycle 2 invalidated the orbital period control accuracy spec of $\pm 0.65 \mathrm{~min}$ and first prompted considera. tion of a second trim maneuver, as discussed earlier.

The new recomaissance missios phan wis implemented on revolution 24. It consisted of two cyeles. Recomaissance I (revolutions 2.4 through 63) and Recounaisance II (revolutions 64 through 99), which were quite similat. Clobal observations with the wide-angle A-camera and ohservations of specific targets with the narrow angle. high-resolution B-camera were obtained on ath revolution. The primary teature of the plan was that the pictures from A-camera global observations weme inspected to identify specitic targets ia relatively dust-free areas for observation by the B-camera several revolutions later. This activity required far more strenuous scan platform targeting operations by the Navigation Team than the original mission plan. Although occasionally a target was missed as a recult of an orbit prediction crror, the overall performance of these targeting operations was excellent.

Marinter 9's primary mission of contiguously mapping $70 \%$ of the Ma:s surface began on revolution 100, shortly after the second orbit trim maneuver. Mapping cycles. 1,2 , and? were executed on revolutions 100 to 138,139 to 177 , and 178 to 917 , respectively. These cycles mapped the latiude band from 65 deg south to 25 deg north over the full 360 deg of longitude. Each cycle included several discretionary TV fri. .es which were allocated to targets of opportunity as the mission progressed. Toward the end of mapping cycle 3, the increasing Earth-Mars distance and the movement of Earth away from the high-gain antenna boresight necessitated cutting the playback rate to DSS-14 from 16 to $8 \mathrm{kbits} / \mathrm{s}$. Consequently, two full tape recorder loads (i.e., $\sim 30$ pictures each revolution) could no longer be returned to Coldstone daily, and the number of observations had to be reduced to about 20 pictures on each revolution by the end of the cycle. This situation was well anticipated when the target criteria for the second orbit trim mancuver were established. The trim, was, in fact, targeted to maximize the probability that the zenith periapsis time would be near the middle of the Goldstone view at the end of this cycle, so that an equal number of nadir and zenith pictures could be obtained each day. The picture balance was required in order to obtain uniform coverage from one side of the planet to the other.

Completion of mapping cycle 3 marked the complete achievement of the major mission objectives. However, because of the excellent condition of the spacecraft, an extended mission was authorized which, in fact, lasted until October 27, 1972, when Mariner 9 ceased functioning. During the extended mission, alternate roll reference stars (other than Canopus) were used to overcome the
sant phathom dock angle limes. and spacecratt dttende manewers were performed to point the high-gain antenna to Earth for playback of the TV petures and other science data. The involvement of the Nangation Team in these detivities is described at the end of the :" mever dialysis and Science Sequence Destgn sections. During the cxtended mission. Variner 9 fimshed mapping the entire planet.

Fach of the science eveles is deseribed in con.siderable. detail in Science Scquence Design. Sequence summary tables presented there define every TV secguence and picture taken during the first 262 revolutions. Sample orthocraphic and mercator plots of the coverage obtained are also included

The bulk of the satellite phase orhit solutions was generated in support of science sequence design. implementation, and post facto science data reduction. As mentioned earlier, the requirement to predict near-periapsis position within 10 km accuracy 14 revolutions ahead was the most stringent of the satelite orbit determination accuracy requirements. The 14 -revolution lead time (i.e., 7 days) was necessary to allow ample time for the final design and implementation of the science sequences (i.e., the scan platform cone and clock angles and instrument shutter timesi). The $10-\mathrm{km}$ requirement was consistent with the scan platform pointing control accuracy of 0.5 deg (3 a).

It was known frum the pre-flight studies that gravity sensing would be necessary for accurate' 14 -revolution prediction; however, the unexpected "roughness" of the lield, as discussed carlier, made the sensing even mure important than had been anticipated. Table 11 of Satellite Orbit Determination lists the 23 different gravity models generated. Note that the eighth-degree model (*21), which was generated by the Celestial Mechanics Experimenters, and the Navigation Team's tenth-degrec model ( ${ }^{23}$ ) were based on 38 revolutions of data - the number required for periapsis to cover 360 deg of longitude. Consequently, these models were valid for all subseyuent navigation operations, including sequence design. The coefficients of the tenth-degree model are given in Table 12 of Satellite Orbit Determination. Table 13 of that section summarizes the short-arc orbit solutions generated in support of the science scquence design. The number of revolutions over which the periapsis time was prodicted to 2 ss accuracy - corresponding roughly to the $10-\mathrm{km}$ requirement - is indicated for each solution. Note that the $10-\mathrm{km}, 14$-revolution prediction accuracy requirement was not met untll the eighth-degree gravity
model (\#21) was introduced. Thereafter, the requirement was generally met. The long-arc solutions used for the post facto science analysis are summarized in Table 14. Section V of Science Sequence Design discusses all the observation targeting error sources. Table 1 of that section presents the targeting error for three cases, which represent the entire spectrum of error experienced. The
worst case (revolution 157) is very atypical The periapsis time error of nearly 25 s was the result of a procedural problem wherein the targeting had to commence just before the next orbit solution was available; and it was this next solution that would have met the accuracy requirement. In other words, the problem was of a nontechnical nature.
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## I. Interplanetary Operations

## A. Introduction

This section describes the logistical aspects of orbit determination (OD) in the interplanetary phase of the Mariner Mars 1971 mission and discusses the working arrangements for the OD personnel, both within the Navigation Team and with outside groups. The section also briefly describes the various types of data used in the OD process and indicates the sources of the data. It further provides functional descriptions of the individual elements of the OD software and brief sketches of their modes of operation.

## B. The Interplanetary OD Croup

During the interplanetary phase, four OD engineers were dedicated full tume .. operations. They obtained the tracking data tapes from the Deep Spece Network (DSN) personsel and pre-processed them for use in the OD programa, validating the data by iterative analysis of preliminary residuals on the UNIVAC 1108. In performing the basic OD, the group analyzed solutions based on differing solution sets, data sets, and arc lengths, and recorded, compared, and contrasted solutions. The results were then confirmed or refected after consultation with spececraft or tracking syotem hardware analysts.

The group also was responsible for inclusion of new ephemerides and station locations, and the day-to-day tracking system analytic calibrations (TSAC), which will be discussed later. This task involved cooperating with various suppliers in producing the information and directing the validation and analysis of the results, when they were included in the process. Additional personnel (at least five) participated at one time or another on a consulting basis as requested by the group.

The work whedules in effect during ruutine cruise dfffered from those immediately before or after spececraft maneuvers. The normal operations called for single (prime) shift support 5 days a week. The DSN accuroulated the tracking data and tranaferred them twice weekly to the Navigation Team. On these days the tracking data validator had the data available for the OD engineers at the start of the work day. The OD engineens then processed the new data, performing the analysis and comparisons mentioned previously, and provisied an updeted eatimate of the orbit weekly.

During critical periods, the same four group members provided the OD support, but on a much more rigid thenetable. Prior to any maneuver, the sequence of events deftred a serien of thmes at which the maseuver param-
eters stored in the spacerraft could be updated．At each of these times，the Navigation Team Chiet required a set of manewer parameters based on the best avalable orbit solution．This often necessitated mumerous full（OD se－ quences cach day．from initial data transfer through vali－ dation，orbit determination，and covariance amalysis．The task often required working a double shift at hours dic－ tated by the maneuver execution time．Immediately fol－ lowing launch or a maneuver，a definition of the new orbit was usually reguired to ensure that it was as anticipated． This definition was based on a minimum of 1 h of tracking data．

## C．Interfaces With Outzide Groups

The OD engineers obtained their basic data from groups outside the Navigation Team，and the final orbits produced eventually wert to other elements of the Mariner Mars 1971 Project．The interfaces were well defined before the mission；each group knew its ohliga－ tions and had agreed upon a single point of contact through which the data would flow．These interfaces were tested by pre－flight simulations．

All problems and results were communicated to the Navigation Team Chief，who was responsible for dis－ tributing information and requesting any necessary addi－ tional support．

1．Radionnetric data．The bulk of the information came from the DSN，which was responsible for raw radiometric data and the TSAC．The tracking data were collected by the Network Analysis Team for Tracking（NATTRACK） in the Space Flight Operations Facility（SFOF）at the Jet Propulsion Laboratory（JPL）．This group operates 24 h a day monitoring data for data cutages and system perform－ ance，manually adjusting certain quantities on the master tracking data file，and answering requests from the various projects for selected data from that file．During critical periods，a member of NATTRACK was assigned to the Navigation Team area to trouble－shoot and to insure oplimurs communication between supplier and user．If for any reason the NATTRACK system data record （SDR）is lost，the data can be recalled from temp rary storage at the station or it a switching computer at JPL． During the Maisner Man 1971 mission，SDRs were peo－ duced and stored on an IBM 300／75．All OD rums were performed on a UNIVAC 1108 in the SFOF，and the data were tranaferred between competers on mappetic tape．

2．Tracking system analytic calibrations．The TSAC data melude tumug．polat motion．troposphere and charged－particle cabibrations，all of which were produced on the UNIVAC 1108 under control of the DSN－funded Navigation Accuracy（iroup．This group was responsible for collecting raw data from the available sources．con－ verting the data to a comenient form（usually poly－ nomials），assessing tue errors in the raw data and their polynomial representation，and collaborating with the OD engineers in analyaing the effect of these data on the solutions．The calibrations were made available in card form．according to an established schedule．Both the data and the schectules for their delivery are discussed in Ref． 1.

The tracking station locations are also under the aegis of the TSAC activity．They are produced with the OD program using radiometric data from the previous mis－ sions and calibrations like those mentioned above．Theo－ retically，the data are constant and ：are made available once for the entire mission．In practice，ongoing techno－ logical advances have often meant that improved sets become available before the mission was over．

3．Planetery ephemerides．Because new planetary radar bounce data were to be taken at Mars opposition in the summer of 1971，the Project agreed to accept an im－ proved planetary ephemeris between launch and on－ counter．It was the responsibility of the Project－supported Ephemeris Development Group to produce and certify this new ephemeris，to speciry how it differed from the old ephemeris and how it would affeci the B－plane（see Appendix A）coordinates of the probe，and to provide a covariance on the Earth and Mars positions for use during the mission．In addition，this group infurmed those in－ volved in the station location effort whenever the now ephemeris changed the planetary positions from their positions at previous mission encoun＊：rs．

4．Spacecraft data．Another important OD interface was with the Project＇s spacecraft analysts，who provided information on such quantities as spececraft mass，solar reflectivity，attitude and propulsion system performance， etc．This information was moct belpful when gas leaks occurred（see Section V）．

5．Companter operationa．The closest OD interface was with the Flight Support Croup，whose functions tnchuded program deck setup and UNIVAC 1108 vomputer opera－ tlons．This group handled tranafer of tapes between com－ puters，as well as the monitoring and schedulias of pro－ gram executions．

## D. Data Used in the Orbit Determination Process

1. DSN radiometric data. The DSN supported the Marimer Mars 1971 mission with Drep Space Station (:SSS) 12 and DSS 14 at Coldstone. California; DSS 41 near Biommera, Australis: DSS 51 near Johanneshurg. South Africa; anci DSS 82 neat Madrid, Spain.' The first four sites tracked the pacecraft fom laianch (L) through Mars orbit insertion (MOI), whereas DSS 62 began tracking at $L+26$ days. Because of the desire for continuous telemeiry concrage, the DSN provided nearly continuous tracking from launch through encounter for the first time on an interplanetary mission.

Figure 1 shows the tracking coverage provided ly the DSN by data type, station, and timespan. The data types available were hour angle (HA), cieclination (DEC), and one-, two-, and three-way S-band doppler (F1. F2. and F3. resperetively), MARK 1A. TAU, and MU ranging. ${ }^{2}$ DSS 14 was the only station with TAU ranging. MU ranging was available only at DSS 12, and only after July 11. The MARK IA equipment, available at all but DSS 14, was originally designed for ranging at lunar distances, and. although the hardware had been improved, in the past it could only be used during the first few weeks of interplanetary missions before its useful range was exceeded. Because of the most recent hard-vare changes at the stations, MARK 1 A ranging was taken at DSSs 41 and 51 through the imiddle of July, almost 7 weeks after launch.

To indicate the quality of the tracking data. Table 1 gives the standard deviation of the residuals for the individual data types from each station. The deviation is based on a port-flight solution which fit doppler and range data over the period from the midcourse manenver (June 5) to 45 min before MOI (November 14). This solution included only the state vector for the probe, so that such quantities as the GM² of the Moon, attitude control leahages, and station locations still contributed their signatures to the statistics. Figure 2, derived from Run 000907, indicates the pass-by-pass standard deviations of the MARK IA data, whose quality degrades noticeably with increas. ing distance. Figure 3, also from the same run, indicates that the rather large standard deviations for the TAU and MU data types are due not $s 0$ much to the hardware as to errors in the CM of the Moon and to attitude control system leakagen. Because these phenomena have also affected the doppler and the MARK 1A date, Table 1 gives

[^1]In upper hound $:$ : the hardware arrors. In general the northern hemisphere stations (DSSs 12. 14, and 62) show slightly noiser residuals because of the increased tropoophere and charged-particle effects at the lower elevation view angles.
2. DSN station locations. Juring the period from January 1 to October 20, 1971, three different sets of station locations were recommended to the Mariner Mars 1971 Proiect. The characieristics of each of these sets and a detailed history of their development are presented in the second section of Ref. 1.
3. Planetary ephemerides. Tiree different planetary ephemerides were used during the interplanetary phase of the mission. All were numerical integrations fit to optic. 1 and radar bou'.e data with JPL's solar system data processing system; (SSDPS). These ephemerides were ma ${ }^{\prime} e$ available on tapes by the Ephemeris Development Group in the usual develnpment ephemeris (DE) format (Ref. 3).

The ephemeris available in early 1971 was DE69 (Ref. 3), which had been created for the Mariner Mars 1860 mission. This ephemeris was based on 34,000 United States Naval Observatory (USNO) meridian circle observations covering the period from 1912 to 1968, about 800 planetary radar bounce points from 1964 to 1868, and 200 Mariner 5 range points taken during the 10 -day encounter interval with Venus. The radar data for Mars consisted of 38 measurements from Arecibo Cbservatory (1964/1865) and 10 high-precision compressed pnints taken at the Massachusetts Institute of Technology's Haystack facility in 1867. In the 18 months following the release of DE69, additional Mars ranging was obtained, which indicated a secular drift in the Mars ephemeris, as shown in Fig. 4. Because of this, the Project agreed to fund development of a new ephemeris for encounter support, which would include the latest ranging data avalable. Although interim ephenerides were available at the time of launch, the first midcourse maneuver was based on the welli tested and understood DE60.

The ephemeriv planned for encrunter support DJ78, was delivered to the Navigation Tcam on Septens oer 30, 1971. In addition to the dala used for DE00, 1 uncluded USNO oxtical data from June 30, 1903, to July 17, 19e?; the JPL Mara range data taken frown May 7, 18ee, to Septomber 10, 1971; and the JPL Vernus range measuro-

[^2]menis taken between July 22 and December 31. 1970. After inttal consistency checks, this ephemeris replaced DE69 for all Navigation Team functions and was used to derive new station locations.

Shortly before the Mariner 9 arrival at Mars. it was discovered that a cor er error in the Coldstone equipment had caused all of the 1971 Mars ranging data to be wrong by the equivalent of one second in epoch time. The Ephemeris Development Group found they could correct the observations in the reduction software, and thus produced DE79. The residuals (corrected data minus DE78 predictions) in Fig. 5 show the error resulting from using the faulty data. Figure 6 displays the difference in the geocentric range ( $\rho$ ), right ascension ( $\alpha$ ), and declination ( $\delta$ ) of Mars for the period of iiterest. At encounter, the differences are $-9 \mathrm{~km},-0.05$, and $+0.04 \mathrm{in} \rho, \cos \delta \Delta \alpha$, and $\Delta \delta$, respectively.

The use of DE79 instead of DE78 induced a change of 30 km in the B plane encounter predictions, as discussed in Section III.
4. TSAC. The sources, characteristics, and reduction techniques of the timing, polar motion, troposphere, and charged-particle data are discussed in detail in Ref. 1.
5. Spacecraft attitude information. These data were required for support of the onboard optical navigation demonstration (OND) described at length in Section VI. The data were helpful in the analysis of the attitude control system leakages during the later portions of cruise (Section V).

The information was made available to the optical navigation engineers on tapes produced by the UNIVAC 1219 mission test computer (MTC) from raw telemetry data. The spacecraft transmitted quantized values of the positions of celestial reference bodies in the spacecraft sensors at 4.2 -s intervals of time throughout the mission. These values were used in the optical programs to establish the camera pointing angles in inertial space.

These data were regularly monitored by personnel in the Guidance and Control Division at JPL to analyze attitude control system performance. Section V describes how these data can be used to identify gas leaks. Such leaks were in fact noticed by those monitoring the data. They identified the leaking valves and computed thrust profiles and communicated their findings in written form to the Navigation Team. The OD engineers then con-
verted the thrust mrofiles to acceleration profiles along the appropriate program reference axis.
6. Optical data base. The optical navigation observables are the locations of objects in TV picture coordinates, detined as the picture element (pixel) and scan line (line) numbers. The objects include natural satellites, planets, landmarks, stars, and reseans. These observables are obtained in either of two ways: visually, by measurements of hard copies si the TV pictures, or by computer location of object images on a tape of telemetered video information.

During the 3-day approach period prior to MOI, three pre-orbital science picture sequences (POS I, II, and III) were taken. Section VI-F indirates how the OND influenced the content of these pictures and what use was made of them.

## E. Software Used by the Orbit Determination Groups

1. Radiometric tracking. Obtaining an estimate of the B-plane coordinates and associated statistics of the probe trajectory from DSN tracking data involves operation of two sets of software, known collectively as the data editing program (DEP) and the orbit determination program (ODP). The ODP is also known as the satellite orbit determination program (SATODP) and the double-precision orbit determination program (DPODP).

The first step in the data processing is conversion of the raw radiometric tracking data file produced by the tracking data processor (TDP) on the IBM 360/75 to UNIVAC 1108 format. Next, the orbit data editor (ODE) is used to select the data types and time spans to be processed. The ODE then reformats the range and angle information and computes the doppler frequencies used by the ODP. The raw doppler data are readouts, sampled at regular intervals, of the cumulative number of cycles of a signal that have passed through the receiver. By differencing the number of cycles read out at two successive times and dividing by the elapsed time, an average frequency over that interval is obtained. If nonconsecutive samples are used for this purpose, the doppler is compressed to a count time given by the interval between the two readouts used. Data noise caused by readout quantization will decrease as the count time increases. Compression, if done properly, will not destroy any information inherent in the data, and it will decrease the number of points to be processed.

Once a file of data is available, it is passed though a
 1971. it was TRKED), which computes residuals hased on the most recent traicctory. If blunder points are detected. the ODF is rarun to ignore the bad points and possibly to compress the remaining deppler. The result is a file of clean observables for use in OD.

The UDP' is a collection of programs to perform highprecision differential correction of a variety of paramcters that are used to compute observables. Trie "solve-for" variables inchude quantities like the spacec. Ift position and velucity at some specified epoch, solar pressure and attituche control leakage coefficients, manewer velocity increments, tracking station locations, scrodynamic constants, station and spacecraft ranging delays, planetary ephemeris parameters, gravitational harmonic coefficients, etc: The mathematical formulation of the ODP is given in Ref. $\mathbf{Q}$.

The differential correction process requires residuals, partial derivatives, and some solution algorithm. To evaluate the results. it is necessary to have statistics on the solution, and it is often desirable to transform the result: into a more easily comprehensible coordinate system. For these applications, the ODP includes the following programs:
(1) DPTRAJ. DPTRAJ uses the Cowell method to numerically integrate the spacecraft cartesian coordinates. It displays various trajectory information and produces a prolse ephemeris tape (PET).
(2) VARY. VARY numerically integrates the partial derivatives of the spacecraft cartesian coordinates with respect to those parameters which affect them and writes a file containing sum and difference arrays for the probe ephemeris and variational equations.
(3) HEGHES. REGRES computes predicted observables and their partial derivatives with respect to the prescribell model parameters and writes them and certain auxiliary information for each data point on a file.
(4) ACCUME. ACCUME uses the Householder algorithm to compress all the observation equations (conditional equations) into a set of $N$ simultaneous equations in $N$ unknowns. ACCUME also adds certain TSACs to the data, generates data weights, and tests deletion criteria.
(5) SOLNEL. SOLNEL solves the system of lmear equa-
 ing a !riori uncertainties in the variables as additional information. It forms the classical covariance on the solution, as well as an augmented ("consider") covariance, which inchades the ethed of uncertamties in other parameters that afteet the obsen ables but are not solved for.
(6) SOLXE2. SOINE ohtains a solution, when the simultaneous equations are nonlinear, by means of an algorithu (Ref. 4) which chooses some fraction of the correction indicated by SOLNE1.
(7) MAPCEN. MAPCFN generates matrices of partial derivatives of the "more understandable" coordinates with respect to those parameters which affect the motion of the spacecraft on its trajectory.
(\$) MAPSEM. MAPSEM uses the matrices generated by MAPGEN to convert corrections and statistics for the "more understandable" parameters.
(9) OUTPUT. OUTPUT piots and prints data residuals. as well as lincarized residuals obtained by substituting solutions back into the observation equations. It then computes statistical information on these data.

Certain of these programs are usually concatenated to accomplish a specific function. For example, during cruise, when various solution strategics are under investigation, the OD engineer produces a file of residuals and partial derivatives of data for all parameters that might reasonably be solved for, which involves DPTRAJ, VARY, and RECRES. Once the necessary mapping matrices are obtained using MAPCEN, the effect of changing solution parameter sets on a given data set is studied using ACCUME, SOLVE1, MAPSEM, and OUTPUT. This latter type of run constituted the majority of infight $O D$ analyses for Mariner 3. As new data accumulated, they were added to the file, and usually two different data sets were examined: (1) that using doppler alone, and (2) that which included range and doppler. At times, these were processed both with and without charged-particle TSACs. For each data-batch/calibration combination, at least seven different parameter set solutions were obtained, which will be described later. Previous experience has proven this to be an invaluable $O D$ procedure (see Section II), and the programs have consequently been designed to optimize this sort of operation. The interaction of all these programs is displayed in Fig. 7.
2. Optical data. Mother soteware system (Fig. S) Was developed to gather and process onbog optical nanig. tion data. This wistem was used for ma dion stoders. mission plaming, and training betere ceacomere as well as for real-tame (OD). Although the (OND) was not critical to the success of the mission. this system was denemmented verified, and tested to the Mariner Mars 1971 standard and placed within the mission-controlled sotware is stem.

The optical software processes data from Mariner spa. ecraft, which have three-avis-stabilized attitude, a two-degree-of-freciom scan platform, and vidicon television cameras. Raw data consist of telemetered TV pictures in digital and hard-copy form and telemetered spacecraft engineering data. The system processes the dita and generates a file of optical-data residuals ame partial derivatives for use in ACCUME of the ODP. The specific functions of the component programs in this softwate system ate deseribed below:
(i) STRFIL. The reduced star catalogue program (STRFIL) scans a tape containing the 250,000$)$ entries from the Smithsonian Astrophysical Observatory ( SAO ) star cataloguc and creates a subset catalogue of stars within user-specified right ascension, declimation, and visual magnitude limits.
(2) XTR. Extractor (XTR) computes the celestial pointing direction of the scin platform at the time a TV picture is taken, using telemetered spacecraft engineering data (pitch. yaw, roll. and scan platform gimbal angles).
(3) CGG. The celestial geometry gencrator (CGG) combines spacecraft trajectory, satellite ephemeris, star catalogue, and camera pointing data to compute a priori star- and satellite-image locations. Plotted output for each picture is scaled to match near-realtime hard copy to assist in locating and identifying observed images.
(4) IMP. The image processing program (IMP) is used to search for and graphically display star, satellite. planet, and reseau images contained in the telemetered TV video data. IMP will antnmatically scan an entire TV picture, producing a line printer "plot" of video intensity in a 20 line by 20 pixel portion of a picture, centered about each detected bright spot.
(5) ODCR. The optical data calibration and rectification program (ODCR) estimates measurement errers and computea expected image locations cor-
rected for homn emons associated with the TV
 copected image locations, partial derivatives of mage lon ations with respect to measure ment errors. and oinervathon statistion atre passed on to the aptial olncrable and partial generitor (see 7 ).
(6) T(iP The trapector geometry program (TCP) is
 plan TV picture sequences and to process data from these seguences Tel can operate in an interactio. mode to expedite mput/output duringe mission operatioms.
(a) OOPC: The ontic.d olomenhle and partiad gememafor program (OOPC) uses data from ODCR to gencrate observahles and partial derivatives. These are then written on a file that is passed to ACCUME,
(8) ODAP. The optical data amalysis program (ODAP) is an estimation program specificatly developed to meet the needs of optical navigation. ODAP uses a sequential formulation of the minimum variance filter with a generalized consider option. The sequential formulation allows the evaluation of optical data errors. wheh are modeled as exponentially time-correlated processes. The generalized consider option allows the evaluation of filter performance in the presence of unmodeled or mismodeled parameters. Firrors in a priori parameters und data noise can be accommodated. B-plane and plane-of-sky mapping is available.
(9) CERPLP. The colestial and residual plot program (CERPLP) plots optical data (pixel and line) residuals from OOPG and ODAP data files and for B-plane estimates obtained from ODAP. CERPLP also plots spacecraft-centered and targetcentered celestial geometries of spacecraft, planets, natural satellites, stars, and landmarks from TrPP data files.

## II. Pre-flight Analysis

## A. Introduction

This section discusses the analysis which served as a basis for spacecraft delivery accuracy predictions. It enumerates the major error sources that affect the data used and presents the best pre-flight estimates of the uncertainties in these parameters. Whenever appropriate, the means by which these estimates were modified or confirmed by actual flight experience are indicated. The discussion includes a description of the strategies devel-
oped for combuting the (o) , and the in tationale. Ref-
 vources ami istraticgies
 (O) (Table 2) were speciferd in tems of three sepaate-
 first midourse manemes. (2) post-midnorerses, from the first mideomes manemor to apprommately MOI - 30 dass and (3) pre MOI, from MOI - 30 days to MOI.

Athough strategies were developed to handle all three phases, this wetion will concentrate on those designed for the thent phase an! will indicate wherever powible how the we would he mondified for the other phases.

## B. Major trror Sources for Radio Navigation

These sommer consist of (1) ohserver-related. (2) spaceeratt refatell, and (3) ephemeris-related errors. The first crooss result from the nse of models not wecurate enongh to locate the ohserver in inertial space and to calibrate out the effects of the transmission media The second type of errors ..rise from inadequate modeling of all of the accolerating forces on a spacecraft. The last errors involve incorrectly specified positions of the planet:.

1. Ohserver-related errors. These fall into two main rategnries:
(l) Those that corrupt or disiort the actual information content of the observation, e.g., charged-particle effects in the space plasma and Farth's ionosphere.
(2) Those that influence the pesition of the ohserver (tracking station) in inertial space, such as polar motion and variation in the Earth's rotation rate (time variations).

All produce diarnal signatures, and at any insiunt their combined effect cat be represented by an equivalent set of station locations which would produce the same observable. Hence, they are often referred to as equivalent station location errors (ESLEs).

Errors, real or equivalent, in the coordinates of a tracking stution have different effects for different data types, geometries, and station combinations. Range rate data. from which the right ascension and declination of the probe are pimarily obtained, depend heavily on the absolute longitude $\lambda$ and the spin axis distance $r$, of the station. Ranging data, when more than one station is tracking, are extremely sensitive to errors in relative longitudes, spin axis distances, and z heights (off the equator).

These facts mest be comsideted when strategues are de-

(1) Chanded-paficie effects. The radio signals travelmas between a shation and a spaceond pass through
 space phasma, and, inftequently, the innoppheres of other planets. The interaction between the radio sigual .mel the darged particles in the medium canses, among other things, a change in the propagation velocity. The group velocity decreases. whereas phase velocity increases in the presence of charged particless As the density of charged parti-
 plase velocity sonmpis doppier measuremems made from the r.adios sign.al.

The liarth: iomosphere results from sohar ultraviolet radiation ionizing the upper atmosphere. Consequevth, the ionosphere above a tracking station increases and decreases with, roughly, a diumal periad. If the ionospheric effect is not measureci or modeled, it con not be distinguished from errors in tracking station location and may cause significant errors in the real-time OD.

The uncertainty in the magnitude of these effects results more from the absence of continuous raw calibration data during the mission than from the quality of the measurements themselves. The quality depends on the measurement noise and bias, the proximity of the measurements to the spacecraft line-of-sight, ets.
(2) Tropospheric effects. Hefraction in the troposphere slows the phase and group velocities equally. The retardation is minimal at the zenith, where the least atmosphere is traversed, hut the amount varies Wecalnee of daily and seasonal weather changes. The refractive index of the troposphere depends on pressure, temperature, and relative humidity, and it is the unpredictable variations in these that causes the uncertainty in the troposphere model.
(3) Polar motion. Although the DSS locations may be relutively well fixed on the Earth's crust, it is the station coordinates with respect to the Earth's instantaneous spin axis, and with respoct to the equatorial plane defined by that axis, which are important for navigational accurncy considerations. The Earth's crust is not fixed with respect to the spin axis, and it is this so-called polar motion (the motion of the Earth's crust with respect to the apin
axis) which causes the DSS locations to be a function of time relative to the spin axis.

Polar motion data are available from a number of institutions, whose result, oftem disague he as mond as $\mathbf{2} \mathbf{~ m}$. The uncertaint! in polar motion is due to the noise on the raw data used for determination of the pole location and disagreement about which sources produce the "true" pole position.
(4) Timing ermens. Accurate specification of the inertial position and velocity of the tracking station requires knowledge of the instantaneous rotational position of the Earth on its axis. Because of tidal friction. etc., the Earth's rotation rate is decreasing as time goes on so that the time (Universal Time [UTI]) derived from the rotational position of the Farth differs from the uniformly Howing (Newtonian) ephemeris time (ET).

The variations in rotation rate are measured from Earth by (a) using photographic renith tubes to observe the International Atomic Time (IAT) of transits of selected stars over the meridian or (b) using astrolobes to observe the IAT of selected star transits over specific circles of elevation angle. The errors in measuring the star positions, the errors in the star catalugues, and the discordance among results from the various suppliers of UT1 all contribute to the remaining uncertainties in time.
(5) Actual DSS locations Except for geologic effects such as earthquakes and continental drift, the tracking stations do not move with respect to the Earth's crust. However, because the locations are best determined by analysis of existing tracking data, there are location uncertainties because of ESLEs discussed above and from other lesser sources.
2. Spacecraft-related errors. These errors include any unmodeled or mismodeled forces that affect the motion of the spacecraft on its trajectory. Some of these forces are gravitational, resulting from attractions by massive bodies; if the masses are not known accurately, the computed trajectory will be in error. Other forces arise from engineering particulars of the spacecraft. These nongravitational forces include those involving the spacecrafi's interaction with its environment, such as solar pressure and drag, and others involving spacecraft operation, like propellant leaks and attitude control thruster imbalances.

Acerledtoms from these sources are very small ( $-10^{4}$ $\mathrm{km} / \mathrm{s}^{\prime}$ ) and are dangerous not for the amount by which thes perturb the actaal motion of the spacecraft. but rather for the way thes catl resemble other fores being sohedior in the data tilter. This ability to be "soaked up" by other parameters can sometimes decrease with increasing data are if the chaging geometry helps the other toress (usually gran itational) to distinguish themselves.
(1) Solar pressure. The most oh ions solat pressure accoleration is in a radial direction away from the Sum. There are also two smaller forces orthogonal to this berause of asymmetry of the spacecraft configuration ie.g. the high-quin antemna, which is canted off the spacecraft roll axis. The magnitudes of these three forces depend on the projected cross-sectional areas and reflection coetficients in those directions. which are very difficult to measure in a laboratome Moreover, experience with previous Mariners indicates a slow but perceptible secular decrease in solar pressure ( 3 c over the mission). This decrease is commonly attributed to degradation of exposed surfaces, which results in decreased reflectivit!:
(2) Propalsion systcm. Cias loaks can arist from imperfect seat tolerances on the valves of the main propulsion system. Because the amount of propellant carried to Mars for the orbit insertion far excesded the amount required for any past or present midcourse requirements. the Mariner 9 spacceraft had a significant potential for leaks after its midcourse correction. The tolerable magnitude of such leaks was included in the design specifications.
(3) Attitude control system. The attitude control thruster imbalances which arise from imperfect matching of the jets on opposite sides of the spacecraft, and the leaks from inmmplete seating of the associated valves, are much more difficult to model because so little is known about their terr. oral characteristics. The effect of imbalances would presumably vary as the number of gas firings, but the valve seating problems could improve or degrade with time. Here, again, the design specifications included the tolerable leak magnitudes.
3. Planetary ephemeris errorn. The accuracy with which the Mars-centered position of a probe near encounter can be predicted using Earth-hased tracking depends on the accuracy of the prediction of the geocentric position of the probe and of Mars at that time. Determination of the geocentric position of the probe from radio traciang is
comupled by the errors mentioned above The geocentrie position of Mars is obtamed directh from the planetars ephemeris. so ts errors are simply the vector difference between the absolute position errors for Earth and Mars on that ephemeris Admittedly. the trajectory of the probe depends on the absolute position of Mass, which is an attracting body. and the position of the observer depends on the absolute position of the Eart!: ! a the displacement of Mars from where it is expected to be when the spacecraft arrives is the most easily understood effect. The least obvious, but nevertheless important, effect is in the determination of station locations, which are "observerrelated" errors (Sections III and IV).

## C. Assumed Magnitudes of the Radı Navigation Error Sources

Before every mission, OD analysts assess the state-of-theart accomplishments in each of the abowe areas and establish the uncertainty of their huowledge abont then.e. In sabsequent studies, they use this information. along with assumptions about the measurement errors in the real observahles, to compute uncettainties in the deliverable B-plane results. ${ }^{4}$ The same procedure is used in perations, when the final selection of data is a ailable. The delivery uncertainties quoted later in this section are based on such consider covariances. The accuracies predicted by pre-flight andysis can be achieved in operations if the estimate of error magnitudes is realistic. The magnitudes assumed for considering and estimating these parameters are listed in Table 3. The consider values, which will be discussed first, are the best estimate of the true uncertainties.

The sola pressure values reflect the laboratory measurement uncertainty mentioned earlier. The attitude control estimates were based on propulsion and attitude control leakage specifications. The station location errors are tise combined equivalent of all the observer-related errors (DSS location, timing, polar motion, charged particles, and troposphere). The ephemeris values give a geocentric Martian position uncertainty of 10 km in the plane of motion and 50 km perpendicular to it .

As the mission progressed, some of these quantities, like solar pressure and constant attitude control accelerations, became hetter defined. However, it was very seldom that

[^3]Hese or the dhowe comoder values were ased as a priori intormation in a olutow for such quantities becanse, in gemeral, to do wretricted the eapablity to determine them indepeminntle with owe ational data. This moy be a revolt of ignoring condatiom in the uncertainties or of mappropriate data weights, both of which need to be insestignted further.

The data errors asbmed tor the accuracy studies were $3 \mathrm{~mm} / \mathrm{s}$ for a 60 -s connt time doppler point. and 100 m for bange data. During the mission, these erress were changed to $1 \mathrm{~mm} / \mathrm{s}$ and 30 m . respectivels. in light of the results shown in Tathle 1.

## D. Error Sources for Onboard Optical Navigation

The onboard optieal data determine the distance and direction to Mars by olverving how the apmant onhite of Phohos and Deimos change against the background stars as the spacecraft approaches Mars. The two main classes of crrors that corrupt optical navigation results are those which affect the measuri instrument (TV camera), and those which affect the computed apparent celestial coordinates of the observed oljects.

1. Instrument errors. The measured line and pixel locations of images are used tu determine the directions of objects. Electromagnetic distortion in the electron beam scazning circuitry, optical distortion in the telescope of the instrument, and errors in instrument parameters (e.g. focal length) can corrupt the measured direction.

Flectromagnetic distortion can be caused by (1) a nonuniform magnetic deflection fich, (2) a fringe field outside the drflection legion of a vidicun inle, (3) interaction between the focusing and deflection fields, (4) a nonuniform electric deceleration field, (5) electromagnetic bias shifts, (6) a common rotation of the scan deflection fields with respect to the target raster, and (7) nonorthogonality of the scan line and pixel deflection fields.

Optical distortion results from: (l) imperfect design and/or construction of the telescope lers, (2) misalignment (nonorthogonality) of the lens optical axis with the target raster, and (3) decentering of the lens optical axis in relation to the center of the target raster.

An error in the value of focal length used to describe the i..strument transfer function causes a symmetric radial distortion about the principal point. Errors in the values of the pointing direction used to describe the instrument transfer function have an effect similar to errors in the
values used for the location of the phincipai point on the target raster.
2. Celestial direction finding errors. Here, the primary contributions to errors are satellite ephemeris errors. Since the size and shape of the apparent orbit determine the probe's position, errors in the satellite ephemeris have an important eftect.

## E. Assumed Magnitudes of the Optical Navigation Error Sources

Because of the TV and scan platform calibration sequence performed about 30 days before MOI, there was an opportunity to assess the magnitude of the crrors in the optical navigation instrument in its flight configuration. The TV geometric distortion was calibrated to better than 0.5 picture elements, ( 3.0 ) 10 , using the reseau grid. The residual distontion after calibration was random and did not change in character through MOI. Since the ability to image a number of stars was proven during this sequence, it was obvious that the TV pointing direction could be determined to the limiting accuracy $0^{\text {: }}$ the residual TV distortion because the positions of the stars were assumed to be perfectly known. With this as background, it was decided to weight the Phobos and Deimos data from star-satellite nictures at $3^{\prime \prime} 0$ in the ODP.

The a priort uncertainties in the satellite ephemeris elements are given in Table 4.

## F. Development of OD Strakegies

Pre-flight analysis and past mission experience show that the best way to detect the presence of errors is to compare and contrast a variety of solutions based on differing data arcs, data types. and solved-for parameters. Then, after identification of the errors present, strategies can be applied to obtain a good solution in spite of them.

One effective means of ferreting out problems is to compare solutions using different length data arcs or arcs locuted at different places along the orbit. Often a short arc will erroneously absorb phenomena into the state which would not be interpreted as the state in a long are because of the distinguisinisg effects of changing geometry (Fig. 9). For example, the deleterious effects of ignoring certain TSACs seem to decrease as the data arc is lengthenerl. A similar situation occurs when stochastic gas leaks on both Muriners 4 and 9 are ignored.

A second approach is to play different data types against each other. Doppler and range have different
sensitivities to many phenomena. For example, doppler can easily mistake nongravitational for gravitational forces because it determines the position of the probe from its observed geoceutric acceleration (time rate of change of doppler). Using the planetary ephemeris to determine the relative acceleration between the Earth and the body whose gravitational acceloration is currently dominating the probe's motion, an OI) program would deduce the probe-body acceleration by vector subtraction. It then simpl infers the probe-body relative position using the law of universal gravitation. Nongravitational spacecraft accelerations can obviously degrade the determination of the distance of the probe from such a body unless another means is found to constrain the solution for position. Ranging data often fill this gap because, in conjunction with a planetary ephemeris, they can independently set limits on the probe-planet distance (Fig. 10). However. this situation makes ranging particularly susceptible to ephemerts enrors Omioard optical data are msensitive to ather of these arors but are dependent on sate!!ite ephemeris errors, and so m. If solutions using one data set differ noticeably from those using another, or from those using a combined data set, then probably something is mismodeled.

Another technique is comparison of solutions obtained using different parameter sets, with an accompanving evaluation of the new solved-for values. If these values are unreasonable in light of what is known a priori (e.g., a changed sign on the transverse solar pressure), then it may be that these parameters are absorhing some other error. Another indication is poor consistency between solutions using different parameter sets. This entire concept, of course, assumes that sufficient data are being used to make a meaningful solution possible.

After detection of mismodeled phenomena, it is not always easy to correct the model. It may be that the detection scheme showed the difference in effects on two runs and did not indicate the absolute effect. It may be that the phenomena can not be parameterized in the software. It is often more important from the engineering point of view to find an approach which minimizes the effect or avoids the problem than to obtain a questionable solution. The runs that constitute the detection scheme usually indicate the course to be taken.

The strategy for this mission was to compare remults using long, medium, and short data arcs starting at the first midcourse maneuver, the second midcourse maneuver (planned for MOI - 20 days), and MOI - 5 days,
tespectsch. In wh conce the compurnon would ine ex temdedto Mot - sh (hatore gravitionad heodang).

Fon cach ars dopples and rames data were to the proassed sepuratels and in cembination. Becomse optias meanuements would be availahle omls after MOl-3 dhass the shore .ut would attord the ouls opportunity to use these data be themelves. Howen er ther were to be ared in combunatton woth radio observables on buth the intermediate and short ares. It was also desirable to investigate results obtained with and without chargedparticke calibratoms on the badiometric data. For each of these data tope/are sets, results were to be smpurared based on two ar more of the wetors :hown in Table 5.

There was no commitment beterediand to base the fimal recemmene odatione on any particular data type/are/ barameter set combination. Seetion 111 will indicate how the strategies were attually apphed in flight and what cmonhinations were need to produce the (OI) results.

## III. Orbit Determination

## A. Introduction

This section summariaes the results obtained by the OI) group of the Navigation Team using interplanetary data. It descrikes the major problems encomutered and indicutes how the strategies discussed in Sestion 11 were: applied to obtain the final revemmendations. It compares the answers derived in flight with those prokluced hy poxstflight amalysis and examines the performance in light of the pre-flight predications. Fimally, it discusses new determinations of various constauts using this datu span. References $\$$ and 9 contain additional information alow the inflight and post-flight results.

As indiented previonsly, the misson plan allowed for two midcourse maneuvers. The first would correct the launch bias required by planetary quarantine constraints. as well as any launch vehicle errors. If necessary, the second would be designed to remove OD and maneuver execution errors associated with the first, and to allow any late change of plamed insertion altitude or inclination. In practice, the second mideourse maneuver was not necessary and was never performed.

The continuity of the pre-midcourse phase was broken by equit firings in unlatch the apacreraft scan platform from the stowod position. Previous experience with Mariners 6 and 7 showed that the squib firings could noticeably affect the trajectory, and thus they should
sum hefone the that mademerse to predade perturbations
 change wheh revolts thom the frimgs. the pre muk oneses
 the port-mulatel.

The pust audeourse phase was oe... optemmen trom the
 kahs thom the .tttende control $w$ atem thoughout the miswion that atterted (OD), hut these small he.ahs were within devigu yovifuctions. Howerer. a seross of mach larger. intermittent leahs, wecurrugs after september 15, 1971. had a maner dfeet on the OI strateges emplaved.

Hen identitications ate inchuled with the tabular results below so cuable acess to the misrotilued listings. . 11 tmans are given in ('niversal Time Cordinated (UTC). and all cortestem courdinates are refered to the Earth
 moted. Apromdin B coutains a listing of the basic comstants imput to the OIDP.

## B. Pre-midcourse Results

lujection into the Earth-Mars transter trajectary oscurred at 20.34"59:70 on May 30. 1971. Within 2 h after injection. the augle data recorded by the DSN became insigniticant compared with auge and doppler in the O1) process. Only mer solution was computed using the angle data, and it indicated that the iniection was sufficionty aceurate to make the precomputed DSS prediets nasable.

As morr and more stations hegan to track :1:3: zanceraft. a series of data/station consistemey checks were made to ensure that performance and calibration within toth the DSN and the tracking system software were as anticiputed. This procerdure, standard during any mission, uncovered an incorreet ranging tramsponder delay input to the ODE. This phase of the mission is the only one in which it is poxsible to calibrate the basic delays in the ranging machines using spacecraft dynamics instead of ground equipment hecause the decelcration on the puobe caused by the Earth is so large that the law of universal gravitation allows determinuation of the spacecraft range by doppler alone to -100 m . The fact that ranging data agreed with doppler-only orbits to that acruracy indicated the busic delays were reasonable. Other checks at this time and later during the mission ensured that the biases between ranging pusses from different siations (caused either by miscalibrated station delays or inemrect values for the distance of the stations from the equator) never exceoded 20 m .

Pre-flight analysis indicated that the prime error sources during this phase would be mismodeled solar pressure (SP) forces and/or attitude control (AC) system leaks. Errors from these sources could not be particularly well determined because of the shortness of the data arc, and, if arrors occurred in either of these sources, they would map to a large dispersion at encounter because of the length of the trajectory. It would he impossible to obtain a real separation of the two because of the restricted geometry and range of Sun-probe distances; thus, they were combined as SP. All available ranging data were used because they gave the most information about these nongravitational forces.

Table 6 compares the pre-flight SP and AC parameter values with those obtained during the pre-midcourse phase of operations, those derived by post-flight processing of pre-midcourse data, and their current best estimates (CBES). The uncertainties in the estimated values can be found in Tables 7 and 8. When comparing these values, it is worth remembering that the uncertainty quoted in the pre-flight values was $\pm 0.03$.

The scan platform unlatch was scheduled for $L+1$ day to allow sufficient time to redetermine the orbit before the first midcourse maneuver at $L+5$ days. Although there was no critical requirement for an orbit prior to that for the midcourse maneuver, a solution based on data to $L+1$ day was provided to support preliminary maneuver planning.

Although station location errors were known to have little effect on the B-plane results at this stage, they were included in a solution set to serve as a indicator of abnormalities. Solution sets A, B, and C (Table 5) were examined using doppler alune and doppler and range in combination.

The pre-unlatch orbit solution quoted in flight and the final post-flight orbit based on the same data appear in Table 9. When the solutions are adjusted by the final estimated $\Delta$ 's caused by the scan platform unlatch and the midcourse maneuver, they give the B-plane parameters displayed in Table 10. The remarkable performance of the inflight pre-unlatch orbit should be qualified by pointing out that there were a number of canceling error sources. The timing polynomials, station locations, SP, AC, and planetary ephemeris used in flight would have caused much larger errors than are indicated in column $D$. Column $F$ illustrates this because it is due almont entirely
to the combined SP and AC errors. The pre-unlatch data are not strong enough to correct the $u$ priori values for these quantities, which are given in column $\overline{\mathrm{F}}$ of Table 6.

The velocity increment to the spacecraft was obtained by combining data on either side of a 3-h period during which the small nongravitational unlatch and line venting accelerations occurred, and estimating an equivalent $\Delta V$ using the instantaneous maneuver model of the ODP. The results given in Table 11 include the effect of the unlatch itself, which occurred at $22^{\prime \prime} 32^{m}$ on May 31, 1971, as well as of a gas venting from lines upstream of the engine values at $01^{\mathrm{h}} 28^{\mathrm{m}}$ on June 1, 1971. The two events were modeled with a single hurn at $0^{m} 0 \mathrm{~m} 0: 0$ on June 1 ., and a!l the data between them were ignored. The B-plane effects were obtained by differencing the B-plane estimates of the pre- and post-unlatch orbits computed using the same model.

Because there was insufficient experience and confidence in fitting maneuvers in flight, most of the effort to obtain a reliable orbit for the midcourse maneuver caiculations was spent processing the post-unlatch data. The solution recommended at midcourse - 12 h was PREM/C-10-C, chosen over the $A$ and $B$ solutions based on the same data set because of superior fit to the data and because the solved-for parameters had undergone reasonable changes from the anticipated standard. (There were other solutions with unreasonable changes.) The inflight and post-flight estimates appear in Table 7. When these solutions are adjusted by the final $\Delta$ 's caused by the midcourse maneuver, they produce the results seen in Table 12. The same qualifications apply here as for pre-unlatch. In both cases, the rather large $T_{C A}$ errors in flight are due primarily to the incorrect a priori value of $S P_{R}$ seen in column C of Table 6.

Table 12 shows that the error in B-magnitude wis well within the $250-\mathrm{km}$ ( $1-\sigma$ ) accuracy requirement at $L+5$ days. Pre-flight analysis indicated that an uncertainty of 223 km in $|B|$ should be expected at this time; the inflight uncertainty was 119 km .

## C. Midcourse Maneuver Analyels

The midcourse maneuver was a 5.11 -s burn that started
 the final aiming point for the maseuver and the current best eatimate of the achieved B-plane parameters are
given in column a of Table 13. These differences are due to a number of factors, chicf among which are:
(1) Errors in the geocentric orbit determined from the pre-midcourse tracking data, which include errors in the geocentric state, as well as errors in the SP and AC forces mentioned previously.
(2) Errors in the Mars ephemeris used for ciesigning the maneuver. Even if the ge centric orbit were correct, a Mars ephemeris error would cause the achieved orbit to miss the aiming point.
(3) Omission in flight of the effects of the sporadic gas leaks which perturbed the post-midcourse trajectory.
(4) Spacecraft maneuver execution errors.

Column B of Table 13 shows the effect of changing ephemerides from DE69, which was used in flight for computing the midcourse, to DE80, which was used for the posi-flight analysis (DE80-DE69). Column C is an attempt to determine the errors described in (1) by adjusting the differences of Table 7 for the change from DE69 to DE80 (post-flight - inflight is shown). Column D gives the best available estimate of the sporadic gas leak effects of item (3).

Table 14 compares the commanded maneuver with the best post-flight estimate of its components. This post-flight analysis was based on data through August $1,18 i 1$, and is subject to the uncertainties indicated. The effect of using the different maneuver values in integrating o trajentory' to encounter is seen in column E of Table 13. The residual error in column $F$ (Table 13) is the combined effect of the errors in all the above items. Additional study is needed to explain why column $F$ does not equal column $A$.

## D. Post-midcourse Results

The planning and execution of the first midcourse maneuver are described in the Maneuver Analyats section of this report. Following the maneuver, an estimate of the orbit had to be reestablished. Once this was done, the somewhat stable routine of cruise allowed time to prepare for the next major orbit dolivery deadline, at MOI - 18 days (October 28, 1971), when the recommendations for the second midcourse maneuver were due. Most of the solutions studied turing this period had thoir epoch on Juse 5, 1071, tmmediately after the first midcourse maneuver.

Cruise was the period chosen for phasing in the new ephemeris and the emhanced versions of the SATODP which were to be used for encounter support. As each was incorporated. extensive comparisons were made between old and new to facilitate understanding of the resulting B-plane changes. In all, four different versions of the SATODP were used:
(1` Phase A. pre-flight through August 13. 1971.
(2) Phase B, August 5. 1971, through September 28. 1971.
(3) Phase C0.0. September 29. 1971 , through October 22, 1971.
(4) Phase Cl.0, October 23, 1971, on.

The three different ephemerides were employed as follows:
(1) DE69. pre-flight through October 31, 1971.
(2) DE78, November 1, 1971, through November 11, 1971.
(3) DE79, November 12, 1971, on.

Some post-flight analyses used DE80, which was available in early December of 1971.

As more data accumulated and the newer ephemerides and software came into use, the B-plane parameters from the long arc solutions (set $\mathbf{A}$, Table 5) displayed the behavior seen in Fig. 11. The discontinuities correspond to software or ephemeris changes, whereas the gradual drifts indicate the effect of increased amounts of data in the presence of modeling errors.

The gradual degradation of solutions up to August 4, 1971, and the noticeable discontinuity at that time were fully expected. They indicate the effects of outdated $t i$., ing and polar motion, which were replaced when the change was made from SATODP-A to SATODP-B. Up to that time, the timing and polar motion data available at launch were used. The accuracy of these data decreased the further they were extrapolated into the future. However, the data were used until August 4 because SATODP. A required the data in a format that had not been produced at JPL since January 1, 1971. The launch deck wes produced by hand and was believed to be adequate for launch and midcourse support. With the advent of SATODP-B, the new format decter could be uned. These decks were updated weekly throughout cruise and dally near encounter.

The other noticeable breaks occurred on Octoler 31, when DEAS ieplaced DE69, and on November 11. when DE79 replaced DE78. As Table 15 indicates, the size of the breaks in the solutions correlated very well with the differences seen in trajectories integrated using the different ephemerides, and in that sense were weli understood.

Although the drifting before August 4 is partially explained by the outdated timing and polar motion, other results indicated that additional problems might be present. As was mentioned in Section II, throughout the long arc, estimates obtained were based on a number of the solutions sets listed in Table 5. By comparing values of the solved-for parameters from nin to run with their a priori values, it could be seent that certain parameters changed to now values and stayed there, whereas others showed secular trends. Among the first type were DSS station locations and the GM of the Moon. Solar pressure coefficients are an example of the other class.

GM of the Moon was the least controversial. The values that kept recurring were in fine agreement with those obtained from Mariners 6 and 7 and were believed to be quite reasonable. The DSS absolute longitude changes. however, were significantly larger than the a priori uncertainties were estimated to be and were outside the spread of solutions used to form the recommended set, LS 35. These results were not particularly damaging to the long arc B-plane predictions because the sensitivity of the solved-for state (and thus the miss parameters) to station locations is very small (c.g., less than 5 km for a $10-\mathrm{m}$ longitude error). The implications, however, were much more important. If, for some reason, a short arc of data, whose sensitivity to station locations is high, had to be relied on, then a longitude error of the size indicated in the long arcs ( -7 m ) could have a 50 - to 100 km effert on the miss parameters. In view of this, every attempt was made to reinvestigate the data that went into LS 35 and to study the possibility of obtaining aredible DSS locations from a long are. This is discussed further in Section IV.

As for solar pressure, these coefficients, or anything that resembles them, have a significant effect on long trajectories because their mecelerations con integrate to a mabetantial position dixplacement. They were, therefore, the dombant error source for the pro-midocurse OD and aloo for all solutions whose epochs were early in the miasion (e.g, the long arcs).

The SP/AC model in the OIDP computes spacecraft accelerations in three directions according to the expression

$$
\begin{aligned}
\ddot{r}= & \left(A C_{k}+\Delta A C_{k}+\frac{k}{r^{2}} S P_{k}\right) \mathbf{R} \\
& +\left(A C_{x}+\Delta A C_{r}+\frac{k}{r^{2}} S P_{A}\right) X \\
& +\left(A C_{Y}+\Delta A C_{Y}+\frac{k}{r^{2}} S P_{V}\right) Y
\end{aligned}
$$

where

$$
\left.\left.\begin{array}{rl}
r= & \text { Sun-prole distance, } \mathrm{km} \\
k= & \text { a factor depending on pacecraft mass and } \\
& \text { area and solar flux constant }
\end{array}\right\} \begin{array}{rl}
\mathbf{R =}= & \text { unit vector directed out from Sun to space- } \\
& \text { craft }
\end{array}\right\}
$$

Over a small range of Sun-probe distances, any gas leaks, $A C_{n}, r$, could be absorbed in $S P_{R, x, y}$ and, as long as they were small enough, would give SP values within reasonable dispursions from the a priori. "tioned in Section II. However, as the Sun-probe distance increases so that the $\mathrm{i} / \mathrm{r}^{2}$ factor comes into play, the continued absorption of constant AC leaks into SP would mean a secularly changing set of SP coofficients. Because the behavior shown in Fig. 12 occurred, it was deduced that the pribe must have had a small AC leak.

Meunwhile, the AC mbrystem engineers wore making estimates of the magnitudes of the loaks, which they had dincuvered independently through amalywis of the oagmeering telemetry. Thetr cutinates were the firut coofirmation that the OD doductions wero well founded and showed that the laak weev woll within the aubaytime dedfo spectficatione. What propapted thean to briag
these leaks to the Navigation Team's attention at all was the concern the OD engineers showed over the muc' larger sporadic leaks that began on September 15.

The character of these leaks is discussed at greater length in Section V. Briefly, one of the roll-iais valves would aperiodically fail to close entirely, possibly because of stnall particles caught in the valve seat. The valve would leak until such time as it was required to tire again. when the particle would be blown away. The new fir:ng would come either as a response to normal torques on the spacecraft or, in the case of large leaks, after specific corrective commands from the ground.

The appearance of these sporadic leaks, and the confirmation of a long-standing constant leak prompted renewed analysis of OD strategies. The strategies would depend on the expected magnitude of the B-plane changes caused by these leaks as well as the ODP's ability to handle such phenomena. In general, the long-arc solutions, which included nonstate parameters, gave results significantly different from the state-only cases, when sporadic gas leaks were present in the data. Some very disturbing correlations were observed between station locations and AC coefficients, which will be discussed further in Sections IV and V. When it was found that the constant leak would move the trajectory only 50 km in the B-plane and that the sporadic leaks would probably mean less than 10 km , it was easier to put these problems in perspective. It was important to choose an approach that would not allow these accelerations to corrupt the estimation process. The choices were:
(1) To recommend the results based on long-arc solutions up to the beginning of sporadic leaks.
(2) To sclve for AC and SP using the data prior to the sporadic leaks, and inputting these data to the trajectory along with the sporadic leak magnitudes provided by the AC subsystem personnel, fit the entire long arc of data, and use the state-only sohition.
(3) To rely on the approach of (2) applied to a short are starting a few weeks before the plamed second mideourse maneuver to minimize the errors caused by integration over a long trajectory.

Other options were discarded ss the number of sporadic lake bepan enceeding the maximum number of solved-for lacke in the ODP. Item (3) involved fitting data from October 4 to October 55, durtang which thme there were no
sporadic leab. but the informatios content of these data was insufficent to meet the Project's required delivery accuracy. A decision was made to pursue options (1) and (2) simultaneously and to postpone the final decision for as long as possible.

Option ( 1 i used . long are of data up to 0 h on September 15. Until the OD engineers were officially notified of the gas leahs, they had been fitting the data with trajectories that had eero values for $A C_{k, i, r}$ According to plan. they had generated partial derivatives for those parameters. They found they could obtain nonzero values for them in the solutions, but that their effect could alternatively be absorbed in the solar pressure to give an equivalent B-plane result to within 10 km .

Table 16 shows that the solved-for $A C_{\text {g.x. }}$ results were noticeably different from those siggested by the $A C$ subsystem engineers. However, after consultation, the engineers indicated that the uncertainties in their estimates would not exclude the OD values, and that the greater magnitude in the Y direction could be caused by leaks from two opposing roll jets on the $+Y$ solar panel, which, in turn, would explain some additional anomalous behavior they had observed. Therefore, the values in column $E$ were adopted for option (2) and all subsequent OD. The current best estimate of these parameters, determined from post-flight analysis of the same data arc, is also included in Table 16. The solution based on approach (1) in flight is compared with post-flight solution in Table 8. The covariances here did not include the effect of "considm" parameters and so are somewhat optimistic. Pre-flight studies suggest a a $|B|$ of 85 km .

On October 28, when the orbit estimates were tue for designing the second mideourse maneuver, only long-are solutions were available, based on DE69 and the AC information in Table 16. Initial indications from the Ephemeris Development Group were that the still-to-bedelivered new ephemeris (DE78) would change ! $\mid$ downward by $\mathbf{5 0} \mathbf{~ k m}$. From analyais of the first three sporadic leaks, the OD engineers concluded that, if such leaks continued, they would serve to increase |B|. but by no more than 10 km . (The first three leaks amounted to +200 km in $|\mathrm{B}|$.$) In addition, If the station locations were in fact in$ error by the $\mathbf{- 7 m}$ indicated, the long-are sohutions would be affected by no more than 5 km . After factoring all this information in with the solutions seen in Table 8, the Navigation Team Chief was advised that $\mid$ | $\mid$ would be $8235 \pm 100 \mathrm{~km}$.

## E. Pre-MOI ©..pport

When the second midcourse maneuver was canceled. the continuity and integrity of the long arc could be preserved. Nonetheless, according to the planned strategy, a series of intermediate-are solutions was initiated. If these results agreed with the long ares, it would indicate that there was no problem; if not. the varying sensitivities of the two data spans might help to pinpoint the problem. The results obtained are hown in Fig. 11.

The epoch was chosen at October 4 because, at the time the decks were set up for these runs, there had been no gas leaks since October 4. The dispersion in the solutions. although within the considered covariance, was nonetheless disquieting. Attempts were made using simulated data to determine whether ephemeris errors could possibly cause such behavior before $\mathrm{MOI}-5$ days, but they were inconclusive. A more readily accepted explanation was the corruptive effects of the possibly poorly modeled sporadic lraks. Once the a priori state was constrained to 100 km and $0.1 \mathrm{~m} / \mathrm{s}$. state-only solutions matched their long-are counterparts to within a few kilometers.

Eventually, the awareness that these arcs were really being processed as a backup for the long arcs lessened the concern about their instability. There was not enough time during the actual operations to explain their behavior adequately, and, because there already were a series of understandable stable solutions, no crash effort was made to resolve the problems. Nevertheless, inter-mediate-are solutions were made up to MOI. Some postflight analyses of the intermediate arc are discussed in Section V.

In addition, according to the pre-flight strategy, shortare results were studied. The epoch for the short are was November 9 (MOI - 5 days). Since there were still sporadic leaks at this time, in addition to the long standing constant leak, all short-are trajectories included the solved-for values of Table 8 and the latest estimates of the sporadic leak magnitudes by AC subsystem engineers.

The experience of past miasions was that the short ar: would not provide sohutions of comparable accuracy to those of the long arc until the spacecraft was within a day of encounter. After this time, short-arc results should provide a good check on the long-arc solutions, and, perhapa, a better estimate of the parameter Tra. The strategy was to roly on the sohutions for the state-only and the state and station locations. The station locations are haportand if a short are is to abworb any ponelble tinuing or ephemeris
errors. The GiM of Mars was not as important as the station Iocations hecanse three flyby determinations had already been made of it. The effects of SP and AC errors on the trajectory would be almost insignificant because of the ,hort integration time, which, in combination with the unpredictable sensitivity of their partial derivatives to the intermittent gas leaks, would make them bad candidates for inclusion in the solution.

At MOI-5 days, there was an opportunity tu update the spacecraft central computer and sequencer (CC\&S) with a new set of maneuver commands. To support this uplate, the OD team had to provide a recommended orbit and associated uncertainty. Of the long- and intermediateare solutions available at the time, POSTMC-42-A was chosen. The B-plane parameters were:
(1) $\mathrm{B}=8203.41 \mathrm{~km}$.
(2) $\mathbf{B} \cdot \hat{\mathbf{R}}=6004.71 \mathrm{~km}$.
(3) $\mathbf{B} \cdot \hat{\mathrm{T}}=5589.22 \mathrm{~km}$.
(4) $T_{1 \cdot}=0^{n} 31^{10} 46^{\circ} 64$. November 14, 1971.

This selection was based on the comparative stability of the long-are solutions which had been ohtained throughout the mission and the assumption that there would be enough inertia provided by the data up to September 15 to maintain an even keel througl the period of intermittent gas leaks.

The resuits of the radio short-arc solutions, whose epoch was MOI-5 days, are plotted in Fig. 11. This was the span during which optical data became available. The results based on POS I and POS II data, alone and in combination with radio data, also appear in Fig. 11.

At MOI-12 h, another orbit was required to prepare for the final possible full CCAS load. By this time, all orbits had been recomputed using DE79, all the POS I and POS II optical data were available, and the shmet-are solutions were improving. The individual results considered are shown in Table 17, in which the long-are s. Jution was supplied for the MOI computations. The very good agreement between the optical-only and radioonly remalts renewed confidence in the long-arc solution. There had to be no significant Mans ephemerts error because the optical solution, which was epherrip". independent, and the radie solution, which was hitis in ephemerie-dopendent, were nearly identical.

At the time of the final pomitble update, the colutions only had data up to MOI-8 h because of a fallure on the

NATTRACK computer. The short-are solutions 'd drifted upwards in $\mid B$ and were holding at the values slown in Table 18. The long-are solutions, also shown in that table, did not move as they experienced more and more gravitational hending.

There were four possihle choices for the final update recommendition:
(1) Use the long-are solution up to Saptember 15. corrected for the new ephemeris and the trajectory effect of the subsequent gas leaks.
(2) Use the long-are, state-only solution. fit to all the data up to MOI -8 h .
(3) Use the short-are solution with data up to $\mathrm{MOI}-8 \mathrm{~h}$.
(4) Use he combined optical and radio solution.

The large movement in $\mathbf{B} \cdot \mathbf{R}$ on the short arc was unexpected but was somewhat confirmed by the optical data. However, the short arcs were susceptible to unmodeled leaks. Thus, the final recommendation, based on (2) was POSTMC-56-A, which was bolstered by its reasonable similarity to the pre-September 15 data result.

As ca: be see: from any of the above tables, the inflight recommerdations were quite accurate. Pep-flight analy is had predicted a $53-\mathrm{km}$ uncertainty in $\mathrm{B} \mid$ at $\mathrm{MOI}-5$ days, and 120 km and 50 km for the short and long arcs, respertively, at MOI -12 h .

Figure 13 gives anindication of the overall OD performance from launch to encounter. The $50-k$ us bands amund the current best estimate represent the allowable 1-e $|\mathrm{D}|$ delivery error at $\mathrm{MOI}-6 \mathrm{~h}$. The insertion maneuver was actually based on an orbit whose $\mid$ | $/$ error was 58 km , even though there were improved orbits available in time to relond the CC\&S (e.g., at MOI - 12 h ).

Table 10 cootaise informution about the radio solutions plotied in Fis. 11.

The avaliable cherged-particle calitbentions were used in fight on an expernmental beste Although the recults were mot in particularly good agroement with the earreat beet extinatio, they showed so more diaperion than the inter. mediato-arc soletions. The studies, which are described in doted is the steth articio of Rof. 1, were mocochastve and did mot infuence the fral cotbit rocommendations.

## F. The Current Best Estimaie

The current best estimate (CBE) was obtained by comparison of post-flight results tising three strategies: (a) a long are from midcourse maneuver t. MOI, (b) a short arc from MOI -5 days to MOI, and (c) a short are covering MOI -5 days to $\mathrm{MOI}+10 \mathrm{~h}$ that included an MOI burn model. The results shown in Columns B. D, and E of Table 20 apply to strategien a, $b$, and $c$, respectively. The individual values were the conciusions diawn from a study of a variety of data sets and solution parameters for each arc of duic. Strategy c was believed to be the best solution for orhital inclination and the one that would be least dependent on ephemeris and station location errors.

The differences betwern inflight and post-rlight resalts are d, ep primarily to the use of updated timing. AC; coefficients. and ephemerides. The improved AC coefficients came from post-flight analysis of the arc from midcourse maneuver to September 15, using tighter doppler data weights. Although DE80 was used for all but the long-are post-flight analysis, comparison of column B , Table ${ }^{7} 0$ (which solves for the ephemeris) with colum C (which estimates or!y the state) shows that the long-are cases seemed to compensete adequately for the change in the relative position of Miars with respect to the Earth.

A still unresolved problem is the apparent inertia of the long-are solutions during the last day. It is believed that the problem lay with a particular operational procedure for adding new data to an existing data set. All the inflight long-are results from MOI -1 day on relied on this procedure because of time constraints. When post-flight analysis used a supposedly equivalent but more time-consuming technique, the problem disappeared. The questimable rexedure will be revised for future missions.

## 6. An Evalustion of Mars Orbh Imsertion With Radiometric Data

The acceleration of the spacecrafi caused by a motor lum is represcnted in the ODP by

$$
\begin{equation*}
\ddot{i}=a U\left[u\left(t-T_{0}\right)-u\left(t-T_{t}\right)\right] \tag{2}
\end{equation*}
$$

where

$$
\begin{aligned}
d & =\text { magnitude of } r \\
U & =\text { unit vector in direction of } i \\
T_{\bullet} & =\text { effective start time of motor } \\
T_{1} & =\text { effective stop inme of motor }
\end{aligned}
$$

$$
\begin{aligned}
t & =\text { current lime } \\
u\left(t-T_{1}\right) & =\left\{\begin{array}{l}
1, \text { for } t \geq T \\
0, \text { for } t<T
\end{array}\right.
\end{aligned}
$$

The effective stop time $T_{/}$is given by

$$
T_{i}=T_{n}+T
$$

where $T$ is the input burn duration. The quantity $T_{i}$ can alternatively be computed within the program as the instant at which the acce `ulated $|\Delta V|$ of the burn reaches an input value.

The acceleration magnitude $a$ is given by

$$
\begin{equation*}
a=\frac{F(\tau)}{m(\tau)} C=\frac{F_{0}+F_{1} \tau+F_{2} \tau^{2}+F_{3} \tau^{3}+F_{4} \tau^{4}}{m_{0}-M_{0} \tau-\frac{M_{1} \tau^{2}}{2}-\frac{M_{2} \tau^{3}}{3}-\frac{M_{3} \tau^{4}}{4}} C \tag{3}
\end{equation*}
$$

where

$$
\begin{aligned}
F(\tau)= & \text { magnitude of thrust at time } t \\
F_{0}, F_{:}, F_{2}, F_{3}, F_{4}= & \text { pc!,jnomial coefficients of } F(\tau) \\
\tau= & t-T_{0}, \text { seconds } \\
m(\tau)= & \text { spacecraft mass at time } t \\
m_{0}= & \text { spacecraft mass at } T_{0} \\
M_{0}, M_{1}, M_{2}, M_{3}= & \text { polynomial coefficient of propellant } \\
& \text { mass flow rate (positive) } \\
C= & 0.001 \text { for } F \text { in newtons and } m \text { in kilo- } \\
& \text { grams }
\end{aligned}
$$

The unit vector $\mathbf{U}$ in the lirection of thrust is given by

$$
\mathrm{U}=\left[\begin{array}{l}
U_{\varepsilon}  \tag{4}\\
U_{y} \\
U_{z}
\end{array}\right]\left[\begin{array}{c}
\cos 8 \cos \alpha \\
\cos \delta \sin a \\
\sin \delta
\end{array}\right]
$$

where $a, \delta=$ right ascerasion and declination, respectively, of $\mathbf{U}$, referred to the mean Earth equator and equinox of 1850.0 .

The finite burn model was estimated using doppler data only over the period from $\mathrm{MOI}-5$ days to $\mathrm{MOI}+11 \mathrm{~h}$. The data were broken into three spans:
(1) November 00, 00:00:00 to November 13, 23:00:00, weighted at 0.015 Hz .
(2) November 13, 23:00:00 to November 14, 01:49:00, weighted at 0.120 Hz .
(3) November 14, 01:49:00 to November 14, 11:00:00, weighted at 0.010 Hz .
The second data span was weighted loosely because the spacecraft turns and maneuver occurred during this period.

Three basic strategies were examined in solving for the maneuver parameters. The first restricted the $|\Delta V|$ to $1600.6854 \mathrm{~m} / \mathrm{s}$ (which was a preliminary result obtained from the Navigation Team's maneuver group) and solved for the $F_{1}$ 's, $\alpha$, an $\perp \delta$. The a priori values were obtained by telemetry analy sis and are given in Column C of Table 21. The iterated solution appears in Column $D$. The rather large change in $F_{0}$, as well as the considerable difficulty in fitting the data, suggested that the $|\Delta V|$ might be wrong. The second and third approaches both allow the ODP to obtain its own best estimate of $|\Delta V|$ by patching the pre- and post-burn data together.

The second scheme estimates the $F_{i}$ 's, $\alpha, \delta$, and the duration $T$ without using radiometric data taken during the burn. The results appear in Column E of Table 21.

From the estimated model, the $|\Delta V|$ imparted to the spacecraft was computed using

$$
\begin{equation*}
|\Delta V|=C \int_{r_{0}}^{r_{t}} \frac{F_{0} \tau+T_{1} \tau+F_{2} \tau^{2}+F_{3} \tau^{3}+F_{4} \tau^{4}}{m_{0}-M_{0} \tau-\frac{M_{1} \tau^{2}}{2}-\frac{M_{2} \tau^{3}}{3}-\frac{M_{3} \tau^{4}}{4}} d t \tag{5}
\end{equation*}
$$

giving $1601.852 \mathrm{~m} / \mathrm{s}$. The de. red $|\Delta V|$ is remarkably stable regardless of whether the basic trajectory includes or excludes gas leaks. The rather large correcticn to $T$ is disconcerting because the propulsion engineers feel they know :he instants of motor start and stop to within 60 ms . However, since including the data taken during the burn improves the value of $T$ while maintaining the same $|\Delta V|$, this solution, given in column $F$, was chosen as the best maneuver estimate. The commanded $|\Delta V|$ and roll and yaw turns are given in Column B for comparison.

## H. Determination of Astrodynamics Constants From Interplanetary Data

Inflight and post-flight analyses have yielded new determinations for the GMs of the Earth, Mars, and the Moon.

The solutions for Farth, usmg four difterent data spans, dppear in Table 22. Data suan 1 given the most reliable solution because it contams umadulterated data closest to Earth. from injection to scan platform unlatch at L + 1 day. Data span 2 (injection to midcourse maneuver), data span 3 (injection to $1,+25$ days), and data span 4 (unlatch to midcourse maneuver) give results consistent with hose from span 1 , which further increases confidence in span 1 . The new value is compared with determinations from other missions in Ref. 10. Table 23 shows the sensitivity of the solution to various error sources.

New determinations of GM Mars came from two data ares: the first extends from $\mathrm{MOI}-5$ days to $\mathrm{MOI}-45 \mathrm{~min}$ and includes both doppler and ranging, whereas the second continues on to $\mathrm{MOI}+11 \mathrm{~h}$ but contains only doppler. The values ohtained (in $\mathrm{km}{ }^{4} / \mathrm{s}^{*}$ ) are $42828.60+0.60$ (E(X)IWL) and $42828.25+0.55$ (MOIO8A), respectively. As was the case with GM Earth, a variety of different solution sets and input models were investigated which gave results varying from 42827.98 to 42828.65. The results quoted us the AC subsystem engineers' sporadic leak model with the current best estimate of the continuous leak from Table 12, and the tenth-order Mars harmonic model referred to the updated pole given in Table 4 of the Satellite Orbit Determination section. The hurn model for the second are is that of strategy 2 in Table 21.

The GM Moon solutions are derived from processing the long data arcs of interplanetary cruise because the monthly revolution of the Earth around the Earth-Moon barycenter impresses a periodic signature on the cruise doppler and ranging data, whose amplitude is a function of the ratio of the Earth and Moon masses.

A number of solutions were examined with different combinations of weights fer each data type and difforent sets of estimated parameters. The standard set of estimated parameters includes the probe state, SP, AC, station locations, and the Earth-Moon mass ratio. An a priori uncertainty of 0.0168 was assumed for the mass ratio parameter. The solutions were:

Case 1. Doppler only (1- $\sigma$ doppler noise assumed to be 0.015 Hz ) with standard estimated parameter set, giving 81.30068.

Case 2. Range only (1-0 range noise assumed to be 100 m ) with standard estimated parameter set, giving 81.30067 .

Case 3. Doppler and range ( $1-0$ doppler and range noise assumed to be 0.015 Hz and 100 m , respectively) with standard estimated parameter set, giving 81.30067.

Case 4. Doppler and range weighted the same as Case 3, with standard estimated parameter set plus Mars and Earth-Moon barycenter ephemeris parameters, giving 81.30067 .

Case 5. Doppler and range ( $1-\sigma$ doppler and range noise assumed to he 0.015 Hz and 50 m , respectively) with the estimated parameter set the same as in Case 4.

All solutions yielded nearly the same mass ratio. Cases 1 and 2 indicate a remarkable agreement on the mass ratio between the two data types. With such good agreement, the relative weight of the two data types becomes less significant. Cases 3 and 4 show that the lunar ephemeris error is probably too small to have an effect on the mass ratio estimate. A possible error source is the periodic variations in the interplanetary medium. Melbourne (Ref. 11) has shown that a 28 -day sinusoidal variation of solar flux of $0.1 \%$ could produce an error of about 0.001 in the mass ratio. but he also pointed out that it is not likely to be the case. The agreement of the mass ratios computcd from the data gathered from several interplaneiary spacecraft also does not include this sort of systematic error unless the phase of the flux variation is the same for each mission, whicl. does not seem likely.

## I. Determination of DSS Locations From Interplanetary Data

Four different data arcs have provided station location estimates: (1) Pre-midcourse, from unlatch to midcourse maneuver: (2) post-midcourse, from midcourse maneuver to September 15; (3) pre-encounter, from MOI-5 days to MOI-45 min; (4) pre- and post-encounter, from MOI-5 days to MOI +11 h . Except for the post-midcourse, which was processed using DE79, all arcs have been fit using DE80. Final Bureau Internationale de l'Heure (BIH) timing and polar motion were used, although no chargedparticle calibrations have been applied.

The results of the estimates are shown in Table 24. Both DSS 14 and DSS 62 show 2- to 3-m changes in spin axis near MOI. Changes of this size are not disconcerting in view of the absence of charged-particle calibrations and the well-known seasonal character of these effects. What is noteworthy is the 7 - to $9-\mathrm{m}$ decrease in absolute longi-
tudes throughout the DSN. This effect was seen in tlight as well as in post-flight studies of the intermediate are (October 4 to MOI- 45 min ). There is currently no explanation tor this phenomenon.

## IV. Station Locations and the Orbit Determination Process

## A. Introduction

This section is an investigation of the use of deep space station locations (DSSL) by the OD groups of the Navigation Team. The discussion indicates why DSSL are so important for OD by providing a simplified analysis of the diurnal data signature. It then establishes the concept of "true" DSSL determined by post-flight analysis of previous missions and discusses the extent to which these can be employed for inflight OD support. The discussion also shows that the effect of DSSL errors on real-time OD results is a furction of tracking data arc length, with shurt ares being most error-prone. Finally, it explores the benefits and hazards of estimating these parameters in flight.

## B. How DSS Locations Are Involved in OD

The current Deep Space Instrumentation Facility (DSIF) radiometric hardware measures range and range rate to better than 15 m and $1 \mathrm{~mm} / \mathrm{s}$, respectively. Even with this accuracy, it is remarkable how well the threedimensional motion of a distant spacecraft can be determined with only a few days' data. The explanation lies with the daily rotation of the Earth and th's movement of the tracking station with it. For range rate data, Hamilton and Melbourne have presented a simplified analysis in Ref. 12, which will be briefly described below. Reference 13 and Section II-A-3 of Ref. 14 explain the role of station $z$ heights in processing ranging data.

The basic parameters involved in the range rate effect are illustrated in Fig. 14, which shows a distant spacecraft being tracked by a station on Earth. The spacecraft position is expressed in terms of geocentric range ( $r$ ), right ascension (a), and declination (8). The Earth-fixed location of the tracking station is given by its distance off the spin axis ( $r_{4}$ ), longitude ( $\lambda$ ), and distance from the equator ( $z$ ). The range rate measured at the tracking station (Fig. 15) results from the combined motion of the spacecraft and the tracking station, with the station imposing a sinusoidal signature on the observed range rate. Excluding the effect caused by geocentric motion of the probe, the
diurnal signature on range rate data can be approximated by

$$
\begin{equation*}
\omega r_{s} \cos \delta \sin \left(\omega \mathrm{UTl}+\alpha_{\odot}+\lambda-\alpha\right) \tag{6}
\end{equation*}
$$

where
$\alpha_{0}=$ instantaneous right ascension of mean Sun
$\omega=$ mean ictatican rate of Earth of date
rt and $\delta=$ instantaneous coordinates of prote:
Here, the amplitude and phase of the sinusoid depends not only on the tracking statior location but on the spacecraft angles as well. Indeed, uncertainties in $\delta$ (through $\cos \delta$ are indistinguishable from uncertainties in $r_{x}$. Similarly, uncertainties in $\lambda$ are indistinguishable from uncertainties in $\alpha$. For this reason, uncertainties in the locations of the tracking stations are the principal limitation to determination of spacecraft geocentric angles from single passes of tracking data. Accordingly, when short data ares are used, station location uncertainties usually prove to be the major error sourc. in determining the orbit of an interplanetary spacecraft. Station location errors of 3 to 7 m can produce orbit estimate errors on the order of 100 to 200 km at typical Earth-Mars encounter distances of $10^{\circ} \mathrm{km}$.

In addition to the major effect of the station location errors, there are other secondary effects in the radiometric measurements which, when unaccounted for, introduce error signatures essentially equivalent to those of station location errors (viz., the ESLEs mentioned in Section II-B-1). In addition to the actual location errors, ESLEs include Earth polar motion and rotation rate variations, as well as tropospheric and ionospheric modeling errors. These errors not only additionally corrupt spacecraft orbit estimates, but they also degrade attempts to recover the actual station location errors from spacecraft tracking data.

## C. Obtaining "True" Station Locations

There is a set of numbers which indicates the position of each physical DSS with respect to imaginary axes fixed somehow in the Earth. Except for such geophysical processes as earthquakes and continental drift, these DSS locations are absolutely immutable and, at least theoretically, determinable.

Station coordinates can be "absolute," i.e., giving positions with respect to the 1903.0 pole and prime meridian, or "relative," giving positions of one station relative to
another. The latter tipe of mformation is most easily ohtamed because the diumal rotation of the Earth brings the stations succecsively into view of the same spacecraft When the spacecraft is on a reasonably smooth ballistic trajectors, its chort-tem beha ior is quite predictabie and provides a very strong common link betwern the participating stations.

Deteraination of absolute DSS locations at any given then, aven post-fight, when all the avalable calibrations at in. is , task made difficult by:
(1) The questionable evistence of an "absolute", well defined reference frame against which to measure DSS locations.
(2) The nature of the attempted twe between the DSS and the reference frame of ( 1 ).
(3) The inthener of ESLEs mentioned above. (The media effects also have a strong bearing on relative locations.)

1. The reference frame. The question of a well defined reference frame is philosophically the most interesting and perhaps the mest difficult to solve. Because of the oceans. it is impossible to determine relative distances between stations on different continents by rod and chain methods. Surveyors have long since resorted to astronomical techniques, hoping that observation of the stars would help them. For their purposes. the frame of reference provided by a star catalog was sufficiently close to inertial to provide the accuracies they hoped to obtain. Even through the early years of the space program, when the star catalogs were replaced by numu, ically integrated planetary ephemerides, such techniques were feasible; however, as technology progressed, the ability to determine the topocentric range of the probe and the instant of its meridian crossing has improved far beyond the precision and accuracy of any astronomical techniques for measuring the same quantities for celestial objects. For example, in the absence of transmission media effects, a full pass of typical DSN two-way doppler data during cruise or flyby can determine the instant of meridian crossing to $\pm 2.5 \mathrm{~ms}$. Obviously, errors exceeding this amount in the star catalogs or in planetary ephemerides would have some influence on the derived station locations. It remains to be seen how such errors would manifest themselves.

During a flyby, because of the very high planetocentric acceleration on the probe, the law of universal gravitation allows detcrmination of the distance of ciosest approach to within 1 or 2 km , irrespective of ephemeris errors, and
hence obervation of the mbtaut of the planets meridian crossing to effertwely the same precision $(+2.5 \mathrm{~ms}$ or (0"(0.t). The hour angle II of the probe is ex setly zero at transit. Further, it depends on the true sidereal time $\theta$. the cont longitude of the station $\lambda$ relative to the true pole (conrected for polar motion), and the true right ascension of the probe a (which is tied to the planet's a to within (0"04) alcoording to

$$
\begin{equation*}
\Pi=(H+\lambda)-\alpha \tag{7}
\end{equation*}
$$

Thus, errors in cither $\theta$ or a could attect the determination of $\lambda$. If these errors were constant biases over the years, then, except for media effects, the longitudes obtained, although in error, would be the same for different flybys. If the crrors were not constant, the derived longitudes would change from mission to mission.

There is mounting evidence that the star catalogs do not represent a truly inertial system. When the fundamental catalogs now in use were created, the designers adjusted the observed centemuial variations for the drift between the equinoves determined at different epochs. This adjustment was intended to remove the effects of precession from the centennial variations, but, in the process, an error given by the algebraic difference of the errors in the individual equinox determinations. divided by the time between them, was introduced. This fictitious rate has no basis in reality but nevertheless affects all the derived star coordinates. The fourth Fundamental Katalog (FK4). for example, to which both UT1 and the planetary ephemerides are referred, is believed to be drifting with respect to a truly inertial system by about 1 " ${ }^{\text {^ sentury. }}$

Because the ODP computes the sidereal time $\theta$, using the UTl provided by BIH, it is obvious that the angular position of the Earth's prime meridian in space is not represented with respect to an inertial frame of reference.

This would not be a concern if the planetary ephemerides could somehow be adjusted to absorb the fictitious rotation. However, the advent of precision planetary ranging, better planetary masses from spacecraft flybys, and numerically integrated planetary ephemerides, based strictly on relativistic gravitational theories and fit to both optical and radio data, is making such distortions ever less possible. Whether the current best JPL ephemerides themselves define an inertial reference frame is open to question, but it is also a moot point because, until the FK4 equinox drift can be rectified, the derived station longitudes will still be drifting at approximately 0.3 m/year.
2. Tying the probe to the reference frame. Assuming there were a well defined inertial coordinate system to which time and the planetary ephemeris could be referred, there is still the problem of determining the spacecraft location in this system. Planetary encounters, as mentioned earlier, can give the probe's position with respect to the target planet very accorrately. The strer gth depends on the gravitational bending of the trajectory, which. of course, continues after the mstant of closest approach. Unadulterated data of this s'rt are available for the Mariner 4 spacecraft, which encountered Mars on July 15, 1965, and for Mariner 5, which flew by Venus on October 19. 1967. Mariner 2, which flew past Venus on December 14, 1962, had serious gas leaks and was tracked using L-band, which is more susceptible to charged-particle effects. Mariners 6 and 7, which encountered Mars on July 31 and August 5, 1969, respectively, both had gas venting at encounter minus $45 \mathrm{~min}(E-45 \mathrm{~min})$ to cool an experiment. In addition, Mariner 7 had an unexplained "happening" at $\mathrm{E}-5$ days, which caused perceptible nongravitational accelerations until $\mathrm{E}-1$ day. Mariner 9 started the MOI burn shortly before encounter. Obviously, for all but Mariners 4 and 5 , there are limitations to the strength of the tie to the target planet, but there are continuing efforts underway to better model the various disturbances and thereby increase the samples.

The other customary geometry for determining station locations depends on the low sensitivity of Eq. (6) to declination, when the declination is near 0 deg. Various spacecraft have passed through the 0 -deg declination region (some more than once) and have provided data used extensively for the determination of $r_{s}$. Efforts have centered on the Mainer 50 -deg declination crossings in August and November of 1967, but the appropriate arcs from the various Pioneer missions will eventually be added to the selection.

The classical approach for both of these situations is the use of a short arc of data ( $5-10$ days for a flyby, 6-8 weeks for a 0 -deg crossing) centered around, or leading up to, in the case of Mariners 2, 6, 7, and 9, the critical event. The short arc of data limits the accumulated effect of unmodeled forces in the trajectory and minimizes the number of unmodeled random effects one must contend with. More recently there has been some interest in the use of longer arcs of data, linking Earth and the target planet for example, in the hope that this might diminish the effects of certain ESLEs for $r$, and allow gravitational banding by the Sun, in conjunction with the ephemeris of the Earth, to heip establish the probe's right ascension and thus the longitudes of the stations.
3. The influence of ESLEs. Lsablly after a mission is over, time is available to carefully reexamine the calibrations and support information produced in near-real time. Additional data are often taken after the mission, which puts earlier results in a different light. This happens with the timing and polar motion data, the planetary ephemeris, and the media calibrations. In fact, as often as there are improvements in the reduction procedures, revised estimates of these will be obtained for long defunct spacecraft, providing the raw data are still available. The frequency of the updates is a sufficient disclaimer about the "absolute" accuracy of any of the calibrations.

The BIH "final" timing and polar motion data are published approximately 6 months after the fact. The data represent the smoothed results from many observations, but they are known to be biased from the results of other agencies producing timing and polar motion. Because these other agencies differ among themselves, there is currently no way of telling which is correct.

The planetary ephemeris is subject to change as more data are added. Better topography for the planets will mean improved radii and, possibly, different orbits, when radar data are employed. Incorporation of Mariner 9 orbital phase data will provide geocentric ranging to the Mars center of gravity good to approximately 50 m , independent of topography, over nearly a one-year period.

The media calibration data are also nondefinitive. The models used in analysis of the raw data are state of the art and are under continuing investigation. The final results must be represented by a smoothed curve fit to noisy data because the specification of all the possible causative effects is too complex.

For the above reasons, it will always be impossible to obtain the final "definitive, absolute locations," although the uncertainties may reasonably be expected to decrease in time.
4. Detinition of the current best set of deep space station locations. The locations published as "current best" are obtained by combinations of results from the various missions processed. The amount of data included the ephemeris and TSACs used, and the combination procedure employed, change from time to time. The production of LS35, the set recommended for Mariner 9 , is described in the second section of Ref. 1.

By moditying the combination procedure, including corrected charged-particle calibrations, and incorporating all the results in a mathematically simpler way, with no attempt at applying congineering judgment, a new set, 1.S37, also described in the above article, has been derived from post-flight analysis. This set uses the same ephemeris, timing, and neutral particles at LSNK, and therefore suffers from their shortcomings. Otherwise, it represents the best software, calibration, and combination techmques.

## D. Locations Recornmended for Real-Time Use

The current best estimate described above is the kind of information produced in advance of a mission requiring critical station location support. However, in practice, these locations could not be used directly in the OD process because some of the calibrations used for postflight analysis are not available for all the stations in near real time. Charged-particle information, especially when obtained from Faraday rotation devices, has been routinely mailed to the SFOF. (From Australia, this can take 2-4 weeks.) If "absolute" station locations, which were determined using charged-particle calibrations, were used when processing data for which no such calibrations were available, significant signatures would develop that might have a deleterious effect on the OD. In suich a situation, there is the choice of ( 1 ) providing calibrations based on a model for the charged-particle behavior, or (2) applying appropriate ESLEs to the absolute locations to account for the predicted effect. The selection is usually made on the hasis of availability.

For Mariner 9 encounter support, it was decided to use the Mariner 6 uncalibrated locations for real-time encounter support because of
(1) The absence of charged-particle calibrations for the overseas data and the rather spotty coverage at Goldstone.
(2) The absence of appropriate ESLEs to account for these effects for Mariner 9.
(3) The excellent prediction (post-flight) of Mariner 6 encounter afforded by the uncalibrated Mariner 6 station locations used for LS35.

## E. Sensitivity to Station Locations or ESLEs as a Function of Data Arc

1. Sensitivity of long ares to ESLEs. It has been determined from covariance studies and actual data processing that the probe state becomes ever less sensitive to ESLEs
as the data are lengthens. For example, Ref. 15 shows that, on a representative Mariner Mars 1971 trajectory, with twon-way doppler data from two stations (DSSs 12 and 41) over the prorion MOI-5 days to MOI-6 h. a $3-\mathrm{m}$ error in $r$. and a $5-\mathrm{m}$ error in $\lambda$ would cause an $85-\mathrm{km}$ error in the predicted B•T and 133 km in B•R. When the data arc starts at $I+5$ days (and the are is 160 days long). the same errors cause less than a $2 \cdot \mathrm{~km}$ error in either $\mathbf{B} \cdot \mathbf{R}$ or $\mathbf{B} \cdot \mathbf{T}$.

There has long been the feeling that the longer arcs somehow "average" the ESLE effects, and allow decent solutions despite them. This phenomenon was studied (Ref. 1, Section 6) for tropospheric refraction calibrations by comparing the solved-for spacecraft state using slightly different refraction models. The results clearly indicate the decreasing error with increasing data arc. Similar imestigations are currently underway for charged-particle and timing effects. What is realy needed. however. is a technique to show why this should happen.

The so-called "C function" approach currently being applied to this and a number of other data-selection-effect problems at JPL may provide new insight into the reason. The concept is basically quite simple. The classical leastsquares estimation formu! is

$$
\begin{equation*}
d x=\left(A^{r} W A\right)^{-1} A^{r} W(\mathbf{o}-\mathbf{c})=C(0-c) \tag{8}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathrm{x}= & \text { the vector of } n \text { solved-for parameters } \\
\mathrm{c}= & \text { an } m \text { vector of computed values of the actual data, } \\
& \text { whose observed values are } \mathrm{O} \\
\mathrm{~W}= & \text { an } m \times m \text { weighting matrix } \\
A= & \text { the } m \times n \text { matrix of partial derivatives } \partial c / \partial \mathrm{x}
\end{aligned}
$$

The various rows of $C$ are called the $C$ functions, each of which indicates the sensitivity of that particular parameter to the individual data points. The functions obviously depend on the numbe. listribution, and weighting of the data, us well as on th particular parameter set being estimated. Because the total adjustment to a given parameter value is given by the dot product of its $\mathbf{C}$ function with the residual vector, a-c, the more the residual signatures resemble the function, the larger the parameter change.

Although the technique has not yet been applied to Mariner 9 data, there are plans to do so. Hopefully, it will then be possible to better understand the sensitivity of
solutions to data are length, parameter sets, and data weighting, and thereby to develop better OD strategies for future missions.
2. Status of short arcs. In view of the decreased sensitivity of long ares to ESLEs, it is reasonable to ask why ESLES are of so much concern, and why not simply process long arcs of data and reduce the TSAC effort. From the mission operations and OD standpoint, there are two reasons:
(1) More tracking support is required if a long are is carefully monitored than if a short are is intensely covered.
(2) Projects often require spacecraft events close to encounter which militate against long-are fits. The Vihing Project, for example, wishes to make a final midcourse mancuver as late as MOI -10 days.

## F. Estimating Station Locations in Flight

Total dependence on pre-computed "absolute" station locations to 1 ly a mission may justifiably creale an uneasy feeling. As mentioned before, the "absolute" locatiors were obtained with the full benefit of the most and best media calibrations available. Such plentiful data are seldom available in real time so that, even if the "absolute" station locations were the true ones, they would not be compatible with the data because there would be no way to remove the media effects.

The timing and polar motion calibrations are obtained by fitting polynomials to raw (and usually noisy) data. As each new day's data are introduced, the computed polynomials change, with reverberations that may extend as far back as three to four weeks in the previous tracking data. The end of the data span (i.e., today, when daily updates are received) has more than likely the least well. known calibrations of any time up to the present. With a short arc, near encounter but not close enough to sense the planet, bad timing maps directly into the derived right ascension of the probe.

The planetary ephemeris in use at the time was probaWiy the basis for the "absolute" station locations, which makes the station location errors highly correlated with the ephemeris errors. In particular, station locations are dependent upon the characteristics of the given ephemeris for Venus, the barycenter, and Mars at earlicr epochs than the one now in question. Whether the possible earlier errors will map similarly to the present time is unknown.

In the presence of all these uncertainties, only one thing is sure: if, in fact, the true station locations were available but one of these other errors were present, :a signature would arise in the data which, if the choice of data are and solution parameter set were unlucky, would at a critical time be disastrously absorbed in the state. It would be better, then, to use the incorrect station location that compensated for this effect. This is the rationale for estimating station locations in flight. Such reasoning was nised during the l969 and Mars missions, not so much as the upproved stateegs but as a means to detect the other errors. Other means were sought to avoid the problome cansed by such errors, it they were present, and solutions that included station locations were to be used only as a last resort. The hesitation comes because moving station loations to compensate for other erors can possibly create more problems than it solves. Station locations will pick up timing, polar motion, ephemevis. and nentral and charged particle effects; but they also can hehave in a moct peroliar manner when unmodeled gas leaks are present. For a single spacecraft, moving station locations may be justifiable. but for a dual-spacecraft mission like Mariner Mars 1969, it gives absolutely no indication of what the true errors actually were, and there is no recourse but to do the same for the second spacecraft.

It might be believed that the types of ESI,Es acting during a mission could be understood by solving for station locations in an academic fashion during cruise, when no harm can result. A study of this belief was made during the 1971 mission. both on the Mariner 9 data and on data from previous missions. For Mariner 9, it was necessary to wait until after encounter to grade the experiment, but with Mariners 4,5, and 0 , the long-arc cruise results were compared directly with the short-are encounter solutions used in the generaticn of LS35. Only Mariner 9 gave cruise solutions comparable to those from post-flight encounter analysis. Continued research on this problem is needed.

## V. Attitude Control Leaks

## A. Introduction

This section discusses the gas-leak problem which occurred during the interplanetary portion of the flight operations. The gas leaks occasioned the use of special pre-flight strategies and the design of new ones on-line. They also warranted considerable post-flight analysis. Three separate approaches were used in the post-flight analysis. The first involves the determination of leak mag.
nitudes from engincering telemetry to include this information in the trajectory acceleration model. The second "pprowh attempts to nise scipuential tiltering techmiques to wercome the deleterious effects of the leaks. The third uprowh differences two fron three-way doppler taken simultaneously at different stations, thereby eliminating the unmodeled accelerations common to both data types. Contimed development of all of these approaches will hopefully give independent and, therefore, redundant means to deal with this problem on future missions. Because the real-time response to this problem was discussed in Sections III-I and III-F. the discussion here concentrates on the post-flight developments in these threc areas.

## B. Determination of Accelerations Induced by Gas Leaks From Attitude Control Telemetry

1. Backgromend. The Mariner 9 spacecraft was attitudestabilized by a sestem which consiste of Sun and Camozus sensors and coupled pitch, roll, and yaw gas jets. The pitch and yaw jets were aligned perpendicular to the plane of the solar panels, but the roll jets were in the plane and canted by 21 deg to keep the jet plumes from impinging on the pancls (see Fig. 16).

In September 1971, the roll jet on the - -axis began to develop, oceasional leaks. These leaks are believed to have been caused by particles from an eroding valve stem which were caught in the value during the closing of a normal firing. The valve remained ajar until the spacecraft fired that jet again, and the particles were then presumably blown away. The jet would fire when the acceleration from the leak diminished sufficiently (because of erushing of the particle) for the spacecraft to swing to that side of the deadband, or when ground action was taken to switch the spacecraft from celestial to inertial reference. The leaks produced spacecraft accelerations with magnitudes above $10^{-11} \mathrm{~km} / \mathrm{s}^{2}$.

The leak magnitudes and duration times were calculated from telemetered data of the time history of the limit cycle position error signals from the Sun and Canopus sensors. Given the moments of inertia of the spacecraft, the sensor data can be translated into the rotational time history. The fact that the center of mass of the spacecraft did not lie in the plane of the solar panels meant that gas leaks from one roll jet would produce torques about all three axes. Hence, when the roll jet leaked, slight rotations also occurred in pitch and yaw, thus eliminating the ambiguity in the determination of the leaking jet and enabling computation of the resulting acceleration direc-
toms. Becouse the roll ints were canted 21 deg, componemts of aceetsation ocoured in both the pitch and saw drectums
2. Berivalion of threst magnitudes. Figure 16 will farilitate understanding how la $k$ thrust magnitudes are deincel from the tellemetry data. The parts labeled a, b, c, and dare the tour roll-avin attitude control thrusters. The arrows at the conter of mass indicate the torques resulting from leak in the jel labeled a. The arrows at the jet indicate the components of the tramslatio e toree. The distance () is the oflsel of the center of mass trom the center of the roll-axi : jet couple. The distance $m$ is the moment arm for the torque around the roll axis. Table 25 shows what torques would be caused about each axis by a leak in any of the jets. A right-hand coordinate system is assumed. and torques which canse a counterclockwise (CC'W) rotation of the spacecraft as viewed by an oheerver at the "end" of a positive axis are defined to be positive.

Attitude control was maintained by a negative feedback sustem whose inputs were voltage signals derived from sensors directed at the Sun and at the star Canopus. The output of these sensors was proportional to the angular separation between the null point of the sensor and the reference celestial object. The output was sampled at approximately $4.2-\mathrm{s}$ intervals, digitally encoded, and returned to Earth as part of the engineering telemetry.

Figure 17 is a plot of the sensor telemetry data for each of the three axes over a typical time span of 3 h . The ordinate is raw telemetry units or data numbers (DN), which are equivalent to approximately $0.27 \mathrm{mrad} /$ unit for the pitch and yaw axes and $0.52 \mathrm{mrad} / \mathrm{unit}$ for roll. The scales cover about 0.5 deg for each axis.

To facilitate the analysic, so that preliminary reductions could be performed and the results evaluated, the following assumptions were made about the spacecraft motion:
(1) The spacecraft acceleration around any axis of rotation could be treated as a constant between two sucressive jet tirings. (This docs not necessarily mean two successive firings from the same jet.) Thus, the motion between firings could be represented by a quadratic of the form:

$$
\begin{equation*}
\Omega=\Omega_{0}+\omega t+\frac{\dot{\alpha^{2}}}{2} \tag{9}
\end{equation*}
$$

where

$$
\begin{aligned}
\Omega= & \text { angular position of spacecraft at time } T \\
\Omega_{0}= & \text { angular position of spacecraft at arliev fir- } \\
& \text { ing } T_{u} \\
\omega & =\text { angular velocity of spacecraft } \\
t & =T-T_{0} \\
\dot{\omega} & =\text { angular acceleration of spacecraft }
\end{aligned}
$$

Figure $: 7$ shows the quadratic fit to each of the data ares as a solid line.

This assumption appears to be reasonable inasmuch as the leaks typically lasted for several hours. whereas the duration between firings was on the order of a few minutes.
(2) Initially, the torques for any roll axis leak were approximated by the expression

$$
\begin{equation*}
\tau_{i}=\dot{\omega}_{i} I_{i i} \tag{10}
\end{equation*}
$$

where
$T_{i}=$ torque about $i$ th axis
$\dot{\infty}=$ angular acceleration about th axis
$\boldsymbol{I}_{14}=$ diagonal term of inertia matrix corresponding to ith axis

This led to the equations

$$
\left.\begin{array}{l}
\dot{w}_{z} I_{z z}= \pm T m \cos 21 \mathrm{deg}  \tag{11}\\
\dot{\alpha}_{y} I_{y y}= \pm T O \sin 21 \mathrm{dcg} \\
\dot{\omega}_{y} I_{z y}= \pm T O \cos 21 \mathrm{deg}
\end{array}\right\}
$$

where

$$
\begin{aligned}
T= & \text { thrust due to leak } \\
\Delta_{n}, \Delta_{v,} \dot{\omega}_{s}= & \text { unguiar accelerations in roll, yuw, und } \\
& \text { pitch, respectively } \\
m= & \text { moment arm of roll jet couple } \\
O= & \text { offect of center of mass from center of } \\
& \text { roll jot couple }
\end{aligned}
$$

Incesion of the roll-a is equatom gave

$$
\begin{equation*}
T=\frac{\dot{\omega}_{2} I_{z z}}{m \cos 21 \mathrm{deg}} \tag{12}
\end{equation*}
$$

for the thrust magnitude. Examınation of the sigma
 indicate which jet was leaking and hence give the thrust direction.

The rigorous equations for the rotational dynamics are
which. because of the nonequality of the diagonal terms of the inertia matrix, will not agree with Eq. (10) for each arc. The values of $\tau$ from Eq. (10) would be expected to fluctuate by some $\pm \Delta T$ around the true value. Fortunately, the average $\tau$ appears to be generally quite close to the true $\pi$, so that the results to date are credible.
3. Fitting the relemetry data. The process used to break the telemetry data into discrete arss and to compute the angular acceleration over each are was as follows: An arbitrary time span of 63 s ( 15 data points) was leastsquares fit with a quadratic polynomial. This polynomial was then extrapolated forward until an arbitrary number of data points, 15. differed by more than a specified tolerince from the extrapolated curve. Any new points were then added, and the curve refit until a stage was reached where 15 consecutive points lay outside of tolerance. The arc was terminated at this point, and the process restarted.

Figure 18 is a plot of the resulting angular accelerations from a sample period. The center bar in each box is the computed acceleration. The top and bottom of the box are the computed acceleration $\pm 10$, where the sigmas are computed from the least-squares fit. The units of the plots are $\mathrm{DN} / \mathrm{s}^{2}$, and the plots are on a folded log scale showing the values from $+10^{-6}$ to $+10^{-4}$ and $-10^{-6}$ to $-10^{-4}$, with values from $-10^{-4}$ to $+10^{-4}$ being shown as zero.

As may be seen, the scatter between consecutive acceleration values tends to be larger than the formal 1-o statistics. This is believed to be caused by cross-coupling between axes of the torque from attitude control jet firinge. For example, in the fourth are of pitch axds data
in Fig. 17, there is an apparent discontinuity at a time which is coincident with a jet firing in the roll axis. Here. the change in angular velocity in the pitch axis is large rongh that the filter used was able to separate it. For slightly smaller changes, the filter is unable to discrimimate the angular velocity change as a separate delta and werages it into the acceleration. A more sophisticated algorithm is being developed, which causes a firing on any axis to terminate the data ares on both other axes.
4. Locating and quantifying leaks. Figure 19 shows a plot similar to Fig. 18 but covering the period shown in Fig. 17. The acceleration in the roll axis and the coupling into the other two axes can be seen. The leak model presented in Table 26 was prepared by scanning plots like these for the two munths prior to MOI and recording the start and stop times and acceleration magnitudes of periods exhibiting a similar signature. Table 26 is represented graphically in Fig. 20.

The spacecraft accelerations $\Delta A C_{z}$ and $\triangle A C_{y}$ of Scetion III-D were obtained by

$$
\begin{align*}
& \Delta A C_{s}=\frac{T \sin 21 \mathrm{deg} \times 10^{\prime}}{M \prime}  \tag{14}\\
& \Delta A C_{y}=\frac{T \cos 21 \mathrm{deg} \times 10^{\prime}}{M \prime}
\end{align*}
$$

where

$$
\begin{aligned}
M & =\text { spacecraft mass. } 995 \mathrm{~kg} \\
T & =\text { thrust from leaking jet, given by Eq. (12) }
\end{aligned}
$$

Here

$$
m=3.05 \mathrm{~m} .1_{: s}=553 \mathrm{~kg} \cdot \mathrm{~m}^{2}, \text { and } \dot{\omega}_{:}=2 a c
$$

where
$a=$ quadratic term from data fits
$c=(0.0298 \mathrm{deg} / \mathrm{DN})(0.017 \mathrm{rad} / \mathrm{deg})$
5. Discussion. The basic analytical concepts described above are not particularly new. They are discussed in Section IV-D of Part 1 of Ref. 16 and have received additional study in Ref. 17. The Mariner 9 analysis, however, has developed some basic software which can be used on future missions to provide near-real-time determinations of thrust magnitudes. Such programs will relieve the drudgery of visual inspection and manual computation of
these accelerations, wheh required a significant use of manpower for Slariner Mars 1971. Coordination of these efforts with the attitude control personnel will enable routine determinations of spacecraft moments of inertia from flicht data.

Contimed study in necessary to determine the uncertainties associated with these estmates and $t=$ oltain reliable values for the long-term "constant" leak mentioned earlier.

## C. Use of Advanced Filtering Techniques

1. Background. The OD filters that have been used in navigating past interplanetary missions are fundamentally equivalent to the well-known least-squares methods developed by Gauss more than 100 years ago. These traditional methods have been ratained despite the considerable theoretical and practical filter developments of the past decade. Theorctically antiquated. the least-squares filter has nevertheless proven to be a simple yet accurate means for providing interplanetary orbit estimetes, largely hecause of the accuracy of the dynamic models of interplanetary ballistic spacecraft motion. However, the increased accuracy requirements for radio OD ) and the availability of progressively more accurate radio measurements are making even the current models inadequate. The principal errors arise from unmodeled small forces caused by spacecraft attitude control and propulsion system leaks. and mismodeled solar radiation pressure. The direct effect of these unaccounted-for forces on the computed trajectory is usually small, but they san severely limit the capability to solve for the orbit using Earth-based radio measurements. Fortunately, the advanced filtering methods developed by Kalman and others are well suited for these dynamic systems influenced by dynamic model errors.

As stated in Section IV-B, accurate OD estimater rely on the stability of the range rate and/or range measurements over a $12-\mathrm{h}$ period. For example, a 3 -m error in a tracking station conrdinate produces a daily oscillating range change as large as 6 m . Similar range changes can arise over 12 h because of the accumulated effect of unmodeled spacecraft accelerations as small as $8 \times 10^{-12}$ $\mathrm{km} / \mathrm{s}^{2}$.

Because of the random nature of the spacecraft acceleration errors. the advanced filtering terhniques can, in some degree, distinguish their effect fiom the station location errors which so strongly affect the orbit estimates.
2. OD filter algorithms (Ref. 18). Consider a sp ceecraft with cartesian position and velocity vectors $\mathbf{X}$. V, respectively. The spacecraft motion is repesented in terms of a system of differential equations:

$$
\left.\begin{array}{rl}
\dot{\mathbf{X}} & =\mathbf{V}  \tag{15}\\
\dot{\mathbf{V}} & =\mathbf{C}(\mathbf{X})+n(t) t>t_{n} \\
\mathbf{X}\left(t_{n}\right) & =\mathbf{X}_{n} \\
\mathbf{V}\left(t_{n}\right) & =\mathbf{V}_{n}
\end{array}\right\}
$$

where $\mathbf{G}(\mathbf{X})$ represents gravitational accelerations and $\mathbf{u}(t)$ represents spacecraft acceleration errors. The spacecraft motion is observed via data equations:

$$
\begin{equation*}
\mathbf{Z}\left(t_{1}\right)=F\left(X . V, t_{1}\right)+\epsilon\left(t_{1}\right) \text { for } i=1, \cdots, N \tag{16}
\end{equation*}
$$

where $\mathbf{F}(\mathbf{X}, \mathrm{V}, \mathrm{t})$ expresses observables like doppler and range in terms of the spacecraft state. The $\epsilon(t)$ represents data errors.

Analytical procedures for data filtering (i.e., estimating $X$ and $V$ from the data sequence in Eq. 10) usually rely on linearized forms of Eqs. (15) and (16). These involve the linearized state $x(t)$ given by

$$
\begin{equation*}
x(t)=\binom{X(t)-X^{*}(t)}{V(t)-V^{*}(t)} \tag{17}
\end{equation*}
$$

and the observables $\bar{z}=\left(\mathbf{Z}-\mathbf{Z}^{*}\right)$. Here $\mathrm{X}^{*}$ and $\mathrm{V}^{*}$ are nominal spacecraft position and velocity functions, chosen (by iteration procedures) to ensure that the following relationships are approximated to a sufficient degree:

$$
\begin{align*}
& x(t)=\Phi\left(t, t_{0}\right) x_{0}+\int_{0_{0}}^{1} \Phi(t, s) u(s) d s  \tag{18}\\
& z\left(t_{1}\right)=A\left(t_{1}, t_{0}\right) x_{0}+\int_{1_{0}}^{t_{1}} A(t, s) u(s) d s+d\left(t_{1}\right) \tag{19}
\end{align*}
$$

## Here

$$
\begin{equation*}
A(t, 0)=\frac{\partial F(t)}{\partial(X, V)} *(t, s) \tag{0}
\end{equation*}
$$

where $W(t, s)$ is the state transition matrix for $x$ obtained from a variational analysis of Eq. (15) for the rominal trajectory $\mathbf{X}^{*}$ and $\mathbf{V}^{*}$.

The problem in orbit determination is to estimate $\mathbf{x}(t)$, given $z\left(t_{1}\right)$, for $t_{1}<t$. If $\mathbf{u}(t)=0$, or ran be represented in terms of a limited number of parameters, then estimating $x(t)$ reduces to estimating $x$, and the $u$-parameters, i.e., a set of fixed quantities. The problem can be soived with conventional least-squares or "batch" filtering algorithms However, if $\mathbf{u}(t)$ is too complex in structure to permit representation by a limited set of parameters, an alternate approach is required.

It is assumed, then, that $\mathbf{u}(t)$ can be represented as a piecewise constant function; i.e. for a sequence of break times $T_{1}, \cdots, T_{m}, u(t)$ satisfies

$$
\begin{equation*}
\mathbf{u}(t)=\mathbf{u}_{k} \text { if } T_{k}<t \leq T_{k}+1, k=1, \cdots, M \tag{21}
\end{equation*}
$$

where $u_{k}(k=1, \cdots, M)$ is a sequence of constant vectors. The linearized system can then be recast into a sequential form as follows:

$$
\begin{equation*}
x_{k}=x\left(T_{k}\right) \tag{22}
\end{equation*}
$$

and

$$
\left(\begin{array}{c}
z\left(t_{k_{1}}\right)  \tag{23}\\
z= \\
z\left(t_{z_{k}}\right) \\
\vdots
\end{array}\right)
$$

where

$$
T_{n}<B_{n_{1}}<A_{n_{3}} \cdots T_{n+1}
$$

Then

$$
\begin{equation*}
x_{k+1}=\phi\left(T_{k+1}, T_{k}\right) x_{k}+\Gamma\left(T_{k+1}, T_{k}\right) u_{m} \tag{24}
\end{equation*}
$$

where

$$
\left.\Gamma\left(T_{m+1}, T_{k}\right)=\int_{T_{n}}^{T_{k-1}} d T_{m+1, k}\right) d s
$$

## In addition

$$
\begin{equation*}
m_{m}=A_{4} x_{x}+B_{n} m_{x}+a_{x} \tag{※}
\end{equation*}
$$

where

$$
\left(\begin{array}{cc} 
& A\left(t_{k_{1}}, T_{k}\right)  \tag{27}\\
A_{k}= & A\left(t_{k_{2}}, T_{k}\right) \\
& \vdots
\end{array}\right)
$$

and

$$
\left(\begin{array}{cc}
\int_{T_{k}}^{t_{k_{1}}} &  \tag{28}\\
B_{k}= & \int_{T_{k}\left(t_{k_{1}}, s\right) d s}^{t_{k_{2}}} \\
& A\left(t_{k_{2}, s}\right) d s \\
& \\
&
\end{array}\right)
$$

and

$$
\left(\begin{array}{cc}
c\left(t_{k_{1}}\right)  \tag{29}\\
c & c\left(t_{k_{2}}\right) \\
\epsilon_{k}= & \vdots \\
& \vdots
\end{array}\right)
$$

The above systen of equations is referred to as the batch sequential filter model. The dynamical systems associated with OD are, typically, slowly varying with respect to data rate, which means that the batches can contain many data points. This is the prime motivation for the batch sequential form: allowing improved filter models without sustaining the decrease in data-processing efficiency associated with a "point sequential" model, for which each batch break time is an observation time.

Algorithms for constructing an estimate of $x_{k}$, given $z_{j}$ for $j=1, \cdots, k$, sually require specification of a priori quantities:
(1) Initial state a priort:
$E\left[x_{1} x_{1}{ }^{T}\right]$
(2) Data noise a priori:
$E\left[\mu_{4}{ }^{r}\right], k=1, \cdots, M$
(3) Acceleration error (process noise) a priori: $E\left[\xi_{k} \mu_{k}{ }^{r}\right], k=1, \cdots, M$

These quantities, along with the batch structure $T_{1}, \cdots$, Ty, can be considered as the desifn parameters for the sequential filter. Additionally, there exint several options
for treating the acceleration error sequence $u_{k}$. In the following application, the $u_{k}$ 's are not directly estimated but are accounted for in the mapping equation (E.q. 24).
3. Data used in the filter evaluation. The data span used in the filter evaluation was the intermediate arc mentioned in Section III-E, which began at 06 h UTC on October 4. 1971, and continued to MOI-6 h.

Two sets of station locations were used. Set 1 was LS36 (see Section IV-D). Set 2 was obtained by post-flight processing of the last seven days of the Mariner 9 cruise data. The primary difference between the values of the two sets is the $7-\mathrm{m}$ longitude difference mentioned in Section III-I.

Solutions were obtained by both including and excluding the leak acceleration model of Table 26 in the spacecraft equations of motion.
4. Batch filter results. Figure 21 illustrates the history of batch processed estimates of $\mathbf{B} \cdot \hat{\mathbf{T}}$ and $\mathbf{B} \cdot \hat{\mathbf{R}}$ as a function of the time of the last data point processed (in days past October 4). The last solution, for day 41, includes data to November 13, 18 h. Because station location Set 1 was used in the observable model and no acceleration model was included in the equations of motion, this figure represents a conservative, realistic solution history.

Most of the movement of the solution. as more data are included in the processing, is in the B. $\mathbf{R}$ direction. The lack of orbit bending perpendicular to the ecliptic plane makes the solution for $\mathbf{B} \cdot \hat{\mathbf{R}}$ prone to station location and acceleration errors. with sensitivities that fluctuate in magnitude as data are added to the span. This large sensitivity is also illustrated by Fig. 22, in which the B-plane phrameters of the batch solution at November 6 . 06 h , are compared to the current best estimate. A 1 -e dispersion ellipse for each value is also presented. The size of the dispersion ellipse at November 6 is due primarily to the ephemeris-error-associated station location uncertainties of 7 m in $\lambda$ and 3 m in r . The encounter solution ellipse (data to MOI-45 min) is due primarily to Mars ephemeris uncertainties.

Because the salient solution behavior obviously lies in the B•等 direction, the remaining solution time histories presented will illustrate that coordinate only. Figure 13 gives the B. A solutions as a function of the time of the last processed data point using station location Set 1, with and
whont the acceleration model ( $\triangle A C$ ) of Table 26. When the first leak of this data are occurs on October 25, the - hutions separate. the solution without the دAC model tends toward a larger $\mathbf{B} \cdot \hat{\mathbf{R}}$ error. while the solution conthining the $د A C$ model improves and remains more accurate for the c'aration of the approach.

Figure 24 illustraten a similar solution history for station location Set 2. The soluticns are shifted from the Set 1 solutions in the $-\mathbf{B} \cdot \hat{\mathbf{R}}$ direction iny approximately $2(0) \mathrm{km}$, which decre ases the total error, and supports the conclusion that the values of the station locations determined for Mariner 9 (Set 2 ) are naturally more consistent with the Mars ephemeris in 1971 than the Mariner 6 (SCt 1) values. Again with Set 2, as with Set 1, inclusion of the د.AC model determined by the engineering data results in a more accurate solution after the start of the ga ; leaks.

The batch solutions all have a characteristic sensitivity to the :alues of the station locations and of the randon acerelerations. Station location differences between Set 1 and Set 2 ( 7 m in $\lambda$, and 3 m in $r_{n}$ ) map to a $200-\mathrm{km}$ difference in $\mathbf{B} \cdot \hat{\mathbf{R}}$ for data taken to November 6 . The $د A C$-in. $\triangle A C$-out difference in the equations of motion results in a B- $\hat{R}$ change of more than 150 km with either station loc:ation set. A batch solution with the $\triangle A C$ included and using Set 2 naturally is more accurate than the other solutions. However, the rapid solution improvement shortly after inclusion of the data in the vicinity of the first gas leak (October 25) is not predictable from the sensitivity analysis pertormed to date. The time histury of perturbations in the solution of $\mathrm{B} \cdot \mathrm{R}$ because of $+7-\mathrm{m} \lambda$ and $+3-\mathrm{m} r$. errors in all of the trackiñ stations is given in Fig. 25. Although the drop in sensitivity to spin axis on October 16 can explain the rapid solution change in Fig. 21 on or around October 16, no such sensitivity change is evident in Fig. 25 near October 25. Thus, either the estimate is strongly sensitive to some model parameter other than the station location, or the value for the leak magnitude is strongly overmodeled. This problem has not yet been resolved and is currently under study.
5. Sequential fliter resulte. The sequential filter used for comparison processes successive bitches 18 h in duration. While processing each batch of data, the constraints imposed on the state solution by the data in previous batches are loosened by the addition of instantancous "process noise" on the velocitios at the beginning of the batch (Section V-B). The magritude of this degrading $\mathbf{A V}$ is determined by integrating the values of an ascumed
constant acceleration over the 18 h duration of the previow batch. Three magnitudes of assumed accelerations were considered in this study: $10^{12} \mathrm{~km} / \mathrm{s}^{2}, 10^{11} \mathrm{~km} / \mathrm{s}^{2}$, and $10^{11} \mathrm{hm} / \mathrm{s}^{2}$. The values of instantaneous process noise are computed on the basis of these acceleration levels.

Figure 26 presents the $\mathbf{B} \cdot \widehat{\mathbf{R}}$ solution time history for the sequential filter construeded with $\Delta V$ process noise corresponding to an acceleration error of $10^{12} \mathrm{~km} / \mathrm{s}^{2}$. Station location Set 1 is employed in the observable model. and curves for $\triangle \mathrm{AC}-\div$ and $\triangle \mathrm{AC}$-out are shown. Figure 27 illustrates the same sequential filite results for station location Set 2.

The differences between the $\triangle A C$-in and $\triangle A C$-out solutions appear much smaller for the sequential processor than for the batch. Th:e final difference in $\mathbf{B} \cdot \hat{\mathbf{R}}$ for both station locestion sets is only a few kilometers. Thus, the $10^{1}$ : km/s- process noise appears to decrease markedy; the sensitivities of the solutions to the presence or absence of the gas leak model. In adrlition, the solutions are brought closer to the current best estimate by the addition of process noise into the filter, and they are within 50 km for the Set 2 station locations. The trend continues as the process noise is increased to correspond to accelerations of $10^{11} \mathrm{~km} / \mathrm{s}^{2}$, as shown in Figs. 28 and 28 . The $د A C$ model has little effect on the solutic; 'rehavior, and solutions are more accurate than those with the smaller values of process noise.

The sensitivities of the sequential filter solutions to correlat.rd station location errors are presented in Fig. 30 and are seen by comparison with Fig. 25 to have been decreased by the addition of $10^{-11} \cdot \mathrm{~km} / \mathrm{s}^{2}$ process noise. These smaller sensitivities are annsistent with the smaller absolute B-R errors occurring with the sequential processors.
6. Conclusions. The results presented in Sections V-B-4 and V-B-5 are summarized in Fig. 31 wherein the B-plane solutions with data up to November 6 are shown for the batch (B) and sequential filters ( $S_{1}, S_{2}, S_{3}$ ), with process noise values representing acceleration errors of $10^{-12}, 10^{-12}$, and $10^{-10} \mathrm{~km} / \mathrm{s}^{2}$, respectively. Both Set 1 and Set 2 results are shown, with the $\triangle A C$-in and $\triangle A C$-out solutions represented by the heads and tails of the arrows, reupectively.

## The following conclusions cmin be drawn:

(1) The solutions from the sequential fitter are markedly improved over the batch solutions. The semaitivity to the $\triangle A C$ model in signtficantly dmbushed, trdi-
cating that the sequential filter does "filter out" the effects of random gas leaks.
(2) The sequential filter alleviates the effects of station location errors during the approach phase of the mission. A comparison of the sensitivity analysis plots in Figs. 25 and 30 bears this out. The phenomenon may very possibly be peculiar to the Mariner 9 geometry and tracking patter.i and may not occur generally.
(3) The sequential filters appear to perform better than the batch filter over a wide spread of process noise magnitude assumptions ( $10^{-10}$ to $10^{-12} \mathrm{~km} / \mathrm{s}^{2}$ ); hance, performance does not seem to be very sensitive to the user's choice of process noise. ${ }^{1}$ iso, the times of the chosen batch separation points do not coincide witt. the times of gas leaks. Thus, the filter behavior is probably not significantly degraded by the choice of any reasonable batch-break structure.

## D. Differenced Radiometric Data as a Countermeasure for the Process Noise Problem

1. Harkground. The process noise problem may be addressed with the use of newly envisioned Earth-based radiometric data types that involve simultaneous or nearsimultaneous tracking from widely separated stations. Simultaneous data by themselves will not help, but when they are used in a new data type formed by simply dif. fercucing the data taken at one station from simultaneous data taken at another station, the geocentric information, which has been corrupted by the process noise, can effectively be oliminated. The basic concepts are elaborated further in Ref. 13.

Table 27 gives a brief description of how the basic doppler and range data types are formed.

As illustrated in Fig. 32, the transmitting and receiving stations may or may not be the same. If they are, the data are called "two-way"; otherwise they are referred to as "three-way." The two-way data are inherently superior to tha three-way because, with two-way, the frequency standard (or clock) used to genernte (or time) the transmitted signal is the same one uned to analyze the recetved sifmal. Three-way doppler data have never been relied upon in interplanetary navifition because the differing stabilities of the nobidium owcillators can prodere biases ma three-way data as large as 1-8 mm/s. T: ouse of hydrocon maeers will alloviate the ocelliator instability problems and make it posable to use three-way doppler.

Although range data are also sensitive to oscillator frequency instability, the primary error source for three-way range is asynchronization of the clocks at the transmitting and receiving stations. An epoch .ifset at between the clocks will cause a three-way range error equal to $c \Delta t$, where $c$ is the speed of light. For example, to reduce this range error to less than 1 m . it is necessary to ensure that the bias betweer, ihe transmitter and receiver clocks be less than 3 ns , which is extremely difficult, even with very long baseline interferometry (VLBI) terhniques. This difficulty may be circumvented, however, because most of the information contained in simultaneous two-way and three-way range data may also be extracted from nearsimultaneous two-way range, taken from the same stations. The primary difficulty associated with this technigue is the modeling of the spacecraft motion so that range data taken at different times may be interpolated to a common time, as shown in Fig. 33. If $\dot{j} \dot{\rho}$ is the error in the computed topocentric range rate and $T$ is the interval between near-simultaneous data pcints, the error in the difference between the interpolated range points will be $\mathrm{s}^{\circ} \Gamma$. For example, if the topocentric range rate is known to $10^{-4}$ $\mathrm{km} / \mathrm{s}$, it is necessary to take two-way points every 15 min to keep the range error under 1 m .
2. Theoretical development. For a distant spacecraft, the two-way and three-way down links can be represented by the same plane wave propagating toward the two receiving stations, which gives the differenced doppler observable the same form as the fringe rate of classical VLBI, viz.:

$$
\begin{equation*}
F 2-F 3=v=-\frac{\oplus}{\Lambda} r_{i} \cos 8 \cos \left(\lambda_{i}-a\right)+\Delta v_{m}+\Delta f \tag{30}
\end{equation*}
$$

where

```
\(r_{6}=\) baseline projection on equatorial plane
    \(\lambda_{b}=\) baseline longitude (defined below)
    - E Earth rotation rate
    \(A=\) wavelength of received radio wave
a, \(8=\) rifht ascension and declination of spececraft
\(\Delta v_{n}=\) error caused by tramemiation media
\(\Delta f=\) frequency offret betwren two frequescy stam-
    dards at two stations
```

These quasi-very-long-baseline interferometry (QVLBI) data give the right ascension and declination of the spacecreft, provided that the frequency offset $\Delta f$ and media noise $\Delta y_{M}$ can be well calibrated and the baseline parameters $r_{b}$ and $\lambda_{b}$ are well-determaned. Oiac should note that the differenced data are sensitive directly to the baseline parameters, and only through them to the individual station coordinates.

The relations between baseline parameters $r_{b}, \lambda_{b}$ and the station location parameters for stations 1 and 2 are as follows (see Fig. 34):

$$
\begin{gather*}
r_{b}=\sqrt{r_{i_{1}^{2}}+r_{i_{2}}^{2}-2 r_{i_{1}} r_{s_{2}} \cos \Delta \lambda}  \tag{31}\\
\lambda_{b}=\lambda_{1}+\theta \tag{32}
\end{gather*}
$$

where

$$
\begin{equation*}
\Delta \lambda=\lambda_{2}-\lambda_{1} \tag{33}
\end{equation*}
$$

and

$$
\begin{align*}
& \sin \theta=\frac{r_{t_{1}}-r_{t_{2}} \cos \Delta \lambda}{r_{b}} \\
& \cos \theta=\frac{r_{t_{2}} \sin \Delta \lambda}{r_{b}} \tag{34}
\end{align*}
$$

For the care when $r_{a_{1}}=r_{1_{2}}$,

$$
\begin{equation*}
\theta=\frac{\Delta \lambda}{2} \tag{35}
\end{equation*}
$$

The $z$ component of the baseline vector, which does not appear in the equation for $v$, is related to the $z$ components of the two stations by

$$
\begin{equation*}
z_{b}=z_{1}-z_{2} \tag{36}
\end{equation*}
$$

Equation (30) can also be derived by directly differencing the Hamilton-Melbourne (Ref. 7) expressions for the simultaneous two-way and three-way doppler

$$
\begin{align*}
\dot{p}_{2}= & \dot{r}+\omega r_{1_{1}} \cos 8 \sin \omega\left(t-t_{1}\right) \\
& +\omega r_{1_{1}} \Delta \alpha \cos 8 \cos \omega\left(t-t_{1}\right)+\Delta N_{1}  \tag{37}\\
\dot{p}_{3}= & r+\omega \dot{r}_{t_{2}} \cos 8 \sin \omega\left(t-t_{2}\right)  \tag{38}\\
& +\omega r_{t_{2}} \Delta \alpha \cos 8 \cos \omega\left(t-t_{2}\right)+\Delta N_{2}
\end{align*}
$$

and expressing the station location quantities in terms of baseline vector parameters to give

$$
\begin{align*}
\dot{\rho}_{2}-\dot{\rho}_{3}= & a-\omega r_{b} \Delta \alpha \cos \delta \sin \omega\left(t-t_{b}\right) \\
& -\omega r_{b} \cos \delta \cos \omega\left(t-t_{b}\right) \tag{39}
\end{align*}
$$

where $a=\Delta N_{1}-\Delta N_{2}$, the errors caused by frequency offsets, transmission media, etc.
3. Description of the expesiment.: The latter part of the cruise phase of Mariner 9 provided an opportunity for experimental verification of the differenced doppler tracking technique. Hydrogen masers provided by Goddard Space Flight Center had been installed at DSSs 12 and 41, which had a 4 -h overlap of their view periods. The spacecraft had been experiencing gas leaks, which would make the results an excellent test of the scheme. Consequently, permission was obtained to extend the coverage by DSSs 12 and 41 to track throughout their mutual view period on 16 days during the period Ortober 4 to November 14, 1971.

The DSN was requested to perform the handover (reassignment of transmitters) at the center of the overlap, so that equal amounts of three-way data could be obtained from both stations. This request could not always be met because it was often necessary to have command capability from Goldstone until DSS 12 set. As a result, only four handovers were executed in the center of the overlap.

The F2 and F3 data obtained at DSS 12 and DSS 41 during the experiment were specially compressed to synchronize their timetags while maximizing the number of usable points. This gave count times which varied from 2 to 10 min . All F2 data were deleted except for those in the common view period (called the overlap set) and those within $1 / 2 \mathrm{~h}$ of the adjacent meridian passages (Fig. 35). The distribution of the differenced data is shown in Fig. 36, while the toiai count appears in Table 28.

The ODP was not designed for differenced data types, so auxiliary programs were written to difference the data an.l compute partial derivatives for the baseline parameters and frequency biases.

In the initial stages of data analysis, the ODP was used with a trajectory which had been corrected for gas leaks. The F2-only solutions were so close to the current best estimate that there was little hope of improvement when

[^4]three-way data were added. Consequent'. $y$, a trajectory which ignored the gas leaks was used, so that improvements obtained by employing two-station doppler could show the advantages of this technique if the occurrence of gas leaks could not be well-determined or their magnitudes were highly uncertain.

All of the analysis was performed after the flight. The method used was to process the data as though any gas leaks were unknown and to compare results using various combinations of four data types (F2, F3, F3-F2, and MU). It was assumed that some F2, F3, or MU data were needed to establish the geocentric orbit, but a way had to be found to weight the data to give only as much geocentric information as necessary to avoid the process noise problems. Sone criteria had to be developed for judging the quality of the results, because they showed the typical intermediate-arc dispersions of $100-200 \mathrm{~km}$ in $\mathbf{B} \cdot \hat{\mathbf{R}}$.

Some difficulties were expected in the analysis because the area was new. The majority of these were suftware or operational problems, for which remedies have been or are being found. The greatest difficulty occurred in attempts to eliminate the frequency biases.

Even though the expected frequency biases using the hydrogen masers were about 0.003 Hz , they still could be seen in the data and had to be removed one way or another. Andysis of the instrument calibration data showed that the uncertainty in the determination of the clock drifts (which cause the biases) was much larger than the magnitude of the drifts themselves, which seemed to indicate that those measurements could not be used to model the biases. The only recourse was to estimate the biases in the ODP. There were some constraints that could be applied, however. The exceptional stability of the masers would suggest slowly varying biases, if any, although short period (8-h) changes might be induced from other portions of the tracking system, like the synthesizer. For analysis purposes, the biases were assumed to be constant over any pass from a given station. When there was a handover from one station to the other, the biases for the two station weie assumed to be equal in magnitude but opposite in sign. Highly correlated a priori covariances were also used to constrain biases in consecutive passes from the same station not to change by more than 0.003 Hz .

The following criteria were established for judging the credibility of the solved-for bias values:
(1) They should be invariant with data weight and parameter set.
(2) They should be less than 0.01 Hz and be 'airly constant over the 40 day span.
(3) They should be consistent with the residuals when the differenced doppler was not included in the solution.
4. Discussion of results.
a. F2 data only. Two different nominal trajectories, with and without gas leak corrections, were used to process the F2 data described earlier, giving the results shown in Fig. 37. The solutions based on the trajectory with gas leak correction (case A-J) agreed better with the current best estimate than the other set (case $A^{\prime}-J^{\prime}$ ) without the corrections, and they were not particularly sensitive to any parameters except solar pressure. The way solutions without gas leak calibrations spread out in the direction perpendicular to $B$ bears out the predicted sensitivity of station location and solar pressure solutions to gas leaks when only F2 data are present.

When all F2 data from DSSs 12 and 41 between October 4 and November 13 ( 2600 points) were included, the results based on the trajectory without leaks improved soniewhat, but the solutions involving station locations, solar pressure, and GM of the Moon were still quite volatile. For example, when the GM of the Moon was not included in the solution, the longitude corrections became as large as 18 m . Thus, it was concluded that the observed sensitivity was not just a data selection effect but involved an inherent difficulty with the F2 data.

The sigma used for weighting all the F2 data was 0.045 Hz for a $60-\mathrm{s}$ count time. All data with clevation angles lower than 10 deg were deleted. The results of tho overlap set of F2 data processed without gas leak correction were chosen as reference for later comparisons because
(1) The set involved the same number of passes as were available for the F3 and F3-F2 data.
(2) The set gave reasonable solutions for the various estimated parameters.
(3) The at sence of gas leak corrections provided an opportunity to prove the effectiveness of the differenced data.
b. F2 and MU data. When 14 MU ranging points (owv - 150 m ) were included with the truncated F2 data, the B. T components of the errors were all decreased by 50 km , into closer agreement with the current best estmate. Although the longitude at each station changed 2 m
trom the Fo-moly solution, no other parameters dianged signiticantly. The spreded of these results in the B-plane molecters that solutions imolames station locations and C.V of the Moon are stall affected be the gas leahs. but that the sohar pressure parameters molonger are as inportant because certan components of the position of the spaceeratt are well determined by range data.


#### Abstract

C. F2, F3. ML Once F3 points were incladed, the hefuency oftee between the two station clocks from the data had to be estimated. A total of $2 S$ bias parameters representing the frequency offset at each station on each day were added to the "solhe-for" sets A through J. The results for the biases were discouraging berause they varied with changes in data weight and solve-for parameters and were not slowly varying as anticipated. The bias parameters were absorbing not only the frequeney offset, but also all the constant biases over the pass because of process moise such as gas leaks, uncalibrated medium effects, ete. U'nformmately, there was no way to separate these phenomena.


Table 29 sewes to illustrate the variation seen by showmg results for typaid days. For example, on October 23 . when the data ( F 2 and F 3 ) were abnormaliy noisy because of the spotadic gas leaks, the estimated value of the bias reached -9.2 mHl \% at DSS 41. The values changed drastically from case J to case $C$, wherever station location parameters were estimated.

The station locations remained essentially unchanged for DSS 12 but, when the F3 data were tightly weighted, moved 2 m in $r_{n}$ and 1.5 m in $\lambda$ at DSS 41, where most of the F3 data were taken. The inconsistency is probably related to the questionable results for the solved-for biases. The B-plane results were not noticeably differen: from those in the F2 and MU data set.
d. $F 3$ - F2. Differencing F2 from F3 data gave significantly cleaner residuals than either data type taken spparately. Figure 38 shows the residuals of F2, F3, and F3-F2 during two relatively noisy passes on October 28 and 29 and clearly indicates that the process noise which is common to both F2 and F3 data has been removed during the differencing.

Solutions which contained only F3-F2 data were studied, but the six state parameters were highly corre-

Lated because of the poor geometry conered by thes particular are. As mentioned corlere the diflemening destroys geocentric range-rate mormatom. heame only the right ascomsom and declination of the spacecratt. As with classicall atronomical obsersations the rentriction to angular measine ments demands longer ates or a beflem geometry to determine the orbit. Thus wo-w deppler and ranging data were metroduced to resolve this problem.
$\therefore$ •F3-F2. $F$ a and ML. Once the geocentric information ( $\because \cdot 2$ and $\backslash 1)^{\prime}$ ) is included the indeterminaney of the orbit decreases. Although about halt the correlations among the state parameter are still above 0.9 when F 2 and Ml' datat are included. the improved B-plane helowior buggested that the problem was disappearing. There were other encouraging results as well. Because of the comments made in Section ('D), the partial derivatives with respect to baseline parameters $r_{6}$ and $\lambda_{0}$ were inserted in place of those for station location parameters for the $\mathrm{F} 3-\mathrm{FO}$ data. The estimated corrections to station locations provided by the FO and MU data are about -4 m in $\lambda$ and, 2 m in $r_{s}$. The correction to $\lambda_{b}$ is also -4 m , but $\Delta r_{b}$, at 12 m , is larger than expected from the $r_{\text {a }}$ and $\lambda$ changes. This could be caused by the large a priori value used for $r_{b}\left(\sigma_{r_{b}}=1 \mathrm{~km}\right)$ and the relatively high correlations with the bias parameters ( $\rho=0.7$ ).

There also was good repeatability of the estimated bias values for solutions with different data weights and estimated parameters. The average magnitude of the estimated biases was about 4 mHz , and they were slowly varying most of the time, whe means that ine sarlier variations were, in fact, caused by absorption of process noise on a pass-by-pass bias. The B-plane solutions show significant improvement when the differenced data are tightly weighted (Fig. 39). Among the solutions, cases A, B, and J coincide with one another, as do cases E, G, and II. This fact indicates that solutions based primarily upon differenced data with some F 2 and MU are not sensitive to solar pressure, attitude control, GM Moon, GM Miars, and ephemerides, which is to be expected since they all affect the geocentric motion. They are sensitive only to station locations and baseline parameters.
f. F3-F2, F2. Solutions ( $\sigma_{\mathrm{m}_{3} \cdot \mathrm{~F}_{2}}=0.002 \mathrm{~Hz}, \sigma_{\mathrm{F}_{2}}=$ 0.011 Hz ) without MU data were attempted, but they moved the B-plane results further away from the current best estimate. The residuals induced in F2 were far too large, and the station location changes were unreasonable.

## VI. Radiometric/Optical Navigation

## A. Introduction

Although there was an urollicial optical navigation demonstration (OND) group during the Mariner Mars
 the Navigation Team Chief during the 1971 mission, the (NX) persmenel were actually made a bona fide part of the Navigation Team. contributing to the pre-flight studies, participating in all the training and testing exer-- Fies, and providing Oi) estimates that were consadered in the strategies finally adopted.

This section discusses the wie of opticil data in combination with radiometrie data to determine the Mariner 9 approach orbit. The discussion includes the basic TV instrument and the information content and crror sources in the various optical data. After a brief analysis of how the optical and radio data complement each other, it shows how pictures were chosen and processed in real time to achieve the combined radio/optical estimate. The discussion includes the sensitivity of the optical data to the number of stars per picture, the amount of TV distortion, the availability of a priori trajectory information. and the cquality of the Mars ephemeris.

## 8. The Optical Data Instrument

The narrow-angle science television camera prowided the optical navigation observations for Mariner 9. This device had a $500-\mathrm{mm}$ focal length with $f / 2.5$ SchmidtCassegrain optics and a selenium-sulfur vidicon tube with a $7 \times 9$ resean grid. The electronics scamned a $9.6 \times$ $12.5-\mathrm{mm}$ area on the vidicon target with 700 lines and 832 pixels per line. The video intensity of each pixel was digitized to 9 bits. Each pixel, therefore, was defined by its pixel number ( 1 to 832 ), its line number ( 1 to 700 ), and its intensity ( 0 to 511 ). The active area of the vidicon target gave a $1.1 \times 1.4$-deg field of view with a pixel angular size of 6 arc sec.

To allow sufficient time to read out and record a picture, the camera could not be shuttered more often than once every 84 s . Exposure times could be changed by ground command from 0.006 to 6.144 s , enabling detection of stars as dim as ninth magnitude.

## C. Optical Data Errors

Optical data errors are classified as instrument and model errors. Instrument errors include TV distortions, TV poincing errors, image center-finding errors, and random measurement errors.

TV divtention emons corrupt the relative geometry of inages within a picture. They are caused by nonuniform deflection fields which sweep the electron readout beam across the sidicon target nonumiformly. TV distortion canses image location errors in raw data of a few pixels mear the center of the widicon to tens of pixels near the edges of the vidicon. This distortion can be accurately modeled as a sixth-order polsnomial of the radial distance from the center of the vidicon, as discussed in Ref. 20. Either reseatu or star images may be used to calitrate TV distortion. Distortion from the opties is negligible.

TV pointing errors (i.e.. imperfect knowledge of TV pointing directions at shutter times) cause a global shift of all images in a picture and also corrupt the relative image geometry within a picture because of the nonlinearity of the TV distortion. These errors can be eliminated if stars with known directions are included in the picture. Preliminary cstimates of the TV pointing direction can be obtained from either reduced telemetry data or the desired (planned) TV pointing. Using the desired pointing direction gives errors of hundreds of pixels. Processing telemetry reduces errors by an order of magnitude and makes them random in nature from picture to picture. Star data further decrease them to the pixel level.

Image center-finding errors result when finite-size images, such as those of Deimos and Phobos, are dealt with. Also, limit-cycle motion during exposure, diffraction in the optics, and blooming of saturated images combine to yield finite-size images. These random center-finding errors are of pixel or subpixel magnitude for Phobos and Deimos. Random measurement errors result from random conter-finding errors and TV resulution.

Model errors include satellite ephemeris errors as well as planet gravity and spin-axis errors. Deimos and Phobos $\therefore$ neinerides were modeled by a first-order analytic theory
ief. 21). For Mariner 9, the effects of these model errors were minimized by including Deimos and Phobos orbital elements and the GM and spin-axis direction of Mars as estimated parameters.

## D. Optical Data Types and Their information Content

The optical navigation observables wife the image locations (pixel and line numbers) of Deimos, Phobos, stars, and reseaux. Figure 40 shows an approach picture containing the images of Deimos, ten stars of magnitude 3.9 to 3.2, and the $7 \times 9$ resean grid. Stray light from Mars is seen in the lower left portion of the picture. The picture
was enhanced to bring out the dim images. Figure 41 is a computer-drawn version of the predicted picture, which is used to distinguish the star pattern from noise or vidicon blemishes.

Reseau images were used during the mistion to compute the coefficients of the sixth-order TV distortion polynomial to subpixel accuracy. During post-flight analysis, star images were used instead of reseaux to yield equally accurate calibrations. The reseau data used for real-time operations and a majority of post-flight evaluation were obtained from pictures taken about a month before orbit insertion. With the TV distortion being stable to pixel level, no additional reseau data were processed during Mars approach. The star and reseau data were independent of the spacecraft trajectory for this application and could be processed either separately or as the satellite data were being reduced.

Star images were used to compute the TV pointing direction to an accuracy commensurate with the TV angular resolution of $3 " 0,1 \mathrm{\sigma}$. Star directions, accurate to 1 I'0, were assumed to be perfectly known.

The satellite images contained information on satellite ephemerides, the spacecraft trajectory, and the Mars GM and spin-axis direction.

## E. Advantages of Combined Radiometric and Optical Data Sets

Solutions which use a combination of radiometric and optical data are of particular value during planetary approach because these data types complement one another. The primary error sources prior to encounter in solutions using only radiometric data are target planet ephemeris errors, station location errors, and nongravitational accelerations. Optical data are insensitive to these errors because the data directly relate the planet and spacecraft positions. On the other hand, optical data suffer from the inability to determine accurately the time of flight and velocity $\left(V_{\infty}\right)$ of the spacecraft, quantities which are well determined by radiometric data. Hence, the combination of radiometric and optical data yields extremely accurate solutions. In particular, they may be combined to give a good estimate of encounter conditions much earlier than either data type taken separately. This is of primary importance if an additional corrective maneuver is contemplated. This subsection presents a simple analysis illustrating why combined solutions are so powerful.

Regardless of whether the optical observation is of the planet's limb or its natural satellites, basically, an attempt is made to measure the angle hetween the planet center of mass and a reference direction, e.g., a star direction. For the purpose of this analysis, the error in this angular measurement represents the total from all sources, such as center-finding errors, satellite ephemeris errors, biases, and camera pointing errors, all of which effectively degrade the observed angle.

Assume that the spacecraft is moving on trajectory 1 (Fig. 42). Let $\theta_{1}$ and $\theta_{2}$ represent two angular measurements of the direction between the reference star and the center of mass of the planet. For simplicity, the reference star is assumed to lie along the $V_{\infty}$ vector. In general, the observable equation is

$$
\begin{equation*}
\tan \theta_{1}=\frac{|\mathrm{B}|}{V_{\infty} T_{i}} \tag{40}
\end{equation*}
$$

where

$$
\begin{equation*}
T_{i}=T-t_{i} \tag{41}
\end{equation*}
$$

and

$$
\begin{aligned}
|B| & =\text { magnitude of } \mathbf{R} \text { vertor } \\
V_{\infty} & =\text { velocity on approach asymptote } \\
T & =\text { time of flight } \\
t_{1} & =\text { time of its observation }
\end{aligned}
$$

From Eq. (40), it is seen that the time of flight $T$ can be determined from two perfect observations of $\theta$. However, only the ratio $|B| / V_{\infty}$ can be determined from observations of $\theta$. This is because the observation history for any parallel trajectory with the same value of $|\mathrm{B}| / V_{\infty}$ (for example, trajectory 2 in Fig. 40) will be identical to that for the true trajectory. These parallel trajectories also will have the same time of flight as the true trajectory. Two perfect direction observations determine the plane of motion.

From Eq. (40),

$$
\begin{equation*}
-\frac{8 \theta}{\sin \theta \cos \theta}=\frac{8|B|}{|B|}-\frac{8 V_{\omega}}{V_{\omega}}-\frac{8 T}{T} \tag{42}
\end{equation*}
$$

or for small values of $\theta$,

$$
\begin{equation*}
\frac{{ }^{\delta \mid}|\mathbf{B}|}{|\mathbf{B}|}=\frac{\delta V_{\infty}}{V_{\infty}}+\frac{\delta T}{T}+\frac{\delta \theta}{\theta} \tag{43}
\end{equation*}
$$

Consequently, even with perfect observations, the limiting accuracy for $B$ is determined by $\delta V_{\infty}$, i.e.,

$$
\begin{equation*}
\delta|\mathbf{B}|=\frac{|\mathbf{B}|}{V_{\infty}} \delta V_{\infty} \tag{44}
\end{equation*}
$$

Even though in theory two perfect observations of $\theta$ uniquely determine time of fight, in practice this quantity is rather poorly determined by optical data because it is extremely sensitive to errors in $\theta$. This can be illustrated by examining an expression for the time-of-flight uncertainty.

Assume that two observations of $\theta$ are taken. Then solving Eq. (40) for $T$ yields

$$
\begin{equation*}
T=\frac{t_{2} \tan \theta_{2}-t_{1} \tan \theta_{1}}{\tan \theta_{2}-\tan \theta_{1}} \tag{45}
\end{equation*}
$$

Assuming that $\theta_{1}$ and $\theta_{2}$ are small,

$$
\begin{equation*}
T=\frac{t_{2} \theta_{2}-t_{1} \theta_{1}}{\theta_{2}-\theta_{1}} \tag{46}
\end{equation*}
$$

and

$$
\begin{equation*}
\delta T-\frac{\left(t_{2}-t_{1}\right)\left(\theta_{2} \delta \theta_{1}-\theta_{1} \delta \theta_{2}\right)}{\left(\theta_{2}-\theta_{1}\right)} \tag{47}
\end{equation*}
$$

Assuming independent observations, the standard deviation of $T$ becomes

$$
\begin{equation*}
\sigma_{T}=\left[\frac{V_{\infty} T_{1} T_{2}\left(T_{1}^{2}+T_{2}^{2}\right)^{H / 4}}{|B|\left(T_{1}-T_{2}\right)}\right] \sigma_{*} \tag{48}
\end{equation*}
$$

From Eq. (48), it is seen that the uncertainty in time of flight is very sensitive to the uncertainty in pointing angle when the spacecraft is far from the target planet, and decreascs as the spacecraft approgehe. the planet. Equation (48) emphasizes the importance of stars in the data because they minimize the contribution of pointing errors to $\sigma_{0}$. Obviously, a larger $|B|$, which increases parallax, minimizes the error. A smiller $V_{\infty}$ also gives more parallax by decreasing the range at which the observations are taken. Finally, for a fixed measurement time $T_{1}$, Eq. (48) is minimized as $T_{2}$ is taken closer to encounter.

Equations (44) and (48) indicate why the quantities $V_{\infty}$ and $T$ are weakly determined by optical data Because these same quantities are determined very well by Earthbased radiometric data, the combination of the two data types can yield good solutions much sooner than either type used separately.

The above analysis shows how the individual weaknesses of optical and radiometric data a few days out from encounter are offset by each other's strengths. Just as with radiometric data, the closer the spacecraft gets to the planet with the optical measurements, the better the solution that results. As the spacecraft approaches the planet, parallax effects in the case of natural satellite ohservations allow solving for $V_{\infty}$. Alsu, the time-of-flight solution becomes less sensitive to pointing errors. Furthermore, by then, sufficient data will have been taken to estimate the natural satellite ephemeris relative to the target planet, thus reducing effects of this error source. In the case of planet limb observations, $\mathrm{V}_{\infty}$ can not be accurately determined until planetary bending of the approach trajectory occurs.

For Deimos, parallax effects are discernible long before planetary bending occurs. In addition, its small size makes image center-finding errors negligible. These two factors make satellite observations significantly more accurate than Mars observations for approach navigation.

## F. Selection of Approach Pictures

During the 3-day approach prior to MOI, three preorbital science picture sequences (POS I, II, and III) were taken (Fig. 43). Each POS sequence covered a $24-\mathrm{h}$ period in which 31 pictures were recorded aboard the spacecraft and then transmitred to Earth during a 3-h period near the DSS 14 meridian. Since MOI occurred carly in the Goldstone view period, the POS III pictures were played back after orbit insertion.

Not all of these pictures were available for OND. The Project required that a minimum of 24 of the 31 pictures in both POS I and II be used to obtain two full revolutions of Mars surface coverage at 15 -deg surface longitude intervals. Also, a minimum of 23 of the 31 pictures in POS III were required for additional Mars surface coverage and for photometric calibration of the wide-angle camera. Despite the fact that the OND was on a noninterference and noncommittal basis with the mission, it was allocated all but one of the remaining pictures.

OND personnel were given complete freedom in selecting the targets and exposures of their pictures, and the
only timing constraint was noninterference with either the Mars pictures ( 1 -h centers) or the 3-h playback periods. Because only POS I and II pictures were to be played back prion to insertion, the optical OD engineers targeted Deimos in all 13 pictures in these two sequences to reduce its ephemeris uncertainty to a level which would not seriously degrade the approach spacecraft trajectiony estimates produced during real-time operations. The small angular separation of Phobos and Mars during this period made Phobos an undesirable target because of possible Mars stray-light interference. Three of the eight satellite pictires in POS III were of Phobos.

The pūitions of Deimos as viewed from Mariner 9 against the star background are shown in Fig. 44. The orbital coverage of Deimos is listed in Table 30. Because the first Deimos picture was lost during transmission to JPL, real-time and post-flight data processing had only five POS I pictures. Also, one of the three Phobos pictures in POS III was missed because of improper pointing of the TV camera. With only two Phobos approach pictures and large a priori Phobos ephemeris uncertainties, the Phobos data did not improve the navigation accuracy beyond that achieved with the Deimos data.

## G. Operational Techniques and Results

Optical measurements and radiometric data are completely independent data types, which have some common information content but are suhject to many error sources not common to both. Because of this, procedures were established to eliminate, as much as possible, the error sources peculiar to each data type before they were combined in a single solution. This served to reduce the number of iterations required on the whole data set. The processing of radiometric data toward this end was described in Sections 11 and III. Analogous preliminary reductions were performed on the optical data.

The first stage of the optical data reduction processed only star images to extimate TV pointing crrors, which were usually large enough to be outside the linear region because of the nonlinearities in the TV distortion. A second iteration, required to ensure that the pointing parameters were within the linear region, was performed in the second stage of processing.

As an additional goal, the second stage was to make preliminary , rrections to the satellite ephemeris, which was expected to be in error by as much as 500 km . This error was large enough to require another iteration which was left for the third stage. The data included both star
and satellite images. The solution list contained the spacecraft state, and four elements of the Deimos orbit. Because Deimos is in a near-circular, near-equatorial orbit, only two orientation angles, inclination and mean anomaly, were included in the solution along with semimajor axis and eccentricity. A trajectory based on radio data only was used wilh a loose a priori uncertainty (thousands of kilometers). The spacecraft trajectory parameters were included to allow a more accurate satellite ephemeris improvement, but the new probe conditions were not used for the trajectory employed in the third-stage processing. Instead, the same orbit input to the second stage was used.

The third stage involved the actuai combination rf radiometric and optical data to solve for the spacecraft trajectory and the Deimos ephemeris. Once the Deimos ephemeris had been updated by use of POS I data, the second and third stages were combined by adding the pointing parameters to the solution list.

The optical residuals before the first-stage fit for Deimos (D) and stars ( $O$ ) are shown in Fig. 45. The residuals in Fig. 45a were obtained using a priori Deimos ephemerides, a short arc trajeciory based on radiometric data to MOI-19 h, and TV pointing based on reduced spacecraft telemetry data. The clusters of star residuals reflect the global offset of the images caused by TV pointing errors. The TV pointing errors became large at the end of POS II and throughout POS III in the pixel direction but were smaller and more random in the line direction.

The residuals in Fig. 45b are before the second-stage solution and were generated using the same conditions as those in Fig. 45a, with the exception that TV pointing errors were removed by using the star images. The star residuals, which are only sensitive to pointing errors, now have a zero mean. With these errors removed, the Deimos residuals reflect Deimos ephemeris errors and spacecraft trajectory errors. The Deimos ephemeris errors are evident in the 30 -h periodic cycle seen in POS II and POS III residuals. The spacecraft trajectory error is seen as a slope in the periodic line residuals.

Figure 45 c shows the residuals after solving for the spacecraft trajectory and Deimos cphemeris in the third stage. Here, the residuals are random with zero mean and a standard deviation of less than 0.5 pixels ( 3.0 ). The combined solution of optical and radiometric data indicated a $400-\mathrm{km}$ correction to the Deimos orbit and an $80-\mathrm{km}$ spacecraft trajectory error.

Figure 46 shows the $\mathbf{B}$-plame trajectory estimates, which "ere generated in near-real time. The radiometric-only solution and its 1 -e error ellipse were based on data to MOI-1:3 h. The radiometric plus optical iterated solution and 1 -o error ellipse were based on radiometric data to MOI- 19 h and optical data from POS I and II. Solutions denoted as optical were gemerated. using a tajoctory baved on radiomutric data but processing optical data only. These optical solutions were obtained from the second ite ration of optical data to remove nonlinearities.

Post-flight studies have given greater insight into the data and have confirmed the accuracy of the real-time trajectory estin mas.

## H. Post-flight Sensitivity Studies

1. Number of stars per picture. In analyzing the dependence of OD accuracy on the number of stars per picture, the following threc cases were studied:
(1) No stars per picture.
(2) One star per picture.
(3) An average of five stars per picture.
.Ill three cases had a priori TV pointing information from reduced spacecraft telemetry data. Also, the nominal trajectory was based on radiometric data only from MOI 30 days to $\mathrm{MOI}-16 \mathrm{~h}$. OD accuracies for the three cases are shown in Fig. 47, and the associated trajectory estimates are presented in Figs. 48 through 50. In these last three figures, the numbers on the broken lines indicate the number of sequential pictures (starting from No. 2 of Table 30) used to produce that result.

Figures 49 and 50 show that the first picture in POS I for cases 2 and 3 drives the trajectory estimate to within 15 km of the current best estimate. The ime behavior of cases 2 and 3 is very similar, with the trajectory estimates agreeing to within 10 km at the end of the POS I and POS II data and to within 2 km at the end of the POS III data. The expected accuracies of cases 2 and 3 (Fig. 47) are the same. It is seen, therefore, that the full accuracy potential of the optical data can be obtained $v$ th only one star per picture. This would also be true if the desired TV pointing were used as a priori instead of reduced spacecraft telemetry data.

TV pointing derived from spacecruft telemetry is an order of magnitude less accurate than pointing derived from star images. This degradation is reflected in both
the eypected acouracy and the actual trajectory estimate of case 1 (Fig. 4S) as compared to casce 2 and 3. The ease 1 trajectory astimate is well behaved, when compared to its expected accuracy, until the last picture in POS II (No. 12). Then the large, nonrandom TV pointing crrors (modeled as ramdom errors) in the remaining pic-
 trajectors accuracy may be possible by modeling the TV pointing errors as time-correlated processes.

These star-sensitivity rosults can be explained by examining the TV pointing errors. For a given picture, all sources of pointing errors com be modeled as three independent rotations about the axes of at orthogonal coordinate system (e.g., TV pointing has three degrees of rotational freedom). One star image (a pixel and line ohservation) yields two of the three degrees of rotational freedom. The third degree of freedom is obtained from a second star or from a priori TV pointing, which has an accurace of a few tenths of a degree. A priori TV pointing to this accuracy can be obtained from either reduced spacecraft telemetry data ( $0.015 \mathrm{deg}, 1$ or or from the desired point:ing ( 0.15 deg .1 o). Additional stars, however, do not umprove the Deimos inertial reference information in a picture. Measurement errors in the Deimos image location control this accuracy and are not affected by star observations.

Even though only one star per picture is needed, it is desirable to have many. From a reliability standpoint, many stars per picture give independent checks on the TV pointing and also indicate the accuracy of the TV distortion model. Any discrepancy between image location residuals within a given picture would flag it for further evaluation.
2. Sensitivity to TV distortion. A comparison was made of OD performance as a function of the data type used to calibrate TV distortion and as a function of the order of polynomial used to model it. Data used included
(1) Only reseat images from ground pictures.
(2) Only reseau images from flight pictures.
(3) Only star images from flight pictures.

Distortion polynomials of first and third order, determined from flight reseau images, were compared to results from the sixth-order polynomial.

In comparing calibrotion data, it was found that all three types gave equivalent trajectory estimation results.

The difference between resean images from ground and flight pictures was an offset and rotation common to all reseatix. This difference was easily absorbed in the TV pointing error model. Approximately 200 star images from Pleiades pictures and optical navigation pictures were used to produce results equivalent to those from resean didia. In fact, stars are more desirahie than rescau data because they enable the calibration of optical as well as electromagnetic distortion and are more easily detected than reseaux in pictures used for TV calibration and navigation.

The tradeoff between increased optical data linearity and reduced accuracy was examined, and it was found that a third-order distortion polynomial gave equivalent trajectory estimates to the nominal sixth-order model. The increased linearity was accompanied by a slightly noisier trajectory estimate behavior, which was, however, weil within the predicted accuracy. The trajectory estimate obtained using a first-order distortion model was in error by only 15 km . Therefore, it was concluded that a firstorder model would have sufficed if time constraints had not allowed iteration of the optical data. If time is available, which is generally the case, the sixth-order model will give the full accuracy potential of the optical data with iteration of the data.
3. Sensitivity to the amount of radiometric data. To evaluate the strength of optical data alone, a trajectory solution was made without the aid of any other tracking data. From the considerations of Section VI-E, it should be expected that POS I and II data alone would yield an accurate $\mathrm{B} \cdot \hat{\mathbf{R}}$ and $\mathrm{B} \cdot \hat{\mathrm{T}}$ solution, but that limited pictures and observed parallax would degrade the time-of-flight accuracy, whereas POS III data, containing both Deimos parallax and trajectory bending, would yield a complete trajectory determination from only the optical data.

A nominal trajectory was generated from Atlas/Centaur injection conditions. These injection conditions gave a $25,000-\mathrm{km}$ aim-point bias at Mars for planetary quarantine. The use of this trajectory did not allow the optical data to "know," a priori, that a midcourse maneuver had been performed 5 days after launch. The midcourse maneuver changed the actual trajectory aim point by some $25,000 \mathrm{~km}$ and the arrival time by 19 h . In other words, this a prior trajectory indicated to the optical data that the spacecraft was going in the vicinity of Mars. Moreover, the preflight Deimos ephemeris having a $\mathbf{4 0 0}-\mathrm{km}$ error was used.

Initially, only POS I and II data were iterated because onl they were adalable in real time. Fise complete iterations of the POS I and II data were needed to obtain a comerged solution because of the nonlinearity cansed by the a priori trajectory error. After a converged solution Wia obtained for the POS I and II data, an additional solntion was made winch meluded the POS III data. This final solution allowed the full potential of the approach optical data to be evaluated.

The B-plane trajectory estimates are shown in Figs. 51 ،und 52 at the end of a complete iteration of POS I and II data. It can be seen that an accurate estimate of $\mathbf{B} \cdot \hat{\mathbf{R}}$ and B. $\hat{T}$ can be ohtained using only POS I and II data as expected. The B-plane estimate after five iterations was within 10 km and 16 s of the current best estimate. This estimate would easily have met mission accuracy requirements for inserting Mariner 9 into orbit about Mars. Adding the POS III data brought the B-plane estimates from optical data only to within 5 km and 3 s of the current best estimate.

The time-of-flight estimate and expected uncertainty from the final solution are shown in Fig. 53. It is seen that the uncertainty loes not go below a few seconds until 10 h from MOI. This level of accurac; would be available about a day before MOI from radiometric data. It is concluded, therefore, that optical data only can yield an accurate trajectory estimate using data within 10 h from Mars MOI. By combining optical and radiometric data, an estimate of comparable accuracy can be obtained much earlier.
4. Sensitivity to Mars ephemeris. One major source of error in the use of radiometric data for navigation estimates is planetary ephemeris errors. The reason for this is that the data are taken by stations on Earth and must be related to the target planet using assumed station locations and a planetary ephemeris. However, from on-board optical data, the spacecraft state is directly related to the target planet. After the insertion of Mariner 9 into Mars orbit, there was an update to the planetary ephemeris affecting the position of Mars by about 40 km . The optical navigation estimates for the B-plane parameters remained essentially the same with this change in ephemeris.

To demonstrate the independence of optical navigation estimates from the planetary ephemeris errors, a solution was made with a Mars ephemeris error of about 500 km . The results of processing the optical data with this ephemeris error are shown in Fig. 54, which gives the B-plane solution history. The origin of the plot is at the current
best estimate. The figure shows that the first pass thrcugh the datid moves the estimate from an a prioni estimate more than 500 km away to within $101 \cdot 1$ of the current best estimate. The final iteration moves the estimate to within 2 km of the current best estimate.

## I. Conclusions

The radiometric plus satellite/star trajectory estimate for Mariner 9 was the most accurate solution generated during any real-time approach operations. The new optical data navigation techniques were succossfully demonstrated during real-time and post-flight analysis. Star and reseau images were used to reduce all systematic

TV pointing and distortion error, to are-second accuracy. Conserpenently, satellite image location errors were randore, with a measurement nuise of 3.0 (1 $\mathbf{~ s}$ ). These satellite images allowed the Mariner 9 trajectory and the satellite ephemeris to be determined independent of a priori uncertainties in satellite ephemerides. The addition of the optical data to a few davs of radiometric data allows the approach navigation process to reach its full accuracy potential and become insensitive to planetary ephenseris errors, nongravitational spacecraft accelerations, and Earth-based tracking station location errors. Thus, a demonstrated navigation capability now exists which can meet the demanding requirements of future missions.
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Table 3. A priorl uncertainties in radio tracking parameters

| Paramaters | Units | Considrrinu | Fstimating |
| :---: | :---: | :---: | :---: |
| $r$ of state | kn |  | $10^{5}$ |
| $r$ of state | km/s |  | 1 |
| Solar pressure | unitless ratios | 0.03 | 0.05 |
| Constant attitude control leaks | kın/s $\mathbf{s}^{\mathbf{2}}$ | $10^{-12}$ | 10-12 |
| $r_{n}$ of stations | m | 3 | 50 |
| $\lambda$ of stations | m | 5 | 50 |
| GM Moon | $\mathrm{km}^{3} / \mathbf{s}^{2}$ | 0.03 | 1 |
| GM Mars | $\mathrm{km}^{3} / \mathrm{s}^{2}$ | 1 | 1 |
| Ephemerides | radians or unitless ratios | - | 10-* |

-Covariancer provided by the Ephemeris Development Group.

Table 4. A priori uncertainties in clements of the Martien natural estemines

| Parametera | Units | Phobos | Deimos |
| :---: | :---: | :---: | :---: |
| $a$ | km | 3.0 | 5.0 |
| - |  | 0.01 | 0.01 |
| $M_{0}$ | dex | 2.0 | 1.0 |
| 1 | de! | 0.2 | 0.1 |
| $\pm$ | deg | 10.0 | 10.0 |
| 0 | deg | 5.0 | 5.0 |
| -Referred to - Mars true equator of dite. |  |  |  |

Table 5. Sorna typical parameter sete

| Solution set | Parameter |
| :---: | :---: |
| A | State |
| B | State, solar pressure (SP) |
| C | State, SP, DSS |
| D | State, DSS |
| E | State, SP, DSS, CM of Moon (CMM) andior Mars (CM4) |
| F | State, SP, DSS, attitude control ( AC ) leaks |
| G | Siate, SP, DSS, GMM and/or GM4, AC |
| H | Staie, SP, DSS, GMM, GM4, AC, Mars and barycenter ephemerides |
| 1 | State, satellite ephenierides |
| J | State, SP, GMM, CM4 |
| K | State, SP, GMM, GM4, Mars and baryer nter ephemeriden, AC |

Tabie 6. Comperition of nongrawtetional perameter solutions ceine pro-mideo: wes dete

| A | B | C | D | E | $F$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Parametor | $\begin{gathered} \text { Poot-Ilighe } \\ \text { post-midcourve } \\ \text { (curroxt boot entamete) } \end{gathered}$ | Pre-flight 4 prion | Inflighe pro-midicourse | Pou-fight pro-midicourse | Poot-flight a proor |
| SPg | 1.2234 | 1.3609 | 1.3180 | 1.2400 | 1.2529 |
| $5 \mathrm{~F}_{2}$ | -0.0462 | -0.0143 | -0.0211 | -0.0503 | -0.0597 |
| SPr | -0.0516 | -0.0143 | -0.0220 | -0.0464 | -0.0608 |
| ACsplays ${ }^{2}$ | 0.2800 E-12 | 0 | 0 | 0.1877 E-18 | 0 |
| $A C_{50}$ kime | $0.1100 \mathrm{E}-11$ | 0 | 0 | 0.1115E-11 | 0.8018 E-18 |
| ACy, teard | 0.1881 E-11 | 0 | 0 | $0.1083 \mathrm{E}-11$ | $0.1508 \mathrm{E}-18$ |
| himeraticention | 00972LC |  | PREM/C-10-C | PnE017-E |  |



| Premeter | Unms | Irinde (PREM/C-10-0) |  |  |  | Post-flight (PREO17-E) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | A priond |  | Estimated |  | A priori |  | Estimatod |  |
|  |  | Valne | - | Value | - | Value | - | Value | - |
| I | 10 | 551787.18 | 0.10E+5 | 251727.32 | 0.45 | 25'726.89 | $0.10 \mathrm{E}+5$ | 251727.08 | 076 |
| $\underline{T}$ | 1-8 | -811503.70 | 0.10 E+5 | -211583.29 | 0.69 | -211593.75 | 0.10 $E+5$ | $-211593.25$ | 078 |
| 2 | $4 \lim ^{8}$ | -180798.84 | 0.10 E+5 | -180738.36 | 0.82 | $-180738.53$ | $0.10 \mathrm{E}+5$ | $-180738.77$ | 140 |
| $\frac{8}{8}$ | 1.tore | 2.5811681 | 1.0 | 2.3811828 | $0.37 \mathrm{E}-5$ | 2.3811828 | 1.0 | 2.3811803 | $0.67 \mathrm{E}-5$ |
| 8 | linde | $-1.741859$ | 1.0 | -1.7412571 | 0.53E-5 | -1.7412555 | 1.3 | $-1.7412585$ | 0.68E-5 |
| 8 | limerse | -1.603038 | 1.0 | -1.6083020 | 0.62 E-5 | - 1.6083032 | $1.1)$ | $-1.60 \times 3034$ | $1.12 \mathrm{E}-4$ |
| 5 P |  | 1.3248000 | 0.50E-1 | 1.3188936 | 0.46 E-1 | 1.2329000 | 0.50E-1 | 1.2406346 | $0.28 \mathrm{E}-1$ |
| $8{ }^{8}$ |  | -0.0149000 | 0.80E-1 | -0.0211228 | C.43 E-1 | -0.0597000 | 0.50 E-1 | -0.0503397 | 0.27 E-1 |
| $8{ }^{5}$ |  | -0.0145000 | 0.50E-1 | -0.0296167 | $0.39 \mathrm{E}-1$ | -0.0598000 | 0.50E-1 | -0.0463724 | 0.25E-1 |
| $r^{5}$ | 1 | 5212.0502 | 0.60E-2 | 5212.0504 | 0.53E-2 | 5212.0484 | $025 \mathrm{E}-1$ | 5212.0474 | $0.12 \mathrm{E}-1$ |
| ${ }^{18}$ | 10 | 3505.4880 | 0.10 E-2 | 3065.0240 | 0.97E-2 | 3665.6280 | $0.15 \mathrm{E}-1$ | $3665.62(0)$ | $0.15 E-1$ |
| 13 $\lambda_{18}$ | de | 248.10457 | 0.10 E-8 | 243.19457 | $0.55 \mathrm{E}-4$ | 243.19452 | $0.25 \mathrm{E}-3$ | 243.19450 | $0.12 \mathrm{E}-3$ |
| 88 | lom | 5908.9057 | 0.80 E-2 | 5203.9837 | 0.63 E-2 | 5203. 1931 | 0.25 E-1 | 5203.9930 | $0.12 \mathrm{E}-\mathrm{i}$ |
| ${ }^{8} 14$ | 1. | 5077.0590 | 0.10 E-1 | 3677.0537 | 0.98E-2 | 3677.0520 | $0.15 \mathrm{E}-1$ | 3677.0518 | 0.15 E-1 |
| 16 $\lambda_{18}$ | 8 | 24.11058 | $0.10 \mathrm{E}-5$ | 243.11052 | $0.56 \mathrm{E}-4$ | 243.11048 | 0.25 E-3 | 243.11046 | 0.12 E-3 |
| 18 | 18 | 5450.1908 | 0.0.0E-2 | 5450.2003 | $0.40 \mathrm{E}-2$ | 5450.2009 | $0.25 \mathrm{E} \cdot \mathrm{l}$ | 5450.20:0 | $0.12 \mathrm{E}-1$ |
| ${ }^{81}$ | lise | -3502.8460 | a.10E-1 | -3302.2408 | $0.97 \mathrm{E}-2$ | -3302.2430 | 0.15 E-1 | $-33 \cdot 2.2429$ | $0.14 \mathrm{E}-1$ |
| 88 | dos | 138.88754 | $0.10 \mathrm{E}-3$ | 136.88574 | $0.53 \mathrm{E}-4$ | 136.8R748 | 0.25 E-3 | 136.88748 | $0.12 \mathrm{E}-3$ |
| $\lambda_{81}$ | 5 | 5742.9418 | 0.0.0 E-9 | 5742.9364 | $0.44 \mathrm{E}-2$ | 5742.9399 | $0.25 \mathrm{E}-1$ | 57.42 .9878 | 0.13 E-1 |
| ${ }^{6}{ }_{31}$ | lin | - 8763.740 | 0.10 E-1 | -2768.7440 | $0.10 \mathrm{E}-1$ | -2768.7440 | $0.15 \mathrm{E}-1$ | $-2768.7439$ | $0.15 \mathrm{E}-1$ |
| ${ }^{31}$ | des | 27.00544 | $0.10 \mathrm{E}-3$ | 27.68545 | 9.53 E-4 | 27.68540 | $0.25 \mathrm{E}-3$ | 27.68539 | $0.12 \mathrm{E}-1$ |
| ${ }^{4} 8$ | 14.03/80 | 500001.80 | 0.105 |  |  | 398801.20 | 1.0 | 298600.71 | 0.36 |
| CMM | Lemene | 40027800 |  |  |  | 4902.7800 | 1.0 | 4902.8260 | 0.19 |
| ACE | Lu/s ${ }^{3}$ | 0.0 |  |  |  | 0.0 | 0.1E-11 | 0) $1847 \mathrm{E}-12$ | $0.97 \mathrm{E}-12$ |
| ACE | bense | 0.0 |  |  |  | 0.8918 E-12 | 0.1E-11 | 0.1115 E-11 | $0.95 \mathrm{E}-12$ |
| ACF | $1 \mathrm{~lm} /{ }^{2}$ | 0.0 |  |  |  | 0.1502 E-12 | $0.1 E-1$ | 0.1829 E- 11 | $093 E-12$ |
| \|R| | len | 0.0 |  | 32953.68 | 118.60 |  |  | 32916.58 | 125.07 |
| B- | 4 |  |  | 19839.43 | 137.28 |  |  | 19850.09 | 19746 |
| B. ${ }^{2}$ | 1. |  |  | 27312.39 | 110 ) |  |  | 26257.85 | 101.333 |
|  | 19+ |  |  | 34-43:15 | 35:5; |  |  | 36m25:29 | 50:18 |
| sMAA | lim |  |  | 250 |  |  |  | 133.15 |  |
| sma | lim |  |  | 175 |  |  |  | 53.72 |  |
| - | des |  |  | 161.57 |  |  |  | 65.96 |  |

[^5]Table 8. Pro-sporadic gas leak results


[^6]Table 9. Pre-unlatch results

| Parameter | Units | Inflight (PREUNL-9-A) <br> May 31, 1971, at 034 04m 00\%00 UTC |  |  |  | Post-flight (UPBM17) <br> May 30, 1971, at $22^{\mathrm{h}} 34^{\mathrm{m}}$ 59:70 UTC |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | A priori |  | Estimated |  | A priori |  | Estimated |  |
|  |  | Value | - | Value | $\sigma$ | Value | $\sigma$ | Value | 0 |
| X | kma | 47134.52 | $0.10 \mathrm{E}+5$ | 47134.60 | 0.76 | -6053.52 | $0.10 \mathrm{E}+5$ | -6053.47 | $0.63 \mathrm{E}-1$ |
| $\mathbf{r}$ | km ${ }^{\text {c }}$ | -59392.78 | $0.10 \mathrm{E}+5$ | -59392.78 | 0.20 | 267.84 | $0.10 \mathrm{E}+5$ | 267.88 | $0.27 \mathrm{E}-1$ |
| $z$ | km ${ }^{\text {a }}$ | -41584 05 | $0.10 \mathrm{E}+5$ | -41524.10 | 0.34 | 2475.59 | $0.10 \mathrm{E}+5$ | 2475.61 | $0.82 \mathrm{E}-1$ |
| $\dot{\mathbf{x}}$ | km/s ${ }^{\text {a }}$ | 2.9520881 | 1.0 | 2.9520845 | 0.20 E-4 | -1.9974769 | 1.0 | -1.9974933 | $0.41 \mathrm{E}-4$ |
| $\dot{\mathbf{Y}}$ | km/se | -2.3281361 | 1.0 | -2.3281367 | $0.76 \mathrm{E}-5$ | -10.7476580 | 1.0 | -10.7477000 | $0.92 \mathrm{E}-4$ |
| $\dot{\mathbf{z}}$ | km/se | -2.0802463 | 1.0 | -2.0602488 | $0.16 \mathrm{E}-4$ | -3.3885799 | 1.0 | -3.3885147 | $0.20 \mathrm{E}-3$ |
| $\mathrm{SP}_{\mathbf{E}}$ |  | 1.3248000 |  |  |  | 1.2329000 | $0.30 \mathrm{E}-1$ | 1.23.30742 | $0.30 \mathrm{E}-1$ |
| $\mathrm{SP}_{\mathbf{x}}$ |  | -0.0143000 |  |  |  | -0.0597000 | 0.30 E-1 | -0.0594331 | $0.30 \mathrm{E}-1$ |
| $\mathbf{S P}_{\boldsymbol{z}}$ |  | -0.0148000 |  |  |  | -0.0598000 | $0.30 \mathrm{E}-1$ | -0.0593701 | $0.30 \mathrm{E}-1$ |
| $\mathrm{r}_{\mathrm{P}_{14}}$ | lm | 5203.9957 |  |  |  | 5203.9931 | $0.25 \mathrm{E}-1$ | 5203.9920 | $0.12 \mathrm{E}-1$ |
| $x_{14}$ | kun | 3677.0580 |  |  |  | 3677.0520 | $0.15 \mathrm{E}-1$ | 3677.0598 | 0.15 E-1 |
| $\lambda_{34}$ | deg | 243.11052 |  |  |  | 243.11048 | $0.25 \mathrm{E}-3$ | 24311044 | $0.13 \mathrm{E}-3$ |
| ${ }^{1}{ }_{61}$ | km | 5450.1992 |  |  |  | 5450.2009 | 0.25 E-1 | 5450.2044 | $0.12 \mathrm{E}-1$ |
| $2_{41}$ | km | -3302.2430 |  |  |  | -3302.2430 | $0.15 \mathrm{E}-1$ | -3302.2429 | $0.15 \mathrm{E}-1$ |
| $\lambda_{42}$ | des | 138.88754 |  |  |  | 136.88748 | $0.25 \mathrm{E}-3$ | 138.88747 | 0.15 E-3 |
| ${ }_{5}{ }_{51}$ | km | 5742.9418 |  |  |  | 5742.9399 | 0.25 E-1 | 5742.9380 | 0.14 E-1 |
| $x_{31}$ | 1 mm | -2768.7440 |  |  |  | -2768.7440 | $0.15 \mathrm{E}-1$ | -2768.7431 | $0.15 \mathrm{E}-1$ |
| $\lambda_{51}$ | deg | 27.68544 |  |  |  | 27.68540 | 0.25 E-3 | 27.68541 | $0.13 \mathrm{E}-1$ |
| $r_{z_{s 2}}$ | km | 4800.8149 |  |  |  | 4860.8149 | 0.25 E-1 | 4860.8072 | $0.17 \mathrm{E}-1$ |
| 208 | 1 lm | 4118.9080 |  |  |  | 4116.9080 | $0.15 \mathrm{E}-1$ | 4116.9079 | 0.15 E-1 |
| $\lambda_{82}$ | deg | 355.63217 |  |  |  | 355.63217 | 0.25 E-3 | 355.63220 | 0.17 E-3 |
| GM3 | $\mathrm{kcm}^{2} / \mathrm{s}^{2}$ | 398601.20 |  |  |  | 398601.20 | 1.0 | 398600.67 | 0.23 |
| GMM | $\mathbf{k m}^{2} / \mathbf{s}^{2}$ | 4902.7800 |  |  |  | 4902.7835 | 1.0 | 4902.7853 | 0.20 |
| $A^{\prime} C^{\prime}$ | km/s ${ }^{2}$ | 0.0 |  |  |  | 0.0 | 0.10 E-11 | $0.4136 \mathrm{E}-14$ | $0.10 \mathrm{E}-11$ |
| $A^{\prime} C^{1}$ | km/s ${ }^{2}$ | 0.0 |  |  |  | 0.8918 E-12 | $0.10 \mathrm{E}-11$ | 0.8981 E-12 | $0.10 \mathrm{E}-11$ |
| $A^{\prime} C_{r}$ | kn/s ${ }^{2}$ | 0.0 |  |  |  | $0.1502 \mathrm{E}-11$ | $0.10 \mathrm{E}-11$ | $0.1512 \mathrm{E}-11$ | $0.10 \mathrm{E}-11$ |
| $\|\mathrm{B}\|$ | 1 mm |  |  | 32943.73 | 330.3 |  |  | 33033.29 | 155.00 |
| B-亚 | km |  |  | 19843.28 | 145.5 |  |  | 19889.51 | 132.04 |
| B. ${ }^{\text {P }}$ | km |  |  | 26297.03 | 324.5 |  |  | 26389.41 | 14953 |
| $T_{c A}{ }^{\text {b }}$ | $19^{+}+$ |  |  | 34 m 32.31 | 40:9 |  |  | $37{ }^{\text {m } 11875}$ | $77: 88$ |
| SMAA | tm |  |  | 344.02 |  |  |  | 157.64 |  |
| SMIA | km |  |  | 90.02 |  |  |  | 122.24 |  |
| - | deg |  |  | 20.00 |  |  |  | 30.092 |  |
| Geocentric intirial conditions. <br> -November 14, 1971. |  |  |  |  |  |  |  |  |  |

Table 10. Comparison of B-plane parameters for pre-unlatch orbits, adjusted for unlatch and maneuver د's

| A | B | C | D | E | F |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Parameter | Current best estimate | Inflight pre-unlatch | $\Delta(\mathrm{C}-\mathrm{B})$ | Post-flight pre-unlatch | A (E-B) |
| B $\mid$, $\mathbf{k m}$ | 8261.4 | 8233.6 | -27.8 | 8315.6 | 54.2 |
| $\mathbf{B} \cdot \hat{\mathbf{R}}, \mathrm{km}$ | 6081.8 | 6066.2 | -15.6 | 6092.4 | 10.6 |
| $\mathbf{B} \cdot \hat{\mathbf{T}}, \mathrm{km}$ | 5591.3 | 5567.2 | -24.1 | 5859.6 | 68.3 |
| $T_{C A}{ }^{\text {a }}$, $0^{\text {n }}+$ | $31 \mathrm{m08872}$ | 29 ${ }^{\text {min }} 16 \times 28$ | $-112: 46$ | 31 m 55868 | 46:96 |
| Run identification | MOI08A | PREUNL-9-A |  | UPBM17 |  |

${ }^{2}$ November 14, 1971.

Table 11. Orbit changes caused by scan platiorm uniatch and engine gas line venting (Run UPBM16)

| Velocity changes |  |
| :---: | ---: |
| $\Delta V_{X}=2.99 \pm 1.63 \mathrm{~mm} / \mathrm{s}$ | $\Delta\|\mathbf{B}\|=-25.82 \mathrm{~km}$ |
| $\Delta V_{\mathbf{V}}=2.82 \pm 1.38 \mathrm{~mm} / \mathrm{s}$ | $\Delta \mathbf{B} \cdot \hat{\mathbf{R}}=2.62 \mathrm{~km}$ |
| $\Delta \boldsymbol{V}_{\mathbf{Z}}=-0.13 \pm 2.64 \mathrm{~mm} / \mathrm{s}$ | $\Delta \mathbf{B} \cdot \widehat{\mathbf{T}}=-34.34 \mathrm{~km}$ |
| $\|\Delta \mathbf{V}\|=4.11 \mathrm{~nm} / \mathrm{s}$ | $\Delta T_{C A}=-0.70$ |

Table 12. Comparison of B-plane parameters for pre-midcourse orbits, adjusted for maneuver د's

| A | B | C | D | E | F | G | H |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Parameter | CBE | Inflight post-unlatch | $\Delta(C-B)$ | Post-flight post-unlatch | $\Delta(E-B)$ | Post-flight preand post-unlatch | $\Delta(G-B)$ |
| \| $\mathbf{B} \mid$, km | 8281.4 | 8260.3 | -0.9 | 8231.1 | -30.3 | 8288.7 | 27.3 |
| B. ${ }_{\text {R }}$ | 6081.8 | 6055.6 | -26.2 | 6066.3 | -15.5 | 0121.0 | 39.2 |
| B. $\mathbf{T}^{\text {a }}$ | 5591.3 | 5818.0 | 26.7 | 5583.4 | -27.9 | 5588.8 | -2.5 |
| $T_{C A}{ }^{\text {a }}{ }^{0 n}+$ | 31 ${ }^{\text {m08 }}$ 8772 | 29m27:61 | -101711 | 31m09:75 | 1:03 | 31-n25:61 | 16:89 |
| Run <br> identification | M0108A | PREM/C-10-C |  | PRE017-E |  | UPBM18 |  |

${ }^{*}$ November 14, 1971.

Table 13. Differences between current best eatimate of encounter orbit and final aimins point for tire maneuver

| Parameter | A | B | C | D | E | F |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| B. ${ }_{\text {a }}$, kom | 18.8 | 14.9 | -4.2 | 15.1 | 73.7 | -80.7 |
| B.T, kom | 73.3 | -34.9 | -19.7 | 4.3 | -137.8 | -114.9 |
| Tosis | 138.72 | -3.64 | 105.98 | -0.43 | 20.88 | 18.1 |

Teble 14. Commanded midcourse maneuver and current best estimate of achieved mineuver

| Parameter | Commanded | Current <br> best estimate <br> (UPPBM6) | $\Delta$ Commanded <br> current best <br> estimate |
| :--- | :---: | :---: | :---: |
| $\Delta V_{X}, \mathrm{~m} / \mathrm{s}$ | 2.707 | $2.695 \pm 0.0013$ | 0.012 |
| $\Delta V_{Y}, \mathrm{~m} / \mathrm{s}$ | -4.682 | $-4.696 \pm 0.0016$ | 0.014 |
| $\Delta V_{Z}, \mathrm{mi} / \mathrm{s}$ | -4.007 | $-3.997 \pm 0.0018$ | -0.010 |
| $\|\Delta V\|, \mathrm{m} / \mathrm{s}$ | 6.731 | 6.730 | 0.001 |

Table 18. Predicted B-plane parameters at MOI-2 h

| A | B | C | D |
| :---: | :---: | :---: | :---: |
| Parameter | Current best estimate MOI08A | Long-are radio POSTMC-56-A | Short-arc radio POSTMiC-57-A |
| ${ }^{[8}{ }^{\prime}, \mathbf{k m}$ | 8261.4 | 8231.1 | 8275.8 |
| $\mathbf{B} \cdot \hat{\mathbf{R}}, \mathrm{km}$ | 6081.8 | 6036.5 | 6125 n |
| $\mathbf{B} \cdot \widehat{\mathbf{T}, \mathrm{km}}$ | 5591.3 | 5595.5 | 5566.4 |
| $T_{r, A}{ }^{\text {a }} 0^{\text {b }}+$ | 31 "088972 | 31"03:27 | $31 \mathrm{~m} 07: 3$ |
| ${ }^{\text {a }}$ November 14,1971. |  |  |  |

Table 15. Comparison of I -piane estimates using different ephemerides

| Orbit | POSTMC.. 39 | POSTMC-39 | $\Delta$ solution | $\Delta$ trajectory | POSTMC-48 | POSTMC-50 | A solution | $\pm$ trajectory |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Ephemeris | 'JE69 | DE78 | ( DE78 | DE69) | DE78 | DE79 | (DE79 | DE78) |
| \|B|, km | 8279.4 | 8209.0 | -70.4 | -51.4 | 8206.2 | 8232.5 | 26.4 | 25.3 |
| $\mathbf{B} \cdot \hat{\mathbf{R}}, \mathrm{km}$ | 60807 | 6011.2 | -69.5 | -53.2 | 6007.7 | 60.38 .8 | 31.1 | 33.6 |
| B. ${ }_{\text {, }}, \mathbf{k m}$ | 5818.9 | 5590.4 | $-28.5$ | -18.1 | 5590.0 | 5595.3 | 5.2 | 0.0 |
| $T_{C A}{ }^{2} 0^{\text {b }}+$ | $32^{\text {m } 1611}$ | $31^{\mathrm{m}} 1587$ | 0.4 | -10.9 | $31^{\text {m }} 04$ :2 | 31"03:2 | -1.0 | 0.2 |

${ }^{2}$ November 14, 1971.

Table 16. Comparison of AC coefficients using post-midcourse data

| A | B | C | D | E | $F$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Parameter | Post-flight post-midcourse current best estimate | AC subsystem engineers | $\Delta(B-C)$ | Inflight post-midcourse | $\Delta(B-E)$ |
| $A C_{g}, \mathrm{~km} / \mathrm{s}^{2}$ | 0.2E39 E-12 | 0.0 | $0.2269 \mathrm{E}-12$ | 0.0 | 0.2269 E-12 |
| $A C_{x}, \mathrm{~km} / \mathrm{s}^{8}$ | 0.1168 E- ' 1 | $0.2401 \mathrm{E}-12$ | $0.0928 \mathrm{E}-11$ | 0.8918 E - 12 | 0.0277 E-11 |
| $A C_{Y}, \mathrm{~km} / \mathrm{s}^{2}$ | 0.1831 E-11 | $0.6254 \mathrm{E}-12$ | $0.1206 \mathrm{E}-11$ | $0.1502 \mathrm{E}-11$ | $0.0329 \mathrm{E}-11$ |
| Run identification | 00972L-G |  |  | SKW789A |  |

Table 17. Predicted B-plane parameters at MOI-12 h

| A | B | C | D | E | $F$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Parameter | Current best estimate MOIO8A | Long-arc radio POSTMC-52-A | Short-arc radio POSTMC-5S-A | $\begin{gathered} \text { Optical } \\ \text { ODAP-POS12 } \end{gathered}$ | Radio + Optical CHBOO9 |
| $\|\mathrm{B}\|, \mathrm{km}$ | 8281.4 | 8232.4 | 8291.0 | 8265.9 | 8260.1 |
| B. ${ }_{\text {a }}$, km | 0081.8 | 6038.5 | 6149.2 | 6033.0 | 6079.3 |
| B. ${ }_{\text {C, }}$, km | 5591.3 | 5205.3 | 5581.3 | 5651.3 | 5888.0 |
| $\mathrm{T}_{\text {OA }} \mathrm{A}^{\text {a }} \mathrm{O}^{+}+$ | $31 \mathrm{m08772}$ | $31 \mathrm{m03} \mathrm{\% 19}$ | 31406\%99 | 29 m 5050 | 31m18865 |

November 14, 1971.

Table 19. Pradicted B-plane parameters for selected radio-only solutions

| A | B | C |  | D | E | F | G | H | I |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Run identification, POSTMC-xx | $\begin{aligned} & \text { Parameter } \\ & \text { set }^{2} \end{aligned}$ | Time of last data point used (1971) |  | [ ${ }^{\prime}$, kin | $\mathbf{B} \cdot \hat{\mathbf{R}}, \mathrm{km}$ | $\mathbf{B} \cdot \hat{\mathbf{T}}, \mathrm{km}$ | $T_{C_{1}} \underset{\text { h:min:s }}{(11 / 14 / 71)}$ | Doppler/ range ${ }^{\text {, }}$ | Arce |
| 1 | A | 06/05 | 135000 | 8770.10 | 6800.99 | 5537.25 | 110:34:39.86 |  | L |
| 2 | A | 06/05 | 195332 | 8345.26 | 6196.60 | 5589.76 |  |  | L |
| 3 | A | 06/07 | 150302 | 8279.73 | 6119.98 | 5576.71 | 00:29:41.90 |  | L |
| 4 | A | 06/08 | 152302 | 8322.75 | 6114.34 | 5646.51 | 00:30:06.35 |  | L |
| 4 | C | 06/08 | 152302 | 8272.17 | 6049.78 | 5641.71 | 00:3v:00.38 |  | L |
| 4 | A | 06/08 | 152302 | 8333.74 | 6099.75 | 5678.41 | 00:30:08.16 | D | L |
| 4 | C | 06/08 | 152302 | 8289.18 | 6055.61 | 5860.40 | 00:30:02.58 | D | I |
| 5 | A | 08/10 | 143802 | 8258.79 | 30172.06 | 50300.00 | 00:29:50.47 |  | $L$ |
| 5 | c | 06/10 | 143802 | 8279.84 | 6017.94 | 5686.54 | c0.30.03.98 |  | L |
| 6 | A | $05 / 14$ | 144602 | 8205.27 | 6058.76 | 5562.95 | 00:29:48.82 |  | L |
| 6 | $\checkmark$ | 06/14 | 144602 | 8244.98 | 6011.36 | 5642.99 | 00:30:16.53 |  | L |
| 7 | A | 06/17 | 152702 | 8279.55 | 6036.38 | 5666.85 | 00:30:16.43 |  | L |
| 7 | C | 06/17 | 152702 | 8213.21 | 6015.25 | 5592.28 | 00:30:51.99 |  | L |
| 8 | A | 06/21 | 144002 | $82^{\wedge} 0.66$ | 8029.85 | 5616.88 | 00:30:18.50 |  | L |
| 8 | C | 06/21 | 144002 | 8188.88 | 5995.75 | 5577.52 | 00:30:16.50 |  | L |
| 8 | A | 06/21 | 144002 | 8274.50 | 6064.10 | 5629.74 |  | E | $\underline{L}$ |
| 8 | C | 06/21 | 144002 | 8265.78 | 6041.69 | 5640.99 | 00:30:34.35 | D | L |
| 9 | A | 06/21 | 144002 | 8200.49 | 6002.52 | 5587.29 | 00:30:05.77 | R | L |
| 9 | c | 06/21 | 144002 | 8245.87 | 6047.52 | 5605.51 | 00:30:30.72 | R | L |
| 10 | A | 08/23 | 164702 | 8200.25 | 6017.55 | 5570.75 | 00:30:21.14 |  | L |
| 10 | C | 06/23 | 164702 | 8181.62 | 5975.05 | 5589.08 | 00:30:08.72 |  | $L$ |
| 10 | A | 06/23 | 164702 | 8245.15 | 6055.96 | 5595.34 | 00.30:19.53 | D | L |
| 10 | C | 06/23 | 164702 | 8284.19 | 6027.36 | 5654.00 | 00:30:33.16 | D | L |
| 12 | A | 06/25 | 171002 | 8201.95 | 6017.07 | 5573.76 | 00:30:24.68 |  | $L$ |
| 12 | C | 06/25 | 171002 | 8178.04 | 5908.63 | 5592.82 | 00:30:04.43 |  | L |
| 12 | A | 06/25 | 171002 | 3247.34 | 6055.99 | 5598.58 | 00:30:32.34 | D | L |
| 12 | C | 06/25 | 171002 | 8262.27 | 6022.26 | 5656.63 | 00:30:38.91 | D | L |
| 14 | A | 06/29 | 164602 | 8201.12 | 6013.94 | 5575.92 | 00:30:23.22 |  | L |
| 14 | C | Of/29 | 164602 | 8182.96 | 5970.85 | 5595.52 | 00:30:19.83 |  | L |
| 14 | $A$ | 06/23 | 184602 | 8247.73 | 6052.75 | 5802.61 | 00:30:31.75 | D | L |
| 14 | C | 06/29 | 164002 | 8283.09 | 6045.74 | 5882.03 | 00:30:55.88 | D | L |
| 14 | E | 06/29 | 164602 | 8263.01 | 6052.34 | 5625.53 | 00:31:01.80 | D | $L$ |
| 15 | C | 07/01 | 145002 | 8254.41 | 6032.07 | 3634.68 | 00:30:38.44 |  | $L$ |
| 15 | E | $07 / 01$ | 145002 | 8281.27 | 6050.03 | 5625.45 | 00:30:47.89 |  | L |
| 15 | C | 07/01 | 145002 | 8295.64 | 6057.19 | 5685.25 | 00:30:59.38 | D | L |
| 15 | E | 07/01 | 145002 | 8271.45 | 6058.08 | 5631.77 | 00:31:01.48 | D | L |
| 15 | C | 07/01 | 145002 | 8255.79 | 6037.88 | 5030.48 | 00:30:41.64 | R | $L$ |
| 15 | E | 07/01 | 145002 | 8242.91 | 6060.79 | 5588.80 | 00:30:58.78 | R | $L$ |
| 16 | C | 07/08 | 223102 | 8285.45 | 6058.46 | 5651.88 | 00:30:56.41 |  | L |
| 16 | E | 07/08 | 223102 | 8254.03 | 6041.77 | 5623.71 | 00:30:47.32 |  | L |

${ }^{4}$ From Table 5.
$\mathrm{nD}=$ doppler only; $\mathrm{A}=$ range only; blank $=$ doppier und rauye.
$\mathrm{C}=$ long; $\mathrm{I}=$ intermediate; $\mathbf{S}=$ short.

Table 19 (contd)

| A | B | C |  | D | E | F | G | H | I |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Run identification, POSTMC-xx | $\begin{aligned} & \text { Parameter } \\ & \text { set }^{\text {a }} \end{aligned}$ | Time of last data point used (1971) |  | $\mathbf{B}^{\prime}, \mathrm{hm}$ | $\mathbf{B} \cdot \hat{\mathbf{R}}, \mathbf{k m}$ | $\mathbf{B} \cdot \hat{\mathbf{T}}, \mathrm{km}$ | $T_{C A} \underset{\substack{(11 / 14 / 71) \\ \text { hin }: s}}{(1)}$ | Doppler/ range ${ }^{b}$ | Arce ${ }^{\text {c }}$ |
| 16 | C | 07/06 | 223102 | 8333488 | 6093.96 | 5686.29 | 00:31:12.53 | D | L |
| 16 | E | 07/06 | 223102 | 8289.20 | 6069.88 | 5645.11 | 00:31:00.91 | D | L |
| 18 | C | 07/13 | 155302 | 8368.72 | 8118.06 | 5710.07 | 00:31:21.88 |  | L |
| 18 | E | 07/13 | 155302 | 8305.09 | e077.50 | 5680.25 | 00:30:59.02 |  | L |
| 18 | C | 07/13 | 155302 | 9387.90 | 8111.74 | 5715.63 | 00:31:30.66 | D | L |
| 18 | E | 07/13 | 155302 | 8294.24 | 6065.41 | 5657.32 | 00:31:07.83 | D | L |
| 19 | E | 07/15 | 165002 | 8316.40 | 6088.87 | 5664.73 | 00:31:02.02 |  | L |
| 20 | E | $07 / 20$ | 2 i 2502 | 0.357 .23 | 6117.92 | 5893.45 | M0:31:23 28 | D | L |
| 21 | E | 07/20 | 212502 | 8379.02 | 6142.41 | 5699.01 | 90:31:17.92 |  | L |
| 22 | E | 07/26 | 150302 | 8.343 .31 | 6166.25 | 5620.34 | 00:31:21.88 |  | L |
| 22 | E | 07/26 | 150302 | 8,514.28 | 6097.66 | 5652.06 | 00:31:09.54 | D | L |
| 23 | E | 07/26 | 150302 | 8299.09 | 6085.74 | 5642.57 | 00:30:57.16 |  | L |
| 24 | E | 08/04 | 201502 | 8293.80 | 6091.48 | 5628.59 | 00:31:22.09 |  | L |
| 24 | F | 08/04 | 201502 | 8290.30 | 6089.71 | 5625.33 | 00:31:22.45 |  | L |
| 25 | E | 08/10 | 203602 | 8285.10 | 6083.42 | 5824.49 | 00:31:31.76 |  | L |
| 25 | F. | n8,10 | 203602 | 8264.25 | 6001.59 | 5618.42 | 00:31:21.78 | D | L |
| 26 | E | 08/14 | 101802 | 8282.84 | 6079.26 | 5625.65 | 00:31:22.62 |  | L |
| 26 | E | 08/14 | 101802 | 8260.45 | 6054.93 | 5618.97 | 00:31:22.27 | D | L |
| 26 | E | 08/14 | 101802 | 8301.91 | 6107.16 | 5623.55 | 00:31:20.31 | R | L |
| 27 | E | 08/22 | 212402 | 8282.27 | 6075.88 | 5628.48 | 00:31:23.78 |  | L |
| 27 | E | 08/22 | 212402 | 8258.72 | 8048.27 | 5883.59 | 00:31:23.88 | D | L |
| 28 | E | 08/31 | 170602 | 8285.68 | 6055.98 | 5628.28 | 00:31:24.55 |  | L |
| 28 | E | 08/31 | 170602 | 8250.92 | 6039.49 | 5621.58 | 00:31:23.11 | D | L |
| 30 | E | 09/12 | 231642 | 8280.81 | 6076.32 | 5625.84 | 00:31:22.57 |  | L |
| 30 | E | 09/12 | 231642 | 8259.14 | 6051.62 | 5620.62 | 00:31:22.21 | D | L |
| 31 | A | 09/28 | 233252 | 8281.60 | 6081.47 | 5621.44 | 00:31: 26.42 |  | $L$ |
| 31 | E | 09/28 | 233252 | 8268.14 | 6079.24 | 5601.06 | 00:31:18.11 |  | L |
| 32 | A | 10/07 | 040000 | 8279.38 | 6080.73 | 5618.95 | 00:31:16.11 |  | L |
| 32 | E | 10/07 | 040000 | 8275.00 | 6097.80 | 5593.97 | 00:31:15.56 |  | L |
| 32 | G | 09/15 | 000000 | 8274.95 | 6075.77 | 5617.81 | 00:31:17.42 |  | L |
| 35 | A | 10/13 | 162402 | 8234.56 | 6051.98 | 5584.04 | 00:31:14.70 | D | \% |
| 35 | G | 10/13 | 182402 | 8240.19 | 6059.58 | 5584.11 | 00:31:13.23 | D | 1 |
| 37 | A | 10/13 | 000000 | 8252.02 | 6083.53 | 5597.27 | 00:31:03.32 | R | L |
| 38 | A | 09/15 | 000000 | 8240.24 | 6027.71 | 5618.57 | 00:31:06.55 | D | L |
| 38 | G | 09/15 | 000000 | 8199.14 | 5991.40 | 5597.23 | 00:31:05.55 | D | L |
| 89 | A | 10/31 | 000000 | 8208.98 | 6.1.22 | 5590.41 | 00:31:15.74 |  | L |
| 39 | G | 10/31 | 000000 | 8180.92 | 6004.24 | 5556.67 | 00:31:17.81 |  | L |
| 39 | A | 11/01 | 070000 | 8218.54 | 6018.73 | 5596.37 | 00:31:04.84 | D | L |
| 35 | A | 09/15 | 000000 | 8231.49 | 6018.76 | 5615.32 | 00:31:18.79 |  | L |
| 41 | A | 11/07 | 000000 | 8279.04 | 6112.77 | 5583.59 | 00:31:01.15 |  | 1 |
| 41 | c | 11,07 | 000000 | 8173.56 | 6025.82 | 33222.35 | w:31:10.17 |  | 1 |
| 42 | A | 11/07 | 000000 | 8203.41 | 6004.71 | 5589.22 | 00:31:48.04 |  | L |
| 43 | A | 11/07 | 000000 | 8207.54 | 6028.89 | 5569.21 | 00:31:07.36 |  | 1 |
| 43 | C | 11/07 | 000000 | 8234.87 | 6055.22 | 5580.99 | 00:31:05.34 |  | I |

Table 19 (contd)

| A | B | C |  | D | E | F | G | H | I |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Run identification, PO天TMC-xx | $\begin{gathered} \text { Parameter } \\ \text { set } \end{gathered}$ | Time of last data point used (1971) |  | B. km | $\mathbf{B} \cdot \hat{\mathbf{R}}, \mathrm{km}$ | $\mathbf{B} \cdot \hat{\mathbf{T}}$, kın | $T_{\text {r. }}(11 / 14 / 71),$ | Onppler/ range ${ }^{b}$ | Arc |
| 44 | A | ${ }^{1} 1 / 08$ | 140000 | 8227.83 | 6063.19 | 5561.91 | 00:31:07.07 |  | I |
| 44 | C | 11/08 | 140000 | 8221.18 | 604010 | 5577.18 | 00:31:06.16 |  | I |
| 45 | A | 11/10 | 190000 | 8284.64 | 6145.56 | 5555.84 | 00:31:08.40 |  | I |
| 45 | C | 11/10 | 190000 | 8444.29 | 6341.22 | 5576.28 | (6):30:58.41 |  | 1 |
| 45 | C | 11/10 | 190000 | 8313.21 | 6180.02 | 5560.29 | 00:30:48.45 | D | 1 |
| 46 | A | 11/10 | 190000 | $820 \cdot .96$ | 6014.00 | 5588.84 | 00:31:04.24 |  | L |
| 46 | A | 11/10 | 190000 | 8224.38 | 6036.16 | 5586.16 | 00:31:03.54 | R | L |
| 48 | A | 11/12 | (100000 | 8206.17 | $6007.7{ }^{\text {¢ }}$ | ${ }^{3} 590.05$ | 00:31.04.19 |  | L |
| 50 | A | 11/13 | 061800 | 8232.53 | 6038.81 | 5595.29 | 00:31:03.19 |  | I. |
| 50 | A | 11:13 | 081800 | 8228.40 | 0032.87 | 5 S 22.77 | 00.81.05.10 | D | L |
| 51 | A | 11/13 | 061800 | 8260.46 | 6098.03 | 5572.19 | 00:31:03.75 |  | S |
| 51 | F | 11/13 | 061800 | 8305.98 | 8174.12 | 5558.03 | 00: $31: 03.19$ |  | S |
| 51 | A | 11/13 | 081800 | 8056.49 | 5964.47 | 5415.92 | 00:30:53.24 | D | S |
| 51 | F | 11/13 | 061800 | 8194.75 | 6101.64 | 5470.28 | 00:30:59.00 | D | S |
| 52 | A | 11/13 | 101800 | 8232.36 | 6038.52 | 5595.35 | 00:31:03.19 |  | L |
| 52 | A | 11/13 | 101800 | 8226.66 | 6033.12 | 5592.79 | 00.31:05.12 | D | L |
| 33 | A | 11/13 | 101800 | 8290.97 | 6149.18 | 5581.27 | 00:31:06.99 |  | S |
| 53 | $F$ | 11/13 | 101800 | 8336.28 | 6224.85 | 5544.80 | 00:31:06.48 |  | S |
| 53 | A | 11/13 | 101800 | 8152.69 | 6075.99 | 5435.87 | 00:31:01.44 | D | S |
| 53 | F | 11/1:3 | 101800 | 8313.43 | 6226.14 | 5508.93 | 00:31:04.93 | D | S |
| 54 | A | 11/13 | 141800 | 8231.70 | 6037.52 | 5595.47 | 00:31:03.23 |  | L |
| 54 | A | 11/13 | 141800 | 8228.93 | 6033.46 | 5592.83 | 00:31:05.08 | D | L |
| 55 | A | 11/13 | 141800 | 8288.25 | 6142.08 | 5562.08 | 00:31:07.04 |  | S |
| 55 | F | 11/13 | 141800 | 8314.44 | 8188.90 | 5552.25 | 00:31:06.78 |  | S |
| 56 | A | 11/13 | 161830 | 8230.97 | 6038.49 | 5595.51 | 00:31:03.28 |  | L |
| 56 | $\wedge$ | 11/13 | 181800 | 8226.96 | 6u33.49 | 5592.84 | 00:31:05.07 | D | L |
| 57 | A | 11/13 | 181800 | 8275.84 | 6125.03 | 5565.39 | 00:31:07.31 |  | S |
| 57 | F | 11/13 | 161800 | 827E. 19 | 6124.78 | 5565.44 | 00:31:07.31 |  | S |
| 57 | A | 11/13 | 161800 | 8280.14 | 6192.86 | 5496.29 | 00:31:04.67 | D | S |
| 57 | F | 11/13 | 161800 | 8280.06 | 6188.95 | 5500.57 | c0:31:04.83 | D | S |
| 58 | A | 11/13 | 201500 | 8281.27 | 6103.32 | 5567.60 | 00:31:11.49 |  | S |
| 59 | A | 11/13 | 214800 | 8261.85 | 6104.13 | 5567.58 | 00:31:07.87 |  | S |
| 59 | F | 11/13 | 214800 | 8281.81 | 8104.14 | 5567.50 | 00:31:07.88 |  | S |
| 60 | A | 11/13 | 234800 | 8262.43 | 6104.97 | 5567.51 | 00:31:07.92 |  | S |
| 00 | F | 11/13 | 234800 | 8262.27 | 6104.78 | 5567.48 | 00:31:07.93 |  | S |
| 60 | A | 11/13 | 234800 | 8262.59 | 6111.60 | 5560.47 | 00:31:07.67 | D | S |
| 60 | F | 11/13 | 234800 | 8262.21 | 8101.79 | 5570.E; | 00:31:08.04 | D | S |

Table 20. Solutions supporting current best estimate of $\mathbf{B}$-plane parameters

| $\wedge$ | B | C | D | E |
| :---: | :---: | :---: | :---: | :---: |
| Parameter | Long arc 001009-H | Long are 001009-A | $\begin{gathered} \text { Short arc } \\ \text { MOI } \begin{array}{c} \text { Sd } \rightarrow \mathrm{MOI}-45 \mathrm{~m} \\ \text { EOO1WL } \end{array} \end{gathered}$ | $\begin{gathered} \text { CBE short are } \\ \text { MOI }-5 \mathrm{~d} \rightarrow \mathrm{MOI}+10 \mathrm{~h} \\ \mathrm{MOIO} \mathrm{~A} \end{gathered}$ |
| $\|\mathbf{B}\|$, $\mathbf{k m}$ | 8ิ261.7 | 82 ¢9. 8 | 8262.0 | 8281.4 |
| B. $\hat{\mathbf{R}}, \mathrm{km}$ | 6083.0 | 6100.6 | 6087.0 | 6081.8 |
| $\mathrm{B} \cdot \hat{\mathrm{T}}, \mathrm{km}$ | 5590.5 | 5583.2 | 5588.6 | 5591.3 |
|  | 31 m09:52 | 31m08:50 | 31 mec .54 | 31"08:72 |

${ }^{*}$ November 14, 1971.

Table 21. Comparison of estimated maneuver parameters*

| A | B | C | D | E | F |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Paramiter | Commanded maneuver | A priori from telemetry | Strategy 1 | Strategy 2 | Strategy 3 |
| $F_{0}$ |  | $0.13290676 \times 10^{4}$ | $0.13383450 \times 10^{4}$ | $0.1331191 \times 10^{4}$ | $0.13298025 \times 10^{4}$ |
| $\boldsymbol{F}_{1}$ |  | $-0.70234773 \times 10^{-1}$ | $-0.70679196 \times 10^{-1}$ | $-0.70067575 \times 10^{-1}$ | $-0.69835305 \times 10^{-1}$ |
| $F_{2}$ |  | $0.29411911 \times 10^{-3}$ | $0.28530662 \times 10^{-3}$ | $0.29473017 \times 10^{-3}$ | $0.29352292 \times 10^{-3}$ |
| $\boldsymbol{F}_{\mathrm{B}}$ |  | $-0.41188397 \times 10^{-1 ;}$ | $-0.42682422 \times 10^{-6}$ | $-0.41235486 \times 10^{-0}$ | $-0.41060609 \times 10^{-6}$ |
| $F_{4}$ |  | $0.19269307 \times 10^{-8}$ | $0.18995681 \times 10^{-9}$ | $0.18246737 \times 10^{-9}$ | $0.19385616 \times 10^{-9}$ |
| $\alpha$, rad |  | 2.5365883 | 2.5361710 | 2.5364832 | 2.5368572 |
| 8, rad |  | 0.20075508 | 0.19982343 | 0.20028938 | 0.20052894 |
| T, 3 |  | ( $\|\Delta \mathbf{V}\|$ cutoff) | ( $\|\mathbf{\Delta V}\|$ cutoff) | 914.7534 | 915.2659 |
| $\|\Delta \mathbf{Y}\|, \mathrm{m} / \mathrm{s}$ | 1600.500 | 1800.685 | 1600.685 | 1801.853 | 1001.912 |
| Roll turn, deg | 42.785 |  | 42.519 | 42.557 | 42.578 |
| Yaw turn, deg | 124.898 |  | 125.206 | 125.215 | 125.221 |
| Run identification |  |  | MOI91G | MOIO8A | MOIOSW |

${ }^{4}$ For all the solutions, the other applicable burn parameters were:
$T_{0}=$ Nov. 14, 1971, 0a18m20!5111 ET
$M_{0}=995 \mathrm{~kg}$
$\dot{M}_{1}=r \quad 7262513 \times 10^{-5}$
$\dot{M}_{1}=0.11812921 \times 10^{-0}$
$\dot{M}_{0}=0.46951544$
$\dot{M}_{8}=-0.2444894 \times 10^{1 *}$

Table 22. Determinations of GM Earth from Mariner 9 data

| Source | GM Earth, <br> $\mathbf{k m}^{3} / \mathrm{s}^{\mathbf{2}}$ | Standard deviation, <br> $\mathrm{km}^{3} / \mathrm{s}^{2}$ | Aun <br> identi- <br> fication |
| :---: | :---: | :---: | :---: |
| Data span 1 | 398600.67 | 0.228 | UPBM17 |
| Data span 2 | 398600.67 | 0.150 | UPBM18 |
| Data span 3 | 398600.75 | 0.133 | UPPBM8 |
| Data span 4 | 398600.71 | 0.359 | PRE017 |

Table 23. Influence of consider parameters on GM Earth detormination

| Consider parameter | Assumed uncertainty | Absolute value of change in GM Earth, $\mathrm{km}^{3} / \mathrm{s}^{2}$ |
| :---: | :---: | :---: |
| $A C_{R} A C_{x} A C_{\gamma}, \mathrm{km} / \mathrm{s}^{2}$ | $0.5 \times 10-11$ | 0.06, 0.08, 0.10 |
| $x$ (DSS 51), m | 30.0 | 0.05 |
| GM Moon, $\mathrm{km}^{\mathbf{3} / \mathrm{s}^{2}}$ | 0.05 | 0.004 |
| $J_{2} J_{3}, J_{4}$ | $0.5 \times 10^{-7}$ | Negligible |
| $\mathrm{C}_{\text {9,2 }}, \mathrm{S}_{\mathbf{2 . 2}}$ | $0.5 \times 10^{-7}$ | 0.001, 0.001 |
| Earth orbital elementu (set 3) | $1.0 \times 10^{-7}$ | Negligible |
| Moon orbital dements (set 3) | $0.12 \times 10^{-8}$ | Negligible |
| Astronomical unit | 3.0 km | Negligible |

Telve 24. Dss locations determined from interplanetary data

|  | Stanka | DSS 18 | DSS 14 | DSS 41 | DSS 51 | DSS 62 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\lambda$ | Base, des | 243.194xxxx | 243.110xxxx | 136.887 ${ }^{\text {xxxx }}$ | 27.685xxxx | 355.632xxxx |
|  | A puiod | 5003 | 4804 | 4774 | 3958 | 1713 |
|  | Premideourse | $5048 \pm 1944$ | $4599 \pm 1247$ | $4850 \pm 1244$ | $3904 \pm 1248$ |  |
|  | Poet-midicourse | $4567 \pm 0188$ | $4033 \pm 0222$ | $4198 \pm 0187$ | $3283 \pm 0188$ | $1093 \pm 0199$ |
|  | Pro-accoubler | $4418 \pm 0291$ | $3882 \pm 0331$ | $4043 \pm 0279$ |  | $0853 \pm 0295$ |
|  | Pro- and post-encounter | $4458 \pm 0181$ | $3992 \pm 0232$ | $4058 \pm 0160$ |  | $0900 \pm 0185$ |
| $r_{s}$ | Base, km | 5812.0 \%x<4 | 5203.9 x00x | $5450.2 \times \mathrm{xxx}$ | 5742.9 xxxx | 4860.8 xxxx |
|  | A pulow | 4887 | 9310 | 0091 | 3990 | 1487 |
|  | Premadeonese | $4740 \pm 1211$ | $9297 \pm 1238$ | $0298 \pm 1249$ | $3785 \pm 1317$ |  |
|  | Pout-midecorse | $4018 \pm 0008$ | $9320 \pm 0316$ | $0252 \pm 0195$ | $3809 \pm 0205$ | $1351 \pm 0275$ |
|  | Pre-mecomener | $4850 \pm 0000$ | $9863 \pm 0382$ | $0396 \pm 0089$ |  | $1719 \pm 0091$ |
|  | Pro mand poot-encounter | $4890 \pm 0076$ | $9754 \pm 0342$ | $0422 \pm 0076$ |  | $1774 \pm 0079$ |
| $\pm$ | Bace, Inm | 5005.6 mux | $\mathbf{5 6 7 7 . 0}$ xtxx | $-3302.2 \times x \times x$ | -2768.7 xxxx | 4116.9 xxxx |
|  | A prion | 2800 | 5800 | 4300 | 4400 | 0800 |
|  | Pre-mideouso | $8798 \pm 1500$ | $5178 \pm 1500$ | $4291 \pm 1500$ | $4392 \pm 1500$ |  |
|  | Poetridicomese | $8850 \pm 1482$ | $5174 \pm 1492$ | $4304 \pm 1500$ | $4401 \pm 1500$ | $0799 \pm 1500$ |
|  | Pre-encomater | $8790 \pm 0000$ | $5200 \pm 0800$ | $4295 \pm 0000$ |  | $0799 \pm 0800$ |

Table 25. Torque directions around spacecraft axes caused by individual roll-jet thrusts

| Label in <br> Fig. 16 | Direction jet <br> exhaust points | Direction of pacecraft <br> motion in roll caused <br> by jet firing | Roll <br> torque | Pitch <br> torque | Yaw <br> torque |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{a}$ | CW | $\mathbf{C C W}$ | + | + | + |
| spacecraft coordinates |  |  |  |  |  |

Table 26. Current best estimate of accelerations during interplanetary phase induced by roll-jet leak

| $\begin{gathered} \text { Date } \\ (1971) \end{gathered}$ | Time, GMT h:m | a, DN/s: | T, $\mathrm{N} \times 10^{\prime \prime}(\mathrm{mlb})$ | $\Delta A C^{\prime}, \mathrm{km} / 1 \mathrm{~s}^{2} \times 10^{12}$ | $\Delta A C_{v}, \mathrm{~km} / \mathrm{s}^{2} \times 10^{1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 9/15 | 13:35 | -0.14 $\times 10^{-3}$ | 2.68 (5.9) | 10.1 | -26.3 |
|  | 23:15 | $-0.48 \times 10^{-7}$ | 0.91 (2.0) | 3.4 | -8.9 |
| 9/21 | 20:25 | $-0.80 \times 10^{-4}$ | 1.54 (3.4) | 5.8 | -15.2 |
| 9/22 | 02:30 | $-0.45 \times 10^{-4}$ | 0.86 (1.9) | 3.3 | -8.5 |
| 9/24 | 09:17 | $-0.70 \times 10-4$ | 1.36 (3.0) | 5.1 | -13.4 |
|  | 12:48 | $-0.45 \times 10-4$ | 0.86 (1.9) | 3.3 | -8.5 |
| 10/03 | 21:38 | $-0.82 \times 10-6$ | 1.59 (3.5) | 6.0) | -15.6 |
| 10/04 | 05:10 | $-0.37 \times 10-4$ | 0.73 (1.6) | 2.7 | -7.1 |
| 10/25 | 04:16 | -0.20 $\times 10^{-3}$ | 3.85 (8.5) | 14.5 | -38.0 |
|  | 20:16 | $-0.20 \times 10^{-3}$ | 3.85 (8.5) | 14.5 | -38.0 |
| 10/28 | 06:18 | -0.58 $\times 10-4$ | 1.13 (2.5) | 4.3 | -:1.2 |
| 10/27 | 11:36 | -0.51 $\times 10-4$ | 1.00 (2.2) | 3.6 | -8.3 |
| 10/27 | 22:38 | $-0.10 \times 10^{-3}$ | 1.9! (4.2) | 7.2 | -18.8 |
|  | 23:34 | $-0.50 \times 10^{-4}$ | 0.05 (2.1) | 3.8 | -9.4 |
| 10/28 | 21:42 | -0.80 $\times 10-4$ | 1.54 (3.4) | 5.8 | -15.2 |
| 11/02 | 16:00 | -0.64 $\times 10-4$ | 1.22 (2.7) | 4.8 | -12.1 |
| 11/05 | 03:19 | $-0.00 \times 10-4$ | 1.91 (4.2) | 7.2 | -18.8 |
|  | 20:23 | -0.42 $\times 10-4$ | 0.82 (1.8) | 3.1 | -8.0 |
| 11/05 | 21:48 | -0.65 $\times 10-4$ | 1.27 (2.8) | 4.8 | -12.5 |
| 11/07 | 00:03 | $-0.36 \times 10-4$ | 0.68 (1.5) | 2.6 | -6.7 |
| 11/07 | 12:20 | -0.11 $\times 10-8$ | 2.04 (4.5) | 7.7 | -2 C ! |
| 11/08 | 14:29 | -0.40 $\times 10-4$ | 0.91 (2.0) | 3.4 | -8.9 |
| 11/00 | 02:10 | -0.48 $\times 10-4$ | 0.82 (1.8) | 3.1 | -8.0 |
|  | 03:09 | -0.50 $\times 10-4$ | 0.77 (1.7) | 2.9 | -7.6 |
| 11/00 | 10:10 | -0.75 $\times 10^{-4}$ | 1.45 (3.8) | 3.5 | -14.3 |
| 11/10 | 13:21 | -0.50 $\times 10^{-4}$ | 1.00 (2.4) | 4.1 | -10.7 |
| $11 / 11$ | 18:49 | $-0.20 \times 10^{-2}$ | 3.85 (8.5) | 14.6 | -97.9 |
|  | 28:48 | -0.13 $\times 10^{-8}$ | 2.46 (5.5) | 9.4 | -24.5 |
| 11/18 | 23:54 | $-0.10 \times 10^{-3}$ | 1.91 (4.2) | 7.1 | -18.8 |
| 11/13 | 19:17 | -0.40 $\times 10^{-4}$ | 0.01 (20) | 3.4 | -8.9 |
| 11/14 | $\begin{aligned} & 01: 41 \\ & 08: 51 \end{aligned}$ | $\begin{aligned} & -0.86 \times 10-4 \\ & -0.86 \times 10-0 \end{aligned}$ | $\begin{aligned} & 0.50(1.1) \\ & 0.50(1.1) \end{aligned}$ | $\begin{aligned} & 1.0 \\ & 1: \end{aligned}$ | $\begin{aligned} & -4.0 \\ & -4.0 \end{aligned}$ |

Table 27. Formation of certain radiomutric data types

| Data type | Transmitter function |  | Spacecraft function |  | Receiver function |
| :--- | :--- | :--- | :--- | :--- | :--- |

Table 24. Summary of data used in dual-atation experiment

| Data type | DSS 12 | DSS 41 | Subtotal |
| :--- | :---: | :---: | :---: |
| Overlap F2 | 205 | 130 | 425 |
| Meridian peasage F2 | 130 | 08 | 108 |
| F3 | 36 | 180 | 210 |
| F2 - F3 | 35 | 170 | 205 |
| MU | 14 | 0 | 14 |
| Total | $a^{-}$ | 230 | 850 |

Table 29. Estimated frequency offsets in MHz from F3, F2, and MU solutions

| Solution code (Table 5) | Weight code ${ }^{\text {a }}$ | Oct. 4 |  | Oct. 23 |  | Oct. 29 |  | $\begin{gathered} \text { Nov. } 6 \\ \hline \text { DSS } 41 \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | DSS 12 | DSS 41 | r-5 12 | DSS 41 | DSS 12 | DSS 41 |  |
| A | 1 | 4.86 | 3.42 | -6.00i | -8.63 | 5.13 | 2.41 | -2.20 |
|  | 2 | 4.97 | 3.58 | -5.88 | -8.42 | 5.25 | 2.55 | -2.28 |
|  | 3 | 5.70 | 4.35 | -5.64 | -8.20 | 5.24 | 2.58 | -2.62 |
| B | 1 | 4.68 | 3.11 | -5.97 | -8.54 | 5.08 | 2.34 | -2.24 |
|  | 2 | 4.88 | 3.38 | -5.82 | -8.39 | 5.24 | 2.53 | -2.30 |
|  | 3 | 5.63 | 4.22 | -5.62 | -8.1 | 5.24 | 2.58 | -2.04 |
| J | 1 | 4.62 | 2.74 | -1.84 | -4.41 | 5.38 | 2.59 | -3.89 |
|  | 2 | 4.78 | 2.89 | -1.53 | -4.10 | 5.58 | $2.7{ }^{\text {i }}$ | -3.86 |
|  | 3 | 5.04 | 3.08 | -0.80 | -3.44 | 5.60 | 2.84 | -4.01 |
| C | 1 | 1.86 | 0.37 | -6.94 | -8.20 | 3.65 | 1.85 | -4.17 |
|  | 2 | 1.94 | 0.10 | -8.82 | -9.26 | 3.63 | 1.45 | -445 |
|  | 3 | 2.92 | 0.59 | -6.16 | -8.83 | 4.05 | 1.50 | -4.41 |
| E | 1 | 2.09 | 0.58 | -4.10 | -6.41 | 3.58 | 1.62 | -5.35 |
|  | 2 | 2.24 | 0.49 | -3.74 | -6.20 | 3.50 | 1.20 | -5.05 |
|  | 3 | 3.03 | 0.95 | -2.36 | -4.00 | 4.12 | 1.37 | -5.50 |
| C | 1 | 2.02 | 0.42 | -4.07 | -6.38 | 3.60 | 1.00 | -5.28 |
|  | 2 | 2.14 | 0.20 | -3.78 | -6.25 | 3.61 | 1.38 | -5.62 |
| H | 1 | 2.03 | 0.41 | -4.08 | -0.38 | 3.01 | 1.60 | -5.97 |
|  | 2 | 2.13 | 0.24 | -3.78 | -6.24 | 3.61 | 1.33 | -5.8i |
|  | 3 | 1.88 | -0.20 | -2.80 | -3.48 | 4.33 | 1.00 | -5.31 |

-Weight code:

|  | F2 | F3 | MU |
| :---: | :---: | :---: | :---: |
| 1 | 0.015 Hz | 0.075 Hz | 150 m |
| 2 | $\mathrm{C}^{\prime} .50 \mathrm{~Hz}$ | 0.015 Hz | 150 m |
| 3 | 0.075 Hz | 0.015 Hz | 150 m |

Towlo 30. Dednes ceveraes

| Number in Fis. 44 | POS | Time before insertion, $h$ | $\begin{gathered} \text { Mean } \\ \text { anomely, dos } \end{gathered}$ | Number in Fire 4 | FOS | Time before levertion, $b$ | $\begin{gathered} \text { Mown } \\ \text { ancmaly, des } \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | I | 080 | $8 \%$ | 10 | 11 | 80.0 | 178 |
| 8 | 1 | 80.0 | 100 | 11 | H | 880 | $10 i$ |
| 8 | 1 | 87.0 | 204 | 18 | 11 | 280 | 218 |
| 4 | 1 | 88.0 | 28 | 18 | $\underline{1}$ | 8 | 571 |
| 5 | 1 | 540 | 24 | 14 | III | 108 | 48 |
| 0 | 1 | 530 | 258 | 15 | III | 184 | 87 |
| 7 | 1 | 380 | 83 | 10 | III | 180 | 18 |
| 0 | 11 | 280 | 104 | 17 | III | 10.0 | 43 |
| - | $\underline{H}$ | 840 | 110 | 18 | III | 80 | 9 |

## -Lot inurias playbach.



Fis. 1. Trecting coverage provided by the DeN for MM'71 interplanotery operations


Fis 1 (coman)


Fig. 1 (contd)


Mis. 1 (cened)


Fig. 1 (contd)

M. 1 (comat)


Fig. 1 (contd)


File. 1 (comis)


Fig. 1 (contd)


Fis 1 (comal)


FIg. 1 (contd)


Fi. 1 (comm)


Fig. 1 (contd)


He. 1 (cemat)







Fig. 5. Reaiduals of 1971 planetary ranging data from DE78




Fis. 7. Interection of redomatric deta preceneing proprome







Mg. 13. Iummary of inflight and post-fitht E-plane predietions


Fig. 14. Spacecraft and station coordinate systems


Fis. 18. Range rate obeervebies


Fig. 16. Spacseraft AC rell jets and forces


Fig. 17. Typieal AC iolematry data reprecented by polynemials fit to them




Fi- 19. Amacior ceecieradiens eempuned for



Fig. 20. Current best estimate of translational acceleration magnitudas caused by AC jet leaks during the interpianctary phase


Fis. 21. Evolution of state cetimaties in the B-plene for the tatech mior (cot 1) (colutione labeled in days pant October 4)


Fig. 22. Comparison of November approach soiution with current best estimate


Fic. 23. Time hietory of B • P scintions from the batch Mier (ced 1)


Fig. 24. Time history of $\mathbf{B} \cdot \hat{\mathbf{R}}$ solutions from the batch filter (set 2)


Fig. 25. Time history of perturbations in B. 人 caused by +7 -m $\lambda$ and $+3-m r_{a}$ errors in all station locations using a batch filter

 procese nelec sequential fintor (ect 1)


Fig. 27. Time history of $\mathrm{B} \cdot \hat{\mathrm{R}}$ solutions for the $10^{-12} \mathrm{~km} / \mathrm{s}^{2}$ process noise sequential filter (set 2)


Fig. 23. Time history of B. R solutione for the $10-11 \mathrm{~km} / \mathrm{s}^{2}$ procese nolse sequantial firtor (eet 1)


Fig. 30. Time history of perturbations in $\mathbf{B} \cdot \hat{\mathbf{R}}$ due to $+\mathbf{7} \cdot \mathrm{m} \lambda$ and $+3-\mathrm{m} \mathrm{r}_{\text {, errors }}$ in all stations located for the $10^{-11} \mathrm{krm} / \mathrm{s}^{2}$ process noise sequential fluter


Fig. 31. Summary of Nowember 6 solutions in the B.plane


Fir. 32. Tranamikions and reechinis conflauration for twe-may ond tureormy dete


Fig. 33. Interpetation of neareimultinneous range paints


Fig. 34. Interrelationship of station location and beseline paramoters


Mr. 35. sucection of tra-muy ciaco for the craverteiten erpertonent


Pr. 34. Dietribution of differenced dieta
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Fis. 46. Devmes obeervation reeiduala: (a) raw deta, (b) with TV printing orrons remowed, (c) after fit


Fig. 46. Near-real-time trajectory estimates


Fig. 47. Expected trajectory estimation accuracy


Fig. 42. Trajectory eatimate using no stars


Fig. 49. Tralectery cetimate using one ster per pieture


Fig. 50. Trajectory estimate using many stars per picture

Fis. 51. Opdical datio solution (coordinatios)


Fig. 52. Optical data solution (time of flight)


Fige s3. Entimate of time of nisht ueling offieal data


Fig. B4. Sensitivity to Mars ophemeris error

## Appendix A <br> Definition of Spacecraft Trajectory Parameters and Associated Statistics at Closest Approach to Mars

B a vector from the center of Mars normal to the incoming asymptote of the spacecraft Mars-centered hyperbolic orbit (This conic is computed for the closest approach time.)

S a unit vector along the incoming asymptote
T a unit vectes normal to $S$ and lying in the ecliptic plane. $T$ is directed very nearl!, 'owned the Sun.
R a unit vector making up a right-handed RST coordinate system
$T_{c A}$ the actual closest approach time of the spacecraft to the center of Mars
$R_{C A}$ the closest approach distance of the spacecraft to the center of Mars
$\theta^{\prime}$ the angle from the $+\mathbf{T}$ axis to the $\mathbf{B}$ vector measured positively toward $+\mathbf{R}$ (downward)
SMAA the square root of the largest eigenvalue of positional uncertainty in the B-plane (The B-plane is normal to S.)
SMIA the square root of the smallest eigenvalue of positional uncertainty in the B-plane
$\theta$ the angle from the $+T$ axis to the SMAA measured positive from $+T$ toward $-R$. This is the opposite convention from the $\theta^{\prime}$ definition.

The SMAA and SMIA form the semimajor and semiminor axes of the $40 \%$ dispersion ellipse; i.e., there is a $40 \%$ probability that the predicted target point lies in a $40 \%$ dispersion ellipse centered about the "true" target point (see Fig.A-1).


Fig. A.1. Definition of B-plane parameters

## Appendix B

## Mars Mission Lockfile

```
    * * * * * * MARS MISSION LOCKFILE * * * * * * *
    $ PHASE C VERSION
        THIS LOCKFILE IS DESIGNED FOR PROCESSING REAL DATA ON MARS MISSIONS
        IT CONTAINS:
        1. THE 'UNIFIEO* LOCKFILE
        (ODINA)
        2. TIMING AND POLAR MOTION INPUTS (ODINA)
        3. INPUT TO INSURE TRAJECTORIES IODINA,
        ACCURATE ENOUGH FOR O.D.
        4. MISCELLANEOUS INFUTS DESIRED (ODINA)
        BY O.D. ON ALL MARS MISSIONS
        5. MISCELLANEOUS NON-TRAJECTORY (ODINB)
        INPUTS
    OPODP
    OPT=`'LOCKUP*.AFILE= 'LOCK*. BFILE=*LOCK2*.* $
:
SINPUT
    SNOMINAL VALUES OF THE INPUT PARAMETERS -UNIFIED-C 0.2.
    $OPTRAJ/DPODP OOINA- KH:ATIB- 3/24/71.
SAS TRODYNAMIC CONSTANTS .
GM(1)=.22181597705. RADI(1)=.243504. FLAT(1)=0.000
GM(2)=.3248ED10こDE , RACI(2)=.605204. FLAT(E)=0.0DO.
GM(3)=.398601206, RADI(こ)=.63731694, FLATIII=.33528918ESE3C-こ.
GM(4)=.428284439DE. RADI(4)=.33934D4, FLAT(41=.1050-1.
GN(5)=.12670771909, RACI(5)=.7137205, FLAT(5)=.6E70-1.
GM(E)=.379<65258DE , RAOI(E)=.CO4O1DE, FLAT(E)=.10500.
GM(7)=.57877234607. RADI(7)=.23535D5, FLAT(7)=.6250-1%
GM(E)=.689057E27D7
GM(9)=.73240893505.
GM(10)=1327124993908025012.RAOT(10) =1,
GM(11)=.49027834804, FAOI(11)=.173809C4, FLAT(11)=0.000.
AU(1)=149597893.000. KE(1)=6378.14925E327E10「O.CC(1):299792.5CG.
BETREL(1)=1.000.GAMREL(1)=1.000 .
STIME ANO POLAR MOTICN TRANSFORMATIONS
STPD(1)=86400.000. DT58(1)=32.1500. DRFJ\1)=2433232.500.
RFJD{3)=3HET ,3HET . FRQC(1)=919263177C.DOO. FAKE1=2.
    S EPCCH, SEC PAST 50. A.I-UTC, RATE, 12 SETSO REAL INPUT IS TP
    IT(1)=510101,TP(1)=. $1536E8,9.92,D.0.
    IT(4)=990101.TP(4)=.15463008E10.9.32.0.0.
    SEPOCH, SEC PAST SU* A,I-UTI. RATE, 12 SETS, PEAL INPUT IS TP.E SAME EPOCHS
    TP{40)=.31536E8,9.92,0.0. TP(43)=.154E3038E10.9.92.0.0.
SPOLAR MOTION, SAME EPOCHS.OSEC PAST 5L, X,Y,DX,CY. REAL TP, 12 SETS
    TP(151)=.31536E8,0.0.0.0.0.0.3.^. TP(15E)=.1546300%:1u.
$NEW TRIC AND COOROINATE TRANSFORPATION DATA
SNODEISI FOR ALL PLANETS &SUN &MOON RESPECTIVELY
COMEOA(1,1)=U.477385902,-0.125590G.-0.C90-3.
COMEGA(1.2)=0.762296702.-0.2778509,-0.140-2.
CONESA11.31=0.1744095EO3,-C.2416CDC-O.600-4.
COMEOA(1.4)=0.491 ?19302.-0.2947000.-0.4650-2.
COMEGA11.51=0.99543350?.-0.1672800.0.85C-3.
COHE3A(1-6)=0.1132202505,-0.2597300.0.620-3,
COMEGA11.71=0.737452102.0.65710-1.-0.0680-20
COME3 A11.81=0.1312295903,-0.5740-20-0._ 90-3.
COMEBA(I-g)=3*O.CDO.
```

```
COMEGA11.101 \(=0.1744\) C95603,-.2416600.0.60-4.
COMEGA(1.11) \(=0.1211279102 .-0.193413902904 \cdot 0.20810-2\), SINCLINATION 5O FOR ALL PLANETS + SUN +MJON CI5011.1)=0.70038101,-0.5970-2.0.10-5. CI 50(1.2) \(=0.33941301,-0.8 E D-3,-0.30-4\), C150(1,3) \(=0.000 .0 .130760-1,-0.90-5\). CI50(1,4)=0.18540001,-0.2210-2,-0.20-4. C I5O (1,5) \(=0.13059201,-0.2050-2.3 .30-4\). CI 50(1.6) \(=0.24903601\) (C.186D-2:-0.30-4. C150(1,7) \(0.7130001,-0.1360-2,-0.40-4\), CI 50(1.8) \(=0.1774 \mathrm{~F}\)-01.0.370-3.0.80-5, C150(1.9)=3.0.000. CI 50(1.10) \(=0.000,0.1307 E[-2,-0.90-5\),
CI50(1,11)=0.514539ED1.0.0D0.0.00C,
SEARTH-OBLJQ(4)PRASU(4), DECSO(4), DELTASL(4), HA CCEFF(E) RESPECTIVELY
CEPSBE(1)=23.445788861580338900.-.1301416E95E2159490D-1.
CEPSBE(3) \(=-.9444816418530-6,4.5000320391510-6\),
CEARTH(1) \(=-.134354079223\) DD-5,-.6402780C90172557320 .
CEARTM(3) \(=-.839480618953650-4,-.5040320391509 \mathrm{C}-5\).
CEARTH(5) \(=89.99999833\) 1731894600,-.55675002874884527501,
CEARTH(7) \(=.1185\) EC693158529D-3..11E118551玉1394C-4.
CEARTH \((9)=89.999993656459206800 .-.64027301000166763500\).
CEARTH(11)=-.30424747115U1730-3.-.50826590647010-5.
CEARTH(1:1 \(=0.10027379\) 9929401,0.24U03.C.1JU'د75E42504203.
CEARTH (16) \(=0.360 C U 7 E 9312 U 83305,0.38703330-3.0 .5895-10\),
SEARTH- COEFF OF MA(4), ARGUM. CF PERIH.(3),EADTH LONGET. (3), DESPECTIVELY
```



```
CERTH2(5) \(=0.287 E 709703.0 .5649400 .0 .095-3\),
CERTH2(8) \(=0.1744095603\).0.11546901. \(1.370-3\).
SHERCURY-OBLIO.(1), NUTATIONS IN LONG. AND OBLIO.12), HA COEF(2). RESPECTIVELY
CHERC(1) \(=3=0\). .DD. 0.343547203 0.613ED1,
SRASOI2). DECSG(2), NUT.-LONG(2), NUT-OBLIQ(21.HA CCEF(2). RESPECTIVELY FOR
\$VENUS, MARS. JUPIT.- SATUR.. URAN. NEPTU.. SUN. RESPECTIVELY.
FLANV(1)=0.930225502.0.000.-0.6898877C2.500.000.
PLANV(9) \(=0.31769558403 \cdot 0.148392401\).
```



```
PLANM (9) \(=0.14867250103=0.3508919620\).
PLANJ(1) \(=0.25804470300 .000 .0 .54552802 .5=0.000\).
PLANJ(9) \(=0.2397510301 .8779402\).
PLANS(1) \(=0.384131402,0.000 .0 .833104952 .600 .0\) C0.0.844303.
PL ANU(1) \(=0.767 E 102=0.00000 .1492020600 .60000 .7987 E 703\).
PLANN(1)=9.295571203.0.000.0.4145635C2.5:0.000.0.61714303.
```



```
SPLULO- RA50(1), CECSD(1),MEAN AUTU. EOUIN.111.OELIQ. 11 ).NUTAT.121. MA.
CPLUTO111 \(=0.3132913603 \cdot C .66364202\),G.E91358702•3*0.000-0.5633802.
SMOON-LON OF NODE(E+1),ARE. PERIH(4), MA(4) M-CBLIOII), ESO M-OELIOII),
SHOON CONTINUED - FREE LIERATION COEF(3), RESPECIIVELY
CMOON(1) \(=0.20-5,0.1967311980300 .5003163529 C 4,-0.124250-1,-0.140-4\).
CHOON(5) \(=0.21553145303 \cdot 0.4771988583106 \cdot 0.3214 C-2,0.14 \mathrm{C}-4\).
```



```
sCOEF OF LUNAR PHYSICAL LIBRATION TA(9). SB(5), RC(E)
TA111=1.7.91.7.-1.2.4.2.-3.5.-16.9.1.0.15.3.20.0.
SB(1)=-3.2.-10.6.-23.8.2.5.-100.7.
RC111=-3.2.-11.0.23.9.-1.9.-98.5.
STRANECTORT CONTRCL .
TEND(3)=3HUTCOSHET - FBFL(1)=6HFORWRD. OTFL(1)-6HAUTO .
CBFL(1)=6HPCB RSPH(1)=1.205.2.505.2.506.2.00E.5.007.5.007.
RSPH(7)=5.007.8.007.4.0C7,0.000.4.004.2.506,
SINTEGRATION CONTROL.
M(1)=10, PCOP=3, EPSL(1):£.OE-6, TOLR=1。E-9, ERMX=1 -E-9.
ERMM \(=1 . E-14 \cdot \operatorname{HMAX}(1)=691200.0 E 0\). HMIN(1) \(=1.0 E 0\).
```

```
ALこ(1)=.302..302..302..302..6C2,.EDD2..6C2..602..302..76804..302.
    RLR{1,:1=5E3,12E3,22E3,38E3,G2E3,\5E3,14OE3,1E20,40UEO.
    RLR(1,2)=8E3,1GE3,3GE3,8UE3,120E3,400E3,ECUE3.1E6.1.8E6.2.8E6.
    RLR(11.2)=1E20.0.UE0.
    RLR(1,3)=8E3,16E3.30EJ.8G[3.12G[3.40L[3.6COEJ.1EG.1.8[6.2.8EE.
    RLR(11.3)=1E20.0.0E0.
    RLR(10.5)=3E5.5E6.1E2C.
    RLR(1.5)=109E3.200E3.30053.40UE3.600E3.80NE3.1E5.1.256.2EE.
    RLR(1[,4)=2E6,1E20.0.0EU.
    RLR(1.4)=6E3.12T3.25E3.60E3.10UE2.3U0E3.500E3.800E3.1.2EE.
    RLR{1,E)=10LE3.2UL[3.3CUE3.40GEZ.ECDE3.800E3.1EE.1.2E6.2EG.
    RLR(10.E)=356.5E6.1E20.
```



```
    RLR(10.7)=3EE.5E6.1E20.
    RLR(1.8)=100E3:200E3,300E3.40UE3,GOOE3,8GOE3.1E6.1-2EG:2E6.
    RLR(10.8)=3E6.5E6.1E20,
    RLR(1,9%=8E3,16E3,3GE3,8GE3.12CE3.40EE3,EDGE3.1E6,1.8E6.2.856.
    RLR(11.9)=1E20.U.UEO.
    RLR(1,10)=1E20.11*U.O[4.
    RLR(1.11)=5E3.12E3.20E3.30E3.45F3.7JE3.1E2U.5*0.0EU.
    RLR(1.12)=12*U.OEL.
SGRAVITATIONAL PERTURBITICNS .
PERB=1101.EFIT(3)=2HET. 2HET.EF2T(3)=2HET.2HET,EFTT(3)=2HET, 2HET.
        EF1B(1)=6H -EF2B(1)=6H |EF3E{1)=EH
        OBAF=6HEARTH *.4.
    OBAD = 2.ODG .
    OBAR = .63781ED4.
    OBAJ(21= 108270-2. CBAC(2.21= .15700-5. 08AS12.21= -.89700-6.
    OBAJ(3)= -.2560UD-5. OBAC(3.1)=.21000-5. OBAS(3.1)= .16000-6.
    OBAJ(4)= -. 158000-5. CSAC(3.2)= .25000-6. 08AS(3.2)= -.27CC0-6.
    OBAJ(5)= -.15000C-6. OBAC(3.3)=.77000-7. OBAS(3.3): -1730D-6.
    OBAJ(6)= .590000-6. CBAC(4.1)= - 580UD-6. OBAS(4.1)= -.46ECC-6.
    OBAJI7I= -.4400DD-E, OEAC(4.2i= .7400D-7. OBAS(4.21: .16000-6.
                                    OBAC(4.3)= .5300D-7. 08AS(4.3)= 40C0C-8.
                                    OEAC(4.4)= -.65000-8. OBAS(4.41E .2300D-8.
        0BBF=6HMOON .2.2.2.
    0880 = .004 *
    OBBR =0.17380904.
    OB8J(2) = 2.0.540-4 .
    088C{2.21 = 0.2310-4.
        OBCF=6HMARS .2.
    08C0 =2.006
    OBCR =0.3393454
    08CJ121 = 0.1910-2 .
SSOLAR PRESSURE .
SC(11=1.0408 -SAST(3)=3HUTC. CANO(1)=-.0503434700..6334298300.
CANO(3)=-.7951296200. SASP(2I=1.34DO, REFE(1)=6HCANOPU *
SATIITUOE CONTROL
SAAT(3,1)=3NUTCOSAATI3.2!=3HUTC.
EEXPONENTIAL OAS LEAK .
```



```
ISTPEX(3,I)=3HUTC.SHET ,ISTPEX(3,2)E3HUTC.2HET,ISTPEX(3.J)=JNUTC*2HET.
SMOTOR BURNS
```



```
MA2K=.10-2,MA 3K= 10-2,M81T(3)=3HUTC.2HET, ME2T(3)=3HUTC.2MET.
MESTISIE3HUTC.2HET. GURN&IIE301.
SLIFT AND DRAG
    SKF(1)=1.00-5.
        SNS = 3.0040
TRAJECTORY IMITIAL CONOITIONS .
INES=SHGARTES,IXAX=6HSPACE -ICEN=6NEARTH -OIEOE1350.000.
IEOXESIESHET OJNET OIZAKESHEARTM OENMEAN OSNEOUATO,OEOXISI=SHET -
```

OMES=6HCARTES,OXAX=6HSPACE OCEN=GHEARTH -O2AX=GHEARTH -GHMEAN OZAX(3)=6HEQUA:O.DOEQ=1950.000. PHIL=28.3090D.ITIMI3)=こHUTC. ITOP = SHSPHERI. OTOP = 5HSPHERI. - TRRJECTORY OUTPUT CONTROL FILE=1. HPEP=1.008.SKIP=1.EPSN=.10-5.PRTTI1)=1.ETIM(31=2HET.2HET. LABL(1) $=3806 \mathrm{H}$, PAGE(1)=1906H
MROSP $=6 \mathrm{HC}-0 \quad$,
ABST(3.1) 2 2HET, 2 HET,ABST(3.2)=2HET, 2 HET, ABST(3.3)=2HET, $2 H E T$. ABST(3.4) $=2$ HET. 2 HET, ABST(3.5) $=2$ HET, 2 HET, AESI( 3.6 ) $=2$ HET, 2 HET. ABST(3.7)=2HET, $2 H E T, A B S T(3,8)=2 H E T, 2 H E T, A B S T(3.9)=2 H E T, 2 H E T$.
 CRFL(1) $=$ 6HEXTERN.
 PCB(25:6)=2HET,2HET, PCB(25,7)=2HET,2HET,PRT(3.1)=2HET,2HET, PRT(3.2) $=2$ HET, 2 HET, PRT $(3,3)=2 H E T, 2 H E T$, PRT $(3,4)=2$ HET, 2 HET. PRT(3,5)=2HET,2HE:, PRT(3,6)=2HET,2HET,DRT(3,7)=2HET,2HET. PRT(5,1)=6HSINGLE,PRT(5,2)=6HSINGLE,PRT(5,3)=6HSINSLE, PRT(5,4)=6HSINGLE,PRT(5,5)=6HSINGLE,FRT(506)=6HSINGLE. PRT(5,7)=6HSINOLE.


 PRTEG.2)=6HEARTH . GHEARTH -GHTRUE .GHEQUATC.PRTI12.2I=6HSUN .EHEARTK PRT(24,2)=6HTRUE GHORBITAPPRT(24,2)=EHEARTH.
SEARTH STATIONS DATA. STATTON LOCATION SET LS28- 12/29/7U $A E=6378.1604$, OPTES(1)=12.1900.0500. STANAM(101) $=24$ HBOLDSTONE PIONEER $\quad$. STANAM(1.2) $=24$ HGOLOSTONE ECHO STAMAM(1.3) $=24$ HGOLDSTONE 210 FT STANAM(1.4) = 24HMOOMERA STANAH(1,5) = 24HCANEERRA STANAM(1.6) $=$ 24HJOBURG $\quad$. STANAM(1.7) $=24$ HROSLEDC $\quad$ -STANAM(1-B) = 24HCEBREROS . ESI1.11=11.GHMA-DEC.6HCYLIND. ES(1.2)=12.EHHA-DEC.EHCYLIND. ES(1.3)=14.6HAZ-EL -5HCYLIMD. ES(1) 4 ) $=41$ - 6 HHA-DECOEHCYLIND. ES(1.5)=42.6MHA-DEC.SHCYLIND. ESII.5: $=51$, EHHA -DEC, EHCTLIND. ES(1.7) $=61$. 6 HHA-DEC. SHCYLIND. ESil: 8 ) $=62.6 \mathrm{HHA}$-DEC.EHCYL IND.
ESDATA11.11 $=243.15061340003673 .76300 .5206 .34159300$. ESOATA(1.2) $=243.194545300 .3655 .62800 .5212 .0$ E319200. ESDATA1 1.31 $=243.110499400$, 3677.052000 .5203 .9952500 . ESOATA(1.4) $=136.887521800 .-3302.24300 .5450 .18897400$. ESDATA1 1,51=148.98127500.-3674.54500.5205 .35053700. ESOATA(1.5)=27.5854110600.-2768.74400.5742.94206100.
 ESDATAI1.8)=355.E322170700. 4116.90800.4160.117594D0. nVMANT(1)=2HET-2HET.

STACOF $11.1011=2.00 .0 .270 .75 .400 .0 .77 .620284$.

$-.240403268-3 . .03630860 \mathrm{E}-6.113 .0$.
 $-.20459425 E-30 \cdot 41392056 E-6,266.044515$ 。
STACOF(1,4011)=3.0165.044515,311.6260400.0.200 0.05731.
 $-131562506-4 \cdot-.135337415-6,228$-D.
 $-.17535215 E-4 \cdot+452133705-7.272$. 80148.
STACOF(1.7.1)=2.-272.20140.50.022.400.0.360.0.

STACOF（1．1．2：$=1.00 .0 .5 .2 .4 \cdot 0.0 .360 .0$.
STACOF（1．1．3）＝3．0．0．4．4．694．4：0．0．25．870E92．
STACOF（1．2．こ）＝1．．25．870692．．3こ039522E1．－．12721327．．362966［95－2． －．47051634E－4．－1786E475E－E．E8．049E27．
STACOF（1，3，3）＝2．498．049627．255．788．4．U．0．180．0．
STACOF $(1.4,3)=2 . \cdot 180.0 .96 .246 .4 \cdot 0.0 .258 .13067$ ．
STACOF（1．5．3）＝1．．258．13467，－．12487371E1，－．8362と743E－1．．36771227［－3． $.45273767 E-6 .-.21747013 E-8.732 .89425$ ．
STACOF（1．6．3）＝3．．333．88425．48．684．4．0．U．36C．0． STACCF（1．1．4）＝3．00．0．47．992．4＊0．0．15．331349．
STACOF（1，2：4）＝1．．15．331349．－．44611256E1．．110CC933E1．－．48064202E－1． ． $94749819 E-3$－-6393 2543E－E．E 2 ．O．
 .80397655 E－4．－．46864056E－6．121．32450．
STACOF（1．4．4）＝2．．121．32450．257．264．4：U．0．180．C． STACOF（1．5．4）＝2．．180．0．100．252．4．0．0．246．？9012．
 －29368643E－6．， $51562041 \mathrm{E}-\mathrm{c} \cdot 3$ 36．73229。
STACOF（1．7．4）＝3．，336．79229．47．992，4：C．O．36C．O．
STACOF $11.1 .51=3.00 .0 .49 .6 .400 .0 .27 .01489$ S．
 －．21396949E－2．．10636528E－4．6E．C．
 $-.19321512 \mathrm{E}-3 . .81250981 \mathrm{E}-6.104 .02914$ ．
STACOF（1．4．5）＝2．0104．02914．265．774．4＊0．0．180．0．
STACOF（1．5．5）＝2．．180．0．90．374．4．0．0．2E5．03513．
STACOF（1，E，EJ＝1．．265．03513．．13867070E3．－．35475296．．11134807E－2． －． 2111 3009E－4．． $55120421 \mathrm{E}-7.296 . J$.
STACOFR1．7．51＝1．．296．0．．42292366E1．－．63536572．．22671488E－2． ． $53576139 \mathrm{E}-5 .-$－ $19133017 \mathrm{E}-7$. 334．99321．
STACOF（1．8．5）$=3.0334 .99321,49.6,4 \cdot 6.0 .360 .0$ ．

STACOF（1．2．E）＝1．064．77282E．．23371603E2．．94217241．－．75527187E－3． －． 11 967487E－3．．6916I223E－E．118．0．
 －．$\kappa 1584356 \varepsilon-50.40169110 \varepsilon-7.174 .17944$ ．
STACOF（1．4，E）＝3．0174．17944．311．144．4－0．0．188．394CE，
 $.14323659 E-4.52171$ H4E－7．218．0．
 －48421653E－5p－．11158741E－7．294．42224．
STACOF（1．7．6）＝2．0294．42224．102．428．440．0．360．0．
ST1262（1．1．1）＝2．00．0．266．840．400．0．76．0．
S1126211．2．11＝3．076．0．13．958．400．0．78．0．
ST1262（1．3011二2．．78．0．270．05．400．0．89．74E8450
 －26767812E－50－．41801529E－6．93．0．
S7226211．5．11＝1．033．0．－52757641E2．－．92072283．．22093288E－2． －32051217E－4．－14255267E－6．1E6．83989．
S11262（1．6．1）＝3．．156．83985．311．45．4－0．0．185．75156．
 －3165235E－3－－78748585E－6．192．0．
ST1262（1．8．1）：1．．192．0．．12106705E2．－．15108720．．39930036f－3． $.29883620 \mathrm{E}-50-.11105625 \mathrm{E}-1.269 .91486$ 。
 $511262(1 \cdot 10 \cdot 11=3.0281 \cdot 0.13 .956 \cdot 4 \cdot 0.6 .285 \cdot 0$. ST1262（1．11．1）＝2．0205．0．96．012．400．0．250．0． ST1262（1．1．2152．00．0．255．47．400．0．63．302922．
 $-25930119[-30-1217 C 147 E-5 \cdot 11200$ 。



```
    ST1252{1.4.2)=1..151.0..19703508E3,-.175£3731[1..16773982E-1.
    -.2052s339E-3..75888519E-6.1E4.0.
```



```
    -.12224077E-5,.21607587E-7.200.0.
ST126211.6.21=1..200.0..12437390「2..42443089E-2.-.16635716E-2.
    .94097853E-5,-.23339698E-7.24C.0.
```



```
    -.67873483E-5..33312295E-7.2EE.C.
ST12E211.8,21=1..285.0.-.<1g52319E2..22906919E1.-.11365143E-1.
    -.25840736E-5..53848470E-7.280.C.
ST126211.9.2)=1..280.0.. 21596160E3.-.z1836437E1.. 2500167!E-20
    .102C7458E-4.-.198t 9809E-7.291.53185.
ST126211.10.21=2..291.53185.102.170.4.0.0.360.0.
SSAYE AND PLOT TAPE.
SPHMTM=3HET * 3HET . FERP=21, TLANCH(3)=3HET .JHET .
TINJ(3)=3HET ,こHET .
HMSPT\IJ=3HET . 3HET .
```



```
    * TIMING ANO POLAP MOTION
$
* THIS CauSES the lockfile to prCOEUCE
* ZERO TIMING ANC FOLAR MCTION CORRECTIONS
Ir(1) =500101.TP(1)=W.O.O.U.O.O.
IT(4) =9901U1.TP{4}=.15463008E10.0.0.0.0.
& END OF TIMING DATA
```



```
    * * TO INSURE ICCURATE TPAJECTORIES * 
    ERMX=1.E-14,ERMN=1.E-19.TOLR=1.E-14.PCCP=0.
```




```
$
    PCB(1.1)=`EARTH*. PCB(3.1)=1. S EADTH P\ASE
    PCB(1,2)=`SUN* PPCB{3.2)=1. SUN PHASE
    PCE(1.3)='MARS*. PCE{3.3)=1:2. % MARS PHASE
                                    PCBI103.3)=2. CONTROLS PERIAPSIS POENT
    DPR{1.1)=195U.DO.PRT\ 5.11=`OOUELE*.
```




```
        PRT(24,1)="SUN**'SPACE*.*EARTH***MEAM*.*CROITA*.
        PRY(41:1)=1, "MARS".
    DPRI1.2:=1950.DG.PRT\ 5.21=`DOUBLE*.
```



```
        PRT122021=6*0.
                                    PRT(24.2I=`MARS** 'SPACE***EARTM***MEAN**OOEITA**
```



```
    SASF=2.
FARE1=0.
DP:MON2.%
:
SIMPUTZ
```



```
    * * . MON TPANECTORY INPUTS
SACCUNE IMFUT
    IMAMESES00** *,RANANSE70** *MUMFIL=1.
        8 CSP INPUT
    DAMAHSE230.0.*
0amams(1.01)=0all*。
DAHAMS(1004)=0F10.
DAMANS18-07!EOF3C*.
    DmAMS(10&U)=*EPN*
                DANAMS(1002)=0日ESIO**
                DAMAMSIS-03I= OOPPLER".
                    EAMAMSI&00EI=0F30.
                DAMAMSII.05!=0F20.
                DANAMS(1.08)=00R*.
                OAMAMSI&.11%Z*MANK1*.
```

CAMAMS（1008）＝9F30．
 DAMAMSIB－121＝0 MARMIAO。

```
DAMAMS(1.13)="TAU*, DANAMS(1.14)=`MU** DANAMS(1.151=`ANCLES*.
DANAMS(1.16)=.AZ".
DANAMS(1.1):=-DEE*.
    OANAMS(1-17)=`EL**
    DANAMS(1.20)=*x30*。
    DANAMSII,23)=9Y85'.
    OANAMSI1.22I=*×35**
DANUMS =0.5,10.11.12.13.14.21.30.31:32.33.34.35.50.51.52.53.54.55.56.57.E.0.
    S REGRESINNUT
```



```
    BNDCON:1.1)=2298.506.1.00.10^.253393&651584C0.1.06.104.25339366515840C.
    BNDCON(1.2)=2298.5DE.1.DC.32.E791355203619300.2.OE.32.579185520361990%.
    LTCRIT=1.O-7,NOLT=5.
                        * OUTPUT INPUY
```




```
    'DSN 62**"SPCRFT".,6*" ", PQSOL=266** ",
```



```
        *OSN 62*."SPCRFT".0́** ",PLSTL=266** ".
    OPLOT=O. SECLIN=ECO.
            s SOLVE INOuT
```



```
    OB=1.OOC=1."
    EPS1:1.E-3G.EPS2=1.E-30,SVO=1,SOLPRO(4)=1, SOLPPP(8)=1.1.
SOLPRP(10)=1.
    TEST@=1.oITMAX=1.
    CTOLR=1.E-S.CITLIN=5.
    TOSEE=104 -TOKEEP=E, TOORUE=43. EOFLAGZ1.
    RGFLNO=17.45.46.47.48.
    LABL=380.*
AADD MNT1-ISACDECXS.TROPCSTABLES/ICM- 3913-352
                    SNAPSEM INPUT
    MAPRP=O.1.PRPOST=*PRE*,EYGEN=20** *.
    OPENDZ=1.
8
;
    SDPODP
    OPI=`OWNCOD**AFILE='LOCK`.EFILE=`LOCK2`.
    OMNSTR='ODINA"."COINS".
    s
;
SIMPUT
    DPENO=1, %
    :
    SIMPUTZ
    OPEMO2=1. &
8
EMOCSP
    sopoop
    OPT='STOP** S
8
```


# Satellite Orbit Determination 

J. F. Jordan, D. H. Begs, G. H. Born, E. J. Christensen, A. J. Ferrari, D. Y'. Green, R. K. Hylkema, S. N. Mohan. S. J. Reinhold, and G. L. Severs

## I. Introduction and Summary

The satellite phase of the Mariner Mars 1971 (M M71) mission began on November 14, 1671, at 00 h 42 min UT, when the Mariner 9 spacecraft was injected into a Mars orbit by a $1600.5-\mathrm{m} / \mathrm{s}$ maneuver. The ii ital orbit had a period of approximately 12 h 37 min .

The selection of the original elements for the Mariner 9 orbit and the strategy of subsequent trim maneuvers were arrived at on the basis of science and propellant constrains (Ref. 1). The selected orbit maximized the longetudinal and lacitudinal coverage of the planet, ensured early Earth occultations, no early Sun oncultations, and no violation of propellant constraints.

The first orbital trim maneuver was performed by a $15.3-\mathrm{m} / \mathrm{s}$ burn near the fourth periapsix passage. The burn corrected the period to 11 h 58 min ar. d synchronized the periapais passage with the zenith of the Goldstone station to maximize the science dint return, as discussed earlier.

After sufficient data were available to more accurately determine the mean orbital period, a $41.9 \mathrm{~m} / \mathrm{s}$ trim was performed in revolution 94 to resynchronize periapsis passage with the Goldstone zenith and to increase the periapsis altitude. Approximate values of the initial, posttrim 1, and post-trim 2 orbital elements of Mariner 9 are given in Table 1.

Mariner 9 continued to orbit Mars as a "live" spacecraft until October 27, 1978, at 17 h 41 mm UT, when the last
signal from the spacecraft was received. Thus, the live satellite phase of the mission endured for approximately 347 days 17 h .

A precise knowledge of the orbit of Mariner 9 was required throughout the satellite phase of the mission. The various necessary orbit determination tasks were to
(1) Converge to al orbit solution using data it the first orbit revolution and supply, at that time and throughout the remainder of the mission, predicted trajectories for observable prediction and tracking station frequency tuning purposes.
(2) Determine the predicted orbit, from data in the first three revolutions, to compute the first trim manever at the end of the fourth revolution. An acceptable trim was dependent on a predicted orbital rood in the fifth revolution accurate to 3.0 s , and a determined height of periapais passage accurate to 1.5 km . Orbit determination support wis also required for the second orbit trim.
(3) Provide trajectories which located the predict d position of the spacecraft to an accuracy of 10 lm in the "martian plane of the sky for a period of 1 week into the future. This requirement, the provision of predicted trajectories for science sequence placing was the mont stringers orbit determinedon (OD) requirement and was buncoed at all thus when scan platform maneuvers wore tamineat. The 10 -kn securncy requirement is cosertitent
with a maximum science instrument pointing uncertainty of 0.5 deg . A total of more than 7000 TV images, 50,000 UV spectra, 20,000 IR spectra, and 400 S -band occultation measurements of the Martian surface were obtained on the basis of the predicted trajectones.
(4) Provie final trajectories throughout the regions in which vis:al images and spectra were obtained. These "smocti" trajectories were determined from local doppler di.ta and did not involve extrapolation beyond the data interval. The smooth trajectories provided the final best estimate of the spacecraft position at science data-acquisition times.
(5) Supply Earth-to-Mars pseudo-range measurements for use in the relativity (ffort of the celestial mechanics experiment. These constructed Earth-Mars range data, referred to as "normal" data points. were oltained at the times of MU ranging and were constructed as described in Subsection IX.

Orbit Determination activities performed by the Satellite OD Group are outlined in Table 2. The staffing level shown in the table was maintained throughout most of the satellite phase of the mission.

The processing software used by the Satellite OD Group to process data was identical to that used by the Interplanetary OD Group. This software, which was operational on the UNIVAC 1108 computer, is described in the Interplanetary Orbit Determination section.

This section is concerned primarily with the history of the activities of the Satellite OD Group during the MN'71 mission and provides an assessment of the accuracy of the determined orbit of the Mariner 9 spacecraft. The results of the pre-flight studies are reviewed, and the major error sources described. The tracking and data-fitting strategy actually used in real-time operations is itemized. The Deep Space Network (DSN) data available for orbit fitting during the mission and the auxiliary information used by the Navigation Team, such as the nongravitational force models from attitude control sensor data, TV imaging data, planetary ephemerides, and astrodynamic constants, are described. A detailed orbit-fitting history of the first four revolutions of the satellite orbit of Mariner 9 is presented, with emphasis on the convergence problems and the delivered solution for the first orbit trim maneuver. The results of sensing the gravity field of Mars and the direction of its spin axis are discussed, and a summary history of the predicted and smooth determined
trajectories is given. Also included are a solution accuracy summary, the history of the spacecraft orbit osculating elements, the results of verifying the radio orbit solutions with TV imaging data, and a summary of the normal points generated for the relativity experiment.

## II. Satellite Orbit Determination Pre-flight Studies

## A. Scope and Methodology of Pre-flight Studies

The problem of determining the orbit of a spacecraft around a planet is vastly different than when the spacecraft is in interplanetary cruise phase. A spacecraft in cruise phase experiences very low accelerations; thus, the information content of Earth-based data is as much dependent on the motion of the tracking stations on the Earth's surface as on the motion of the probe itself. Therefore, the requ'rement for accurate station location values consistent with the planetary ephemerides is vitally important.

A spacecraft in a planetary orbit experiences relatively high and rapidly changing accelerations, which give Earth-based data a high content of information about the spacecraft motion relative to the planet. Dependence of the orbit solution accuracies on the motion of the stations is thus reduced considerably, while other sources of errors become dominant. Extensive pre-flight OD studies were performed prior to real-time operatic.ss for reasons that included the following:
(1) To further an understanding of the technical aspects of the satellite OD task in terms of the sensitivities of the solution accuracy to quantity and pattern of tracking data and geometry.
(2) To identify the most probable major model error sources for the OD task and to understand the influence of such model errors on the solution nceuracies.
(3) To develop an operational strategy, or sequence of solution computations, suitable for performing the OD task.
(4) To demonstrate effectiveness of the personnel and software to complete the OD task in a competent and timely manner.

All of these aspects of flight readiness were addressed in the Mariner 9 pre-flight studies. The studies employed two distinct methods of analysis. In the 2 years prior to encounter with Mars, the dynamic and geometric properties of the satellite OD problem were studied using the
methods of covarance amalysis. In th: last few months be fore encounter, extensive smmbation experises were conducted in a simulated ensiroumeat which was designed to reflect the predicted real-time conditions as accurately as possible. The simulation e ercises were used to test procedures and verify the solution acouracies predicted from covariance analyses.

The results of the pre-flisht studice slineloned two dintinct OD-related difficulties of major importance in the satellite phase of the mission. The first was the convergence problem, which arises in the differential correction estimation procedure ard is caused by the effects of nonlinearities. The second difficulty involved the limitations imposed on the accuracy of converged orbit estimates by the a priori lack of knowledge of the structure of the Martian gravity field. The remainder of this section summarizes the state of the art prior to the Mariner 9 mission in relation to these two problems and outlines the solution strategy that was eventually employed in actual operations.

## B. Orbit Convergence Problem and Partial-Step Algorithm

1. Problem statement. Nonlincarities result from the inebility to accurately relate finite deviations in the data to deviations in the probe state with first-order partial derivatives. The convergence problem, which arises with a Mars orbiter because of the effects of nonlinearities, was recugnized some time before the Mariner 9 mission. Full-step, weighted, least-squares differential corrections, which are entirely adequate for interplanctary $O D$, were shown to lead to divergent results in many cases, even for small initial state errors (Ref. 2). To deal with the difficulties associated with nonlinearities, a rank deficient. partial-step differential correction algorithm was implemented in the ODP. The partial-step method uses an a priori covariance matrix to automatically constrain the relative magnitudes of individual components of the solution step in the eigenvector space of the normal matrix, thereby reducing the probability of taking divergent steps. The theory of the partial-step algorithm is given in Ref. 2, where the results of a preliminary OD convergence study for $\mathrm{MM}^{\prime 7} 71$ are presented. The final preflight sta: .s of the tested ODP orbit convergence capability is given here in terms of the results of test cases on the mission. The region of convergence is compared with the preflight predicted orbit error caused by maneuver errors and encounter phase OD errors.
2. Predicted OD accuracy at initial periapais. The orbit knowledge error at the termination of the Mars orbit
insertion (MOI) mancuser is composed of the encounter phase OD error and the state error caused by errors in executing the spaceraft insertion manewer. Figure 1 illustrates the encounter phase OD) uncertainty for doppler tracking of the spacecraft from $E \quad 30$ ess. Plotted in the figure are the res position and ras s focity mocertaintes at hyperbolic periapses, in an arocentric cartesian coordinate system, as functions of the time at which the tracking is terminated. Frror assumptions used to derive the curves in Fig. 1 are given in Table 3.

The accuracy obtained from the processing of tracking data up to $E-1$ h was taken as a nominal expected figure because roll maneuvers were to be made in the last hour in preparation for the MOI maneuver. At the initial periapsis, these accuracies were

$$
\begin{aligned}
& 3 a(\text { rss position })-30 \mathrm{~km} \\
& 3 \mathrm{r}(\text { rss velocity })=20 \mathrm{~m} \mathrm{~s}
\end{aligned}
$$

3. Maneuver errors. The state knowledge uncertainties at the initial periapsis caused by errors in the MOI maneuver were expected to be well within the following tolerances:

$$
\begin{aligned}
& 3 \sigma(\text { rss position })=17 \mathrm{~km} \\
& 3 \mathrm{r}(\text { rss velocity })=49 \mathrm{~m} / \mathrm{s}
\end{aligned}
$$

Because the OD and maneuver errors were expected to be uncorrelated, the se individual errors were combined to yield the following total $3-\sigma$ state knowledge uncertainties at the initial periapsis:

$$
\begin{aligned}
& 3 \sigma(\text { rss position })=34 \mathrm{~km} \\
& 3 \sigma(\text { rss velocity }) \approx 53 \mathrm{~m} / \mathrm{s}
\end{aligned}
$$

4. Results of partial-step method and worst direction for errors. Several studies were completed using the partial-step algorithm to aid in OD convergence. Although errors in all directions in the state space led to convergence with the partial-step method, some directions appeared more favorable than others. A worst direction for errors at initial periapsis was found; the convergence region for this direction yielded a conservative estimate of the capabilities of the partial-step method. To get an intuition of the worst direction for an initial state error, the doppler time history for a planetary satellite like Mariner 9 (shown in Fig. 2) must be considered. If the solid line represents the real data and the broken line the predicted data based on an a priori state at periapsis, $t_{0}$ and $t_{1}$ are the first and second periapsis times of the true
trajoctoss the gemeraton of the real t.e The following combergene charactemtios were oby d matmost all of the partial-step cave obsersed to Gate. where trepresents the end of the dita spem procesided (tor all caves $t$ - the predicted orbital perrod:
(1) If the s:cond pernpess of the true trapetory is not included in the real data-i.e., if $t, t_{1}$-then conwersence is obtained.
(2) If the atoond periapes is included in the real data-16 , if $t \rightarrow t_{1}$ - then comergence is not obtained.

These observations led to the comelnason that the presence of an uncxpected persupsis in the data internat is the most siguificant conditon that com ocour in terms of limiting the convergence of the purtialstep algorithme Thus, the wont mital derection erron where ewor rall minus predieted is that which results in the predicted period being as much larger than the actual period as is possible for a given error magnitude. A worst-durection analysis. however, must be conditioned on the a priori probabilities associated with the direction of the initial error. Examination of Fig. 3, which heuristicall- depicts pesition-velocity phase space might suggest that the worst direction is given by the vector A, the shortest distance to the boundary of the noneonvergence region. However, if the a jriori initial error dispersion is represented by the ellipse centered at the origin, then the prohable worst direction may lie more in the direction of the vector $\mathbf{B}$. This worst direetion can te found amalytioally be minmising the function

$$
\begin{equation*}
J-\mathbf{A} \Delta \mathbf{x}+\lambda\left(\Delta \mathbf{x}^{r} \Gamma_{s}^{\prime} \Delta \mathbf{x} \quad 1\right) \tag{}
\end{equation*}
$$

where
$\Delta x=$ worst-direction error (to be solved for)
$A=$ ia $\mathfrak{\imath}(x y z, i \underline{y} \dot{z})(a=$ semimajor axis)
$\Gamma_{0}=a p r i o r i$ state knowledge covariance matrix at periapsis

The solution to the minimization of J in Eq. (1) is

$$
\begin{equation*}
\Delta \mathbf{x}=-\frac{\Gamma_{\mathrm{s}} \mathbf{A}^{\prime}}{\sqrt{\mathbf{A} \Gamma_{\mathrm{N}} \mathbf{A}^{\mathbf{P}}}} \tag{2}
\end{equation*}
$$

It was found from calculations using Eq. (2) that the worst direction is a dispersion in position opposite the position vector at periapsis and a dispersion in velocity opposite the velocity vector at periapsis. Thus, the worst direction lies in the orbit plane and results from negative perturbations in the semimajor axis and the eccentricity.

Maltiples of the worst-diection wotor were tevited ower wash data spam, to ohtam the womst-ductam convergence propertes ter the Mamer 9 whet The results of the tevts ate shown in Fige $t$ in the form of plots show ing comsergence and noncomergence regions in terms of mitial ponituon ento comabence lmits is the trackme datii phan used. The muthal pontion error is defined as the
 cortesan conciinates correvonding to the worst-dirextion

 is shownas a function of the data ? (rmination time. Track mg begins 1 hafter petiapsis The partial-step algorithm attaned comvergence from a worst-direction rss error of $100 \mathrm{~km}(د)^{\circ} \quad 200 \mathrm{~m}$ s) fitting 4 h of data. After pre limin.ry comergence with such a short data are, finer "tuninge" i.e., comergence to a more accurate solution. can be performed with a longer data are. This procedure is illustrated in the Fig 4 , where an initial position error of $1(x)$ han remans coonly in the comergence region until 4 h of dita are processed. bringing the error to the $3-0$ (O) level From this peint, more data can be added to the solution span, and the convergence procedure can be contimed After initial comergence has been obtaned. the remaining error lies in the Earthis plane of the sky. (This phenomenon will be discossed later.) Hence, the comergence properties with additional data are even more optimistic than these suggested by the figure.

## C. Major Error Sources Affecting Converged Solution Accuracy

1. Martian gravity. It was determined on the basis of extensive covariance analyses that the probable major OD error source for the satellite phase of Mariner 9 would be the unmodeled accelerations caused by an incomplete mathematical model of the Martian gravity field. The classical treatment of fis dods involves expressing the gravitational potential as a series of spherical harmonics. The values of the harmonic coefficients of the Mars potential function were unknown, with the exception of $C_{y, 1}$, which had been determined from ohservations of the Martian moons and from Mariner 4 radio tracking data (Ref. 3). Because it was felt that accurate values for the coefficients would not be deternined until many revolutions of data had been processed, the bulk of the pre-flight studies were concerned with defining a solution strategy which minimized the effects of gravity anomalies.
2. I heory of spherical hamonies, In all of the pre- flight studies, the spacecraft acceleration was assumed to result from a gravitational potential represented by the spheri-
cal harmonic expansion obtained by solving Laplace's equation

$$
\begin{array}{ll} 
& \prime  \tag{3}\\
\hline
\end{array}
$$

The solution ar the gravity potential is

$$
\begin{gather*}
U \cdots \frac{\mu_{i}:}{r}\left\{1: \sum_{l=1}^{\infty} \sum_{m=1}^{1}\left(\frac{R}{r}\right)^{l} P_{l}^{m \prime \prime}(\sin \phi)\right. \\
\left.\forall\left(C_{l m} \cos m \lambda+S_{l m} \sin m \lambda\right)\right\} \tag{4}
\end{gather*}
$$

where
$r, \phi, \lambda=$ Murs-centered, body-fixed spherical coordinates
$\mu_{s}=$ Mars gravitation constant
$\boldsymbol{R}=$ Mars mean equatorial radius
$P_{1}^{m}=$ associated Legendre polynomial of degree $l$. order $m$
$C_{l m}, S_{l m}=$ harmonic coefficients

The coefficients $C_{i m}$ and $S_{l m}$ are related to the commonly used coefficients $J_{I m}$ and $\lambda_{I m}$ by the relations

$$
\begin{align*}
& C_{l m}=J_{l m} \cos m \lambda_{l m}  \tag{5}\\
& S_{l m}=J_{l m} \sin m \lambda_{l m}
\end{align*}
$$

When this convention is used, Eq. (4) becomes

$$
\begin{align*}
U= & \frac{\mu_{\delta}}{r}\left\{1+\sum_{l=1}^{\infty} \sum_{m=0}^{1}\left(\frac{R}{r}\right)^{\prime} P_{1}^{m}(\sin \phi)\right. \\
& \left.\times J_{l m} \cos m\left(\lambda-\lambda_{l m}\right)\right\} \tag{6}
\end{align*}
$$

In this notation, $J_{1 m}$ is a measure of the magnitude of the gravitational anomaly; and $\lambda_{1 m}$ orientates the anomaly relative to the prime meridian of the planet.

The first-order polynomials, $P_{i}^{\prime \prime}(\sin \phi)$, are periodic on the surface of a unit sphere and vanish along l latitudinal nodes on the surface, dividing it into $(l+1)$ zones. The respective associated coefficients are referred to as zonal
harmonies. A node is defined as a point or locus of points where

$$
\begin{equation*}
P "(\text { win } \phi) \quad 0 \tag{7}
\end{equation*}
$$

The fut ctions $P_{i}^{\prime \prime \prime}(\sin \phi) \cos m \lambda$ and $P_{i}^{m}(\sin \phi) \sin m \lambda$ are also periodic on the surface of a unit sphere. They vamsh along ( $l \mathrm{~m}$ ) latitudinal nodes and along $2 m$ longitudinal nodes, thus dividing the surface into ( $l \mathrm{~m}+\mathrm{l}$ ) zones and $2 m$ sectors. These two families of nodal lines intersect orthogonally, dividing the sufface into rectangular domains or tesserate; hence, they are called tesseral harmonics. The $C_{t, 1}$ or $J_{i n}$ are termed the zonal coefficients of the potential function, and the $C_{i m}, s_{i m}$ or $J_{i m}$ are known as the tesseral coefficients when $m \neq l$, and as sectoral coefficients when $m$ - $l$.

It is possible to relate the lower-degree harmonic coefficients to physical properties of the planet. These coefficients are a function of the size, shape, and mass distribution of the planet, and, for a rigid body, are a set of constant characteristics of that body. For example, $C_{110}, C_{11}$, and $S_{11}$ represent displacements of the center of mass along the $\approx-x$ - and $y$-anes, respectively, where $:$ is the planets spin axis and $x$ passes through the prime meridian. Furthermore, $C_{: 1}, S_{\because,}$ and $S_{: 2}$ are proportional to the products of inertia $I_{r:}, I_{\nu:}$, and $I_{r v}$, respectively. Consequently, if the body-fixed coordinate system corresponds to the principal axes, these products of inertia and the corresponding harmonic coefficients are zero. If, in addition, the planet is axially symmetric about the $z$-axis, all coefficients not of order zero vanish; i.e., $J_{I m}=C_{1 m}$ 0 if $\boldsymbol{m} \neq 0$.

Insight into the effect of the individual terms in the expansion of the potential can be obtained by replacing the actual distributed mass with an equivalent body of uniform density. The approximate shape of this equivalent mass can be determined from a study of the variation of the potential with $\phi$ and $\lambda$ at a constant radial distance $r$. Values of $U$ that are greater than $\mu_{\delta} / r$ will indicate that the equivalent body has more mass in the region than it would have if it were a homogencous sphere. Sirnilarly, values of $U$ less than $\mu_{\delta} / r$ indicate a mass deficit.

For the purposes of this discussion, it is assumed that $J_{\text {Im }}>0$ and

$$
\begin{equation*}
\bar{U}_{l m}=\frac{U_{l m}}{\left(\mu_{\delta} R^{1} / r^{i+1}\right) J_{l m}}=P_{1}^{\mu \omega}(\sin \phi) \cos m\left(\lambda-\lambda_{l m}\right) \tag{8}
\end{equation*}
$$

is defined. Then $\overline{\mathbf{U}}_{i m}$ can be used to demonstrate the dependence of $t$ on $\phi$ or $\lambda$. For example, it

$$
\begin{equation*}
\bar{l}_{ \pm n}=P_{2}(\sin \phi)=\frac{1}{2}+\frac{3}{2} \sin ^{2} \phi \tag{9}
\end{equation*}
$$

the quantity has its maximmm value at $\phi=90$ deg and -90 deg, its minimum at $\phi$ - 0 deg, and zeros at $\sin \phi=$ $\pm(13)$ or $\phi \quad 35 \mathrm{deg}$ and 145 deg . The results of plotting ${ }^{\prime}{ }^{\prime \prime}$, radially on the surface of a sphere are shown in Fig. 5a. The shaded areas represent an excess of mass; the unshaded, a deficiency. The results of plotting $U_{\text {in }}$ radially are shown in Fig. 5b. It is common practice to designate $U_{20}$ as the prolateness ( $J_{20}>0$ ) or oblateness ( $J_{\text {: }}<0$ ) and $U_{\text {in }}$ for obvious reasons, as the "pear-shape" effect. As noted earlier, the zonal coefficients divide the body into $l+1$ latitudinal zones and, as shown in the figure, $J_{311}$ divides the body into three, and $J_{30}$ into four latitudinal zones. The figures presented in this section illustrating the harmonics are taken from Ref. 4.

An example of the sectoral harmonic $\bar{U}_{2: 2}$ is sketched in Fig. 5c. As seen in the figure, this harmonic produces no latitudinal nodes ( $l-m=0$ ) and four longitudinal nodes ( $2 m=4$ ), thus dividing the body into one zone $(l-m+1=1)$ and four sectors $(2 m=4)$.

Figure 5d presents a sketch of the tesseral harmonic coefficient $\bar{U}_{33}$. Again, as shown by the figure, there are one latitudinal node, four longitudinal nodes, two zones, and four sectors. In general, many harmonics are required to model the gravity field of a planet adequately. As a result, the composite equivalent mass model of the gravity field is an extremely complicated structure.
3. A priori uncertainties in the gravity harmonic coeff. cients. A pre-flight uncertainty model for the magnitudes of the Mars harmonic coefficients was developed based on an extrapolation of the Earth's gravity coefficients down to those of a planet whose size and mass coincide with Mars. It was assumed that the strength of the supporting material of Mars is similar to that of the Earth, and that equal stresses are supported (Ref. 5). The existence of equal stresses then implies that

$$
\begin{equation*}
\left|C_{n m^{\prime}} S_{n m}\right|_{\delta} \approx\left(\frac{\mu_{\oplus}}{\mu_{\delta}}\right)^{2}\left(\frac{R_{\delta}}{R_{\oplus}}\right)^{4}\left|C_{n m^{\prime}} S_{n m}\right|_{\oplus} \tag{10}
\end{equation*}
$$

Table 4 lists the a priort standard deviations of the Martian harmonic coefficients based on the premise that Eq. (10) gives a reasonable approximation of the expected absolute values but no information on the signs of the
coefficients. Consequently, the a priori estimate of each coefficient was zero.

Table 5 presents a comparison of the expected probe acceleration uncertainty caused by the gravity terms with the uncertainty caused by other error sources. The maximum expected magnitude of the unmodeled accelerations due to radiation pressure, lift and drag forces caused by the Mars atmosphere, and spacecraft gas and propellant leaks are listed along with the maximum expected unmodeled accelerations caused by gravitational uncertainties. The table shows that the acceleration errors resulting from an incomplete gravitational model of Mars are much larger than the ones caused by these other sources.
4. Dependence of OD accuracy on the uncertainty of the gravity inorie!. To assess the relative effect of the inexact gravity' model on the expected accuracy of the orbit solution, the formulation of the weighted least-squares estimate of the spacecraft state derived from Earth-based tracking data was examined. The data vector $\mathbf{z}$ (observed minus computed values) is related to the estimated state vector $x$ and the parameters expected to be in error $y$. by

$$
\begin{equation*}
\mathbf{z}=\mathbf{A} \mathbf{x}+\mathbf{B y}+\mathbf{n} \tag{11}
\end{equation*}
$$

where $\mathbf{n}$ is the data noise vector.

If the standard deviation of the zero-mean data noise is given by $\mathbf{R}$, then the minimum variance estimate of $\mathbf{x}$ is given by the familiar weighted least-squares form

$$
\begin{equation*}
\hat{\mathbf{x}}=\left(\mathbf{A}^{r} \mathbf{R}^{-1} \mathbf{A}\right)^{-:} \mathbf{A}^{r} \mathbf{R}^{-1} \mathbf{z} \tag{12}
\end{equation*}
$$

and the computed covariance matrix of the error in the state estimate is given by the equation

$$
\begin{equation*}
\Gamma=\left(\mathbf{A}^{T} \mathbf{R}^{-1} \mathbf{A}\right)^{-\mathbf{1}} \tag{13}
\end{equation*}
$$

The error in the estimate of $x$, based on the neglected parameters $y$ and the data ncise, is given by

$$
\begin{equation*}
x-\hat{x}=-\left(A^{\top} R^{-1} A\right)^{-1} A^{\top} R^{-1} B y-\left(A^{\top} R^{-1} A\right)^{-1} A^{\top} R^{-1} n \tag{14}
\end{equation*}
$$

The partial deaivative or sensitivity matrix of the error in the estimate of $x$ to the $y$ parameters is given by

$$
\begin{equation*}
S=-\left(A^{r} \mathbf{R}^{-1} A\right)^{-1} A^{r} \mathbf{R}^{-1} B \tag{15}
\end{equation*}
$$

and if the y parameters have an a prome con annere matrin I. , then the convidel con ariamer matre of the errer in the wimate of a is

$$
\begin{equation*}
\mathrm{I} . \quad \mathrm{r} \cdot \mathrm{sl} \mathbf{S}^{1} \tag{16}
\end{equation*}
$$

It the $y$ are uncorrelated, the eppected error perturbation in one of the a components, $x$, caused by one of the $y$ components. ! $\%$ is given his

$$
\begin{equation*}
\Delta x_{1} \quad S_{r, w}, \alpha_{k} \tag{17}
\end{equation*}
$$

where $s_{s, \ldots}$ is the $i$, th element of $t$ : $s$ matrix.
To determine how crrors in the hamonic coefficients would corrupt both the local and napped state solution aceuracies, many covarimer malyses were performed on simulated thate whluthen in the carly manes of the preHeght studios In there covarianer ande wes, the vector, in $\mathrm{E}_{4}$ (11) was ustally the deviation irom the anterpated standard wate vector (cortesian veheots and presition) of the spacecratt at the periapsis paseses time just preveding the interval of data, and $y$ was mondly a aco tor of hamomic corfficient deviations, as whll as other model errors. The results of the covariane amaises have been published in the literature, most notably $u$ Refs. 6 and 7.

In summary: the pre-flight covarianer amalysis led to the conclusion that if only the state vector is estimated, no more than a single revolution of tracking data can ine processed without experiencing severe degradation of th.solution accuracy because of errors in the gravity model. Furthermore. it was shown that the single revolution of tracking data could not contain any data points within an hour of a periapsis passage without the estimate of the orbital period being adversely affected. A pror estimate of the orbital period leads to poror trajectory extrapolation accuracies.

Table 6 lists the $1-\sigma$ values of the rss position error at the periapses, bracketing a revolution of processed data. and the $1-\sigma$ values of orbital period in the following revolution. The values were obtained from the formulas given above, applied to a simulated Mariner 9 orbit on November 14, 1971. The gravity coefficient uncertainties in Table 4 were used to construct the a priori covariance matrix $\Gamma_{y}$. Tabie 6 also lists the deviations in the estimates corresponding to the summed effects of the gravity coefficients of differing degrees. Second-degree coefffcients dominate the uncertainty in both position and period.

The results of curnding the data are to cover two revolutions of data and misiaving the whlution hen to inchule Low-degree gravitr coefficents are also shown m Table 6 The peried chor is geom tor the first revolutum after data terminatom. The pontum error is not changed with woond-degres coefficients hut is redaced if third-degtee coefficients. ane included in the solution list. Marked prowd aror reduction is seen it secomd-degree coeff. cionts are included in the solution hist, and estimating thied-degree coefficients mproves the estimate acenracia. further.

## D. Qualitative Description of Satellite OD Accuracy Properties

1. Longitude of node in Earth's plane of the sky. It was wengiased that. of all the orbital cements determined hocall from Earth-baced trachine data, the longitude of the line of nowes in the Earthis plame of the shy is the most uncertain. The macertainty in this poorls determined angle is copuivalent to the nocertainty of $\Omega$ as it is defined in Fig. 6, which illustrates the Earth-station, Mars-spacecraft tracking geometry. In the figure. $z^{\prime}$, r. and $\Omega$ are eylindrical coordinates defining the position of the spacecraft relative to Mars at the time of tracking. and $h_{r}, h_{1,}$, and $h_{\text {; }}$ are components of the station in an Earthcentered cartesian coordinate system. They are given by the expressions

$$
\begin{array}{ll}
h_{r} & r_{4} \sin \omega t \\
h_{1 \prime} & h_{\cos } \cos \delta-r_{r} \sin \delta \cos \omega t \\
h_{:} & h_{\sin } \sin \delta+r_{1} \cos \delta \cos \omega t \tag{18}
\end{array}
$$

where

$$
\begin{aligned}
& h=\text { distance from station to Earth equator along the } \\
& \text { Earth spin axis } \\
& \text { = geocentric declination of Mars } \\
& \text { nongular rate of the Earth } \\
& r \text { - time from station meridian passage of Mars } \\
& r_{n}=\text { Sation distance from the spin axis }
\end{aligned}
$$

Figure 7 jresents a geometric view of how a node error can affect tile position error of the spacecraft. A node error is :quisalent to mislocating the orientation of the orbit about the Earth-Mars line of sight, and the doppler data are relatively insensitive to such a rotation. The orientation crror results in a total position error of $r, \Delta \Omega$ at periapsis. This position error is normally minimum in the
periapsis region and maximum in the aponpsis region for an eccentric orbit like that of Mariner 9 . It should be noted that $r$ ase constitutes almost the entire position error of the spacecraft, and that the crrors in $r$ and $z^{\prime}$ are small compare $i$ to $r \Delta s$. Figure 8 presents the time history of the reppective 1-arerrors in rase, $r$, and $:^{\prime}$ for the pre-light uncertainties in the Mars gravity coefficients. The uncertainties in $r \pm \Omega$ and $r$ are seen to be minimum at periapsis, but the uncertainty in $z^{\prime}$ is masimum. The maximum $\Delta z$ oer ar, at periapsis because of in-orbit downtrack errors in the trajectory in the periapsis region, where the erroneous aceelerations caused by uncertaintes in the gravity field are maximum.
2. Predicted orbital period. The least accurate predicted orbital element is the orbital period. If the estimated spacecraft state is integrated forward in time, past the region of available data, for several revolutions and compared to the actual trajectory of the spacecraft, the position error between the two can grow in the downtrack direction. Such a position error results from the actual trajectory being perturbed by the unknown purtions of the gravity field so that the actual period a ad times of periapsis passage change in a manner which is not predicted in the estimated trajectory: i.e., the actual orbit moves "out from under" the estimated orbit. The geometry of this error is illustrated in Fig. 9, where the constant initial position error caused by the node error is shown vector-summed with successive position errors, which lie along the instantaneous velocity direction. These successive position errors result from the successive periapsis passage time errors, and their contributions can dominate the total predicted periapsis position error after several revolutions. The in-track predicted position error can be approximated by the formula $V_{P} \Delta T_{P}$, where $V_{P}$ is the magnitude of the velocity at periapsis, and $\Delta T_{P}$ is the error in the time of periapsis passage.

## E. Simulation Studies

The final and most important step in the pre-fight studies was the fitting of simulated data in a simulated operations environment. The desirable method in such studies was to apply the OD strategy, observe the estimate behavior over several revolutions of data, and correlate the observed behavior with the results of the covariance analysis. A number of such studies were conducted as part of the pre-flight analysis; the results of one are presented here. Several revolutions of data were generated for a simulated trajectory with typical sample coefficients in the gravity field. The spacecraft orbit was determined from three successive revolutions of data. The
divpersion of the perapse pontion cetmater about the firet solution is given in Pies. 10 The actual smmatad porition w ahe phacd on the firure The ponitum determanation appears to be comastent with the coratimere

 plotted as a fanction of time in secomds, with the actual time of sucossise perixpis pasace denoted brertical
 ( mosmarks on the evtemded (dashed) position bars The mapping uncertanty is low than Is after one resolution .and within - , dfer two revolutioms. (iraits solutions trom the simulated data led to smaller solution des iations. spedicted trom the covarimer amalnsis remolt

## F. Orbit Determination Solution Strategy for the Satellite Phase of the Mission and Expected Accuracy

The results of the pre-fieht covariance andyses and simulation studies led to the following definition of the solution strategy:
(1) Using a batch-weighted, least-square's estimator, solve for the state (position and velocity) of the spacecraft from a single revelution of tracking data, omitting the data within an hour of periapsis, which are most sensitive to the gravity errors. Use the partial-step algorithm for convergence if necessary. If severe convergence problems arise, shorten the data span, and work up to a full revolution of data. as illustrated in Fig. 4.
(2) Accumulate several successive revolutions of data. Then, using the conditions arri' 'at in step ( 1 ) as initial conditions, solve for th. ...ate plus low-order gravity cocfficients.
(3) As more data become available, resolve for the state from a single revolution of tracking data, with the gravity terms obtained from step (2) placed in the spacecraft trajectory integration model.

The three steps listed above are referred to as the pregravity sensing mode of operation, the gravity sensing mode, and the post-sensing mode, respectively.

The predicted uncertainties of the local and mapped estimated position at periapsis, based on the pre-fight simulation and covariance analyses, are summarized in Table 7. The predicted uncertainties are compared with the accuracy requirements. The uncertainty in the mapped time of periapsis has been corrected to an approximate downtrack position error by multiplying the time of periapsis uncertainty by the velocity magnitude at periapsis.

The results hown in Table 7 illustrate the most mportant chanateristic of the Manine 9 satellite orbit determina tion problem: that the high degree of (ol) acouracy required by the Mm"a Propect would be met onk after multirewolution solutions tor the graite field of Mars

## III. Mariner 9 Data and A Priori Astrodynamic Constants

## A. DSN Data

1. Two-way doppler. Amost all of the satellite orbit whations for Mariner 9 were computed on the basis of two-way doppler measurements onls. During the 11': months Marimer 9 was in orbit, wer $3(0), 0(0)$ two-way doppler measurements at 1 -min count times were recorded. In the first $\mathbf{2 s 0}$ revolutions, two-way doppler tracking data were obtained in a nararly continuon, fashion by deep space station (DSS) 12 at Coldstone, California, DSS 41 at Woomera, Australia: and DSS 62 at Madrid. Spain. As the Earth-Mars distance incredasd during the orbit phase of the mission, the signal-to-noise ratio of the spacecraft communication link decreased. In March. increased data noise rendered the $\mathbf{2 6}$-m-diameter antemas ineffectual. Consequently, after revolution 2s0, only the f4-m antema at DSS 14 was used for tracking the spacecraft. Figures lla and b show the time history of the respective antema clevation angles over a l-day interval on November 15, 1971 (Fig. 11a), and again on May 5. 1972 (Fig. 11b), when only DSS 14 was tracking. Times of local periapses and apoapses are marked on the figures.

Figure 12 illustrates the evolution of the accuracy of the doppler data by showing the rms of the doppler residuals plotted against time through October 1972. Individual rms values have been obtained from short are fits to the data. Also included on the figure is the magnitude of the Earth-Mars distance showing its increase from about $1.2 \times 10^{4} \mathrm{~km}$ at insertion to about $4 \times 10^{\mathrm{n}} \mathrm{km}$ after 600 orbits. It can be seen that, as the Earth-Mars distance approuched $3 \times 10^{\circ} \mathrm{km}$, the noise observed at the $26-\mathrm{m}$ antenna increased markedly, whereas that at the $64-1 n$ antenna increased only slightly.

The quality of the doppler data during the month around superior conjunction was degraded sharply because of the effects of the rapidly varying quantities of charged particles along the signal path because of the solar corona. The rms of the doppler noise actually reached a maximum of 2 Hz on the day of conjunction.



The dita fom the DSN itathons were wont ove teletupe to the Sbace Flight Operatums Ficilit (SFOF , where they were stored on high speed magnetie drums. Data were thell written on magnete tape by the Network

 "a doppler oherabless one and thecens dopple


 and dita (pailits melne.itom.

The Navigation Team processed these data tapes on the L'NIVAC 110 S computer. The orbit dat. cditine (ODE) program was uned to reformat the data and to climinate all of the unused data types. such as angular data. The output of the ODE was then processed by a medium-acuracy OD editing program, the tracking data editing orbit determination (TRNED program. The printed and plotted output of this program was analeaed to locate and climinate poor data. Data were compressed to $10-\mathrm{min}$ intervals for regions of time at least 2 h away from a periapsis passage. Individual edited and compressed data records were merged wath previously processed data records and stored on tape to produce complete satellite data records for use in the orhit estimation computations.

During the period of time in which all stations were tracking, radiometric data were obtained 24 h per day by the DSN. After revolution 2SO, a $10-\mathrm{h}$ pass of data centered around periapsis was taken by DSS 14 . The rate was generally one point every 60 s. During most of the orbit phase, the Satellite OD Group processed data two or three times per week to fulfill science or DSN requests for updated orbits.
2. Ml' ranging data. Navigation Team support of the relativity experiment required the processing of Earthspacecraft range measurements. Two-way time delay measurements, which are proportional to station-spacecraft range: were obtained using the Ml' ranging machine at Goldstone throughout the mission. Raage measurements were acquired several times per week from November 1971 until August 1972. at which time the frequency of independent range ineasurements was increased to several measurements per Goldstune pass. In all, a total of over 1300 individual range measurements were acquired during the satellite phase of the mission. Most of these
measurements were obtained in the 8 weeks bracketing superior conjunction. The ranging measurements, which are nomally precise to a few meters, were perturbed by charged particles in the transmission media, which retarded the signal and thus contributed to a larger time delay than that predicted from the true coordinate range. As the signal path for Mariner 9 neared the Sun. both the amplitude of the steady-state charged particle content and that of the stochastic variations along the signal path increased. However, the effect of the steady-state content can be modeled, and so it cansed few problems (Ref. 8). At closest provinity to the Sun on Scptember 7, 1972, the average electron content of the signal path through the solar coroma was at its maximum, which caused a time delay of about $20 \mu \mathrm{~s}$ (out of a total round-trip light time of some 45 min ). Because $1 \mu \mathrm{~s}$ of time delay corresponds to about 150 m one-way range to the spacecraft, the maximum corona effect was some 3000 n in range. On the other hand, the stochastic variations in the corona induced a range uncertainty that is difficult, if not impossible, to mokel. On a seake of 1 day, the sflect can be several microseconds.
3. Differenced range vs integrated doppler technique calibrations. The differenced range vs integrated doppler (DRVID) technique, discussed in more detail in Ref. 9. was used to calibrate charged particle activity in the signat path for small Sun-Earth-probe angles and to provide corrections for orbit computations. Raw DRVID data provide a time history of the observed range difference from the initial range observation in a continucus pass minus the integrated range rate from the doppler data. The data measure twice the round-trip range change during a pass because of charged particles, but they do not indicate the total group delay.

DRVID data were obtained by way of two modes of operation: (1) the Ml ranging machine because of its mechanization, output DRVID data automatically during any single range requisition, or (2) the data were constructed extemally from counted doppler and individual range acquisitions. DRVID data spanning entire passes were generated, using primarily the second mode, for the periods of August 10 to 25 and September 16 to October 12, 1972. Data nearer conjunction could not be obtained becavse of poor doppler quality. Data further from conjunction are now being processed. The data are least-squares fit with a polynomial of the lowest order, which reasonably represents its structure. The coefficients of this polynominal are used to adjust the doppler and range data in the spacecraft-orbit fitting software.

Figures 13a, b, and e lhestrite the Dinvil) data for pesser hegiming on Augus 20. 23, and 25. respectivelv. Curves which show the heast-squares-fit polynomial ane superimposed on the actual data. On the days shown, the variation in wherved range samsed by charged partiches in a single pass was as high as 300 m . with a masimmm shope of 75 mh .

## B. Spacecraft Data

1. TV images of surface landmarks. The radio orbit olutions of Marimer 9 were confirmed by solutions based on TV images of the Martian surface. The imaging system on board the Mariner 9 spacerraft consists of a wideangle, low-resolution camera and a narrow-angle, highresolution camera mounted on a scan platform with two degrees of freedom, which can be positioned relative to the spacecraft. The wide-angle camera has an effective focal length of 50 mm and a field of view of $11 \times 14$ deg with a surface resolution of 1 km at a slant range of approximately 1750 km . The narrow-angle camera has an "ffecive focal length of 500 mm and a field of view of $1.1 \times 1.4$ deg with a surface resolution of 100 m at the same slant range of 1750 km . The basie landmark observables consist of picture coordinates of images (iine, pixel locations) measured on $8 \times 10 \mathrm{in}$. photoproducts.

The criterion used for selection of pictures from the available collection transmitted by Mariner 9 while in orbit was based on redundancy of observation of some well identifable surface features. The dust storm obscuration of the planct during the first 2 months of orbit left unly the south polar cap and the volcanic prominences in the Tharsis region visible. Consequently, the TV science interests were focused on these regions, and it was possible to get data from these early pictures. Because the areas were photographed through the haze created by dust in the Martian atmosphere, a large portion of the carly data was of poor visual quality. However, the pictures were still usable. The bulk of pictures received after the dust storm cleared in January were taken for the purpose of mapping the planet with a minimum cbservational redundancy. Thus, data became available only during special picture sequences, when the TV camera wis trained on the south polar cap and on the volcanic prominences in Tharsis, namely, Nix Olympica, Pavonis Lacus, and Nodus Gordii. The data for Ascraeus Lacus were scanty and of pour quality, and were not used. Figure 14 shows the distribution of the total usable pictures relative to time of periapsis passage, the target sighted, and the type of camera used. A very large portion of the data is made up of wide-angle pictures of the
south polar region, all taken 30 min befe re periapsis. This part of the data allows observation of the south polar cap from a nearly fixed position in space while the planet rutates undenneath the spaceeraft at the rate of 9.5 dey per orbit of Mariner 9. The 13 landmarks sighted are shown in Figs. 15:a, b, and c.
2. TV pointing data. The accuracy of OD solutions based on optical data is deperndent on the acquisition of data which yield the inertial pointing of the target raster at the time of observation. These datat are processed by two methods. The first consists of processing the engineering telemetry data, which contain quantized readouts of the scan platform gimbal angles in the cone and clock axes, readouts of the pitch and yaw angles from the un sensor, and the star sensor readout of the roll anghe Figure 16 shows a sample plot of the yaw, pitch, and roll variations in the vicinity of a picture shuttering over a 100 -s time interval. Because of a wide variety of situations arising from the spacecraft attitude motion and the re. sponse of the attitude control system, it was necessary to examine all the data available to determine the switching condition of the spacerraft attitude control system and. thereafter, to fit an appropriate segment of the data in the neighborhood of the shuttering instant. This procedure $w$ as adequate during the high-data-rate transmission, when the engineering data samples were obtained every 4.2 s . However, an appreciable portion of the pictures were taken when the engineering data sampling rate was four times slower than the 4.2 s sample rate. At this rate, it was not always possible to correctly deduce the trend of limit-cycle excursions within the allowed deadband. Such data were therefore carefully examined to determine the nearest two data samples containing the shuttering interval, and the readout was obtained by linear interpolation. In addition, problems wer: occasionally encountered in obtaining the cone and clock gimbal-angle readouts. Because the sampling rate for these readouts was $42 \mathrm{~s} /$ sample, there were situations in which the scan platform was in the slewing mode when the telemetry channels were sampled. In such instances, the gimbal angle readouts were not available from the channels, but they were obtainable from the command values. The "open-loop" TV raster orientation had appreciable errors associated with its construction. Hence, a "closed-loop," second-stage determination of the TV. camera pointing errors was essential to obtain consistent solutions.

The second processing methoc' consisted of solving for the most probable camera orientation at shuttering times using the estimated direction of inertial pointing from the
first method of processing. It was noticed during early landmark data fits that there was a significant discontinuity in the data residuals whenever the cameras were switehed: i.e., the narrow-angle camera residuals were observed to be offset from the wide-angle camera residuals. The obvious inference was that the model for pointing crrors needed an additional three degrees of freedom in the platform coordinates to deseribe the wide-angle eamera offsets in relation to the narrow-angle camera optical axis. When these additional degrees of freedom were introduced, the discontinuity was noticeably reduced. In addition, a set of three fixed offsets of the narrow-angle TV target raster, relative to the scan platform pointing defined by the first-stage estimates, were estimated. Superimposed on these was a random component modeled as being in the yaw, pitch, and roll directions of the spacecraft. Thus, a total of nine parameters were estimated to adequately describe the "true" TV orientation with respect to the celestial reference made up by the spacecraft-Sun and spacecraft-Canopus directions. (Arcturus was not used as a reference star for the data span included here.)

In addition to the above-mentioned discontinuity, there was another source of error stemming from the sun sensor regulation problem. it was noticed, in fitting some closerange landmark data, that the data residuals were enormously large in comparison to the expected measurement error in the pictures shuttered within 20 min from the periapsis passage of the spacecraft. It was determined that this behavior was associated with the design of the sun sensor preamplifier circuitry. It was also found from some symptomatic behavior of the attitude control telemetry that the sun sensor went into an anomalous state whenever stray light from Mars became sufficiently strong in intensity. The incident stray light from the planet rendered the voltage-regulatior mechanism of the acquisition sun sensors ineffective. The primary sun sensors were dependent on this same mechanism for voltage regula. tion. The result was a floating voltage and an unknown scale factor for the primary sun sensor output whenever the problem occurred. Because the sensor telemetry was rendered meaningless in these situations, data taken in the vicinity of periapsis passage could not be used for OD. This resulted in elimination of the high-resolution: data. The alternative to the first method of processing. i.e., corrupting the covariance to solve for the camera pointing direction, was not very successful in these situa. tions because the a priori uncertainty was too large.
3. Nongravitational accelerations. The problem of determining the history of thrusts caused by leaks from the
cold-gas attitude control system became more difficult in the orbital phase than it was in the cruise phase, as discussed in the preceding section. The insertion maneuver required a burn which expended a ce nsiderable mass of propellant, causing the center of mass of the spacecraft to move closer to the center of the roll-axis jet coupls. This reduced the degree to which torques, cansed by rollaxis jet leaks, were cross-coupled into the other axes. In addition, the effects of gravity gradient torques near periapsis produced periodie signatures in the pitch and yaw axes, which had to be separated from any crosscoupling effects. The net result was that the cross-coupling effeets of roll-jet leaks were below the threshold of detection in the satellite phase of the mission. Therefore, the OD Group had to rely on assumptions of historisal continuity. In particular, because the roll axis continued to exhibit occasional bursts of torque in the same direction as those seen prior to Mars encounter, it was assumed that the same roil jet was continuing to leak sporadically. Thrust directions were assigned on that basis.

The computation of the roll-axis torques was also complicated by the motion of the instrument scan platform because the reaction torques were large and the task of reconstructing them from the scan platform position telemetry was difficult. As a result, any gas leaks that occurred during the periods of scan platform slewing could not be effectively detected.

Figure 17 is a plot of the angular accelerations in each of the three spacecraft axes over a span of two orbits near the beginning of December 1971. Uncertainties in the accelerations are denoted by the height of the boxes bracketing each plotted value. A typical roll-axis leak can le seen between 10 $0^{1}$, and $11^{1}: \mathrm{h}$. The cross-coupled torques in the pitch and yaw axes, which were quite distinct in the cruise phase, are indistinguishable here. The torque signatures in the pitch and yaw axes, in which the angular accelerations are positive over most of each orbit but become negative near periapsis, are caused by gravity gradient torques. The large uncertainties in acceleration over the period of 2 to 3 h prior to each periapsis are due to the slewing of the scan platform.

The start and stop times and the magnitudes of the leakn were eatimated by using acceleration profles like those shown in Fig. 17. Figure 18 is a plot of the spacecraft accelorations caused by gas lealos over a typical period in mid-December 1971. Because the time scale of the plot makes the durations of the various lonks diff. cult to compare, the integrated velocity effect of each
 and is deximated bu
4. Spacecraft mass. The mass of Mi.riner " was determined from telemetered information, which yie!ded the propellant expenditures of the various maneuver burns. The values of the spacerraft mass tor the pre-trim 1 and post-trim 1 and 2 phases of the satellite mission are listed below:
(1) Pre-trim 1, 563.3:5 hr.
(2) Post-trim 1, 560.201 kg.
(3) Post-trim 2. 551.890 kg .
5. Solar radiation pressure. The spacecraft reflectivity coefficients which relate the solar, diation to the pressure acting on the spacecraft wise determined from analysis of the cruise data. The respective values of the coefficients which were used in the satellite phase of the mission were $G_{R}=1.2275, G_{p}=-0.0406$, and $G_{v}=$ -0.0436 . (See the preceding section for definitions of these parameters.)

## C. Observer Location and Transmission Media Calibrations

The tracking system analytic calibrations for the satel. lite and cruise phases of the MN71 mission were comprised of calibration coefficients for timing, polar motion, and tropospheric refraction, supplied by the DSN. A discussion of these calibrations appears in the preceding section.

Station locations used during the satellite phase of the mission were determined on the basis of Mars encounter data from Mariner 6. These station locations are given in Table 8.

## D. Martian Astrodynamic Constants

1. Gravitational constant. The mass constant associated with Mars which was used throughout the satellite OD operations had a value of $42,828.44 \mathrm{~km}^{3} / \mathrm{s}^{2}$. This value whs determined by Null (Ref. 3) from analysis of Mariner 4 tracking data. It is in good agreement with values from Mariners 6 and 7, and is consistent with a Gaussian gravitational constant $\boldsymbol{k}=0.01720 e 0083$ and a velocity of light value of $c=299792.5 \mathrm{~km} / \mathrm{s}$, given in Ref. 10.
2. Oblateness. The a priori Martian ohbateness coefficient, $J$, had a value of $1.97 \times 10^{\prime}$, which was determined by Wilkins (Ref. 11 from long-term ohservations of the Martian satellites. The corresponding mean radius of Mars for gravity scaling was taken as 3389.1 km .
3. Spin-axis direction. The direction of the Martian spin axis used at the beginning of the satellite operatoons can be stated in terms of the right ascension and decienation value of the pole direction in the Earth mean equator coordinate system of 1950 . These values are

$$
\begin{array}{lll}
\text { \& } & 316.8538 & 0.0 \times 6997 \\
0 & 53.0666 & 0.0566 T
\end{array}
$$

where $T$ is in Julian centuries past 1950.0 The values Were derived by de Vaucouleurs (Ref. 12) as an unWeighted aserage of the results of Burton (Ref. 13). whose values were determined from Earth-based observations of the motion of Deimos and Phobos, and from Camichel (Ref. 14), whose values were determined from Earth-based observation of the motion of surface features on Mars.

Prior to the flight of Mariner 9, it was thought that the direction of the pole was known to an accuracy of 1 deg. Figure 19 shows the pole solution obtained by various observers using surface markings and orbits of Phohos and Deimos since 1877. These solutions were taken from Ref. 12 and mapped to the 1950 epoch. The pre-Mariner 9 adopted value was obtained by averaging the two Burton values and the single Camichel value shown in the Gigure.

## E. Planetary Ephemerides

The planctary ephemerides used by the Satellite OD Group during operations were all recent, differentially corrected versions of the JPL Planetary Export Ephemeris DE-69 (Ref. 15). The first of these versions, DE-79, included Mars radar time delayed data from June 20 to September 10, 1971. The second version, DE-80, was available on December 28, 1871, and included time delay measurements to October 11, 1971. The third ephemeris, DE-82, was available on September 18, 1972; it was based on existing radar and optical measurements to October 11, 1871, plus 88 "normal points," or reduced range measurements of Mariner $\theta$ itself.

The values of the astronomical unit (AU) and solar mase constant for each ephemeris are given in Table 9.

## IV Pre-trim 1 Orbit Determination History and Support of Trims 1 and 2

## A. Initial Orbit Convergence

As stated in Section I, the first real-time duty of the Satellite OD Croup was to obtain a converged orbit solution from data acquired during the first revolution of
 sorition II, led to the conclusion that the partial-step algorithm would possibly be necessary to solve the prohlem of nonconvergence during the initial probe state determination immediately following Mars orbit insertion (MOI).

Pre-Hight studne , dho showed that the mission ()d) woftware required the following capabilition to med the pen. sible error contingencies that could arise during initial orbit convergence:
(1) Rapid near-real-time multiple iteration of the leastsquares fitting-procedure.
(2) Immediate on-line visual output of the results of each individual iteration
(3) The ability to wait in a "holding pattern" between any given iteration while the user answers the question of whether he has convergence or needs to continue the iteration.
(4) The ability to execute the appropriate response depending on the user's answer to (3).

Therefore, these capabilities and the partial-step algorithm were added to the existing TRKED program, as well as to the ODP. The resulting version of TRKED was certified for mission use during the course of the preflight studies.

The computer time necessary to complete a typical (initial orbit phase) iteration was about 10 s for TRKED. as compared to 2 min for the ODP. This order-of-magnitude improvement in speed was due to TRKED's simplified models and computational shortcuts; the tradeof was the difference in precision. Compared to the expected state knowledge uncertainties at the initial periapsis (as discussed in Section II; this difference was found to be spall: under 10 km in rss position, with a corresponding discrepancy in velocity. Thus, the ODP could converge on the same set of data with two or three "fine-tuning" iterations using TRKED's converged state solutions as initial conditions.

Initial state comergener and refinement during the tirst actual orht about Mars tollowing the MOI manewver was performed in the following manner. The data fitted was two-way. 1-mm doppher, which began mmede ately after the occultation period ended. Thus, the fitted data started approcimately 66 min after the initial periapsis, which was chosen to be the epoch tor all of the fit, performed during this first orbit. For each case, the last best estimate wailahle (at periapsis was used as the nommal state; succeeding fit improwed this state estimate. A priori sugman used for all the fits were 250 km for the positional uncertaintics and $100 \mathrm{~m} s$ for the velocitie. The fir :t fit after the Mfoll was based on approximatel! 2 h of dit. and meluded 156 point comerine the time span between Nowember 14, 1971. 01 h 48 min 32 , and 04 h 29 min 32 s .
 was run in near-real-time, i.e., it was exretsed immediately after the last data point to be fitted was received and included on the proper GD data file. This initial convergence was completed in essentially two iterations and was notable only for its triviality. The cruise phase OD solutions aad the Mars insertion itself were so accurately executed that the TRKED convergence yielded a state whose position moved from the initial a priori state by only 26 km . Thus. TRKED's extended partial-step solution and its full-rank solution (which was computed only for reference) are identical for cach iteration of this case, because the total correction necessary to the a priori state values were well within the linear region of convergence. The conclusion is that, because the mission was so near the expected standards, the paretial-step algorithm was not actually necessary: it was only a safeguard. The equality of the two differert solution techniques can be seen is Fig. 20, which is a photocopy of the results of TRKED's first two iterations as seen on a remote terminal screen during the execution of the program on Novemher 14, 1971. The number of data points used in the fit is $M(=156)$, and OLDPER and NEWPER are the instantancous two-body periods in hours before and after the iterat..n, respectively. PS-DQ and FR-DQ are the partial. step algorithm and full-rank corrections to the state computed for the particular iteration and are in the order $x, y, z, \dot{x}, \dot{y}, \dot{z}$ in units of km and $\mathrm{km} / \mathrm{s}$. The two solutions are identical. The position state has moved from the a priori values of $825.0,-2438.7$, and -4038.0 km to 838.1 .
2419.7, and -4050.2 km , with computed sigmas of 39,12 , and 67 km . (The coordinate system is the Marscentered mean Earth equator of 1850 .) Similarly, the total rss move in velocity is seen to be less than $3 \mathrm{~m} / \mathrm{s}$. The
 12 h .35 mm 2.4 s.

Following the mital TRAEI) comergence the resulting solution "ds awd as a priori state for reconverging wer the sume data span "ith the SITOD)' This yidelded the solution and uncertaintios compiled in the $2-h$ data are section of Table 10. The net ris ponten change betwen THKED and SATOIP solutions is abou 10 hm . this difference vector lies almost entirely in the instantaneous plane of sky and has a magniade considerably withon the corresponding uncertainty ellipsoid. After enough time had elapsed to allow an accumulation of about 4 h of data, the SATODP was tand to fit this expanded are, starting with the $2-h$ solution as the a priori state. This procedure was repeated two more times with the SATODP during the first orbit. onere after $\$ \mathrm{~h}$ of data had been accumulated, and again after 10.5 h . Table 10 summarizes SATODP position solution history for this first orbit. Convergence was obtained with two full-rank iterations for each of the four data are solutions. The computed sigmas in the table are based on $1 \mathrm{~mm} s$ random data noise, and the consider sigmas are derived from the harmonic corfficient uncertainty reported in Section I:.

If the four converged states from T-ble 10 are differenced, it can be shown with the proper coordinate transformation that these difference vectors all lie almost en irely in the plane of sky. Because most of the state. estimation error lies in the plane of sky, it is clear that the inclusion of additional data in the fits of the first orbit decreases and perhaps reorients this plane-of-sky error. Figure 21 summarizes the fisst orbit solution history in terms of positional plane-of-sky deviations resulting from fitting the data ares. which are increasing in length. The location of the squares (TRKED) and circles (SATODP) shows $r$, 10 coordinate moves relative to an arbitrary zero ordinate value. The inscribed 0 or 1 indicates the iteration number yielding that particu!ar value of r, $\boldsymbol{\sim} \boldsymbol{n}$. For example, the (1) appearing bencath the 6 -h abscissa point corresponds to the r, $\Delta \Omega$ value resulting from the ORPs first iteration on the 4-h data-arc fit. The time evolution of the data noise (computed) and consider $1-0$ curves resulting from fitting the different data ares are shown as functions of the time of the last data point for comparisor

Figure 22 similarly presents a summary of the solution history in terms of the computed anomalistic orbital period (elapsed time between successive periapsis passages). The zerro ordinate point corresponds to a period
af 12 h and if min The figure dimometrate propertue of the satellite orbit conversence procedure which hase been prexent throughout the histor! of the sate ellite phase
 oricutato., of the orbit in the Earthis plame of the sh! (a) to its final whe while the orbital period is drisen to an erroneous value. and (2) the seoond iteration solution wally corrects the priod to its final balue. .lll subere quent solution iteratiom in abbequent revolutions of the sitellite mbsion were performed with the full-step .llgofithon in the ODP, and cemerenence was manall! obtained "ith two woltom iterations

## B. Single-Revolution State Solutions

After the initial orbit solution was converged, the major task of the Satellite OD Group was to determine a predicted orbit on which to base the first orbit trim maneuver. This first ma neuver was planned near the periapsis passage at the enc. of the fourth revolution, $P_{4}$. To allow tinse for data editing, data fitting, trajectory generation, maneuver computation, and generation of the spacecraft commands, the predicted orbit had to be determined on the basis of the first three revolutions of tracking data.

Three successive single-revolution fits were made over the first three revolutions. The consistency of the three solutions is shown in Fig. 23 in the same format as the pre-flight simulation fits presented in Fig. 10. The aceual trajectory is not picturi $d$ in the figure because it is ols. viously unknown. The dispersion of $r_{r} د \Omega$ is, howeve., approximately 40 km instead of the 10 km seen with the simulated data, and predicted periapsis passage time mapping is poorer than with the simulated data. From the data fit in the first revolution, the time of periapsis passage one revoletion later, at $P_{2}$, is in error by 3 s , whereas the same fit misestimates the periapsis passage at $P$, by 8.5 s .

## C. Multi-Revolution Solutions

Because of the inconsistency hetween position estimates and betwees local and predicted pasage times, the Navigation Teavs proceeded to sense the gravity field immediately. To do this, a state plus second- and thirddegree coefficient solution was nuade over the first $21_{4}$ revolutions of data. The position of this long-are solution, shown on Fig. 23, falls within the spread of the =asglerovolution solutions. The times of periapals passages are consintiat with those which are local to the single-revolution soluthuss (accurate to 0.1 s ), even when the solution is mapped $1 / 2$ revolution to $P_{3}$.

The trajectory from the lone-are fit was used to plan the first orbit trim manewer. This first mancover was designed to trim down the local orbital period from 12 h 35 min to 11 h 58 min . The trim controlled twe period in the revolution $P$, to $P$ to within an error of 1 s.

## D. Conclusions of the Pre-trim Solutions

The pre-trim orb:t determination was successfully carried out, but, as indicated by Fig. 23, when compared to Fig. 10. the following unexpected characteristics of the OD process and of the Martian gravity environment wereobserved:
(1) The denpersion of successive periapois ponitio. an $i$ mates in the plane of the sty was three to four rimen larger than predicted on the hasis of pre-flicht gravity uncertainty estimates.
(2) The predicted times of periapsis passage were three times more inaccurate after a few revolutions $t^{\prime}$ in expected.
(3) The harmonic coefficient estimates from the $2^{16}$ revolution long-are solution were approximately four times larger than expected.

## E. OD Support for the Second Obit Trim Maneuver

The first maneuver performed in the satellite phase trimmed the anomalistic period in revolution 5 to 11 h 50 min so that the orbital timing would be synchronized with Goldstone. The period of the Mariner 9 orbit, however, did not remain constant.

The gravity structure of Mars accounts for the variation in the period. This rough structure is characterized primarily by two strong gravity regions on opposite sides of the planet and two consistent, weak gravity regions removed 90 deg from the strong regions. These strong and weak gravity regions were manifested in the coeff. cient solutions as large values of $C_{: 2}$ and $S_{22}$.

Because the orbital period of the spacecraft was approximately 12 h and the period of planetary rot in is 24.62 h , the spacecraft at perispais passed almost cuer the same ground feature of the planct on every other revolution, and the gravity bulges caused by $C_{31}$ and $S_{32}$ t'ven exerted a pumping effect on the planetocentn: orbital energy and, hesce, on the orbital period. This phenomenon, called resonanc:, can be intuitively illustrated by the diagrams in Fig. 24.

The figure presents a diagrammatic view of the planet ypacecraft geometry from along the Martian spin axis for four successive points in time. The first view (a) shows the periapsis occurring directly above the tesseral bulge. Thus, the perturbation is perpendicular to the velocity direction, and no period changes occur. Because the rotation rat of the planct does not quite keep pace with twice the orbital rate of the spaccerafi, a few revolutions later the spacecraft at periap: is is ahead of the gravity bulge, as shown in (b). Now the gavity perturbation retards the e nergy of mution, $\mathrm{r} \cdot \boldsymbol{l l}$ ing the orbital period down. In (c). the probe periapsis has advanced to a point above a gravity valley, and the period levels off. However, in (d), the spacecraft periapsis is approaching the opposite bulge; hence, the encrgy and period are increased. This alternating push and pull on the spacecraft resulted in an actual oscillatory period histc:; for Mariner 9 , one cycle of which is shown in Fig. 25. The period oscillated in a quasi-sinusoidal manner with an amplitude of 40 s and a waveiengin of 37 orbital 1 evonutions or $\mathrm{i} 0 \%$ days, the ime taken for the spacecraft to cover the entire Martian surface. The high-frequency variations in the period curve can be attributed to the effects of third- and higher-order gravity coefficients.

The first orbit trim was performed when the period of Mariner 9 was near the top of the cycle shown in Fig. 25 but was falling by about 3 tu 4 s per revolution. Since the mean period (as determineri later) was then some 40 s less than the controlled period in revolution 5 , synchronization of the spacecraft periapsis passage with Goldstone view was not properly achieved by the first trim.

A difference between the local period in revolution 5 and the mean period was suspected prior to the commanding of the first orbital trim. However, confidence in the estimated value of the mean period was low. Although the local period drift was observed, the determination of the mean period involved extrapolation of the orbit with a gravity model determined from only $2 \frac{1}{2}$ revolutions of data. Because the high values of $\boldsymbol{J}_{22}$ and $S_{22}$ dominated the model, the accuracy of the determined mean period was almost totally dependent on the accuracy of these two global coefficients, which were currently estimated from orbital motion over only $6 \%$ of the surface of the planet. A $10 \%$ change in the magnitude of the $C_{22}, S_{22}$ effect- $J_{22}$-would result in a 4 -s mean period change, as would a 10 -deg change in orientation, $\lambda_{22}$. Because the confidence in the values of $C_{22}$ and $S_{22}$ was not at the $10 \%$ level, it was decided to take the local period estimate as the predicted mean period when computing the desired irim mancuver igaition time.

Confidence in the gravity model increased markedly when longer-are solutions, containing many revolutions of data, confirmed the gravity model from the first pretrim 1 fit. The accuracy of the single revolution fits also improved as gravity models were included in the trajectory generation model. This improved accuracy is easily illustrated by an extension of Fig. 23 to include fits made after trim 1. This is shown in Fig. 26, where the fit consistencies are presented in terms of $r_{i}, \Omega \Omega, \Delta r_{p}$, and $\Delta z_{p}^{\prime}$ (see Fig. 6).

The first four revolutions are the same as those shown in Fir. 2:3, and were processed with only the pre-flight $J_{2}$ value of 0.00197 in the gravity model. After the orbit trim was executed at $P_{4}$, the remaining revolutions shown in Fig. 26 were processed with a fourth-order gravity model. determined from a solution over the first four revolutions, included in the trajectory integration. The solution deviations in all of the state components are consistent with the error magnitudes predicted from the covariance studies. The position estimates made after $P_{4}$ agree with neighboring estimates much more closely than those made before $P_{4}$, which indicates the extreme importance of in-orbit gravity modeling.

With the increased confidence in the gravity model and, hence, in the mean period of the orbit, the OD Group performed a single-revolution fit from data in revolution 93. This fit was used to command a second trim maneuver in revolution 94 , which readjusted the mean period of the orbit to synchronize with Goldstone.

## V. Martian Gravity Analysis

## A. Gravity Solution Description

It was concluded from the findings during the pre-trim OD phase of the mission that the gravity sensing mode of the OD strategy would be a very important part of the entire OD system. This conclusion certainly proved to be true for the duration of the satellite operations. Hence, it is important to include a discussion of the characteristics of the gravity field solutions.

Many harmonic coefficient models were determined for Mars throughout the mission to meet the navigation requirements. These models varied in the length of the data arcs and estimated parameter sets. Pre-flight covariance analyses indicated that estimation of the spacecraft state and harmonic coefficients through the sixth degree with data from four to six orbital revolutions would be useful
for na igatorn purpuses. Consequently a total of 19 different sisth-order resomme modeh over wparate data interbals were obtained during the first fer months of the missinn. These model were used for the date tite mon! around revolition 100) and they were aloo useful for consistency checks on the whes of individaal harmonic cocfficients.
 for the periapsis point to cover 360 deg in longitude with
 ral one to use in the solutions for harmonic codficiconts. Tuo such is-revolution fits were made In cighth-degree harmonic model was generated by Lorell and Lames ( Ref 16 ) of the Celential Mechanies Tesm oner revolntions 1 to 42 later, a tenth-degree harmonic model oner molution 52 to 80 "as generated by the Navigation Ticum.

Because a model based on 38 revolutions was valid for all subsequent groun tracks, it was sufficient for subsequent real-time navigation. On December 19. 1971, the eighth-degree harmonic model based on revolutions $\ddagger$ to 42 was made available to the Navigation Tcam. This model was used for short-are fits from revolutions 100 through 250. On March 28, 1972, the Navigation Team completed the tenth-degree model over revolutions 52 to 90 . This model was used for all fits beyond revolution 250 .

Table 11 lists all gravity models generated during the satellite phase of Mariner 9.

## B. Physical Description of the Gravity Field of Mars

The estimated values of the coefficients of the respective gravity models have differed from solution to solution because of the presence of higher-order unmodeled gravity coefficients, planetary ephemeris errors, and attituide control gas leaks on the spacecraft. However, solutions for several of the lower-order coefficients have been relatively consistent for all estimation lists and data intervals.

The solution for the second-order zonal coefficient, $C_{20}$, is $(1.96 \pm 0.01) \times 10^{-3}$, which is in good agreement with the value deterinined from Earth-based optical observations of the Martian satellites and fron Mariner 4 data. The direction of the Martian spin axis has been estimated simultaneously with the gravity coefficients; hence, the values of the coefficients $C_{21}$ and $S_{21}$ are very small. However, the values of the resonance tesserals $C_{22}$ and $S_{22}$ ars $-5( \pm 0.5) \times 10^{-5}$ and $3( \pm 0.5) \times 10^{-5}$, respectively, which are approximately four times larger than expected from extrapolation of the Earth's potential. Physically,
the $/$ term correspond to a grastational bulge aromed the Martian equator, which 5 bimetric about the Mars
 gratatonal bulge it the Martian equator. which is superimposed on the $J$. hulge but is symmetric . .bout a plane in which the spin anis lies. Hence, the gravity bulge caused by C... S a can be thought of as placed on the front and back of the plamet. with gravity wallers on the sides.

Third-degree terms, $\mathcal{C}_{1}, S_{\ldots,} C_{\ldots}$ and $S_{\text {... }}$ have also vhown relatise consistency.

The harmonic cocfficient values for the tenth-degree harmonic model are given in Table 12 It is cmphasized
 $C_{61}, S_{\text {a }}, C_{4}$ and $S_{, ~ i}$ are meningfin on an individual basis. However, the ensemble of coefficients has worked well for mavigational purposes for the Mariner 9 orbit.

The gravitational structure of Mars, as represented by coefficients, whose values are given in Table 12, is characterized by an equipotential surface with a large equatorial bulge, whose height at the equator is approximately 18 km above the polar height if a mean radius of 3394 km is assumed. Superimposed on this equatorial bulge, the tesseral terons combine to form a 1.2 -kin bulse abowe the mean equatorial surface in the Tharsis region of the planet ( $110^{\circ} \mathrm{W}$ longitude). A corresponding high bulge of approximately 0.5 km occurs on the opposite side of the planet in the Syrtis Major region ( 280 W longitude), and low valleys. $0.6-\mathrm{km}$ deep. are located at 30 and $180^{\circ} \mathrm{W}$ longitude.

## C. Consistency of Gravity Solutions

Figure 27 illustrates the disi srsion range of all harmonic solutions as a function of degree and order of all coefficients through four. The values have been divided $L_{\text {; }}$; their respective a priori uncertaintics as derived by extrapolation from the Earth's value. The vertical lines cover the range of values of the sixth-degree solutions; the white circles indicate the tenth-degree fit, the dark circles the eighth-degree fit. The results for $C_{20}$ are shown as a deviation from the pre-flight value. The dashed line represents $1-\sigma$ variations in the estimation of the coefficients based on the extrapolated values for the Earth. As can be seen, many of the solution values are three to five times greater than pre-flight expectations. Note that $\mathrm{C}_{2}$. $C_{22}, S_{32}, C_{31}, S_{31}, C_{3 j}$ and $S_{-3}$ all appear to be reasonably consistent but that estimates of the higher-degree coeffcients are unstable. This instability is due to the fact that the effects of many of the harmonics have similar sigia-
ture in the dopple data Comequenth, these weflice ont ate highls comelated and to a dextor meporable

## D. Error Sources for Gravity Field Solutions

Pont-fit reveluals of the Marmen 9 doppler data oh tamed atter orbit mertion ate ome to two orders of matmede !ager than the pow fit rendual hem the eruse potton of the mosen fonthemome the residuah atter orbit imerton shom clea structures experalls for dat. whtaned near periapm pasake. Comequments: the has mone models generated thus tar have deficiencion both from the pont of siew of sering a a masgation tool and of actually modelmg the grate tield wh Mars. The came of this deficienty talls moto tour cotegorics. which oue discussed below:

1. Limitations of the harmonic expamion. The spherial harmonic expansion und to represent the Mars gran ity potential must be trmeated. usmally after the first tew tens of terms. In gemeral, the effect of weh omitted terms are partly "absorbed" by other components of the model. whose coefficuents take on compensatorv salues. Thus. the Whlue of the hamenic coefficients ohtamed in a particular volution will depend both on the sporn of data used and on the number of ternse retained in the harmonic expanson. With data from only one spacecraft orbit available. many harmonie coefficients leave similar signatures in the data, which causes certain combinations of coefficients to be nearle linearly dependent. It may be possible to alleviate this problem by adding different data types, such as landmark and matural satellite observations, and data from the occultation experiment.
2. Gas leaks and radiation pressure. Sporadic gas leaks in the attitude control system produced accelerations on the order of $10^{\prime \prime}$ to $10^{\prime \prime} \mathrm{km} \mathrm{s}^{*}$ Such leak: are extremely difficult to model accurately, and engineering data on them have been refined only for revolutions prior to trim 2. Studies over this region indicate that unmodeled gas leaks are an insignificant factor on the harmonic corfficient solutions compared to other model deficiencies. The unmodeled part of the solar radiation pressure, together with Mars reflected and reradiated energy, produces an acceleration which is somewhat sinaller than that caused by the gas leaks.

The effects on the estimates of the harmonic coefficients of unmodeled gas leaks are illustrated in Fig. 28, where the differences between two coefficient models determined from the same four-revolution clata arc, one with no gas leaks modeled and the other with gas leaks modeled
(as deambed m Sexton III-B . are demoded b the wa tual bans The odmate wale in the same sh that Fig ar Althengh then model has a ahtocels ematl effect on $f$. the dhase $m$ math of the !agher-degre tems xom mone sigmticant whtac to the anmed a priont mancotamics.
3. Ephemerider. The amerng of thand da, mosume mont modeate that the ephemendes used to analvere the - bame 9 data in section 111 ate on entor in the F.arth
 trates the eftects of uch emon on the wimates of the hamome coefficients, whete the differmer between two

 m Pise os The two ephomender difler he .hout is hem and 05 mm , in the Earth- Mars range and range rate. respectusty. Codficient solution difterences are mostle smaller than thome comsed be the gas leaks and hence they show the lower semsitisite of the cosmates of the harmone coefficients to this order of ephemeris error. The two data ares for Figs. $2 S$ and 29 wa" different; thes, the solutoms for the higher-degree coefficients do not agree.
4. Station locations. Another source of model error is introduced by the uncertanties in the geocentric locations of tracking stations. which are on the order of 3 m in longitude (in the system defined by the planetary ephemerides) and 2 m in distance from the Earthis spin axis ("ef. 17). These crrors, being diurnal, are highly correlated with those of the models used to describe the effects of the Earth's atmosphere and ionosphere on the propagation: of the tracking signal. Analyses, especially of the cruise data, ate being undertaken to reduce this error coures.

## VI. Science Support Orbit Determination History

## A. Solution Procedures

The great bulk of orbit solutions which were generated by the Satellite OD Group were in support of science sequence planning and science dati-reduction efforts. Prediction trajectories had to be provided to locate the predicted Mars periapsis position of the spicecraft to an accuracy of 10 km in the Martian plame of the sky for a period of 1 week into the future. These trajectories were used to align the sean platform prior to sensing the Martian surface. Therefore, the predicted trajectory requirement was imposed at all times at which scan platform mancuvers were imminent. The $10-\mathrm{km}$ accuracy
 ment pometing meratamts of 0.5 deng. l'ang the pededed


 town meanarembith of the Vartian surtace

Prediction orbis wer" gemerated on the basis of shortare data fits defued by the strategy discussed in Section IU. i hata were fit onee or twiee per week in accordance with mission needs. While the $26-\mathrm{m}$ antemas were tracaing, the basie strategy was to process a single revolution of data. These fits contain enough data to minimize the effects of data noise and still yield accurate state solntions. After the spaceeraft went out of range of the $26-\mathrm{m}$ antennas, many of the hort-are fits contained data from two successive revolutions, which provided enough information for adequate orbit determination. These singlestation, two-revolution fits, however, are not as accurate as the single-revolution mulii-station fits. During the entire satellite phase of the mission, approximately 190 short-are fits were performed in support of mission objectives.

It was also necessary to provade final trajectories throughout the regions in which visual images and spectra were obtainer'. These smooth trajectories were determined fonm local doppler data and involved extrapolation only a few revolutions beyond the data interval. The time of periapsis passage was held to a maximum allowable error of 0.1 s throughout the extrapolation, rendering the s-error the dominant position uncertainty. The trajectories provided the final best estimate of the spacecraft position at science data acquisitior times, and thus they were used by the science experimenters in the reduction of the instrument data.

Smooth orbits were generated from multi-revolution, long-are fits to the data. Early in the satellite mission, most of these trajectories were derived from data fits which had been originally used to generate harmonic solutions. As the mission progressed, state-only fits, with a proper harmonic coefficient set in the dynamic model, proved suitable. Most long-arc fits were determined over six revolutions of data until revolution 191, after which one or two revolutions of data proved adequate because of the availability of a more complete harmonic model. The long-arc fit activity was suspended after revolution 277.

## B. Solution Summaries and Accuracies

1. Accuracy criteria. Since the accuracy of the location of the spacecraft in the periapsis region was of prime im-
portance to seience, the diseusion of the aceuracy of both the predicted and smooth orbits will be limited here to
 madicated that the error in the spaceeratt estmated position at periapsis is comprised almost entirely of the vector sum of the local position emor which results from the mprecision of the determined longitude of node in the Earth's plane of the sky and the mapping error caused by an erroneous predicted time of periapsis. These two position errors, denoted respectively by $r_{p}, \Delta$ s and $v_{p}, \Delta T_{p}$, thus will be used as eriteria for judging the aceuracy of local and predicted orbits.

Because a local time of periapsis passage (i.e., a time of periapsis either within or near the ends of a processed span of data) is determined to within 0.1 s , the errors in the predicted periapsis times are easily measared by comparison with updated passage times determined after local data are available. Thus, values of $\Delta T_{p, \text {, the peri- }}$ apsis passage time error, were casy to compute for all predicted trajectories at any future periapsis. Errors in $\Omega$ are more difficult to assess because the true value, or a more accurate value, of $\Omega$ is not available. For purposes of indicating the accuracy of the $\Omega$ value for a particular estimated orbit, the concept of the everage or mean $\Omega$ will be employed. Thus, the node error, $د \Omega$, will be referenced to a mean $\Omega$ value, which has been determined from averaging many $\Omega$ solutions made throughout the satellite mission. Values of $د \Omega$, then, do not necessarily represent the actual error in $\Omega$ for a particular estimated orbit but indicate only the deviations from average.
2. Short-are fit summary. A partial list " che short-are fits which were computed during the satellite phase of the mission is given ir Table 13. Included in the table are deviations from a mean orbit at periapsis in the determined position, which lies almost entirely in the Earth's plane of the sky. The mean orbit is determined from all of the short-arc fits. Values of the $\Omega$ deviations in degrees are also given. The $\Omega$ error is related to the position error by $r_{p}$, the distance of the spacecraft at periapsis from the Mars-Earth line of sight. The evolution of $r_{p}$ througiout the satellite mission is presented in Fig. 30. Also included in the figure is the evolution of the component of the Mars-spacecraft vector at periapsis along the Earth-Mars line $z_{p}^{\prime}$.

Deviations in the plane of the sky position may also be related to in-track and out-of-plane position deviations by using Fig. 31, which shows the evolution of the ratios of the in-track and out-of-plane position deviations to $r_{n} \Delta \Omega$.

Gomad renolatom sso. the s? aror contributed amont
 wolutam 36O. the as ermor tell entirel ont of the orbit plane. It thas parterolar thene the Fi.nth siewed the Mariner orbit "edge-on." (The s-error vector never has a component in the local dititude dicection.)

Table 1.3 includes a column which lists the number of revolutions for which the predicted time of perrapsis was accorate to within 2 s . Since the velocity magnitude at periapsis was 3.8 km s, the 2 -s error tolerance corresponds to an in-track position error of 7.6 km , which is close to the fight accuracy requirements of 10 km . Thus. the number of mapped revolutions for which the $\Delta T_{p}$ is less than 2 s corresponds roughly to the number of revolutions for which the predieted orbit was satistactor! for wencer equence command gencration.
3. Lon ${ }_{-}$-are fit summary Table $^{-14}$ is a complete list of the long-are, or smooth-orbit. estimates, which were gencrated by the Satellite OD Group. As in Table 13, values of the position deviation $r_{p} \Delta \Omega$ and the angular deviation $\Delta \Omega$ from the mean of the long-are fits are given. Also included in the table is a column for the periapsis to which extrapolation of the fit was allowed; i.e., the tolerance of $0.1-s$ time-of-periapsis passage was not violated for the periapsis listed.
4. Local position accuracy. Figure 32 displays the time history of the deviations in $\Omega$ from the mean values of $\Omega$ for the short-are solutions of Table 13. The values in the figure are taken directly from the table. Little sensitivity of the consistency of the $\Omega$ sclution to the degree of the gravity coefficient model can be seen in the figure. However, when only the $64-\mathrm{m}$ station was tracking, the tworevolution, apoapsis-to-apoapsis data span fits were not as accurate as the single-revolution, three-station fits.

The rms local position error from the mean was approximately 5 km , while both the 26 - and $64-\mathrm{m}$ tracking stations were receiving data. After the loss of the $26-\mathrm{m}$ stations, the rms position crror rose to 8 km .

The rms local position deviation from the mean for the long-are or smooth solutions was slightly less than 2 km , which indicates that the long-arc mode of processing yields the more consistent local position estimates. The mean position estimate from long-arc fits agreed within $: \mathrm{km}$ with the mean position from short-arc fits when the averaging included all fits made between trim 1 and trim 2. The difference between the respective mean positions, based on fits after trim 2, was just less than $\mathbf{2 k m}$.
5. Prediction accuracy. As the tine of prediction increases. the in-track or timing errors dominate those cansed by errors in 22. Figure 33 is typical of the error growth for $T_{p}$ for the tenth-degree harmonic model. It was generated by performing a short-are fit and solving for state only. The resulting solution was integrated forward in times and the predicted $T$, was ermpared with more accurate values obtaned from numerous short-are fits throughout the subsequent tracking data. The error exhibits a $19-$ dav periodic variation, indicating a defciency in the even-order tesseral harmonics. The accompanying secular error is attributed to errors in the gravity field combining with errors in the initial state to yield an incorrect mean period.

Another manifestation of in-track errors is seen in predicted dopples residuals. Figure 34 shows doppler residuals associated with a one-revolution fit and the subsequent 20 revolutions of prediction. The prediction residuals exhibit peaks in the periapsis regions which follow a secular trend and reach a maximum of 50 Hz , equivalent to a 5 -s error in $T_{p}$. As can be seen from the insert, the residuals within the fit also have a systematic structure of about 0.1 Hz , eeflecting model deficiencies.

Figure 3.5 shows the mappin ${ }_{c}$ accuracy history of the short-are fits in terms of the number of revolations for which the predicted time of periapsis was accurate to within 2 s . The plot is taken directly from the values in Table 13. It is important to note that the feasible prediction interval increased markedly as the sixth-degree gravity field was replaced by the eighth-degree field. The average number of revolutions that could be predicted to with:n the 2 -s tolerance rose from 6 tr 14 . The commencement of the use of the tenth-degree field, however, coincided with the loss of the $26-\mathrm{m}$ stations, and no noticeable prediction improvement was achieved. Later in the mission, as solution procedures were somewhat refined, the prediction capability increased, so that predicted orbits were accurate to within 2 s for as many as 40 revolutions.

## VII. Perturbed Orbital Motion of Mariner 9

A history of the Mariner 9 Kepler elements relative to the Mars true equator of date is analyzed here to determine the short-period and long-period characteristics in the evolution of the orbit. The short-period variations are found by performing a one-revolution fit and integrating that solution for one satellite period between two successive apoapses. The long-period orbital element variations are obtained by sampling short-arc OD solutions once per satellite revolution at periapsis and apoapsis. Only the
"poapsis history is shown since periapsis results were noisier becanse of the interaction between short- and long period effects. The Kepler elements discussed span Varmer 9 on bit , 5 thromgh 50日 (approvimatelv 250 day)

## A. Theoretical Considerations

The perturbations in the Mariner 9 orbit arose from the noncentral properties of the Mars mass distribution and from disturbing effects of the Sun, solar radiation pressure, and other planets. Although these perturbing effects were small (at least 500 times less; than the inverse attraction of Mars), each induced a distinct variation in the orbital elements. In order of importance, the major perturbations were:
(1) Mars gravity
(a) Equatorial bulge, $C_{i n}$.
(b) Equatorial ellipticity, $C_{: 2}, S_{z z}$.
(c) Other resonance harmonics, $m$ even.
(d) Other tesseral harmonics, $C_{31}, S_{31}, C_{37}, S_{33}$.
(e) Higher-order harmonics.
(2) N-body perturbations
(a) Solar gravity.
(b) Solar radiation pressure.
(c) Other planets (Jupiter, etc.).

The time dependence induced in each of the Kepler elements by these perturbations is given by the Variation of Parameters Equations (Ref. 18):

$$
\begin{align*}
\frac{d \mathbf{k}}{d t}= & \sum_{l, m} \boldsymbol{F}(a, e, i)\left[C_{l m} \cos \psi+S_{i m} \sin \psi\right] \\
& +\dot{\mathbf{k}}_{0}+\dot{\mathbf{k}}_{::}+\dot{\mathbf{k}}_{: N} \tag{19}
\end{align*}
$$

where $\mathbf{k}$ is the six-vector of orbital elements; $\mathbf{k}_{\odot} \mathbf{k}_{4}$, and $k_{\text {sk }}$ are the solar gravity, Jupiter, and solar radiation pressure perturbations,

$$
\begin{equation*}
\psi=\left[(l-2 p)_{\omega}+(l-2 p+q) M+m(\Omega-\theta)\right] \tag{20}
\end{equation*}
$$

$l, m, p$ and $q$ are dummy indices, and $\theta$ is the siderec.] time. Using first-order perturbation theory, solutions to these equations can be approximated. If only the variations arising from the Mars noncentral gravity are considered, the following solution can be postulated:

$$
\begin{equation*}
\left.\delta \mathbf{k}(t) \quad \sum_{m} \frac{F(a, c, i)}{i}\left|C_{, ~, ~}^{i}+\cdots(t) \quad s \quad \cos \iota^{\prime}(t)\right|\right|_{i} \tag{21}
\end{equation*}
$$

where

$$
\begin{equation*}
\dot{\psi} \quad(l-2 p) \dot{u}+(l-2 p+q) \dot{M}+m(\dot{Q} \quad \dot{m}) \tag{22}
\end{equation*}
$$

and

$$
\begin{equation*}
\psi(t)=-\psi\left(t_{1}\right)+\dot{\psi}\left(t-t_{0}\right) \tag{23}
\end{equation*}
$$

The terms in Eq. (21) will gemerate nearly periodic variations in the orbital elements having the characteristics shown in Table 15. Since the orbital rate of Mariner 9 and the rotation rate of Mars are nearly commensurable (2:1), a resonance condition exists. In the notation of Eq. (21), the commensurability of the rotation rates is

$$
\begin{equation*}
(\dot{\Omega}-\dot{\theta})=-\frac{\dot{M}}{\underline{2}} \tag{24}
\end{equation*}
$$

Because Mariner 9 was very near cr.tical inclination, the argument of perifocus rate was very small relative to the other rates; hence, it is assumed to be zero for this calculation. Using the commensurability condition and setting $i=0$, the following relationstip is obtained:

$$
\begin{equation*}
\left[(l-2 p+q)-\frac{m}{2}\right] \dot{M}=0 \tag{25}
\end{equation*}
$$

For resonance.

$$
\begin{equation*}
(l-2 p+q)=\frac{m}{2} \tag{26}
\end{equation*}
$$

Any tesseral harmonic in the gravity field fulfilling this relationship generates a resonar perturbation in the orbital dements (Ref. 18). Using chese concepts from perturbation theory, an analysis of the orbital element variations can now be performed.

## B. Analysis of Orbit Evolution

1. Short-period effects. The short-period variations in the orbital elements of Mariner are shown in Fig. 36. These variations cover one orbital period as measured from apoapsis to apoapsis. Because the orbit has a highly elliptical shape, the short-period variations are all concentrated in a region very near the periapsis ( $T_{p} \pm 100 \mathrm{~min}$ ).

These short-period variations resulc from a superposition of all the harmonies in the Mars seravity field. The shortperiod variations in semimajor ans of : 21 and -24 km correspond to onculations in the period of 105 and 120 s . The associated short-period variations in eccentricity correspond to local changes in the periapsis height of 7.5 and
8.0 km . Tlie trends associated with each of the orientation angles ( $i,!, \ldots$ ) are due to the perturbing effects of the zonal terms in the Mars gravity and N-hody perturbations
2. Iong-period effects. The long-period oseulating orbit elements of Mariner 9 are illustrated in Fig. 37, (a) showing the in-plane elements ( $a, c, P$ ) and (b) the orientation angles ( $i, \ldots, \Omega$ ). Each part shows the variation in the orbital elements from an epoch value. The semimajor axis and anomalistic period variations are referenced to an epoch value at apoapsis 5 . Since the second trim maneuver was perfonned in orbit 94, the remaining elements, $c, i$. $\because$, and $\Omega$, are referenced to two different epochs to show perindic rariations on this scale. From apoapsis 5 through 94 , they are diftereneed from apoapsis 5 . whereas from apoapsis 95 through 502, they are differenced from values at apoapsis 95 . It can be noted directly from the figures that the second trim manereor increased the mean value of the semimajor avis about 16 km .

The discontinuities experienced in each of the orientation angles are a manifestation of both gravity model errors and observability problems associated with $\Omega_{\mathrm{pex}}$. During the early phases of the mission, very preliminary gravity models were used, and, as a result, adjacent solutions did not extrapolate continuously. As the mission progressed and improved models were obtained, the extrapolation quality of the models markedly improved until loss of the $26-\mathrm{m}$ antennas. The observability problem previously discussed projects onto each of the orientation angles relative to Mars equator.
3. Effects of oblateness. Because the gravity field of Mars possesses a large oblateness term, a regression of both the argument of perifocus and ascending node was experienced by Mariner 9 . The results for $\Delta_{\omega}$ and $\Delta \Omega$, presented in Fig. 37, have had a rate (approximately the first-order secular rate of $C_{20}$ ) subtracted. The values used in this calculation are given in Table 16.

The regression of the ascending node was the largest and most dominant perturbation affecting the orbit (about $0.16 \mathrm{deg} /$ day $)$. The presence of oblateness caused a difference between the observed anomalistic period and the equivalent two-body period based on an average semi-
 fomed a follow

$$
\Delta \nu \quad 2-\left[\begin{array}{ll}
\frac{1}{n} & 1  \tag{127}\\
n
\end{array}\right]
$$

"hore

$$
\begin{align*}
& \text { n. } \frac{\bar{i}}{i_{n}} \tag{2~S}
\end{align*}
$$

The value of the difference in the period is 4.4 s .
4. Resonance effects. The resonance condition induced by the tesseral harmonies in the Martian gravity field generates a periodic perturbation in each of the orbital elements. Since all even-order tesseral harmonies satisfy the resonance relationship, they superimpose to generate the 39 -revolution periodic effects observed. Analysis has shown that $90 \%$ of the resonance variations arise from $C_{2}$ : and $S_{\text {: }}$, the equatorial ellipticity terms. To illustrate this point. an analytical trajectory generator (R.f. 19) was used to predict the mean anomaly at time of periapsis passage for one resonance cyele. Three gravity models were emnloyed in this study:
(1) Equatorial oblateness only $\left(C_{311}\right)$.
(2) Triaxial ( $\mathrm{C}_{\mathrm{En}} \mathrm{C}_{\mathrm{ny}} \mathrm{S}_{\mathrm{z}}$ ).
(3) Complete eighth-degree mod $\boldsymbol{l}$.

Figure 38 shows the crrors in mean anomaly and $T_{p}$ using these three models. As can be seen, the triaxial model reduces the errors by a large percentage. The addition of higher-degree harmonics (through degree and order eight) provides enough resonance harmonics to reduce these errors to 0.01 deg and 2 s , respectively. The resonance harmonics induce a periodic variation in the anomalistic period with an amplitude of 40 s and an associated variation in the semimajor axis with an amplitude of 8 km (see Fig. 37). This corresponds to an in-track position variation with an amplitude of 1000 km .
5. Effects of nonresonance tesserals. Analysis of the variation in the orbital elements reveals that highfrequency oscillations are superimposed on the basic resonance cycle. The effects are particularly noticeable in the semimajor axis and anomalistic period variations. These variations (shown in Fig. 25) are generated by the odd-
ordered tesseral harmonics, principally $C_{11}, S$, and $C_{1,}$ $S_{\text {. . At a maximum, these terms induce variations of } 0.5 \mathrm{~km}, ~}^{\text {m }}$ in the semimapor ans at apopese and period chanes of 25.
6. $N$-body effects. The long-term trends experienced by the onital ellements $a^{\prime}, i$, w, 12 are due to N-body perturbatioms, solar radiation pressure, and the effects of gravit! coefficients. To separate these effects, the perturbations of the Sun, Jupiter, and solar radiation pressure have been mumerically integrated and are shown in Fig. 37. For the case of each of these ,rbit parameters, the $N$-body effects are indicated by solid lines on the ngures. Assuming that all other perturbations are negligible, the difference between the $N$-body effects and the value of the osculating elements at any point is the variation arising from the Mars gravity field. A large amount of the long-period variation experienced by the orbit elements is due to $N$-body effects. The solar gravity and radiation pressure perturbations are near-periodic, with a frequency proportional to a Martian year (1.8 Earth years). Solar gravity perturbations are an order of magnitude larger than those of solar radiation pressure.

The change in apoapsis height over revolutions 92-502 was computed to illustrate the long-term effects of all perturbations on Mariner 9. The long-term change in eccentricity over this period is $د e=-0.9 \times 10^{-3}$. The corresponding change in apoapsis height is

$$
\Delta r_{u}=a \Delta e=11.4 \mathrm{~km}
$$

To calculate the long-term effect of the Mars gravity field on the apoapsis height, the $N$-body effects were subtracted from the osculating eccentricity. The resultant long-term change in eccentricity was $\Delta e=0.375 \times 10^{-3}$ or $\Delta r_{a}=4.7 \mathrm{~km}$. Corresponding calculations result in a long-term inclination change of $\Delta i=0.1 \mathrm{deg}$. These changes in $e$ and $i$ result primarily from the interaction effects of sectorial harmonics $C_{: 3}$ and $S_{: y}$ in the Mars gravity field.
7. Effects of solar occultation. The solar occultation period, which occurred between values of eccentric anomaly of 240 to 277 deg, also caused a perceptible change in the energy of the orbit, which is manifested in a change in mean semimajor axis and anomalistic period. For the orbits during which the spacecraft was in full sunlight, the change in energy caused by solar radiation averaged to zero over the period of the orbit.

The rather subtle effect of solar occultation can be seen in Fig. 39, where the error in mean anomaly and time of periapsis passage are shown for an analytical ephemeris generator, which does not model the effects of solar radiation pressure. An epoch state vector at pertapsis 95. the (ishth-ingree harmonic mode, and the correct average mean motion were supplied $f$ : the analytical program. The states were then obtained at periapsis times sathered from local (O) solutions over revolutions 105 to 505. The figure show that the error in $T_{p}$ is small and oncillates about zero until the spacecraft enters solar occultation at about renolution 285, after which the rate increases steadily. This change in the mean period of the orbit is revealed because the analytical program makes no attempt to model solar radiation effects. After solar oceultation (revolution 402) the me an rate of error growth in $T_{\text {, }}$, becomes constant. indicating that the epacecraft mean orbital period was again constant.

From the slope of the error growth in $M$ after solar occultation, it is possible to compute the change in mean period during solar occultation.

$$
\frac{\Delta M}{\mathrm{rev}}=0.135 \times 10 \cdot \frac{\mathrm{rad}}{\mathrm{rev}}
$$

and

$$
\frac{\Delta M \mathrm{rev}}{n}=0.0154 \frac{\mathrm{~min}}{\mathrm{rev}}=0.924 \frac{\mathrm{~s}}{\mathrm{rev}}
$$

where $n=0.873329 \times 10^{:} \mathrm{rad} \mathrm{min}$ is the average meati motion.

Hence, solar occultation increased the mean anomalistic period by approximately 0.9 s . Equivalently, it changed the mean semimajor axis a by

$$
\Delta a=\frac{n a \Delta P}{3 \pi}=0.185 \mathrm{~km}
$$

The above results may be verified analytically by averaging the planetary equation for semimajor axis given by

$$
\begin{equation*}
\frac{d a}{d t}=-\frac{2}{n \sqrt{I-e^{2}}}\left(S e \sin f+e \frac{\left(1-e^{2}\right)}{r} T\right) \tag{30}
\end{equation*}
$$

where

$$
\begin{aligned}
S= & \text { radial component of acceleration caused by solar } \\
& \text { radiation pressure }
\end{aligned}
$$

$T$ tangential component of acolleration caused by: solar sadiation pressure
tieraging Eq. (30) wer the pernod yields
where
F. 1 component of solar radiation acceleration in direction of periapsis

FB component of solar radiation acceleration normal to periapsis direction

The magnitude of the solar radiation force for Mariner 9 is approximately $4.5 \times 10^{11} \mathrm{~km} \mathrm{~s}^{2}$. Evaluating Eq. (31) viclds

$$
د a \quad 0.166 \cdot 10=\mathrm{km} \mathrm{rev}
$$

or

$$
\Delta a_{\text {TOTAI. }}=0.19 \mathrm{~km}
$$

This value corresponds very well with the value computed earlier from the observed period change, indicating that the solar radiation foree model for the Mariner 9 spacecraft is quite good. From Eq. (31), it is seen that there is no net change in $a$ if the orbit is always in full sun.

If a similar averaging procedure is carried out for eccentricity (detailed in Ref. 20), the result is

$$
\begin{align*}
\Delta e= & \frac{-F \sqrt{1-e^{2}}}{a n^{2}} \frac{1}{4} A \sqrt{1-e^{2}} \cos 2 E  \tag{32}\\
& +\left.B\left(\frac{1}{4} \sin 2 F-2 e \sin E+\frac{3}{2} E\right)\right|_{F(\text { enit })} ^{E(e n t a n c e)}
\end{align*}
$$

Evaluating Eq. (32) for the period of occultation yields

$$
\Delta e_{\text {TCTAL }}=0.71 \times 10^{\mathrm{s}}
$$

The change in radius of periapsis is given by

$$
\begin{aligned}
& \Delta r_{p}=[a \Delta e+e \Delta a] \\
& \Delta r_{p}=0.214 \mathrm{~km}
\end{aligned}
$$

Consequently, the period of solar occultation from revolutions 282 to $\mathbf{4 0 2}$ resulted in an increased mean energy
and in increased litetime tor Sariner 9. The effect of occultation on the other orbital elements is small. For : Mample.

$$
\text { I.. } 0 \text { oros ders }
$$

## VIII. Confirmation of Doppler-Determined Orbits With TV Imaging Data

During the satellite mission, the Mariner 9 spacecraft tranmitted over 7000 pictures covering the entire planet. A sellect subset of these picture data has been processed with a view to improving existing knowledge of the physical properties of Mars, as well as verifying the knowledge of the topocentric position of the spaceeraft itself.

## A. Data-Processing Method

The selected subset of observed landmarks was used to differentially correct the orbit of Marimer 9 in the first 191 revolutions of the satellite phase of the mission. The landmark data processor made use of radio-determined solution segments as a priori orbits throughout the $\mathbf{1 7 6}$ revolution interval. These a priori solution segments were selected from the harmonic cocfficient solutions reported in Section V and the long-are solutions in Section VI. Because none of the radio-determined solution segments contained extrapolated orbits, $\Omega$ was the only orbital clement for which the various segments were inconsistent. Hence, 82 was the only spacerraft orbital dement which was corrected from visual observations of the planet surface.

The chosen optical data span was covered by a total of 16 probe ephemerides generated from the long-are and harmonic coefficient fit. Most of the segments were generated from tracking of less than 8 revolutions. The only exception was the 39 -revolution corfficient fit made prior to the second orbit trim maneuver.

The data filter used to process the landnuark data was more general than the weighted least-squares algorithm used for radio data during the satellite mission. The solution list for the landmark processor includes
(1) A constant correction to the node in the plane of the sky associated with each probe ephemeris segment.
(¿) The right ascension and declination of the Martian spin axis referred to Earth mean equator and equinox of 1950 coordinates. (Secular variations are assumed known.)
 mark, and the redins of Mars referred to the planet center of mass at each of the landmark locations.
(4) TV pointing errors made up of
(a) A set of three constant offsets of the narrowangle target raster in the platform coordinate system described by the increasing cross-cone. cone, and twist directions.
(b) A set of three constant offsets of the wide-angle target raster with respect to the narrow-angle target raster. define l in the platform coordinate system.
(c) A set of three random variations of the scan platform with respect to the celestial coordinate system described in the yaw, pitch, and roll direction.

The filter was then required to estimate a set of constant parameters over discrete time segments made up by the length of each of the available probe ephemerides and, additionally, to model the discontinuity in the trajectory information by treating it as discrete process noise acting on $\Omega$ between segments.

The measurement equation can be given, as in Eq. (11), by

$$
z \quad A x \cdot B y: n
$$

where the vector $y$ here consists of random but timecorrelated variables of the solution vector and is modeled by

$$
\begin{gather*}
y(t+\Delta t)=-\rho(\Delta t) y(t)+\sqrt{T} \quad \rho^{\prime} q  \tag{33}\\
\rho(\Delta t)=\exp \left(-\frac{\Delta t}{T}\right) \tag{34}
\end{gather*}
$$

where $\mathbf{q}$ is normally distributed, uncorrelated random variable. In the limit that $r \rightarrow 0, y$ represents random uncorrelated variables. If $r \rightarrow \infty, y$ is a set of constants.

The solution vector contains both $x$ and the correlated coefficients, $y$. Defining estimates and covariances in usual filter theory notation, the filter equations are stated as follows:
$\mathbf{P} \quad \mathbf{P} \mathbf{A}^{\prime}\left(\mathbf{A P} \mathbf{A}^{\prime} \cdot \mathbf{R}^{\prime} \mathbf{A P} \quad \begin{array}{l}\text { (measurement } \\ \text { uphate of } \\ \text { (ovariance) }\end{array}\right.$
(update of estimate)
(36)
(optimal filter (gain)

Whenever a new trajectory segment is encountered.

$$
\begin{equation*}
\mathbf{P} \quad \mathbf{P}: \mathbf{I Q I}^{\prime} \tag{38}
\end{equation*}
$$

and

$$
\Delta \Omega=0
$$

In addition to the measurement update equations given above, the final solution consists of the final values of the constant parameters $x$ and solutions $y$ at each observation time, as well as the node correction for each probe ephemcris segment. The post-fit data residuals are computed on a picture-to-picture basis with these final values.

## B. A Priori Parameter Values

The spacecraft node for the various trajectory segments has discontinuities on the order of 0.05 deg. Thus, the a priori l-a value was based on this state-of-the-art uncertainty.

Although preliminary values of the right ascension and
lination of the spin axis of Mars were determined from approach and satellite data and the values obtained were within an 0.05 -deg spread, the a priori value for the spin axis direction uncertainty was left wide open at 10 deg.

The areographic latitudes and longitudes of observed landmarks were relatively unknown; therefore, their a priori values were set at 10 deg ( $1 \circ$ ), approximately equivalent to a surface location uncertainty of 600 km . The polar longitude uncertainties were set at 60 deg to impart the same order of surface location uncertainty. The radii from the center of Mars to the various observed landmarks were assumed to be known to an accuracy of 10 km (1 o ).

The TV pointing uncertainties were described by (1) a set of constant offsets of the narrow-angle TV comera optic axis with respect to an inertial reference and of a


 .and (3) a aet of random salation in the ypaceratt vall. pitch. and roll ase wheh would correct the tehometes "I watouts of the sum somor and Campues semor, resper-
 comparable to the guantiatuon tepe in the star semem wudunt

The data were weighted independently for cach of the various landmarks sighted. One-sigma measurement uncertainties are listed in Table 17 .

## C. Corrections to the Mariner 9 Orbit

Figure 40 shows a plot of the variation in $\Omega$ corresponding to each of the probe ephemerides, reterred to a mean and continuous evolution of the nole, as in Fig. 32. The figure contairs both pre-trim 2 and post-trim 2 regions of data. Doppler-only orbit solution differences are shown by a dashed line, while solutions based on the inclusion of landmark data are depicted by solid lines. The spread of values is contained in the $\pm 0.05$-deg band, which was chosen as the 1-a a priori knowledge uncertainty. As deseribed earlier, the covariance was corrupted at the start of each trajectory segment, and a new solution for $\Omega$ was sought. These solutions were added as corrections (solid lines) to the values plotied with dashed lines in the figure. The a posteriori variations in the node solutions for each of the probe ephemeris segment are listed in Table 18.

The landmark solutions show slight improvement in the consistency of the tetermined values of $\Omega$ within the a priori orbit segments. The rms $\Omega$ deviation is reduced from 0.022 to 0.018 deg before trim 2, and from 0.03 to 0.022 deg after trim 2. More important than the impro eement in $\Omega$ discrepancics is the consistency between the doppler-only and landmark solutions, which differ by 0.017 deg before trim 2 and by only 0.003 deg after trim 2 . Thus, visual observations appear to verify the dopplerdetermined orbits.

## D. Estimated Landmark Locations in Areographic Coordinates

The observed landmarks are shown in Fig. 15, and estimates of latitude, longitude, and radii for each are listed in Table 19. TV line and pixel residuals corresponding to each of the landmarks in Pavonis Lacus, Nodus Cordii, Nix Olympica, and the south polar cap are shown in Fig. 41, and the temporal distribution of all data residuals is presented in Fig. 42. The 1- $\sigma$ values of these residuals.
"hent reduced to equisalent wide-angle resthals, are well bounded by the a priort 1 a value. The only exeepthen are obernatom aftected be the sum worn resulatoon difficulties. which are desensed in Secton, III Theree data were deleted from the data fit

The results indicate that the landmark coordinate are obt.aned to ath decorace of 0.0 .3 dere. equmalent to 1 S hin (1 o) at the surface. These values compare fasorally with the wide-angle camera resolution limit of 2 km at a slant range of about 3500 km .

To obtain correlation between solutions resulting from landmark data and those from occultation, planetary radar ranging, ultraviolet spectrometer ('TS) pressure. and infrared radiometry data, it is necessary to construct the absolute radii of Mars in the vicinity of the observed landmarks. Both planetary radar ranging data and UVS pressure data yield information on relative heights of topographic features, whereas occultation data yield the absolute radins both at signal extinction and racquisition. Infrared radometry provides indirect inference of slopes of topographic features from measured temperature profiles, which may be integrated to obtain relative heright information.

Figure 43 (derived from longitudinal profiles like those in Ref. 21) shows a radar-based elevation map of Mars. and Fig. 44 (from Ref. 22) presents the UVS pressure map calibrated to show relative heights. Both figures have occultation positions plotted in arcographic coordinates (Ref. 23). By matching occultation values of the radii of Mars at each of these positions with the nearest interpolated contour value, it is possible to calibrate the contour maps to show absolute information on heights instead of relative height information. This procedure yields 3393.4 km as the zero contour value in the UVS map and 3397.5 km in the radar map. Since both figure's are drawn on a large scale in comparison to the landinarks used in this analysis, the contour values are assumed to reflect base radii in the vicinity of Nix Olympica. Pavonis inscus, and Nodus Cordii. The base sadii are 3401.0, 3403.0, and 3402.0 km , respectively, from the UVS map and 3402.5 , 3403.5 , and 3403.5 km , respectively, from the radar map. The relative height from hase to summit is available from a detailed UVS profile of Pavonis Lacus and from an IRR profle of Nodus Gordii (Ref. 24). These altitudes are shown in Figs. 45 and 46, respectively. Direct comparison of values for the main caldera (identified as 2 in Fig. 45) in Pavonis Lacus shows that the estimated radius is within 0.7 km of the combined UVS occultation value, and within 1.2 km of the combined radar occultation value. Similar compariscns for Nodus Cordii show the estimated radius
to be within 2.5 km of the combined UVS occultation infrared radiometer (IRR) value, and within 3.5 km of he combined radar occultation IRR value. The formal $1-g$ uncertaintiec are given in Table 19. Figure 15 a shows a map of the south polar region bounded by the 65 latitude band. As shown, the exit occultation position labeled 414x is the closest point to the south polar landmarks. Comparisons of radius values to that of 3383.9 km show that the estimate at LM66 is within 0.5 km and at LM661 within 1.2 km . The associated formal uncertainty of 2.0 km (1 a) appears quite representative. No comparisons are available for Nix Olympica.

The landmark elevations obtained from Mariner 9 visual observations agree with values from other data sources to within 2 km . It must be pointed out that the accuracy limits of the various data types were not considered when making the comparisons, and that the values were obtained by combining the occultation radii with relative height information from radar, UVS, and IRR wherever available. Although no comparative values exist for Nix Olympica, landmark data for this region indicate an absolute radius of $3419.2 \pm 2.6 \mathrm{~km}$ at the summit caldera, which is equivalent to a relative height of 18.2 km to the summit from the base.

Various pointing offsets were determined simultaneously with the landmark and spacecraft positions. However, no comparisons are availeble in the absence of simultaneous stellar imaging. The corrections are limited by the a prion uncertainty of 0.03 deg for the narrowangle offsets and 0.05 deg for the mutual offsets between the wide-angle and narrow-angle cameras. These corrections would be applicable after ground and inflight calibration.

## E. Mars Spin-Axis Direction Solutions

New values for the direction angles of the Martian spin axis were determined from the landmark data. The new values of the 1950 right ascension and declination relative to the Earth mean equator of 1850 are

$$
\begin{aligned}
& a=(317.3 \pm 0.15 \mathrm{deg})-0.101 T \\
& 8=(52.7 \pm 0.15 \mathrm{deg})-0.057 T
\end{aligned}
$$

where the new angle rates have been derived using the Mariner 9 value of the Martian $\boldsymbol{J}_{\mathbf{3}}$.

1. Comparison with pre-Mariner 9 values. As stated in Section III, the adopted values of the pre-Mariner 9 Martian spin-axis direction were derived from an average of the Laplacian poles of Deimos and Phobos, determined by Burton (Ref. 13), and a spin-axis direction derived by Camichel (Ref. 14).

It is known that the dynamical oblateness effect of Mars on its satellite orbits causes a precession of the orbits about the maximum axis of inertia of the planet. It can be shown that, in the presence of significant solar perturbation of the orbit in addition to the dynamical oblateness (ffect, the precessional axis (Laplacian pole) is moved towards the celestial pole (defiried by the normal to the ecliptic) along the great circle connecting the spin axis to the celestial pole (Ref. 11). It can further be shown that the magnitude of such a separation, denoted $I$, is calculable from

$$
\begin{equation*}
\tan 2 I=\frac{\left(C_{1} / C_{2}\right) \sin 2 \gamma}{1+\left(C_{1} C_{2}\right) \cos 2 \gamma} \tag{39}
\end{equation*}
$$

where $C_{1}$ and $C_{2}$ are constants associated with the solar perturbation and the dynamical oblateness effect, respectively, and $\gamma$ is the inclination of the equator of Mars to its ecliptic. It can be shown that the ratio $C_{1} / C_{z}$ is proportional to the fifth power of the semimajor axis of the satellite orbit. Thus, the solar perturbation effect is more pronounced on the orbit of Deimos than on the orbit of Phobos. In fact, the calculated separation between the Laplacian pe'.e of Deimos' orbit and the planet spin axis is 0.89 deg , and 0.0093 deg for Phobos' orbit.

It appears that an offset was introduced in the preMariner 9 spin-axis direction angle values by not accounting for the fact that the Laplacian pole of Deimos is scparated from the Martian spin axis by 0.89 deg as a result of the significant solar perturbation on the crbit of Deimos.

Figure 47 shows the spin axis of Murs (in the $\mathscr{L}_{0}$-plane) referred to the respective Laplacian poles of Phobos and Deimos. The larger of the two circles in the diagram represen's the retrograde peth of the instantaneous angular mstuantum vector of Deimos' orbit, with an inclination of $i .8$ deg to its Laplacian pole, completing one period ap,roximately every 54.36 years. The smaller circle shows simi'ar details for the orbit of Phobos, which has an inclination of 0.9 deg and a period of 2.26 years.

It may be obverved that the $\frac{p}{}$ win ais corresponding to the Laplacian pole of Deimos. whose melination is measurable to greater precison from Earth-hased telescopme observations than the mere satellite (Phobos) inchation. contelates wers well with the pole solutions ohtained from Mariner 9 landmark data Gne would hope to see the Laplacian pole of Phobos coinede with the spin-anis solntions. Compared to the Damos location. however, the Laplacian pole of Phobos, as determined by iVilkins. appears offset by 0.43 deg in a direction normal to the great circle contaning the celestial pole and the spin axis of the planet. If the reasoning thus far reflects the truth of the situation, one may expect to see a correction to the orbit of Phobos from Mariner 9 data. This confirmation has beon obtained from detailed amalysis of all Phobos pheture dita trammitted The conclusion is implicit in the discusvion presented in Ref 25

The work of Sinclar (Ref 26) prosides a smilar comfirmation since the orbits of Phobon and Deimos are referenced to a pin ais orientation which agrees dowels with that determined from imagiog data given carlier in this urction
2. Determination of the spin-axis direction from other Mariner 9 data. The direction angles of the Martian spin axis have been determined from several types of data from Mariner 9. Two values of the direction of the spin axis have been determined from analysis of the doppler data. Data from orbital revolutions $\&$ through 10 were reduced with the purameters for a sixth-degree harmonic model. and data from revolutions 5 through 42 were reduced with the harmonic model increased to the eighth degree. These fits were reported in Section $V$ as harmonic coefficient fit numbers 3 and 21, respectively. Two optical solutions were generated from approach data. The first solution was obtained by viewing Deimos against the fixed star background during planetary approach and relating the estimated inclination of the orbit of Deimos relative to the Earth equater to the Deimos Laplacian pole and, hance, to the spin axis. The second spin-axis direction angle values were obtained by viewing surface features in the south polar cap region during planetary approach.

The various new solutions for the Mars spin-axis direction are shown in Fig. 48 as they lie on the Martian celes. tial sphere. All of the recently determined spin-axis values, with the exception of the approach landmark value, agree to within 0.05 deg in right ascension and 0.15 deg in dechnation. All of the new values difer by approximately 0.5 deg from pre-Mariner 9 (1884) values.

## IX. Determination of Normal Points for the Relativity Experiment

## A. Definition of Nurmal Poinis

The relatis ity eyperment is hased on Marmer ! truck ing data aceured by the DSN and proceswed by the Satellite (OD) Group. The data consist of doppher measurements proportional to the tracking station-spacecraft range rate, and round-trip timedelay measurements prot portional to the statoon-spacecraft range Ideally, the totai combined data set of range and range rate meivurements could be processed simultaneously to estimate the relatsity parameters affecting both the radio signal and the motion of the spacecraft and planets However, since Mars is gravitationally very rough. with secoad-order tesseral harmonies four to five times larger than expected befor. Hight, it is difficult to construct a gravity model with a finite number of parameters which is ac arate. enough to integrate the probe motion over hundreds of revolutions. The computer erpense of such regression analyses is also a limiting factor. Hence, a data compression scherme has been employed to alleviate the accuracy and cost difficulties of a direct estimation approach. The compression seheme consists of first using the doppler data to solve for the spacecraft orbit and to relate the spacecraft position to the c $\cdots$ er of mass of Mars, and then combining this result wit! 'ie' station-spacecraft range measurements to obtain measurements of the Earth-Mars distaner. 'Mese' Earth-Mars pseudorange measurements. called normal data points, contain virtually all of the information in the individual time-delay measurements and "'e local doppler data which is pertinent to a detailed knowledge of the Earth-Mars motion. The Earth-Mars angular information content of the doppler is weak because of uncertainties in the locations of the tracking sta tions on the Earth, and it has not been exploited.

## B. Computation of the Normal Points

The station-spacecraft coordinate range $\rho$ (see Fig. 6) is related to the Earth-Mars coordinate vector $\mathbf{R}$ by the exact expresion

$$
\begin{equation*}
\rho=\left|\mathbf{R}+\mathbf{R}_{\mathbf{t}},-\mathbf{R}_{\mathbf{z}}\right| \tag{40}
\end{equation*}
$$

where the vector $R_{0 ; r}$ is the planet-centered coordinate vector of the spacerraft, which is determined from doppler tracking. The quantity $\mathbf{R}_{\text {, }}$ is the accurately known, Earth-centered coordinate vector of the station. Equation (40) car: be written in the following approximate form, ascurate to 0.1 m , for the Mariner 9 geowsetry:
where $:^{\prime}$. $r$. and $\Omega$ are defined as in Sectom II and diesignated here se chmelrical coordmates of the position of the pacecraft relative to Mars at the time of range observaten Components of the station in the Earth-centered cartevian coodmate intem defmed in Fig. 6 are $h_{r} h_{\text {, }}$, and h Equation (ti' can be solved directly for the EarthVars distance $R$ trom a medsured salue of the stationyacecraft coordinate time caldy. using the expression

$$
\begin{align*}
& \text { " } \quad \stackrel{n}{-}
\end{align*}
$$

where ra.. and $r$. are coordinate distanes representing the Sun-observer distance and the Sun-spacecraft distance, respectively, to convert to range $p$.

In practice, an initial value of $R$ is chosen $f$ om the currently employed planetary ephemeris, and the difference teetween the observed and predicted values of $\rho$ is then related to a differential correction in $R$. The correction is then added to the initial value, yielding a pseudoineasured value of $R$ at the time of the spacecraft ranging. Equation ( 42 ) is then used again to convert $R$ into a relativistically consistent pseudo-observable in terms of coordinate time cat. It should be noted that $\gamma$ is set nominally to unity in this computation, but that th., charged particle dedays are included in the value of $c \Delta t$.

## C. Normal Point Accuracy

The error in the determined value of $R$ can be related to the error in the range measurement $\Delta_{\rho}$, the error in the station locations ( $\Delta h_{y}, \Delta h_{y}, \Delta h_{z}$ ), and the error in the doppler-de:-rmined spacecraft position relative to Mars ( $د z^{\prime}, \Delta r, r \Delta \Omega$ ) by the following approximate expression. which is accurate to 0.1 m :

$$
\begin{align*}
\Delta R= & د_{p}+\Delta h_{r}-د z^{\prime}-\frac{1}{R_{.}}\left(\left(r-h, \cos \Omega-h_{y} \sin \Omega\right) د r\right. \\
& +\left(h_{y} \sin \Omega-h_{y} \cos \Omega\right) r \Omega \Omega \tag{44}
\end{align*}
$$

Since the distance of the station from the Eprth's spin axis and the station longitude are known to within an uncertainty of 10 m from analysis of data acquired during
phactars encomention on part Variner manoms, the error in the distane of the statom thom the Earthi ceputor is the onlv term wheh cont:abutes more than 10 in to sh $^{\prime}$
 contribute lew than 10-m errom

The remaneng arors in Bia (H) are due to the uncerlanty in the doppler-detemined paceraft positoon relatwe to Mars. The coefficients of the errors of the spacecraft povition in the. Earth, plame of sh! ar and rase, are of the order of 1!! . This. Eiq (It can be reduced to the form

$$
\begin{align*}
& \Delta R \quad \Delta p \cdot \Delta h \sin \delta \quad \Delta z^{\prime} \quad(10 \cdot \Delta r \quad \text { (10"ra!! } \\
& \quad \cdot 10 \cdot \mathrm{mterm} \tag{45}
\end{align*}
$$

The pre-theht preducted acouracies ot : $r$, .and s? an gwen on Sectom II, and the consistency of solutions for there coordinates is shown in Section IV. The effect of crrors in $:^{\prime}$. r. and $\Omega$ on the errors of the computed normal points is discussed in Ref. 26. A summary of this ir.formation is given in Tables 20 and 21 . The 1 e uncertainties of the components of position, $r$, $r$, and $z^{\prime}$, along with their respective contributions to the wor in the sormal data point $R$, are listed.

Pre-Hight salues. actual pre-gravity-aming rewults trom revolutions 1 through 4 , and post-gravity-sensing results from both the three-station und single-station tracking configurations are shown in the tables, along with the maximum uncertainties caused by the stochastic solar corona near superior conjunction, Contributions from $r \Delta \Omega$ and $\Delta r$ are seen to be negligible throughout the mission. leaving the contributions from $د z^{\prime}$ the only spacecraft position error of importance. Equation ( 45 ) can then be further reduced in the form

$$
\begin{equation*}
\Delta R=د p+د h \sin 8-3 z^{\prime}+(<10-\mathrm{m} \text { terms }) \tag{46}
\end{equation*}
$$

where neither the contributions from the measurement error $\Delta p$ nor from the spacecraft position error $1 z^{\prime}$ are highly correlated in time. The station location error $د \boldsymbol{h}$ is a constant.

## D. Normal Point Residuals

The local orbit of Mariner $\partial$ and the values of $f, n$, and $z^{\prime}$ have been estimated from the dopplor data for virtually every revolution in which ringe :seasurements have been acquired. These orbit estimates have been used to predict values of $p$. Observed residuals in the observed p have
bern related to values of $R$ and, hence, $c \Delta t$ at the times of the range measurements.

Residuals of the normal points over the 11 months of the mission are given in Fig. 49, where the elements of the orbits of both the Earih and Mars have been fit with the normal points obtained prior to July 31 to yield planetary ephemeris DE-82 (Section III). The dashed line indicates the apparent drift in the DE-82 extrapolated ephemeris. The sampled rms of the normal points is 0.1 s in the three-
 region before July 31.

The effects of the charged particles due to the solar rorona were observed in the 8 weeks bracketing superio: conjunction. The apparent two-way time delay increased to a value near $20 \mu \mathrm{~s}$. In addition, daily variations of several microsecends can be observed which appear to be almost as large as the steady-state delay itself. The insert in the figure illustrates, on a larger scale, the normal point residuals before and after DRVID corrections for the time period from August 23 to August 25 (Section III). Drifts in the residuals of almost 2 s are seen on August 24 and 26 if DRVID corrections are not applied, but the total residuai spread of a smgie pass is cifinited io C.Ë $\mu \mathrm{s}$ by liic application of DRVID corrections.
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Table 1. Approximate areocentric oroital elements of Mariner 9

| Orbital elements | Inixial parameters, <br> Nov. 14 to 16 | Pust-trim 1, Nov. 16 <br> to Dec. 31 | Post-trim 2, Dec. 31 |
| :--- | :---: | :---: | :---: |

«Keplerian elements referenced to Mars true equator of date.
"Mean radius of Mars used in computing $h_{p}=3394 \mathrm{~km}$.

Table 2. Satellite OD Group staffing levels

| Task descriptions | Staffing level, <br> men |
| :--- | :---: |
| Satellite OD Group coordination activities <br> Dinection and coordination of Group <br> activities, assessment of solution accuracies, <br> certification of probe ephemeris tapes, <br> interface with Navigation Team Chief and <br> science users. | 1 |
| Data handling |  |
| Reformatting of doppler and ranging data |  |
| for navigation team use, editing and |  |
| compressing of data, storage of data on |  |
| FASTRAN files. | 1 |
| Orbit estimation |  |
| Data fitting for both smooth and predicted |  |
| trajectories, trajectory generation, gravity |  |
| and Mars spin-axis direction sensing and |  |
| assessment, generation and maintenance of |  |
| FASTRAN fles of astrodynamic constants, |  |
| gravity models, nongravitational forces, |  |
| Tracking System analytic calibration |  |
| (TSAC) data, etc. |  |
| Normal point generation |  |

Table 3. Error source standard deviations for encounter OD results

| Error source | Standard deviation |
| :--- | :--- |
| Range-rate data noise | $3 \mathrm{~mm} / \mathrm{s}$ |
| Mass constant of Mars | $0.1 \mathrm{~km}{ }^{\mathbf{3} / \mathrm{s}^{2}}$ |
| Mars ephemeris errors (Brower, set III) | $10^{-7}$ |
| Nongravitation acceleration (constant) | $10^{-12} \mathrm{~km} / \mathrm{s}^{\mathbf{2}}$ per axis |
| Tracking station longitude | 5 m |
| Tracking station radius | 3 m |
|  |  |

Table 4. Standard deviations for Mars harmonics based on dimensional analysis

| Zonal <br> hanmonic | $1-\sigma$ uncertainty | Tesseral <br> harmonic | $1-\sigma$ uncertainty |
| :---: | :---: | :---: | :---: |
| $C_{20}$ | $0.22 \times 10^{-4}$ | $C_{21}, S_{21}$ | $0.233 \times 10^{-4}$ |
|  |  | $C_{22}, S_{22}$ | $0.111 \times 10^{-4}$ |
| $C_{30}$ | $0.202 \times 10^{-4}$ | $C_{31}, S_{31}$ | $0.828 \times 10^{-5}$ |
|  |  | $C_{32}, S_{32}$ | $0.250 \times 10^{-5}$ |
|  |  | $C_{33}, S_{33}$ | $0.107 \times 10^{-5}$ |
| $C_{40}$ | $0.130 \times 10^{-4}$ | $C_{41}, S_{41}$ | $0.410 \times 10^{-5}$ |
|  |  | $C_{42}, S_{42}$ | $0.960 \times 10^{-6}$ |
|  |  | $C_{43}, S_{43}$ | $0.258 \times 10^{-6}$ |
|  |  | $C_{44}, S_{44}$ | $0.910 \times 10^{-7}$ |

ive 5. Comparison of unmodeled acceleration magnitudes at periapsis

| Type of acceleration and total |
| :--- | :---: |
| magnitude, $\mathrm{km} / \mathrm{s}^{2}$ | | Maximum expected <br> unmodeled <br> acceleration (periapsis) <br> due to each source, <br> $\mathrm{km} / \mathrm{s}^{2}$ |
| :---: |
| Mars gravity |
| Central mass forca $\left(2 \times 10^{-3}\right)$ |
| Noncentral gravity forces |
| $\left(2 \times 10^{-5}\right)$ |

Table 6. Local position and extrapolated period error caused by low-order gravity coefficient errors

| Eitmation list, data are | State one revolution | State, second-degret harmonics, two revolutions | State, second-degree and third-degree harmonics. two revolutions |
| :---: | :---: | :---: | :---: |
| 1- $\sigma$ total position error at periapsis, km | 6.0 | 60 | 30 |
| Perturbations caused by |  |  |  |
| Second-degree gravity coefficuents, km | 5.0 |  |  |
| Third-degree gravity coefficients, km | 3.3 | 5.4 |  |
| Fourth-degree gravity coefficients, km | 1.2 | 0.6 | 30 |
| 1-a period error in first mapped revolution, s | 1.1 | 0.11 | 0.04 |
| Perturbations caused by |  |  |  |
| Second-degree gravity coefficients, , | 0.94 |  |  |
| Third-degree gravity coefficients, $s$ | 0.12 | 0.08 |  |
| Fourth-degree gravity coefficients, s | 0.05 | 0.03 | 0.04 |

Table 7. Pre-flight required and predicted OD accuracy summary (pre-gravity sensing/post-sensing)

|  | MM'71 <br> requrement | Pre-flight <br> results |
| :--- | :---: | :---: |
| Local position uncertainty, km | 10 | $10 / 5$ |
| Mapped time of periapsis <br> uncertainty, s (revolutions) | $2(14)$ | $106(14) / 2(14)$ |
| Mapped position uncertainty, <br> km (revolutions) | $10(14)$ | $400(14) / 7(14)$ |

Table 8. Approximate station location values for MM'71 satellite mission

| Parameters | Station location values |
| :---: | :---: |
| Spin-axis radus, km |  |
| DSS 12 | 5212.05 |
| DSS 14 | 5203.99 |
| DSS 41 | 5450.20 |
| DSS 62 | 4860.82 |
| Longitude deg |  |
| DSS 12 | 243.1945 |
| DSS 14 | 243.1105 |
| DSS 41 | 136.8875 |
| DSS 62 | 355.6322 |
| Distance from equator, km |  |
| DSS 2 | 3665.63 |
| DSS 14 | 3677.05 |
| DSS 41 | -3302.24 |
| DSS 62 | 4116.91 |

Table 9. Values of the AU and GM used with Eerth-Mariner planetary ephemeris

| Ephemeris | AU, km | GM, $\mathrm{km}^{3} / \mathrm{s}^{2}$ |
| :---: | :---: | :---: |
| DE-79 | 149597894.00 | 132712502083.05 |
| DE-80 | 149597894.38 | 132712503061.83 |
| DE-82 | 149597891.01 | 132712494095.18 |

Table 10. SATODP first orbit convergence history

| Data are, h | Data points | DSS | Interval, d, h, m.s | State. km | Computed $\sigma$, | $\begin{gathered} \text { Consider } \sigma, \\ \mathrm{km} \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 156 | 14 | $14,1,48,32 \rightarrow 14,2,24,32$ | 839.0 | 39.7 | 39.7 |
|  |  | 12 | $14,2,39,32 \rightarrow 14,4,29,32$ | -2410.0 | 12.5 .6 | 125.7 |
|  |  |  |  | -4055.2 | 66.7 | 66.8 |
| 4 | 238 | 1.4 | $14,1,48,32 \rightarrow 14,2,24,32$ | 831.4 | 23.4 | 23.5 |
|  |  | 12 | $14,2,39,32 \rightarrow 14,5,58,32$ | -2434.7 | 78.4 | 78.9 |
|  |  |  |  | -4042.2 | 40.3 | 40.7 |
| 8 | 447 | 14 | $14,1,48,32 \rightarrow 14,2,24,32$ | 823.7 | 1.11 | 2.36 |
|  |  | 12 | 14, 2, 39, $32 \rightarrow 14,6,55,32$ | -2459.3 | 3.08 | 7.13 |
|  |  | 41 | $14,7,25,32 \rightarrow 14,9,58,32$ | - 4028.8 | 1.99 | 6.35 |
| 10.5 | 564 | 14 | $14,1,48,32 \rightarrow 14,2,24,32$ | $82^{7.7}$ | 0.58 | 1.84 |
|  |  | 12 | $14,2,39,32 \rightarrow 14,6,55,32$ | -2445.5 | 1.89 | 6.4 |
|  |  | 41 | $14,7,25,32 \rightarrow 14,12,15,32$ | -4036.2 | 1.01 | 3.3 |

Table 11. Mariner 9 harmonic solutions

| Model number | Orbital fits | Description of harmonics, resonance order | Date available |
| :---: | :---: | :---: | :---: |
| 1 | $P_{11}-P_{4}$ | 4th | 11/16/71 |
| 2 | $P_{0}-P_{4}$ | 6th | 11/17/71 |
| 32 | $P_{4}-P_{10}$ | 6th | 11/24/71 |
| 4 | $P_{15}, \boldsymbol{P}_{19}$ | 6th | 11/24/71 |
| 5 | $P_{14}-P_{23}$ | 6th | 11/29/71 |
| 6 | $P_{27}-P_{31}$ | 6th | 11/30/71 |
| 7 | $\boldsymbol{P}_{14} \boldsymbol{P}_{17}$ | 6th | 12/06/71 |
| 8 | $P_{48}-P_{4}$; | 6th | 12/10/71 |
| 9 | $P_{32}-P_{54}$ | 6th | 12/28/71 |
| 10 | $P_{43}-P_{51}$ | 6th | 1/19/72 |
| 11 | $P_{44}-P_{54}$ | 6th | 1/20/72 |
| 12 | $P_{52}-P_{64}$ | 6th | 1/23/72 |
| 13 | $P_{10 \times}-P_{112}$ | 8th | 1/26/72 |
| 14 | $P_{\text {rif }}-P_{\text {71] }}$ | 6th | 2/01/72 |
| 15 | $P_{72}-P_{7 \times}$ | 6th | 2/04/72 |
| 16 | $P_{114}-P_{120}$ | 6th | 2/05/72 |
| 17 | $P_{122}-P_{12 \times}$ | 6th | 2/09/72 |
| 18 | $P_{80}-P_{80}$ | 6th | 2/11/72 |
| 19 | $P_{88}-P_{94}$ | 6th | 2/16/72 |
| 20 | $P_{131}, P_{136}$ | 6th | 2/16/72 |
| $21^{\text {a }}$ b | $P_{4}-P_{42}$ | 8th | 12/19/71 |
| 22 | $P_{52}-P_{\text {s2 }}$ | 10th | 3/14/72 |
| $23^{\text {b }}$ | $P_{82}-P_{81}$ | 10th | 3/28/72 |

Solution list includes Mars spin-axis direction angles.
-Determined over one resonance cycle.

| 1) | (1)der |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0 | 1 | \% | 3 | 1 |
| 2 | (19037601 10: | $\begin{aligned} & 0.82880823 \times 10^{\prime \prime} \\ & 0.38 .3897 .42 \times 10^{\prime \prime} \end{aligned}$ | $\begin{aligned} & 0.548656 .48 \times 104 \\ & 0.31342 .43 \times 10.4 \end{aligned}$ |  |  |
| 3 | $0.16902033 \times 10^{4}$ | $\begin{aligned} & 0.26350573 \times 10 \\ & 0.281+1315 \times 10+ \end{aligned}$ | $\begin{array}{r} -0.54675236 \times 10: \\ 0.26696797 \times 10: \end{array}$ | $\begin{aligned} & 0.48830-155 \times 10: \\ & 0.37141632 \times 10: \end{aligned}$ |  |
| 4 | 0.5.3.40858 * 10 - | $\begin{aligned} & 0.35286608 \times 10 \\ & 0.64769491 \times 10^{\circ} \end{aligned}$ | $\begin{aligned} & 0.11379641 \times 10: \\ & 0.15689429 \times 10 \end{aligned}$ | $\begin{aligned} & 0.51197116 \times 10^{\circ} \\ & 0.81116264 \times 10^{\circ} \end{aligned}$ | $\begin{array}{r} -0.14152993 \times 10: \\ -0.2768 .4856 \times 10-6 \end{array}$ |
| 5 | $0.2316-5885 \times 104$ | $\begin{aligned} & 0.89319295 \times 10^{\circ} \\ & 0.63512161 \times 10^{\circ} \end{aligned}$ | $\begin{array}{r} -0.2 .4889816 \times 10: \\ 0.59125099 \times 10: \end{array}$ | $\begin{aligned} & 022608158 \times 10^{-n} \\ & 0.63012091 \times 10^{\circ} \end{aligned}$ | $\begin{aligned} & -0.56199295 \times 10^{-7} \\ & -0.20601205 \times 10^{7} \end{aligned}$ |
| 6 | $011245375 \times 10^{+}$ | $\begin{aligned} & 0.57621663 \times 10^{-5} \\ & 0.41707502 \times 10: \end{aligned}$ | $\begin{aligned} & 0.58842912 \times 10^{n} \\ & 0.1 .4282701 \times 10^{3} \end{aligned}$ | $\begin{array}{r} 0.1430 .4231 ` 10^{\circ} \\ 0.1467 .4199 \times 10^{\circ} \\ \hline \end{array}$ | $\begin{aligned} & 0.53615922 \times 10^{-N} \\ & 0.24952049 \times 10^{\circ} \end{aligned}$ |
| 7 | $0.1917505 \times 10:$ | $\begin{aligned} & 0.68380163 \times 10^{\prime} \\ & 0.43256804 \times 10 \end{aligned}$ | $\begin{aligned} & 0.22617700 \times 10^{3} \\ & 0.25320829 \times 10^{-3} \end{aligned}$ | $\begin{aligned} & 0.25555787 \times 10-: \\ & 0.2573844 \times 10 \end{aligned}$ | $\begin{aligned} & 0.32678534 \times 10.7 \\ & 04322185 \times 10^{-7} \end{aligned}$ |
| 8 | $0.22460446 \times 104$ | $\begin{aligned} & 0.7539 .4716 \times 10^{3} \\ & 0.30335715 \times 10^{3} \end{aligned}$ | $\begin{aligned} & 0.24985728 \times 10^{5} \\ & 0.33521262 \times 10: \end{aligned}$ | $\begin{aligned} & 0.17253395 \times 10^{-n} \\ & 0.97131307 \times 10^{\circ}: \end{aligned}$ | $\begin{aligned} & 0.26615292 \times 10^{:} \\ & 0.47830983 \times 10^{:} \end{aligned}$ |
| 9 | 0.45438015 \ 10 . | $\begin{aligned} & 0.74077120 \times 10^{\prime} \\ & 0.99596139 \times 10^{\prime} \end{aligned}$ | $\begin{aligned} & 0.60035209 \times 10: \\ & 0.18427201 \times 10: \end{aligned}$ | $\begin{aligned} & 0.19482533 \times 10^{-4} \\ & 0.59156130 \times 10^{-*} \end{aligned}$ | $\begin{aligned} & 0.11462030 \times 10^{-8} \\ & 0.21146237 \times 10: \end{aligned}$ |
| 10 | $0.12148101 \times 10^{4}$ | $\begin{array}{r} 0.10605017 \times 10 \\ -0.75161187 \times 10: \end{array}$ | $\begin{array}{r} -0.39758291 \times 10^{-6} \\ 0.73685544 \times 10^{-6} \end{array}$ | $\begin{aligned} & -0.32582780 \times 10= \\ & 0.37591059 \times 10^{-}: \\ & \hline \end{aligned}$ | $\begin{array}{r} -0.71218216 \times 10^{-8} \\ 0.55791204 \times 10^{-10} \end{array}$ |

Table 12. Coefficients for the tenth-degree harmonic gravity model (C/S)

|  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 6 | 7 | Order | 8 | 9 |


| $\begin{aligned} & \cdot 0.71092642 \times 10^{-N} \\ & 0.47087929 \times 10^{-} \end{aligned}$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $0.12473048 \times 10^{-4}$ | $0.86275381 \times 10^{9}$ |  |  |  |  |
| $-0.30622927 \times 10^{-4}$ | $-0.34340824 \times 10^{-4}$ |  |  |  |  |
| $-0.13389670 \times 10^{-4}$ | $-0.30652077 \times 10{ }^{\text {? }}$ | $-0.41013469 \times 10^{10}$ |  |  |  |
| -0.42902814 $\times 10^{\circ}$ | $-0.43898135 \times 10^{-9}$ | $0.39439971 \times 10^{-10}$ |  |  |  |
| $-0.38899155 \times 10^{-4}$ | $-0.28403351 \times 10^{-9}$ | $0.43473828 \times 10^{11}$ | $0.12291580 \times 10^{-11}$ |  |  |
| $-0.14389265 \times 10^{-8}$ | $-0.18637042 \times 10^{-9}$ | $0.43212145 \times 10^{-10}$ | $0.546986 .44 \times 10^{11}$ |  |  |
| $0.27636240 \times 10^{-\times}$ | $-0.13687388 \times 10^{-9}$ | $\cdots 0.10366049 \times 10^{-11}$ | $0.37252880 \times 10^{11}$ | $0.12034184 \times 10^{-12}$ |  |
| $0.48277638 \times 10^{-9}$ | $-0.20504467 \times 10^{-9}$ | $0.19875240 \times 10^{.10}$ | $0.11827967 \times 10^{11}$ | $\cdots 0.43508199 \times 10^{-12}$ |  |
| $-0.94128357 \times 10^{-9}$ | $-0.80089751 \times 10^{-10}$ | $0.33561106 \times 10^{11}$ | $0.11016686 \times 10^{-11}$ | $-095379180 \times 10^{-13}$ | $0.16798570 \times 10^{-14}$ |
| $0.31033661 \times 10^{-9}$ | -0.11098738 $\times 10^{-9}$ | $0.55400811 \times 10^{-11}$ | $-0.23991272 \times 10^{-12}$ | $-0.13343572 \times 10^{-12}$ | $0.62183627 \times 10^{-14}$ |

Table 13．Short－arc solution sunimary

| Orbit，fit | Hannomer model number | r，ple from mean．km | 19：trom mean，deg | Nimber of revolution for wheh <br>  within 2 ， | Orbst fit | Hammone model number | $r_{r} د!$ fron： mean．kin | 3！trom <br> me：an，deg | Vimber at rewhition for which دT：wハ withiness |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $r_{1}-r_{\text {\％}}$ | 2 | 0.86 | 0013 | 12 | $r,-r^{\prime}$ |  | 0.01 | 0.014 | 13 |
| $P_{\text {，}}-P_{\text {，}}$ | 2 | 1.38 | 0.018 | 10 | $r$ ，$r^{\prime}$ |  | 7.53 | 0112 | 9 |
| $r_{1},-P_{1}$ | 2 | － 1.29 | 0.060 | 6 | $r \ldots-{ }^{\prime}$ |  | 11.17 | 0.207 | 12 |
| $r_{1}-r_{1}$ | 2 | 3.50 | 0.045 | 3 | $r^{\prime-r}$ |  | 1.12 | 0015 | 33 |
| $r^{\prime}-r^{\prime}$ | 3 | 3.26 | 0.0 .42 | 4 | $P_{\square 1} r^{\prime}$ |  | 1.95 | 0.096 | 2.4 |
| $P^{\prime}-P^{\prime}$ | 5 | 4.45 | 0.057 | 7 | $r_{1}-1+1$ |  | $18 \%$ | 0.038 | $38+1$ |
| $P_{1}{ }^{\prime} P_{1}$ | 3 | 1.35 | 0018 | 6 | $P^{-1} r^{-1}$ |  | 3.38 | C，u6T | 10 11 |
| $r{ }^{1}+1$ | 3 | 3.19 | 0.039 | 2 |  | 1 | 6.76 | 0.136 | 2.1 |
| $P_{i n}-P^{\prime}$ | 5 | 7.02 | －－ 0.086 | 6 | $r^{\prime}-r^{\prime}$ | 21 | 8.56 | 0.17 .5 | 10 |
| $r_{1},-P^{\prime}$ | 6 | 1.15 | 0.014 | 9 | I．-1. | 22 | 3.46 | 0.053 | 23 |
| $r^{\prime}{ }^{\prime}-P^{\prime}$ | 5 | 2.25 | 0.027 | 8 | $p=-1$ | $1$ | － 3.09 | － 0.128 | 15 |
| $P_{i-1} \boldsymbol{P}^{\prime}$ | 3 | － 0.42 | －0．0．05 | 10 | $4 \therefore-1$ |  | － 0.26 | 0.046 | 21 |
| $P_{\text {，}}$－ $\boldsymbol{P}^{\prime}$ | 1 | － 1.52 | 0.083 | $5+\cdot$ | $11^{-1}$ |  | 310 | 0.054 | 11 |
| $P_{1} 0^{-P_{1}}{ }^{\prime}$ | 5 | － 2.12 | 0.029 | 7 | ． $1,4 \ldots$ |  | 12.19 | 0.281 | 11 |
| $P_{1, \ldots}-P_{1,1}$ | 5 | － 1.93 | － 0.013 | － | $1 \ldots-1 \ldots$ |  | －3．21 | 0.081 | 31 |
| $P_{1, \ldots,}-P_{1,}$ ； | 7 | 1.50 | 0.023 | 13 | $1 . .10 .1:$ |  | 2.02 | 00.36 | 1.5 |
| $P_{14} P_{11}$ | 21 | － 7.28 | － 0.079 | 25 | $1 \ldots-1$ |  | 24.36 | － 0.558 | 9 |
| $P_{1,1}-P_{1}$ ， | 21 | 7.71 | 0.09 .4 | $37+5$ | $._{1} \ldots-A_{1, \ldots}$ |  | 0.744 | －0．055 | 21 |
| $P_{1 \times-} P_{12}$ | 9 | 4.48 | 0.057 | 9 | $A_{11}-A_{11}$ |  | 22.88 | 0.345 | 8 |
| $P_{1} \because P_{1}$ | 5 | 5.12 | 0.072 | 8 | $A_{111}-A_{12}$ |  | 6.44 | 0078 | 13 |
| $P_{11}-P_{1 / 1}$ | 6 91 | -623 -591 | －0．070 | $8{ }_{8}^{8}+\mathrm{n}$ | $A_{1},-1_{1}$ |  | 0.40 | －0．016 | 21 |
| $P_{11} P^{-} P_{1}$ | 21 | －5．21 | － 0.059 | $32+h$ | $i_{1},-i_{1}$ |  | －4．03 | －0．084 | 32 |
| $P_{1} \ldots P_{1}$ ， |  | － 3.56 | －0．039 | 13 | $A_{11}-1_{11}$ |  | 7.94 | 0.089 | 17 |
| $P_{1 \ldots}-P_{1}$ |  | -6.89 -16.82 | － 0.080 | 30 | $A_{10}-A_{14}$ |  | 0.87 | －0．009 | 21 |
| $P_{1-0} P_{1-1}$ |  | － 16.82 | －0．205 | 12 | $A_{1}, A_{4}$ |  | 1.05 | －0．008 | 42 |
| $\boldsymbol{P}_{1: 1} \boldsymbol{P}^{(1: 1}$ |  | － 3.53 | －0．036 | $26$ | $A_{1: 1}-A_{1: 1}$ |  | 6.97 | 0.070 | 28 |
| $P_{1:-} P_{1-}$ |  | 2.67 | 0.045 | $30+6$ | $A_{1}-A_{1}$ |  | 1.39 | －0．035 | 32 |
| $P_{1 い}-P_{1 い}$ |  | 3.29 | 0.014 | 23 | $A_{1,4}-A_{1}$ |  | －6．27 | －0．093 | $46+$ |
| $P_{1 い-P} P_{1}$ |  | $-1.63$ | －0．013 | $14$ | $A_{11}-A_{3,1}$ |  | －7．44 | －0．108 | 19 |
| $P_{101}-P_{1 w}$ |  | 6.90 | 0.105 | 14 | $A_{1}-A_{0,1}$ |  | －5．80 | －0．088 | $42+$ |
| $P_{197}-P_{199}$ |  | 3.19 | 0.053 | $44+b$ | $A_{10}-A_{\text {Si }}$ |  | －4．18 | －0．069 | $36+$ |
| $P_{101}-P_{20}$ |  | $-3.33$ | －0．041 | $32+\mathrm{h}$ | $A_{i n \prime}-A_{51}$ |  | 0.49 | －0．017 | $44+$ |
|  |  | －9．49 | －0．131 | $38+$ | $A_{1}, A_{\text {ma }}$ |  | $-12.03$ | －0．159 | 8 |
| $P_{\text {P1，}} P_{10}$ |  | $-12.99$ | －0．184 | 5 | $A_{3}, \ldots-A_{1,1}$ |  | 0.84 | －0．005 | 58 |
| $P_{21},-P_{211}$ |  | 2.19 | $0.050$ | 21 | $A_{1,2}-A_{61}$ | 1 | 4.01 | 0.037 | $45+$ |
| $P_{219} P_{221}$ | 1 | 1.64 | 0.042 | $35+b$ | $A_{1,4,}-A_{1, \cdot 1}$ | 22 | 6.37 | 0.073 | $40+$ |

＂Predicted trajectory information beyond this point was not available becanse of the second trim maneuver performed at $P_{\mu 4}$ ． ＂Predicted trajectory information hased on this fit was not avail．．ble beyond this point．
＇As definet！in Table 11.

Table 14. Long-arc solution summary


Table 15. Characteristics of periodic variations
Table 16. secular rates, rads

| Term | Type | Period |
| :--- | :--- | :--- |
| $(l-8 p+q) \dot{M}$ | Short-period | 12 h or less |
| $m(\dot{\Omega}-\dot{j})$ | Mediun-period | 24 h or less |
| $(l-2 p) \dot{0}$ | Long-period | Years |
| $m=0$ |  |  |
| $(l-8 p)=0$ | Secular (Constant |  |
| $(l-8 p+q)=0$ | sate) |  |


$m=0$
$(l-8 p+q)=0$
:ate)

| Landmark identification | Narrow-angle camera |  | Wide-angle camera |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Pixel | ine | Pixel | Line |
| 6 | 20.0 | 20.0 | 3.0 | 3.0 |
| 68 | -" | -* | 3.0 | 3.0 |
| 681 | -a | -* | 3.0 | 3.0 |
| 49 | - | -* | 3.0 | 3.0 |
| 9 | 10.0 | 10.0 | 3.0 | 3.0 |
| 2 | 10.0 | 10.0 | 5.0 | 5.0 |
| 201 | 5.0 | 5.0 | 3.0 | 3.0 |
| 202 | 3.0 | 3.0 | -4 | - |
| 3 | 5.0 | 5.0 | 3.0 | 3.0 |
| 51 | 4.0 | 4.0 | 3.0 | 3.0 |
| 53 | 4.0 | 4.0 | 3.0 | 3.0 |
| 5.4 | 4.0 | 4.0 | 3.0 | 3.0 |

Table 18. Variation of $\Omega$ relative to a mean continuous node evolution

| Probe segment | A priori |  | A posteriori |  |
| :---: | :---: | :---: | :---: | :---: |
|  | دS20, 1 l -g | $\Delta \mathrm{Im}$ average. deg | 13: deg | $\Delta$ Sh average, deg |
| Pont-trin! 1 |  |  |  |  |
| 1 | 0.05 | $+0.028$ | +0.035 | +0.025 |
| 2 | 0.03 | +0.006 | +0.035 | +0.025 |
| 3 | 0.00 | -0.024 | -0.005 | -0.015 |
| 4 | 0.05 | +0.026 | +0.015 | +0.005 |
| 5 | 0.04 | +0.016 | -0010 | -0.020 |
| 6 | 0.00 | $-0.024$ | 0.005 | -0.015 |
| 7 | 0.00 | -0.024 | +0.000 | -0.010 |
| Average | 0.024 |  | + 0.010 |  |
| Rms |  | 0.022 |  | 0.018 |
| Post-trim 2 |  |  |  |  |
| 8 | 0.00 | $-0.005$ | +0.000 | -0.008 |
| 9 | 0.03 | +0.025 | +0.040 | +0.032 |
| 10 | 0.05 | +0.045 | +0.030 | +0.022 |
| 11 | 0.03 | +0.025 | +0.035 | +0.027 |
| 12 | 0.03 | +0.025 | +0.010 | +0.002 |
| 13 | -0.02 | -0.025 | $+0.000$ | -0.008 |
| 14 | -0.04 | -0.045 | -0.025 | -0.033 |
| 15 | -0.02 | -0.025 | -0.010 | -0.018 |
| 26 | -0.02 | -0.025 | -0.015 | -0.023 |
| Average | +0.005 |  | +0.008 |  |
| Rms |  | +0.030 |  | + 0.022 |
| Combined mis |  | +0.0265 |  | +0.0202 |

Table 19. Elevation results from landmark date processing

| Landmark | Identificaton | $\begin{gathered} \text { Latitude } \\ \text { deng } \end{gathered}$ | $\begin{gathered} \text { Whogitude } \\ \text { dics } \end{gathered}$ |  | Combired UVS and occultation radius. kin | Combuned radar and occultation radus, kII |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| South polar cap | 6 | $-8602+0.01$ | $357.11+0.14$ | $338167+20$ | Exit occultation value at $78.8^{\circ}$ latitude and $316.8^{\circ} \mathrm{W}$ longitude is 338.3 .9 km | Outside lamits of Farth-based radar obervability |
|  | 9 | $-8.4 .12+0.01$ | $57.69+0.11$ | $3.382 .44 \cdot 20$ |  |  |
|  | 63 | $-80.22+0.03$ | $35111+0.10$ | $3383.11+2.0$ |  |  |
|  | 661 | $-81.00+0.02$ | $341.42+011$ | $3382.71+2.0$ |  |  |
|  | 49 | $-76.97+0.03$ | $1.33+0.11$ | $3384.97+3.5$ |  |  |
| Pavonis Lacus | 2 | $1.50+0.04$ | $11.317+0.0 .3$ | $3.41081+2.5$ | $3.411 .5$ <br> Nearest availanle value is 3417.5 | 3412.0 |
|  | 201 | $158+0.03$ | $113.00 \pm 0.03$ | $3413.07+2.4$ |  | Nearest available value is 3118.0 |
|  | 202 | $0.28 \pm 0.03$ | $113.96+0.03$ | $3414.95+2.3$ | Base 3403.0 | 3403.5 |
| Nodus Cordii | 3 | $-10.25+0.03$ | $120.82+00.3$ | $341205+2.3$ | Base 3402.0 | 34035 |
|  |  |  |  |  | 3.414 .5 | 3.415 .5 |
| Nix Olympica | 51 | $17.21+0.03$ | $133.73+0.03$ | $3419.20+2.8$ | Base 34010 | 3402.5 |
|  | 53 | $17.91+0.03$ | $133.70+0.93$ | $3416.22+2.7$ | No relative information available |  |
|  | 54 | $17.77+0.03$ | $133.45+0.03$ | 3418.51 + 2.6 | No relative information available |  |

Table 20. One-sigma uncertaintion in Mariner 9 position when ranging is taken

| Position <br> components | Pre-fight | Actual pre-gravity <br> sensing, <br> revolutions $1-4$ | Post-gravity sensing <br> $(3$ stations), <br> revolutions 4-280 | Post-gravity sensing <br> (1 station), <br> revolutions 280-695 | Post-gravity sensing <br> (conjunction region) |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $r \Delta \Omega, \mathrm{~km}$ | 30 | 120 | 5 | 10 | $<30$ |
| $\Delta r, m$ | 100 | 400 | 20 | 60 | $<150$ |
| $\Delta x^{\prime}, m$ | 50 | 200 | 20 | 60 | $<150$ |

Teble 21. Effect of peakion uncertannties on Eerth-mavs macouroment

| Position comprosents | Pre-fistht | Actual pro-gravity semetng. rovolutions 1-4 | Poot-rivits amadas (3 stations) revolutions 4-450 | Poct-ravity mondas (1 statioa), revolutions 200-605 | Post-pravity somalay (condunction repion) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| ran, m | 3 | 18 | 0.5 | 1 | $<3$ |
| $\Delta \mathrm{A}, \mathrm{m}$ | 0.01 | 0.04 | 0.003 | 0.000 | $<0.015$ |
| AR, m | 80 | 200 | 50 | 00 | $<150$ |



Fi.e. 3. Worn-iluretton cleprem in phees spece


Fi4. 4. Worst-ilrection convergunes prome es a funetion of clat teruntrukion tirne




Fig. 6. Earth-station/Mars-spacecraft configuration





Fig. 7. Profection of true and eatimated orbit in Earth's plane of sky

Fig. 8. Time histories of pre-figigt state estimate uncertainty over a single revolution (Noveınber 14, 1971)


Fig. 9. Effect of period error on mapped poaition error at perfapsis


Fig. 10. Pre-gravitation sensing solution history (pre-flight simulated data)


Fig. 11. Antenne elevetion angle ve time; (a) November 15, 1971, (b) May 5, 1972


Fig. 11 (contd)


Fig. 12. Evolution of doppler data accuracy


Fig. 13. Differenced range minus intugrated doppler time historios: (a) August 20 (order int 8), (b) August 23 (order fit 3), (c) August 25 (order fit 3)


Fig. 14. Distribution of observation times relative to time of periapsis passage of spacecraft for pictures used in optical OD
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Fig. 15. Landmark locations: (a) South polar region, !b) Pavonis Lacus, (c) Nodus Gordii


Fig. 15 (contd)


Fig. 15 (contd)


Fig. 16. Engineering telemetry data



Fig. 17. Typleal rell-axis leak
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Fig. 18. Gas leak acceleration and $\Delta V$ history for mid-Dscember 1971


Fi. 19. Celeatial coordinatien ( $\mathbf{1 9 6 0 . 0}$ ) of Martion north pole


Fig. 20. TRKED initial orbit convergence


Fig. 21. First orbit convergence histery (positon)


Fis. 22. Firnt orbit convergenem Ilatery (period)


Fig. 23. Near-real-time pre-gravity-sensing solution history

 equillerium. (b) Enerty of probe decreases, (c) steble aquilitivium, (d) Energy of probe bermeses


Fig. 25. Variation in Mariner 9 post-trim 1 orblt period


Fig. 26. Estimated differences of single-revolution state at periapsis for first 10 revolutions


Fis. 27. Varistion in estimetes of harmonic coefficients


Fig. 28. Effect of gas ieak modeling on estimate of harmonics


Fig. 29. Effect of aphemeris errors on estimate of harmonics






Fig. 33. Prediction error in $T_{p}$ for tenth-degree harmonic model


Fig. 34. Typical fit and prodicted doppler residuals



Fig. 36. Hist-frequency orbital alemont variations


Fig. 36 (contd)


Fig. 37. Long-poriod caculating orbit ampionts: (a) In-plane elements, (b) Orlentation andes relethe to Mars true equater
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Fig. 38. Error in predicted mean anomaly and $T_{p}$ using various grevity models


Fig. 39. Error in prodicted mean anomaly at periapsis


Fis. 40. a cerrection time hietary


Fig. 41. TV image residuala: (a) Pavonis Lacus, (b) Nodus Cordil, (c) Nix Olympica, (d) South polar region


Fic. 41 (coned)


Fig. 41 (contd)


Fl. 41 (comid)


Fig. 42. Time hiatory of iandmart inoge residuads


Fig. 43. Topography of Mars (from radar-renging data) relative to conter of mass
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Fig. 44. Topogrephy of Mars (from UVS and oceultation data) relative to an equipotential surface


Fig. 45. Altitude profile of Middle Spot


Fig. 46. IRR view of South Spot


Fig. 47. North pole of Mars in Laplacian plane of Deimos


Fig. 48. Mars spin-axis direction solutions from Mariner 9 data


# Maneuver Analysis 

R. T. Mitchell, G. R. Hintz, and G. Preston

The maneuver analysis for the Mariner 9 mission, both pre-launch and in-flight, was different from that of previous Mariners because of the requirement to insert the spacecraft into orbit al i Mars and to trim the orbit to an unprecedented accuracy. The most apparent differences were in the spacecraft design, the software development, and the maneiver strategy required for each plaze of the mission. This section describes the analysis that was performed and the software that was developed, with emphasis on the maneuver strategy and actual inflight results.

## I. Strategy Evolution

The development of the maneuver strategy began early in mission planning and extended well into the interplanetary flight. Initial strategies were varied because analysis indicated different techniques for increasing
accuracy and reducing velocity-correction requirements. Additional changes were made as the scientific objectives evolved and became final, thus changing trajectory requirements and delivery accuracy sperifications. The loss of Mariner 8 at launch, leaving only one spacecraft with which to perform the Mariner Mars 1971 (MM71) mission, also led to significant changes in the manner in which maneuvers were designed and implemented. The selection of the final target values for the orbit about Mars was completed about 2 months after launch, when the final experimenter inputs became available.

Initially, the two missions were identified as $A$ and $B$, with target values of $1250-$ and $850-\mathrm{km}$ periapsis altitude, 80 - and $50-\mathrm{deg}$ inclination, and about 12 - and 33 - h periods, respectively. The apsidal rotation, defined as the angle between the incoming asymptote and the elliptical periapsis direction, was specified as 130 and 155 deg, respectively.

The original plan for interplanctary mancwer targeting was to select aim points that would yield an orientation corresponding to the desired inclination, thereby allowing the orbital manemers to be planar, and to give Bmagnitudes for minimum insertion velocity requirements. Previous work indicated that out-of-plane errors caused by orbit determination (OD) and maneuser execution errors were within specifications and would not require correcting. The insertion was to be targeted directly to the desired period, orientation, and periapsis altitude. Since post-insertion trajectory errors were expected to be large, primarily berause of OD uncertainty on the approach hyperbola, two trim maneuvers were planned. The first was to correct periapsis altitude and orientation. The remaining period error would then ratuse the periapsis passage time to migrate into the Goldstone view period. A second trim would be performed at periapsis when the desired timing was achieved. This second trim would adjust the orbital period to about 12 h , thereby causing every other periapsis passage to occur near the middle of the (inldstone view period. The orbit would then be "synchronized" with Coldstone, maximizing the data return capability, as discussed in the Introduction.

The first change in this plan came early in the analysis. when it was observed that by biasing the target period at insertion to a larger value than was ultimately desired, two benefits could be obtained. First, $\Delta V$ requirements were reduced because the probability of needing to restore energy to the orbit with a trim after removing too much at insertion could be reduced from $50 \%$ to nearly zero. The second benefit came from the fact that nearly synchronous post-insertion orbital periods would require more time to get into proper phase than those with larger period errors, since the periapsis migration would be slower. When starting with periods well above the synchronous value, the trim sequence would proceed much more rapidly and efficiently. Details of the actual implementation of this strategy are discussed later in this section.

After the failure of Mariner 8 at launch, a mission redesign took place to maximize the data that could be obtained with the single remaining spacecraft. The finai orbit selected had a periapsis altitude of 1300 km , a period of about 12 h , an inclination of 65 deg , and the maximum achievable apsidal rotation ( $\psi$ ), which was a little over 142 deg for this orbit. It was determined that the delivery accuracy of the in-plane orientation of the orbit after insertion would be acceptable for meeting the mission objectives. This increased the overall mission reliability by requiring only one trim maneuver, which would correct the period, in those cases where the post-insertion
periapsis altitude was within tolerance. The Mariner 9 spacecratt was launched and the first mideoure manewer performed under these ground rules.

The linal de cision on the de cired orhit was made by the experimenters in July 1971. 2 months after launch. The periapsis altitude requirement was changed to allow any altitude in the range of 1200 to 1500 km , and the desired apsidal rotation was fixed at 140 deg. Based on this, a value of a 1350 -km periapsis height was chosen to minimize the likelihood of requiring a post-insertion altitude correction. Changing these two target parameters also slightly changed the optimum B of the approach hyperbola from that in effect when the midcourse maneuver was performed. However, a fortuitous combination of execution and OD errors at the time of the first maneuver. plus an update of the Mars ephemeris during flight, resulted in a near-optimum spacecraft trajectory. Consequently, a second mideourse maneuver was not needed.

Additional details on maneuver strategy as it relates to actual maneuver implementation may be found in the following discussion of the design and performance of each maneuver. Further descriptions are also presented in Ref. 1.

## II. Maneuver Mechanization

The planned maneuver sequence for the Mariner 9 spacecraft was a gyro warmup period followed by a roll turn. yaw turn, and burn. Turns could be made of either polarity and for durations exceeding a complete revolution about either axis. The duration of the iurns was controlled by counting a specified number of pulses, each $1 s$ in length. Hence, the computed turns to implement a correction had to be quantized to an integer number of seconds in duration, and could not be mechanized precisely. With a turn rate of about $0.18 \mathrm{deg} / \mathrm{s}$, the maximum resolution error was 0.09 deg about both the roll and yaw axes. A similar situation existed for controlling the magnitude of the velocity correction. An accelerometer was used, which issued pulses for each $0.03 \mathrm{~m} / \mathrm{s}(0.96 \mathrm{~m} / \mathrm{s}$ for insertion), corresponding to a maximum resolution error of $0.015 \mathrm{~m} / \mathrm{s}(0.48 \mathrm{~m} / \mathrm{s}$ for insertion $)$.

Two degrees of freedom existed, which allowed the effect of these resolution errors to be minirnized. One was to alter the time of motor ignition, thus changing slightly the pointing and magnitude requirements. The second was to modify the direction of the maneuver in such a way
that eriteal target parameter were unchanged and resolution errors were mapped into less important parameters. For the first mideourse manewer, the sensitisity of the mancuver parametors to motor ignition time was so slight th. $t$ no .dhantages could be obtained withou! changing igmtion time to the point that it affected other operational comsiderations. The acemacy with which the B-vector magnitude was contolled wa improved. however, by altering the arreal time so that the accelerometer resolutoon was eliminated The crrors caused by quantization of the insertion maneweer parameters were negligible when compared with expected execution and orbit determination errors and hence. were simply rounded to the nearest integer pulse. A further motivation for doing this was the fact that the target parameters were interrelated in such a mamer that it was not possible to absorb errors into a single one of them. The sensitivity to ignition time for the trim manewers was large enough that ignition time changes were used very effectively both to reduce resolution errors and to account for late changes in the orbit estimate.

A number of alternatives existed for controlling the start of motor burn. all of which involved use of the computer and/on sequencer on board the spacecraft. For the midcourse and trim mancuvers, when an aborted maneuser did not mean mission failure and was preferred to an anomalous maneuver, the spacecraft was operated in the tandem mode. In this mode, the computer and sequencer counted down simultancously and aborted the maneuver if the count was out of synchronization. A ground command (DC-52) was issued to initiate the countdown for the tandem maneuvers. This flexibility was not available for the insertion maneuver because an abort meant total mission failure. Instead, the spacecraft was operated in a parallel mode, wherein both the computer and sequencer counted down to motor ignition without a fail-safe check, and either could initiate the burn. This countdown was initiated by a stored onboard command.

The execution errors associated with the mechanization of a maneuver may be classificd as proportional to the maneuver magnitude, and fixed, and therefore independent of the magnitude. Resolution errors, caused by the quantization of commands, are included statistically

[^7]with the tived errors. The 3 -e executon errors in both magmtude and pointmg for Mariner 9 are hown in Table 1.

## III. Maneuver Constraints

I momber of contraint exibed on the demgn of cadt of the manemers primatile on the turne that could be pertomed and on the tmong of the manewors Turn onstraiats were determined by the meed to hase downlonk communicatoms during the motor burn. and the regurements that certain of the instruments not be pointed to the Sma, Earth. or Mars. Figure 1 indicates the manner in which solation of turn constraints wan checked. By uperinuposing on this figure the trace of the Sun. Earth, or Mars during the turns, an appropriate set of turm from anong the eight possible could be determined.'

Specilic instruments which imposed constrants were the infrared interferometer spectrometer (IRIS), TV, and Canopus sensor sun shutter. The constraint imposed by the latter instrument was precautionary because the purpose of the shutter was to protect the Canopus sensor from light sources such as the Sum. The precaution was necessary because, if the shutter failed either in the open position and the sensor was damaged by being exposed to direct sunlight or in the closed position, the spacecraft would be unable to maintain its star reference. Communication constraints, which reguired that the appropriate antenna be directed, with varying tolerances, to the Earth direction, were satisfied by incorporating this factor in the manewer strategy at the outset. The aim points at launch and first midcourse were biased for the first and second midcourses so that, if the second mideourse were not needed. the bias would not have to be removed. Addi. tional details on this biasmg scheme are given later in this section. The medium-gain antema was mounted so that it was aligned with Earth when the spacecraft was in the necessary orientation for insertion and for a phasing maneuver to reduce the period, in accordance with the orbital strategy discussed earlier. The only mancuver, based on the final strategy, with pointing requirements that would not allow use of the medium-gain antenna, was an apoapsis maneuver to lower periapsis altitude. Had the need for this maneuver arisen, the low-gain antenna would have been used. Spacecraft orientations in which neither antenna could have been used existed, but never would have been needed for the strategies employed.

The constraints on maneuver timing were that each maneuver be completed over a single tracking station and that near-Mars maneuvers be performed over the $64-\mathrm{m}$
anteman at Coldstone for better telemetre data. I linal comerant. which aplied onls to the tirst mancuer. Was that the magnitude aceed $56 \mathrm{~m} / \mathrm{M}$ This cometrant was inusered to powide proper propedint wething and relocatwen of the gas mbhbe wothin the bladder becomee the - pateralt w.s "upade-down", at latuch.

## IV. Maneuver Software

The entre ootware pachase for the Marimer 9 mission. includine that for pretlight amahsis and in-flight operations, comsisted of many programs. The pretlight design and amak sis (DidA) programs were used for cealnation of sarious strategies and constrants. determination of propellant-hading tequirements and deliary capability. and for providing msight to potential problems during operations Operations programs were placed in two categories: category I programs had a formal certification and documentation schedule and consisted of the main programs used for decision-making and generation of commandahle quantitics, category 11 programs, which went through an equall- thorough, though less formal. verification process gemeralls were smaller programs used for checks, generation of supporting data and plots. printing of magnetic tapes, ete. A brief description of the D\&A and category I programs follows.

## A. Design and Analysis Midcourse

The D\&A midcourse program used the selected sampling technique, rather than Monte Carlo, for generating statistics. The program had the capability to analyze two successive maneuvers and satisfy the planetary quarantine constraint by adaptively selecting aim points according to a specified strategy. Three such strategies existed with differing criteria for optimization. All execution and OD errors, and velocity requirements were computed in three dimensions, except that the second maneuver corrected only the B-plane miss resulting from the first maneuver. The principal output from this program was a threcdimensional histogram on B-R,B•T, and velocity requirement. Single variable histograms were obtained by summing along the other two perpendicular axes.

## B. Design and Analysis Insert

The D\&A program for insertion studies used the threedimensional histogram, or box, from the D\&A midcourse maneuver program as input, and processed each entry, along with its associated probability, to determine insertion velocity requirements and delivery accuracy for the insertion maneuver. The program simulated a finite
burn tor exch pome of the mput hor wing mumencal meccation and upplied. a primeal output. dehery statistics on the pont-mertion orbital elements and asoodiated total veloeity statintas to this peint in the mission.

## C. Design and Analysis Trim

Two lde trim programs were developed. one to . maka one-tim strategies and the other for two-trim vtrategies. Both prosrams aecepted as input the velocity and delisers statistice from the insertion program and bed two-body conic equations and impulsise maneuver models to determine velocity requirements. final delivers tatistion, and optimum strategies in the presence of time comeraints and requirements. Theoe progra.as contained ombisticated dgorithows for trim manewer analvsis and optimization, and provided a valuable insight to the over.ll trim problem. Their utility was limited, however, after the simplified stratequ was developed following the loss of Mariners.

## D. Command Midcourse

1rac command midcourse program was used for the calculation of the manewer parameters for the interplanetary trajectory corrections. It required an interface with each of the following progiams, also used in operation
(1) Double precision trajectory program (DPTRAJ).
(2) Orbit determination program (ODP).
(3) Double precision analytic partials (DPAP).
(4) Iterative search package (SEARCH).
(5) Telecommunication performance (TPAP).
(6) Trajectory monitor (TRAM).

The commat. 1 midcourse program computed the precise maneuver parameters required to achieve the desired encounter, including compensation for the accelerometer resolution error, and printed other data required for offline analysis of constraints and turn resolution error decisions. An impulsive burn model was used with the results verifir d by a finite burn simulation using DPTRAJ.

## E. Command Insert

The command insertion program performed a similar function for the orbit insertion maneuver. The interface with other programs was the same, except for the addition
of the propuhon subsutem operation progsam (PSOP) needed tor the tinite burn modeling, and a different seareh routine to allow nonsquare statehes to be pertormed. The nommigue consergence problem was hamed be a weighted least-upuares criterion

## F. Command Trim

The co monad tim progr.mon was similar to the methon program in owerall structure and intertaces. A wphisticated strategy tor selection of target values was developed within the pregram, but it was used onlv :mmimall with the final strategy selected.

## V. Injection

The launch wehicle was sufficiently accurate at injection that, after the aim point was biased to satisty navigation constraints, the spacecraft orientation for the first manemver was not random. As a result, it was possible to select a launch trajectory which would satisfy all the imposed constraints (discussed below) and lead to a mideourse maneuver with a preferred spacecratt orientation. A detailed description of the injection targeting process will indicate how this was accomplished.

The target selection process included specification of the launch vehicle orientations for launch vehicle/spacecraf! separation. lamech whicle deflection, and the desired post-separation encounter parameters of the spacecraft, subject to a number of launch vehicle, spacecraft, and mission-related constraints.

A review of the near-injection sequence of events will prove helpful at this point. At main engine cutoff (MECO), when the launch vehicle/spacecraft was on a trajectory to Mars, the launch vehicle began to turn to a prespecified direction for separation, commonly referred to as the a-direction. Separation occurred at MECO plus 95 s . At 250 s after separation, the spacecraft ejected a radiation-absorbing plug from the medium- Rain antenna. Sun and Canopus acouisitions occurred soon after separation. The launch vehicle coasted on a ballistic trajectory for 460 s following separation, maintaining its inertial attitude along $a$. At this point, the vehicle began to tum to a specified direction for a deflection mareuver designed to ensure that it was placed on a trajectory with no chance of impacting Mars. The deflection maneuver, whose thrust direction is commonly referred to as the b-direction, was initiated 85 s after the beginning of the turn to b , with a duration of about 20 s .

Ther shecton of the a-ditecton had to he made me wheh a manacr a to satat! the following coteria:
(1) The low- gam anteman of the epaceratt mand be pented in the cathes.ad hemesphere of the yatere cratt to acherse acyumitom of sigmal.
(2) The pont-sparatom oriatation of the yameratt must be anch that the Sum on acguired hetore the paceratt enter the biarthis hadow, if powhle.
(3) The wricotation munt not callse the Sun trach m pacocratt coordinate: to pas through the TV fueld of wow durmes Smanguisition
(f) To atiof the platere quarantine cometrant. the medium- Lain antemar plag must not be efocted from the spacecraft into a trojectory which wall impact Mars.
(5) The maximum turning angle betwe on the launch whic!e longitudinal asis at MEC() and at separation must be about (x) dex to emsure that the launch whicle is not still turning at separation.

The fanal value for a was chosen by turning the launch whicle nose-down 90 deg from its MECO . attitude in the trajectory plane, which provided the best possible geometry for criterion (1) subject to (5), and was entirely satisfactory for (2) and (3). The means of satisfying criterion (f) will be discussed later.

Constraints gowerning the selection of $\mathbf{b}$ were:
(1) The launch vehicle must be turned far enough from its separation attitude to ensure that the deflection thrust does not accelerate the launch vehicle into the spacecraft.
(2) The launch vehicle orientation at deflection must prevent exhaust gases from impinging on spacecraft optics.
(3) The launch vehicle must not $\mathrm{b}_{\mathrm{e}}$ deflected in a direction which would bring it within the field of view of the spacecraft Canopus sensor.
(4) The deflection direction should map as nearly as possible, subject to criteria (1), (2), and (3), along the negative gradient of the probability density function of the injection error distribution, thus minimizing the risk of impacting the planet.
(5) It is desirable to prevent the launch vehicle and the ejected antenna plug from colliding.
(6) The maximum turn from the separation attitude should be about 90 deg.

The encounter condmem io he fargeted tor at mection were determoned by the following considerations:
(1) The corstraint must be placed on the spaceratt ?stem that the first maneuver magnitude be at lase $5.6 \mathrm{~m} / \mathrm{s}$, as mentioned almove.
(2) The probability of impact asocoiated with the selected encomenter parameters, combined with the reliahility of the yacecratt manewer system, mose batisfy the planetary quarantine constraint.
(3) The targeting should be such that the manewer required to remove the bias imposed by con sideration (1) and (2) is oriented to minimize the effects of execution errors on the more critical etcounter parameters
(f) The nominal manewer to remove the bias. or my statistically likely dispersed manewers, must not violate any constraints on the firsi maneuver In particular, it is desirable to bias in such a way as to provide favorable communications during the first maneover.

Pre-launch statistical analvses of the launch vehicle injection characteristics indicated that a nominal bias velocity of atout $8 \mathrm{~m} / \mathrm{s}$ should satisfy the requirement of (1) to the $99 \%$ level. Since the low-gain antenna and the nozale of the propulsion system are parallel, a mancover which accelerated the spacecraft along the Earth-to-spacecraft direction would exactly align the antenna axis with the Earth. Further, it was determined that all statistical dispersions about this nominal velocity, caused by injection dispersions, satisfied all first maneuver constraints. The spatial miss correction in the B-plane associated with an $8-\mathrm{m} / \mathrm{s}$ maneuver along the Earth direction was larger than the bias required in that direction for planetary quarantine, thus satisfying the requirements of consideration (2). In fact, the required aim point at launch for such a nuaneuver was sufficiently far from the planet that, for even the most unfavorable spacecraft orientation at plug ejection, the pligg could not have been put on an impact trajectory (see item 4 under selection of a). Because, for Mariner 9 , pointing errors were the dominant source of execution errors, (3) was optimized by having the nominal maneuver lie in the plane of the gradients of the miss parameters. The Earth direction in general does not possess this property. How ever, over the MM71 launch oppor. tunity, the Earth's angular distance away from this plane was relatively smail, and the encounter parameter sensitivities at the first maneuver were not appreciably degraded by performing an Earth-line maneuver. Consequently, the injection targeting parameters were selected
to wequire ali S -m/, E.arth-hne manemer at lanch plas . $\mathbf{5}$ dav. Figure $\mathbf{2}$ :ndicates the $\mathbf{B} \cdot \mathbf{R}$ and $\mathbf{B} \cdot \mathbf{T}$ parameters as a function of tine throughout the launch opportunits. The bia in arrisal time, not shown in Fig. 2. was dhout 24 hater than the desired post-manewer encounter time for eade day in the lameh period. Figure 3 shows the pertinent targeting data for the actual Mariner 9 launch date of May 30. 1971.

## VI. Interplanetary Maneuvers

The targeting parameters to be controlled by the one or more modeourse maneuvers are the B-vector magnitude. the inclinaton of the approach heperbola, and the time of closest approach. The primary criteria for selection of these parameters are:
(1) Select values which will be optimum for the insertion and trim strategy, including maximizing the likelihood of not needing more than one trim.
(2) Satisfy the planetary quarantine constraint.
(3) Bias the first maneuver aim point in such a way that the second maneuver will
(a) Have the effect of minimizing execution errors.
(b) Have favorable antenna pointing.
(c) Not have to be performed to remove this bias, if not needed for other reasons.

Based on the mission requirements at the time of the first manewver and on the data of Fig. 4, a target value of 8200 km was selected for B-magnitude. This value would yield a $\psi$ near the maximum, with a very low probability of $\psi$ being less than 138 deg, and a high likelihood of achieving an $h$, near 1300 km . The plan was for the insertion and trim maneuvers to lie in the trajectory plane of the spacecraft, thereby minimizing maneuver velocity requirements. Accordingly, a hyperbolic inclination of 65 deg, equal to the desired final orbital inclination, was selected.

A number of considerations governed the selection of the target arrival time. The first was to bias the first maneuver aim point to provide desired characteristics for the second maneuver. The magnitude of a second maneuver, performed within 30 days of encounter to correct for orbit determination and execution errors at the time of the first maneuver, was small, the $99 \%$ upper limit being less than $0.75 \mathrm{~m} / \mathrm{s}$. For maneuvers this small. the fixed magnitude execution error dominates the proportional errors. It will be shown later that the pre-insertion arrival
tume call vary up to +30 min and be compernated for $b$, the orhital strategy with very little effect on final delivery errors or on the one-trim probability. For this reason, a strategy that would direct the fixed magnitude error along the flight time direction is desirable. The need for wow a stratege is demonstrated by noting that a 3-g error of $0.1 \mathrm{~m} / \mathrm{s}$ on a mancuver applied in the gradient plane of the miss parameters (critical plane) 30 days before encounter results in a miss of over 250 km . The same error perpendicular to the critical plane (noneritacal direciton) results in no miss and a change in arrival time of less than 1.5 min . Be designing a maneuver with a large component along the noncritical direction and the required projection onto the critical plane. the component of the fixed error projecting onto the critical plame can be made arbitraril! small. This is illustrated in Fig. 5. There is a limit on how far such a process can be taken advantageously because. as the magnitude increases, the proportional errors increase. For a maneuver nearly along the noneritical direction, the pointing errors, which map onto the critical plane. are most significant. Figure 6 illustrates the technique used to determine that velocity compone nt along the noncritical direction which gave minimum execution errors in the critical piane for an in-plane component of $0.75 \mathrm{~m} / \mathrm{s}$. A parametric analysis indicated that the minimum point of about $2 \mathrm{~m} / \mathrm{s}$ was quite insensitive to variations in the in-plane component, and accordingly, a bias of 25 min , corresponding to $2 \mathrm{~m} / \mathrm{s}$, was introduced in the first mancuver target arrival time. Based on these accuracy considerations, there was no prefer nee for biasing late or early. However, because a second maneuver to decrease flight time gave favorable antenna pointing, the first maneuver was targeted for a late arrival.

Two other considerations for selecting the arrival time were the requirement of the orbital strategy that the first periapsis after insertion occur about 2.5 h before Goldstone zenith, and the fact that the unbraked hyperbolic periapsis time would occur 10 min prior to the first elliptical periapsis. The determination of a target arrival time based on these three considerations is illustrated in Fig. 7.

The necessary maneuver parameters were calculated to correct the trajectory from that achieved at injection (Fig. 3) to one that would meet the target values given above. The magnitude, after compensation for the accelerometer resolution, was $6.731 \mathrm{~m} / \mathrm{s}$. The computed turns and the choices of commandable turns are shown in Table 2. Figure 8 demonstrates the rationale behind the decision to go to the next-larger turn in both roll and yaw, where it is seen that this combination gives not only the minimum miss but also a miss nearly perpendicular to the

B-selen, or in the matimation direction. This is a desirable stuation, since $\mathbf{B}$-magnitude control had a tighter requirement than inclonation.

The entimated delivery rewults are given in Tahle 3. The a priori delisers statistion shown are based on having performed only one maneuwer. and the estimated delivery "川 ${ }^{\text {w }}$ aken from ( O ) solutions made within 2 weeks of the manewer to allow separation of the maneuver execution errors from such items as ephemeris updates and non gravitational forces. For this reason, these statisties will differ from other solutions shown elsewhere. The estimated mancoser parameters are presented in Table 4. It is important to note that the turn error estimates are not extimates of actual errors in performing the turns but rather a measure of the total pointing error expressed in equivalent roll and yaw errors. They therefore inchude the effects of such error sources as limit-cycle position and gyro drifts.

By the time a second midcourse maneuver would have been performed, about a month before encounter, the final orbital requirements had been set. The previous values of maximum apsidal rotation and a $1300-\mathrm{km}$ periapsis. on which Fig. 4 was based, were changed to new values of 140 deg of rotation and an altitude of 1350 km . These now values increased the optimum value of $B$ magnitude to a little over 8200 km and allowed some savings in insertion velocity near this value, as shown in Fig. 9. The change in orbital requirements had very little effect on the interplanetary delivery target. Because the first maneuver was executed quite accurately and erred in the now preferred direction of increasing R-magnitude, it appeared that little was to be gained by performing a second maneuver, especially in view of the risk attendant in performing any maneuver. Nevertheless, a more quantitative investigation was performed, with the results shown in Fig. 10 and Table 5. The criteria for determining the need for this maneuver were (1) how it affected the proba. bility of requiring only one trim and (2) its impact on the trim velocity budget. The result of -unsidering (2) is presented in Fig. 10, where the trim velocity requirement is shown as a function of the post-insertion period, with and without the second maneuver. The discontinuity around 13 h is due to the fact that, at about this point, it would be desirable to allow periapsis to migrate completely around the planet with the loss of one revolution rather than to force a direction reversal in periapois timing to achieve synchronization. It is apparent that no appreciable reduction in velocity requirements could be achieved by a second maneuver.

Table 5 indicates the changes that would be made and the resulting trim probabilities if the second maneuver were performed The difference of 0.4 h in TBIAS (the difference in time between the first post-insertion periapsis and Coldstone denith) is due to the $25-\mathrm{min}$ bias introduced at the first midcourse, and the different target periods compensate for this bias. The total $99 \%$ velocity requirement is the same in either case, since the savings for insertion and trims, if the correction is made exactly, conincidentally equals the magnitude of the second maneuver. The trim probabilities are, for practical purposes, unchared. Based on these data and the risk factor mentioned above, a decision was made not to perform the second mancuver.

## VII. Orbit Insertion Maneuver

In the earlier discussion concerning the evolution of the maneuver strategy, mention was made of the fact that an orbital strategy had been developed which required that the insertion be targeted to a period larger than the final desired value. The advantage of this is best described by explaining a graphical technique that was developed for analyzing and :anderstanding this strategy. The ordinate of Fig. 11 is the difference between the time of periapsis and Coldstone \%enith, and the abscissa is the number of revolutions the spacecraft has made in orbit. For convenience, the periapsis nearest insertion is defined as the zeroth periapsis; thus, the nth periapsis occurs after the $n$th revolution is completed. The box in the figure is bounded on the ordinate by the requirement that the final periapsis of the synchronized orbit occur within the time period from Goldstone zenith to zenith plus 1 h , and a final synchronizing maneuver made near periapsis must be made within, or at least very close to, this time span. The abscissa indicates a Project-imposed constraint that all trim: m:aneuvers be performed between the fourth and 16th periapses. The one exception allowed is described in the next subsection. The time of periapsis is indicated for each even-numbered revolution, with a trim made at the sixth passage. Although the ordinate is defined only for integer values of the abscissa. lines are used on this type of figure for added clarity. A horizontal line indicates no change in passage time relative to Goldstone zenith with increasing revolutions, i.e., a synchronous period. Linez sloping upward to the right correspond to a less than synchronous period, and linss sloping down represent grester periods. To achieve a synchronous period with one trim maneuver, it is necessary that the line representing the period achieved at insertion pass through the box in Fig. 11. The a priori likelihood of the line intersecting this box ranged from $24 \%$ when no timing offset
was introduced up to a maximum of $64 \%$ for a bias of about 2.5 h (as shown in the figure'. with a value of $59 \%$ for the hias of 2.1 h achieved as a result of not performing the woond mideourse mancover. If no timing bias is present, the probability of needing no trims is less than 1"

The wear-encounter geometry, ilicluding the Farth and Sun directions, motor thrust direction, and relative orientation of the hyperbola and ellipse, is shown in Fig. 12. A more detailed neareencounter sketch is presented in Fir. 13.

The delivaty accuracy of the post-insertion ellipse is determined by the execution errors associated with the insertion maneuver, and by the OD errors associated with estimating the approach hyperbola. Figure 14 indicates the delivery statistics on period, periapsis altitude, eccentricity, and rotation based on the execution errors of Table 1. OD statistics on arrival time. and parametric in B-magnitude and the uncertainty in B. Sensitivity studies not shown indicated that, for values of $\sigma_{k}$ greater than dhout 25 km , inscrtion delivery statistics are determined almont entirely by how well B-magnitude is known.

For reasons of reliability, Project policy stipulated that the orbit insertion maneuver commands were to be loaded in the spacecraft at least 24 h before the maneuver was performed, and that these commands were not to be updated subsequently unless the trajectory estimate changed so drastically that it would not be possible to trim the post-MOI orbit to the final desired orbit with the propellant remaining after execution of the MOI commands currently on hoard the spacecraft. This policy required the maneuver calculations to be performed well before the spacecraft was close enough to the planet to allow the Mars gravitational attraction on the spacecraft to provide an accurate trajectory estimate. As a result, the B-magnitude uncertainty at the time of the maneuver calculations was about $100 \mathrm{~km}(1 \sigma)$.

Table 6 shows the estimate of the approach trajectory at the time the maneuver was calculated, at the last possible time a change could have been made, and the final post-flight result. The errors shown are those which would result from applying the calculated maneuver to the later trajectory estimates. Figure 15 lllustrates the expected trim situation by applying the calculated maneuver to the trajectory estimated at the last time the maneuver could have been updated. Although the nominal trim time was now on the fourth periapsis instead of the sixth, this was an acceptable result, and the errors of Table 6 were small
compared to the expeted $1-0$ errors atter masertion, therefore, the decision was made to not update the parameters.

The orbital whes asheved by the imertion mane user are shown in Table 7 . toge ther with the errors in delivery and their a priori statistics. The fact that the errors are nearly those predicted based on the final hyperbola of Table 6 indicates that the epacecraft performance was near nominal.

The estimated spacecraft performance in implementing the insertion maneuver is shown in Table 8. It is important to note again that the estimates of the turns shown are equivalent turns, which account for all snurces of pointing error, and not estimates of the turns that were actually performed.

## VIII. Trim Maneuvers

## A. First Trim Maneuver

The objective of the trim maneuvers was to control the period and periapsis altitude of the $p^{\text {ma }}$ 'craft orbit to within specified tolerances and ' sati-', constraints on the time of periapsis passage. It wa.. $\therefore$.able to have the spacecraft make two revolutions around Mars for each pass of Mars over the Goldstone tracking station. With appropriate periajsis passage timing, this would allow a tape recorder load of pictures to be taken on the nadir pass and played back early on the zenith pass. Another set would then be taken and played back during the zenith pass, leaving the tape recorder ready for the next picturetaking sequence on the nadir pass. This requirement was satisfied by synchronizing the orbit with the Coldstone view period such that every other periapsis passage would occur between Goldstone zenith and zenith plus 1 h . Altitude correcticus were required only when the altitude was outside the 1200 - to $1500-\mathrm{km}$ range.

The trim maneuver strategy was designed to attain the required objectives while satisfying the maneuver constraints discussed earlier. According to this strategy, a sequence of up to three orbjt trim maneuvers was to be performed to remove planned parameter biases and the effects of OD and maneuver execution errors remaining after the insertion maneuver. The sequence of maneuvers and the planned parumeter biases determined by the trim strategy are discussed below.

The mission requirements were such that only orbital period, periapas passage time, and possibly the height at periapeds required correction by orbit trims. As discussed
presionsh, the angle s and cquivantly, the argument of periapsis ...) was controlled at insertion to an acceptable aceuracy, and the inclination $i$ of the orbit was adequately controlled by the mideourse manewer. ("isen 6 and $i$ and the hyperbolic approach geometry, the longitude of the acembing node s?, which was umiquely determined based on a coplanar inertion. was completels satisfactors:

For the necessary parameter corrections, one, two, or three trims ould have been required.

1. Noh.corrective sequences. The insertion mamenver was targeted for an orbit having $h_{\text {, }}=1.350 \mathrm{~km}$ to maximize the probability that no $h_{\text {,-corrective trims would be }}$ required. The desired initial periapsis time and mean orbital period were chosen to maximize the probability of requiring only one trim mancuver at periapsis to achieve the final orbit. If the initial periapsis time and period produced a timing curve that intersected the outlined box in Fig. 11. corresponding to a periapsis occurring satisfactorily over Coldstone, only one trim manfuver would be needed.

A periapsis time and period combination that missed the bor would require two period-change trim maneuvers. These misses could be
(1) To the left resulting from too large a period at insertion (pre-insertion probability $=18 \%$ ).
(2) To the right resulting from too small a period (preMOI probability $=18 \%$ ).

The expected pos!-insertion errors for periapsis time ( $\sigma_{1} \approx 0.25 \mathrm{~min}$ ) were much less than the expected postinsertion period dispersions. Therefore, in computing trim probabilities, the "zeroth" periapsis time dispersions were ignored. The initial period was assumed to be a normal random variable.
2. With $h$,-corrective sequences. If the post-insertion height at periapsis had been greater than 1500 km , it would have been necessary to correct it down to 1500 km . and if less than 1200 km , up to 1200 km . Henre, it was necessary to consider those cases in which correction of this parameter was required.

Whereas the period-change maneuvers discuised abowe are mont efficiently made at periapois, it is imponsible to correct $h$, by a maneuver at this location. in fact, the most efficient location for correcting $h$, is at apoapois.

The manewer sequence selected to meet the $h_{\text {, }}$ requirement concisted of one or two (as needed) period-change manewers. followed by an $h_{\text {, correction at the } 19+h}$ a;opsis pastage after insertion. This sitnation w: the one exception allowed to the comstraint that all trime be pertormed by the lifh rewhation. The periapsis manerbers in this seguence are the same as thone discussed dhove except that it is necessary to antecipate the chanes in permed camed be correcting $h_{r \text {. }}$ This makes it necessars to introduce a has in the phase time with respect to Coldstone renith experieneed at $P_{1, \ldots}$ and in the orbital perood. The fimal trim maneuver at the !9th apoapsis is then evecuted to simult..neously correct $h$, correct the orbital period to 11950 h . and adpust the phase time to within the acceptable interval.

As mentioned above, the necessary corrections to whieve the final orbit could have required one, two, or three orbital trims. Figure 16 shows the number of orbital trims that would have been required as a function of poet-insertion period and $h_{\text {, }}$. It should be noted thit regions of high period and low $h_{\text {, }}$ dispersions (and vice versa) in $\mathfrak{F i g}$. 16 are of no concern becanse of the high correlation between the post-insertion period and $h_{p}$.

Figure 16 also indicates total velocity cost cont aurs for the trim maneuver sequence. For example, if the postMOI period and $h_{p}$ values had been 12.6 h and 1590 k. . respectively, then $30 \mathrm{~m} / \mathrm{s}$ would have been needed 'o execute a three-maneuver sequence. The determination of the probability that only one trim maneuver would be required for given predicted or estimated values of period, $h_{p,} \sigma_{p}$, and $\sigma_{h p}$ was made as follows. It was assumed that the post-insertion period and $h_{p}$ had a positive unit correlation. Hence, the set of possible period and $h_{p}$ values lie along a line in period vs $h$, space. A transparent e-erlay, consisting of a line with slope $100 \mathrm{~km} / 0.407 \mathrm{~h}=245.7$ $\mathrm{km} / \mathrm{h}$, determined from a knowledge of the sensitivities of period ani dijitude with respect to B errors, was constructed. Ti. $i$ cverlay was superimposed on Fig. 16 to determine the exeriod values at the points of intersection of this line with the boundary lines in the figure. For the line shown in the figure, the probability of requiring only one trim is equal to the probebility that the period (a normal random variable) would fall between 19.11 and 12.75 h . The probabilities of requiring two or three trinss were deterrined in a similar $r$ anner.

The probability of requiring only one trim at $P_{4}$ or $P_{6}$ was determined by integrating the probability denaity: over the interval for which one such trim could be performed. For a time of periapris pasage ai P. of 2.1 h
betore Coblatome emith, one trim could be performed at
 formed at $P^{\prime}$. it 1233 - meriod - 12.49 h .

In important operational comsideration was the need to use the latest OD) solution to calculate the maneover parameters. After the spacecraft was inserted into orbit. tracking data were processed to predict the orhital paramelers at the time, ., 6 etrim manewver. The collecting and procesing of tracking data was to continne duang, and wherepuent to. the calculation of the trim manewser. Hence, it was expected that the spaceecraft orbit estimate would be updated after the time when a manewer had to be lo ded into the spacecraft onboard computer. The desired period correction for achieving a Coldstone-syuchronous orhit might therefore change wubsequent to manewer loading.

It was important to use the updated $O D$ solution becalue it did not require predicting as far ahead to the mancower 'ince as the original solution. Predicting far ahead coulh! result in significant OD errors inecause of the lanが uncertainty in the Mars gravity field as it was then known.

In loading the maneuver into the spacecraft, three maneover parameters (the velocity mag̣nitude, the roll turn. and the yaw turn) had to be specified well in advance of implemenung the maneuver. The maneuver secquence was then started by receipt of a ground command (DC-52). Hence, the capability to increase or decrease the period change resulting from the trim, based on updated orbit estimates, had to be achieved by adjusting only the maneuver start time. However, because a period correction can most efficiently be perfo:med at periapsis, adjusting the start time of a maneuver designed for periapsis can only decrease the resulting period change. Therefore, it was decided that the maneuver would be computed for a point near, but not at, periapsis. It was determined parametrically that the point 20 min prior to the desired periapsis would give sufficient flexibility to update the required period change without paying a significant velocity penalty for performing the maneuver away from pe. ipsis.

The capability to change the orbit il period by merely adjusting the maneuver sequence siart time (equivalently, the ignition time) is illustrated in Fig. 17. For a velocity increment of $16 \mathrm{~m} / \mathrm{s}$ and fixed spacecraft orientation, it was possible to decrease the period by about 1.5 min , or to increase it by up to 3.5 min . Figuse 17 also showe that there are two ignition times curresponding to a deaired
period change. This fact provided a backup capability because it was possible to send a command for the motor to ignite at the second point if it had not already done so at the first. The effect of early or late motor ignition is shown in Fig. 18.

Finally, the knowledge of the sensitivity of the orbital parameters to maneuver parameters, shown in Figs. 19 to 22. was used to demonstrate that performing the maneuve, 20 min before periapsis passage would not produ : unacceptable values for other parameters ( $h_{p, \omega}, i$, and $\Omega$ ). Therefore, the point 20 min before periapsis passage was selected for the optimum maneuver ignition time. The information presented in Figs. 19 to 22 also proved useful in other situations while the trim strategy was being deve' sed and studied. The velocity coordinate system used in chese figures is defined in Fig. 23.

Very precise period control was achieved by using the ground-based maneuver-start command. The period was the main orbit parameter of interest because period errors would accumulate in periapsis timing errors. Motor ignition for the first trim maneuver occurred on November 16, 1971, at 02:36:53 GMT at the spacecraft, with a burn duration of 6.25 s . The commanded velocity correction was $15.25 \mathrm{~m} / \mathrm{s}$, corresponding to a discrete pulse count of 508 . The spacecraft turns required to achieve the pointing for implementing the computed velocity vector were a roll of 34.49 deg and a yaw of 128.76 deg . These turns were quantized to a commandable roll turn of 34.443 deg and a commandable yaw turn of 123.732 deg. The maneuver performance for the first trim is summarized in Tables 9 and 10. The maneuver parameters are presented in Table 9 , which gives the commanded values and estimates of the actual values for each parameter, together with associated errors and statistics. The achieved orbit elements are shown in Table 10, together with associated errors and statistics.

The aciual maneuver parameters were estimated by reconstructing the maneuver from the best $O D$ estimates of the pre-maneuver and post-maneuver orbits. The OD estimates were computed some time after the performance of the mancuver, utilizing the best data and model available. Again, turn estimates are to be interpreted as equivalent turns accounting for the total pointing error.

OD data indicate that the important orbital parameter, the period, was achieved to within 1 s of the desired value (Table 10). This precision was produced by adjusting the maneuver start time by a ground-based command, as
destribed above. OD data up to a few hours before the maneuver were utilised in computing this updated start ci inmand, which was sent exactly 1 min earlier than the value previously planned This 1 -min adjustment was required to produce about a $15-\mathrm{s}$ change in the period correction (see Fig. 17).

## B. Second Trim Maneuver

The delivery accuracy of the first trim maneuver was very good, as shown in Table 10, and was well within the mission requirement. Normally, the objective of performing only onc trim maneuver would have been satisfied. However, as the mission progressed. it became apparent that a second maneuver would be needed because (1) the presence of a dust storm made it necessary to extend the planned 90 -day orbital mapping mission, and (2) the unexpected nature of the Mars gravity field caused the peried of the orbit to behave in a sinusoidal manner, with a muan period 25 s smaller than the desired synchronous period. As a result, the periapsis time was moving through the Goldstone view period and would have been well out of the required time zone before the end of the nowextended mission.

Based on data obtained in the first part of the mission and on the fact that a second trim was required anyway, the science team decided to raise periapsis altitude to 1650 km . The most efficient technique, ini terms of $\Delta V$ expenditure, for adjusting both period and periapsis altitude is to perform two maneuvers, each parallel to the local spacecraft velocity, one at periapsis and one at apoapsis. The apoapsis maneuver corrects the altitude and will change the period. The second maneuver at periapsis then adjusts to the desired period. With this technique, the corrections planned for the second trim would have reguired about $22 \mathrm{~m} / \mathrm{s}$. An altemative method was to perform a single correction at either of the two points of intersection of the current and the desired orbit, which would require a velocity change of about $42 \mathrm{~m} / \mathrm{s}$. Because of the standard perforinance throughout the mission, there was ample $\Delta V$ capability remaining at this point. Therefore, a decision was made to use the single-impulse option for reliability reasons.

An analysis of the geometry involved indicated that the maneuver would have to be performed at the second intersection (true anomaly $>180 \mathrm{deg}$ ) to provide for communications. By adding a small out-of-plane com ponent to the maneuver and rotating the target orbit slightly, it was possible to align the axis of the mediumgain antenna alony the spacecraft-to-Earth direction for
excellent communications. The strategy employed for uns maneuver is beat explaned by mating that in-plane perpendicular and coln ar cemponents of the maneaver velocity relative to the local spacecraft velocity map independently to altitude and period changes, respectively. Further, since the desired changes were about 250 km in altitude and 79 s in period, the maneuter would be essentially, all in the perpendicular direction. Accordingly, the maneuver was designed so that the inertial upacecraft orientation would both align the mediumgain antenna with Earth and orient the spacecraft thrust vector perpendicular to the local velocity at the intersection of the pre- and post-trim orbits. Thus, small variations in the ignition time, allowing the local velocity to rotate, would give the required projection of the correction wi.locity onto the local spacecraft velocity for the desired period correction. By incorpoiating lastminute OD data in the calculations of the ignition time and using the ground command capability, this technique resulted in very good delivery accuracy. The germetry of the second trim, and its effects and implemer cation are ,hown in Fig. 24. Tables 11 and 12 indicate spacecraft performance and delivery accuracy, respectively, for the second trim.

By mid-March of 1972, the planned mapping anission was completed, :ad the spacecraft was still performing essentially as planned. However, by this time, the Earth-Mars-Sun alignment had changed to the point that the high-gain anten.a could wo longer transmit data tc Earth while the spacecraft was Sun-oriented; furthermore, the instruments could no longer view Mars with Canopus used for the spacecraft roll reference. The latter problem was solved by using, at various times, the stars Vega, Arcturus, and Canopus as the roll reference. Tu extend the mission data return after mid-March, spacecraft turns were performed to align the antenna axis to Earth to play back the data now made available by the different roll reference. One or the other of two turn sequences, either a roll-yaw or yaw-roll, would have been able to give the desired orientation. However, a constraint on the turns that could be performed was the need not to tuin the solar panels too far off the Sun, which would cause the spacecraft to draw too much energy from the battery. By using a roll-yaw-roll turn sequence to minimize the required magnitude of the yaw turn, or equivalent $\cdot \cdot$, the angle of the panels off the Sun, satisfactory spacecraft orientations could be found. This technique was used 13 times between March 23 and October 17 to permit data playback. Thus, the useful mission duration was extended by about 7 months.

## IX . Contingency Insertion Planning

To successfully implement the insertion maneuver, it was necessary to transmit the maneuver parameters to the spatecraft from the ground. An unlikely but possible failure mode of the spacecraft could make it impossible to transmit such commands at some time during the mission. To ensure the maximun probability of placing the spacecraft in orbit the decision was made to load a set of insertion manemer commands in the spacecraft soon after the first midcourse maneuver. These conmands could be updated as required when the trajectory estimate changed or aubsequent maneuvers were pertormed. If command capability were then lost, the loaded maneuver would accomplish an insertion-though perhaps significantly difterent than desired-from which 'le mission could be salvaged it command capability were later restored. Table 13 indicates the maneuver commands that were first loaded and the time history of their updates. Because command capability was not lost, this contingency plan was not used.

The implications of the planetary quarantine sonstraint on loading a maneuver in the spacecraft motivated a study to ensure that this constraint was indced satisfied. Three possible failure modes during cruise which could laad to possible impact were identified as (1) motor ignition while the spacecraft was in the cruise attitude, (2) motor ignition after performance of the commanded turns, and (3) motor ignition with the spacecraft in any random orientation. Each of these modes could be further subdivided into cases wherein the stored $\Delta V$ magnitude was implemented and in which the fuel was burned to depletion. However, these distinctions proved unnecessary because the computed $\Delta \boldsymbol{V}$ magnitude was greater than $95 \%$ of the remaining capability. The three failure mode cases defined are discussed individually below:
(1) Case 1. It was determined that a motor ignition at any ti,ne from the first midcourse to encounter with the spacecraft in the cruise attitude would not result in an impact trajectory.
(2) Case 2. There existed a small region near encounter where an impact trajectory would have resulted if the loaded turns had been implemented and the motor igmad. Very few quantitative data were available on the probability of such an event occurring prematurely, and estimates provided by the Spacecraft Team ranged from the most pessimistic of $10^{-4}$ down to "impossible." Assuming that the occurrence of such an event was equally likely at any time after the commands were loaded until encounter, the probability of its taking place within
the time span in which an impact would occur times $10^{+}$gave a final impact worst-case probability well below that allocated to insertion.
(3) Case 3. Frnm the first maneuver time until about 10 days before encounter, a premature burn would have required a specific pointing direction with tight tolerances to achieve an impact trajectory. By dividing the area that this pointing cone traces out on a unit sphere by $2 \pi$ steradians, the probability is shown to be well below the constraint level, without any allowance for the likelihood of such an event occurring. Near encounter, two pu.nting directions can lead to impact. A $\Delta V$ applied nearly
along the spacecraft v locity can deflect the spacecraft into the planet, and a $\Delta V$ approximately along the negative spacecraft velocity will slow the spacecraft, thus increasing the capture area and leading to impact. Figure 25 indicates the pointing directions relative to the incoming asymptote that would cause impact, and Fig. 26 illustrates the probability of achieving these pointing directions, assuming the pointing to be uniformly distributed over a sphere. By multiplying these probabilities by the likelihood of a random orientation and motor ignition occurring, conservatively estimated at $10^{-3}$, the resulting probabilities are found to be well below the con straint level.

## Reference

1. Mitchell, R. T., and O'Neil, W. J.. "Maneuver Design and Implementation for the Mariner 9 Mission," AIAA/AAS Astrodynamics Conference, Palo Alto, Calif., Sept. 11-12, 1972.

Table 1. Maneuver-execution error statistics, 3 o
Table 2. laeal and commandable turns

|  | Midcourse | Insertion | Trim |
| :--- | :---: | :---: | :---: |
| Proportional magnitude, $\%$ | 0.15 | 0.13 | 0.12 |
| Fixed magnitude, $\mathrm{m} / \mathrm{s}$ | 0.1 | 0.84 | 0.1 |
| Pointing, mrad | 23.8 | 20.2 | 22.8 |


| Turn | Comr indable | Ideal | Commandable |
| :---: | :---: | :---: | :---: |
| Roll, deg | $-14 C .897$ | -140.88 | -140.806 |
| Yaw, deg | $-44.90^{\circ}$ | -44.79 | -44.725 |

Table 3. Interplanetary delivery results

|  | Target | Achieved | Error | A priori $1{ }^{n}{ }^{n}$ | Ratio of error to $\sigma$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| B-direction | 8200 km | 8261 km | 61 km | 100 km | 0.2 |
| Inclination | 65 deg | 64.23 deg | 0.77 deg | 3 deg | 0.3 |
| Time of closest approach | $\begin{gathered} 11 / 14 \\ 00: 29: 00 \end{gathered}$ | $\begin{gathered} 11 / 14 \\ 00: 31: 09 \end{gathered}$ | $2 \mathrm{~min}, 9 \mathrm{~s}$ | 7.5 min | 0.3 |
| *Based on one-maneuver statistics. |  |  |  |  |  |

Tabie 4. First midcourse maneuver performance

| Maneuver <br> parameter | Estimated <br> actual value | Command value | Errur | A priort <br> $1 \sigma$ | Ratio of error <br> to $\sigma$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Roll turn | -140.717 deg | -140.806 deg | -0.089 deg | 0.289 deg | 0.31 |
| Yaw turn | -44.725 deg | -44.628 deg | 0.097 deg | 0.289 deg | 0.34 |
| $\Delta V$ | $6.723 \mathrm{~m} / \mathrm{s}$ | $6.731 \mathrm{~m} / \mathrm{s}$ | $0.008 \mathrm{~m} / \mathrm{s}$ | $0.036 \mathrm{~m} / \mathrm{s}$ | 0.22 |

Table 5. second midcourse maneuver tradeoffs
Table 6. Pre-insertion OD results anci predicted errors

| Parameter | Without midcourse maneuver 2 | With midcuurse maneuver 2 |
| :---: | :---: | :---: |
| TBLAS ( $T_{p_{0}}-T_{\mathrm{c}_{2}}$ ), $h$ | -2.1 | -2.5 |
| MOIn target period, $h$ | 12.43 | 12.50 |
| $\Delta V$ total $98 \%$ high, $\mathrm{m} / \mathrm{s}$ | 1681.0 | 1681.0 |
| Rotation angle $\pm 30$, deg | $140.0 \pm 2.4$ | $140.0 \pm 2.4$ |
| Inclination $\pm 3$ orme, deg | $64.3 \pm 2.7$ | $65.0 \pm 2.7$ |
| Trim probabilitiea, \% |  |  |
| One trim | 59 | 68 |
| One P6 trim | 15 | 15 |
| Two trims | 29 | 30 |
| Three trims | 12 | 7 |


|  | Calculation | Decision | Final |
| :--- | :---: | :---: | :---: |
| Results |  |  |  |
| B, km | 8209 | 8235 | 8261 |
| Inclination, deg | 63.87 | 64.02 | 64.23 |
| Time of closest | $00: 31: 07$ | $00: 31: 03$ | $00: 31: 09$ |
| approach, GMT |  |  |  |
|  | Predicted errors |  |  |
| $8 P$, min:s |  | $7: 24$ | $14: 52$ |
| $8 h_{\mathrm{p}}, \mathrm{km}$ | 21 | 40 |  |
| $8 \psi, \mathrm{deg}$ |  | -0.1 | -0.1 |

Table 7. Insertion results

|  | Target | Acheved | Error | A priori <br> $1 \sigma$ | Ratio of error <br> to o |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Period | 12 h 25 min | 12 h 34 min | 9 min | 17 min | 0.53 |
| $h_{p}$ | 1350 km | 1398 km | 48 km | 69 km | 0.69 |
| $\psi$ | 140.0 deg | 139.7 deg | -0.3 deg | 0.8 dar | 0.5 |
| Inclination | $64!9^{\prime} \mathrm{gg}$ | 64.38 deg | 0.28 deg | 0.8 deg | 0.33 |

Table 8. Inst, t'mperiurmance

| Maneuver <br> parameter | Estimated <br> actual value | Commanded <br> value | Error | A priori <br> $1 \sigma$ | Ratio of error <br> to $\sigma$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Roll turn | 42.591 deg | 42.765 deg | -0.174 deg | 0.273 deg | 0.637 |
| Yaw turn | 125.220 deg | 124.898 deg | 0.322 deg | 0.273 deg | 1.18 |
| $\Delta V$ | $1600.647 \mathrm{~m} / \mathrm{s}$ | $1600.50 \mathrm{~m} / \mathrm{s}$ | $0.147 \mathrm{~m} / \mathrm{s}$ | $0.733 \mathrm{~m} / \mathrm{s}$ | 0.201 |
| $T_{1 \mathrm{gn}}, \mathrm{GMT}$ | $318,00: 17: 39$ | $318,00: 17: 39$ |  | - | - |

Table 9. First trim performance

| Maneuver <br> parameter | Estimated <br> actual value | Commanded <br> value | Error | A priori <br> $1 \sigma$ | Ratio of error <br> to $\sigma$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Roll turn | 34.462 deg | 34.443 deg | 0.019 deg | 0.285 deg | 0.067 |
| Yaw turn | 128.807 deg | 128.732 deg | 0.075 deg | 0.295 deg | 0.263 |
| $\Delta V$ | $15.26 \mathrm{~m} / \mathrm{s}$ | $15.25 \mathrm{~m} / \mathrm{s}$ | $0.01 \mathrm{~m} / \mathrm{s}$ | $0.038 \mathrm{~m} / \mathrm{s}$ | 0.263 |
| $T_{\text {IGn }}$, GMT | $320,02: 36: 53$ | $320,02: 36: 53$ | 0 | - | - |

Tabie 10. First trim results

|  | Target | Achieved | Error | $\begin{gathered} \text { A priort } \\ 10 \end{gathered}$ | Ratto of error to e |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Period | 11 h 58 min 48 s | 11 h 48 min 498 | 1: | 3.5 : | 0.98 |
| H, | 1387 km | 1387 km | $\sim 0$ | 0.3 km | $\sim 0$ |
| $\psi$ | 140.3 deg | 140.3 deg | $\sim 0$ | 0.03 deg | $\sim 0$ |
| Inclination | 64.37 deg | 64.37 dog | $\sim 0$ | 0.03 des | $\sim$ |

Table 11. Second trim performance

| Maneuver parameter | Estimated <br> - actual value | Commanded value | Error | A priori $1 \sigma$ | Ratio of error to $\sigma$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Roll turn | 33.748 deg | 32.996 deg | 0.750 dex | 0.285 deg | 2.65 |
| Yisw turn | 118.730 deg | . 18.255 deg | 0.475 deg | 0.285 deg | 1.67 |
| $\Delta V$ | $41.925 \mathrm{~m} / \mathrm{s}$ | $41.81 \mathrm{~m} / \mathrm{s}$ | $0.115 \mathrm{~m} / \mathrm{s}$ | $0.041 \mathrm{~m} / \mathrm{s}$ | 980 |
| $T_{i n \prime}, \mathrm{GMT}$ | 364, 21:48:59 | 364, 21:48:59 | 0 | - | - |

Table 12. Second trim results

|  | Target | Achieved | Error | $\begin{aligned} & \text { A priori } \\ & 10 \end{aligned}$ | Ratio of error to $\sigma$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Pericd | 11 h 58 min 58 s | 11 h 58 min 52 s | -6s | 13.2 s | 0.45 |
| $h_{p}$ | 1650 km | 1650 km | $\sim 0$ | 0.3 km | $\sim 0$ |
| ${ }^{\omega}$ | -26.09 deg | -28.02 deg | 0.07 deg | 0.1 deg | 0.7 |
| Inclination | 64.43 deg | 84.40 deg | -0.03 deg | 0.1 deg | 0.3 |

Table 13. Contingency insertion maneuver date

| Parameters | Original insertion meneuver commanda | First update | Second update |
| :---: | :---: | :---: | :---: |
| Trajectory eetimate |  |  |  |
| Approximate date | Mid-June | Mid-July | Early October |
| B.R, km | 6011.4 | 6094.8 | 6081.5 |
| B.T, km | 5848.0 | 5640.3 | 5821.4 |
| B, km | 8245.0 | 8282.2 | 8281.6 |
| Time of closest approach, (GMT), Nov. 14, $0 \mathrm{~h}, \mathrm{~min}$ : | 30:58.4 | 30:55.8 | 31:16.4 |
| Maneuver parameters |  |  |  |
| Roll turn, deg | 41.38 | No change | No change |
| Yaw turn, deg | 125.57 | No change | No change |
| $\Delta V, m / x$ | 1617.13 | 1681.94 | No change |
| $T_{\text {iga }}($ (GMT), Nov. 14, $0 \mathrm{~h}, \mathrm{~min}$ : 8 | 14:41.4 | 15:11.1 | 15:24.0 |
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# Trajectory Description 

W. A. Webb

## I. Launch Phase

The Mariner 9 spacecraft was launched by an Atlas/ Centaur launch vehicle (AC-23) on a direct-ascent trajectory from the Air Force Eastern Test Range (AFETR) launch complex 36B on May 30, 1971. Liftoff occurred at 22 h 23 min 04.5 s GMT, slightly more than 6 min after the opening of a $60-\mathrm{min}$ launch window. The vehicle rose vertically for approximately 15 s , during which time, a programmed roll to a launch azimuth of 92.74 deg was performed. After the initial vertical rise, the vehicle, guided by the open-loop Atlas autopilot, began to pitch over into a zero-lift trajectory. The first of three main powered phases was terminated by booster engine cutoff (BECO) at 22 h 25 min 35.5 s . After the Atlas booste: engine package was jettisoned 3 s later, the flight continued under the power of the Atlas sustainer engine and guided by the Centaur guidance system operating in a closed-loop mode.

Because of an unusual launch geometry situation for the Mariner Mars 1971 (MM71) launch opportunity, it was possible to hold the launch azimuth constant during each daily launch window. However, a small yaw "dogleg" maneuver had to be performed so that the vebicle would attain the correct departure direction. At BECO
+8 s , a launch-time-dependent yaw command was issued. The magnitude of the yaw maneuvers was measured in yaw index units. A unit positive value of yaw index indicated a main engine cutoff (MECO) position 56.69 km ( $186,000 \mathrm{ft}$ ) to the right (looking downrange) of a typical nonyawed (planar) trajectory. The yaw index for the Mariner 9 launch was -0.34 .

After rising above a significant purtion of the atmosphere, the Centaur insulation panels and nose fairing, which protected the vehicle during ascent, were jettisoned at 22 h 26 min 20.5 s and 22 h 27 min 02.6 s , respectively. The Atlas sustainer phase was ended normally by propellant depletion at sustainer engine cutoff (SECO) at 22 h 27 min 07.5 s . The Atlas sustainer stage was separated from the Centaur at 22 h 27 min 10.5 s .

After a 10.7-s coast, the main engines of the Centaur were ignited at 22 h 27 min 21.2 s . At main engine start +4 s , the guidance steering loop, which was interrupted at SECO, was again closed. No additional yaw maneuvers were performed during this phase. Centaur MECO was commanded by the Centaur guidance system at 22 h 34 min 46.9 s . Centaur MECO occurred at 702.4 s after liftoff.

Alter MECO, the Centaur guidance system initiated a turnims mameder to bring the enicle into aligmment woth the predetermined separat. direction. A spring deflectom it parated the spacectott from the Contaur at 22 I 36 min 22.6 s . and Mariner 9 was injected into a lars transfer trajectors. Lameh phase event times are ummari/ed in Table $i$. The current best estimates of the yaceratts geocentric orbital clements at injoction are prexented in Table 2.

Short'y before separation from the Centamr. al 22 h 35 min 47.5 s , Mariner 9 entered the shadow of the Earth. solar pane' deployment was completed at 22 h 42 min 0.2 .9 s. and the spacecraft began Sun acquisition at 23 h OS min 46.0 s , when it exited the Earth's shadow. Sun acyuisition was achieved it 23 h 15 min 59.8 s . At this time. spacecraft power was being supplied entirely by the solar panels.

Upon acquiring the Sum, the spacecraft was fully stabilized in pitch and yaw and was drifting without a reference for the roll axis. The search for Canopus, the rollreference star. was initiated hy turning on the Canopus sensor. On the first roll. Achernar was acquired instead of Canopus, as expected. A ground command was transmitted to disacquire Achernar and continue the se". rch for Canopus. At 02 h 25 min 10.2 s on May 31, 1971, Canopus was acquired.

## II. Interplanetary Cruise Phase

Approximately 24 h after launch, on May 31. 1971, at 22 h 31 min 01.0 s , the scan platform, on which the science instrume:ts were mounted, was unlatched from its stowed position. The unlatching involved the releasing of compressed nitrogen, and the resulting velocity vector change slightly altered the spacecraft trajectory.

Several hours after scan unlatch, a propulsion system engine vent sequence was initiated. At 01 h 28 min 29.3 s , on June 1, 1971, the main engine valve of the propulsion system was opened for 2 s to allow undesired gases trapped upstream of the valve to escape to the vacuum of space. The spacecraft trajectory was again slightly changed. The best estimates of the post-engine-vent geocentric orbital elements of the trajectory are presented in Table 3.

## A. Aiming Point

The aiming point at Mars is typically defined by the polar coordinates $B$ and $\theta$ in the aiming plane. The aim-
ing plane is the areocentric plane normal to the incoming assmptote of the approach heperbola. The parameter B is the miss distance, and the angle $\theta$ specifies its orientation in the aiming plane. The aiming plane coordinate system is depicted in Fig. 1.

The lamed aming point was based farther from the planet than the final regaired actual aiming point to satist planetary quarantine and other requirements. The particular biasing direction chosen was dictated by spaceoraft and propulsion system constraints and a desire to minimize the post-midcourse trajectory dispersions, as was discussed in the preceding secton, which would result from injection crrors. The bias was then removed by the mid-courve maneuver.

The specitied injection aiming point selected for the Mariner 9 spacecraft was $B \cdot R=25,072.0 \mathrm{~km}$ and $B \cdot T=$ $35,596.0 \mathrm{kmi}$. The selected closest approach time was 23 h 33 min 00.0 s on November 14. 1971. The actual injection aiming point achieved was $B \cdot R=19,569.5 \mathrm{~km}$ and $\mathbf{B} \cdot \mathbf{T}=26.389 .4 \mathrm{~km}$. Without a midcourse maneuver, the closest approach time would have been 19 h 37 min 11.7 s on November 14. 1971. Figure 1 shows that the Atlas/ Centaur launch vehicle would have delivered Mariner 9 only $10,600 \mathrm{~km}$ (well within specified tolerance) from the specified injection aiming point.

## B. Midcourse Maneuver

The midcourse correction maneuver was performed 6 days after launch on June 5, 1971, to remove the injection aiming point bias and to deliver the spacecraft to the proper aiming point for insertion into orbit about Mars. The aiming point, determined by the desired orbit about Mars and the orbit insertion criteria, was $\mathbf{B} \cdot \mathbf{R}=6106.4$ $\mathrm{k} \mathrm{m}, \mathrm{B} \cdot \mathbf{T}=5472.9 \mathrm{~km}$. The selected time of closest approarh was 0 h 28 min 58.6 s on November 14, 1871.

The engine was ignited at 00 h 22 min 06.0 s for a $5.1-\mathrm{s}$ motor burn to provide a $\Delta V$ of $6.723 \mathrm{~m} / \mathrm{s}$. The resultant cilange in the spacecraft trajectory is illustrated by a cumparison of aiming point coordinates: $\mathbf{B} \bullet \mathbf{R}$ was now $6085.9 \mathrm{~km}, \mathrm{~B} \cdot \mathrm{~T}$ was 5587.5 , and closest approach time was 00 h 31 min 8.554 s on November 14, 1971. The accuracy of the maneuver was better than 0.5 a based upon a priori statistical estimates, sufficient to eliminate the need for a planned second midcnurse maneuver, which would have been performed about a month before encounter. Figure 1 shows a comparison of the desired and actual injection and post-midoourse aiming points. The best estimates of the post-midcourse heliocentric orbital elements are given in Table 4.

After leasing the vicinity of the Earth, Mariner 9 moved along an approximately elliptical path about the Sum until It reached the vicinity of Mars. Initially, the spacecraft moved ahead of the Earth along its orbit toward Mars but gradually slowed and was passed by the Earth. The heliocoutric central transfer angle was 129.12 deg (Type I trajectory), and the flight time was 168 days.

A projection of the transfer trajectory in the ecliptic plane is shown in Fig. 2. Figures 3 to 5 show several pertinent characteristies of the transfer trajectory presented as a function of calendar date. The parameters presented are colestial latitude and longitude, and the geocentric. heliocentric, and areocentric range to the spacecraft.

## III. Encounter Phase

On November 8, 1971. Mariner 9 was only 2 million km from Mars and proceeding toward an encounter with the "red" planet with an areocentric speed of about $3.2 \mathrm{~km} / \mathrm{s}$. During the near-encounter phase the spacecraft trajectory may be characterized be hyperbola with the center of Mars located at the focos. The approach direction at Mars may be specified by the vectorial difference between the heliocentric velocity of Mars and the heliocentric velocity of the spacecraft near encounter. As Mariner 9 approached Mars along the incoming asymptote, the Sun was approximately 70 deg behind and to the right, and the Earth approximately 25 deg bchind and to the same side. The near-encounter geometry for the Mariner 9 trajectory is illustrated in Fig. 6. The best estimates of the areocentric orbital elements of the near-encounter trajectory are presented in Table 5.

On November 10. 1971. with Mars still over 1 million km away, the spacecraft onboard computer initiated the
fiest of three preprogramened science sequences, which were soheduled to be performed before insertion into orbitabout Mars. These seguences moluded wide- and narrow-angle TV pietures and spectral data from the ultraviolet spectrometer (IVS), the infrared interferometer spectrometer (IRIS), and the infrared radiometer (IRR) instruments, which were mounted on the scan platform.

During pro-orbit science sequence 1 (POS-1), 25 narrow-angle TV pictures of the full Martian disk were taken on 62-min centers. Five narrow-angle pictures of the satellite De imos were taken by ground command trom the Earth. All of these pietures, plus spectral data, were recorded on the tape recorder aboard the spacecraft and transmitted back to Earth via the Coldstone 64-m-diameter anterna. On November 12 and 13, 1971, the next science sequence (POS-2) was taken. This sequence was similar to POS' 1 , with 24 pictures of Mars and 6 of Deimos. As the pictures from the first two sequences were received, it became clear that, unfortunately, the surface of Mars was ohscured by a massive atmospheric storm.

The final sequence (POS-3) consisted of 23 wide- and narrow-ingle pictures of portions of Mars taken at 2-h intervals designed to produce a mosaic of most of the planet. Five more pictures of Deimos and two of Phobos were also obtained. These pietures and spectral data were recorded to be played back to Earth after orbit insertion.

On November 14, 1971, Mariner 9 was maneuvered (roll and yaw) to the correct attitude, and at 00 h 24 min 22.0 s , the main engine valve was opened, causing the hypergolic propellants to ignite for a planned burn of over 15 min . This motor burn produced a velocity vector change of approximately $1600 \mathrm{~m} / \mathrm{s}$, slowing the spacecraft and placing it into the proper orbit about Mars.

Table 1. Mariner 9 launch sequence of events

| Event | Time from liftoff, s |
| :---: | :---: |
| Liftoff ${ }^{\prime}$ | 0 |
| Cut off Atlas booster engine | 151.0 |
| Jettison Atlas booster engines | 154.0 |
| Jettison Centaur insulation panels | 196.0 |
| Jettison Centaur nose fairing | 238.1 |
| Cut off Atlas sustainer and vernier engine | 243.0 |
| Separate Centarir stage from Atlas | 216.0 |
| Start Centaur main engine | 256.7 |
| Cut off Centuw main engine | 702.4 |
| Separate Centaur/spacecraft | 798.1 |
| Begin Centaur tank reorientation | 1258.3 |
| Begin Centaur retro thrust | 1353.3 |
| End Centaur retro thrust | 1373.3 |
| Start tank blowdown | 1702.6 |
| End tank blowdown, energize power changeover | 1953.6 |
| ${ }^{2}$ At 22 h 23 min 04.5 s GMT on May 30, 1971. |  |

Table 2. Geocentric orthal elements at injection

| Orbital element | Best estimate |
| :---: | :---: |
| Periapsis rudius, km | 6,544.9 |
| Semimajor axis, km | -43,358.3 |
| Eccentricity | 1.1509 |
| Inclinatione, deg | 28.79 |
| Argument of periaparisa, deg | 127.45 |
| Longitude of avcending nodes, deg | 45.39 |
| Time of periapelu peseage, GMT | May 30, 1971, $22 \mathrm{~h} 34 \min 47.94$ : |
| aWith respect to the Earth true equator and equinox of date. |  |

Table 3. Post-engine-vent geocentric orbital elements

| Orbital element | Best estimate |
| :--- | :---: |
| Yeriapsis radius, km | 6.532 .8 |
| Semimajor axis, km | $-43,495.8$ |
| Eccentricity | 1.1502 |
| Inclinationa, deg | 28.80 |
| Argument of periepsisa, deg | 127.63 |
| Longitude of ascending node ${ }^{\mathrm{a}}$, deg | 45.20 |
| Time of periapsis passage, GMT | May 30,1971, |
|  | 22 h 35 min 02.87 s |
| aWith respect to the Earth true equator and equinox of date. |  |

Table 4. Post-midcourse hellocentric orbital elements

| Orbital element | Best estimate |
| :--- | :---: |
| Perriapsis radius, $10^{\circ} \mathrm{km}$ | 150.83 |
| Semimajor axis, $10^{4} \mathrm{~km}$ | 186.80 |
| Eccentricity | 0.1928 |
| Inclinationa, deg | 1.29 |
| Argument of periapsisa, deg | 164.71 |
| Longitude of ascending nodes, deg | 68.64 |
| Time of periapsis passage, GMT | May 16,1971, |
|  | 06 h 19 min 04.26 s |
| aWith respect to the true ecliptic and equinox of date. |  |

Table 5. Areceentric ortital evements at encounter

| Orbital element | Beat eatimate |
| :---: | :---: |
| Periapeis radius, km | 5118.4 |
| Semimajor axis, km | -4112.2 |
| Eccentricity | 2.2441 |
| Inclinationa, deg | 84.65 |
| Argument of periaprise, dee | 311.87 |
| Longitude of ascending noden, dog | 42.50 |
| Time of periapeis pessage, GMT | Nov. 14, 1971, 0 h 31 min 08.62 : |
| aWith reapect to the Mars true equator and vernal equinor. |  |
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# Science Sequence Design 

P. E. Koskela, W. E. Bollman, J. E. Freeman, M. R. Melton, R. J. Reichert, E. S. Travers, and S. J. Zawacki

## I. Introduction

The primary objective of the Mariner Mars 1971 mission was to study the characteristics of Mars for at least 80 days. The mission was highly successful in that 70 to $80 \%$ of Mars was mapped during the first 202 revolutions. The extended mission later brought this coverage to nearly $100 \%$.

The activities of the following members of the Navigation Team are recorded in this section: the Science Sequince Design Group, responsible for preparing the final science sequence designs; the Advance Sequence Planning Group, responsible for sequence planning; and the Science Recommendation Team (SRT) representatives, responsible for conducting the necessary sequence design interfaces with the teams during the mission. The interface task included science support in both advance plan. ming and daily operations. The science sequences designed during the mission are also discussed in this section.

## II. Software

The Planetary Observation Geometry and Science Instrument Sequence (POGASIS) system of programs used for science sequence planning and design was comprised of POGASIS, POGASIS plot, Library POGASIS Program (LIBPOG), SCOUT, summary programs, POGASIS plot driver, and POGASIS data package driver. A description of the major functions of each program follows.

## A. POCASA8

The POGASIS program is a single-precision Fortran V program that was used to generate the Mariner 9 observa. tional geometry. PDGASIS formed the bast s of all science sequence design computations. The program operated on the UNIVAC 1108 computer.

POGASIS computes the spacecraft orbit ether by procesaing a numerically integrated ephemeris tape that has
been generated by the double precision trajectory program (IDPTRAJ, or by using a two-body orbit modified to include genera? perturbation expressions for the major perturbative effecis of solar gravity and Mars oblateness. All trajectory-related quantities of interest can be computed. including spacecraft maneuver attitude information, occultation parameters of Sun and Earth. and look angles to Earth-based tracking stations.

The instrument scan inometry portion of POCASIS, given the pointing directions and times, projects the images of up to 10 onboard instruments onto the surface of Mars. It also computes the pointing angles and times necessary to satisfy specified observational criteria. This portion of POGASIS computes all instrument-related quantities of interest.

## B. POGASIS Plot

The POGASIS plot program provides graphical representation of instrument viewing geometry for all instruments. The program uses a data tape generated by POGASIS or LIBPOG as input. and outputs graphical data in mercator, orthographic, cartesian, or conical projection form. The plots could be viewed on the Tektronix T4002 (and hard-copied if desired) or directed to the Stromberg-Carison (SC) 4020 plotter.

## C. LIBPOG

LIBPOG was used for post-processing by the Science Data Team to provile high-precision dais. The program is equivalent to POGASIS, except that it has no triggering capability. Program input data are modified by the Scan Platform Operations Program (SPOP) to reflect all known biases to the pointing angles, including the platform limit cycle. Spacecraft position and planet position are obtained from the probe ephemeris tape and the planetary ephemeris tape, respectively.

## D. SCOUT

The SCOUT program rapidly computes and illustrates spacecraft viewing geometry for an instrument inounted on the scan platform. Its primary application was in the advance sequence design process. The program operated on the UNIVAC 1108 computer, and it could produce plots on the Tektronix T 4002 or the SC 4020 plotter.

The program computed spacocraft position, using mean elements corrected for Mars oblateness; this approximation proved to be sccurate enough for planning purposes. Its varlous scan-pointing and plotting options, including
the spacecraft cone/clock grids, made SCOUT' useful for design purposes, and its ability to immediately produce plots on the Tektronix made it invaluable for rapid iterative design work.

## E. In-flight Enhancements

As orbital operations progressed, a series of auxiliary phegrams were developed to antomate the more routine computer-related activitios. These programs were designed initially to help the POGASIS engineers check the output of the computer runs, and later, to assist in the gemeration of input for the POGASIS runs and plots. This automation eliminated much tedious manual checking and input preparation.

1. Summary programs. Several summary programs, useful for checking output, came into use soon after orbital operatinns began. Their purpose was to pinpoint problem areas immediately. The output from these summaries was generally printed on the Tektronix screen by the POGASIS forecast engineer as soon as the computer run closed and before printout was delivered. They enabled the forecast engineer and the SRT Representative to check picture shuttering times, slew times, and cone- and clock-angle limit violations. Another summary program formatted output exactly like the sequence generator (SEQC.EN) output. This helped validate the POGASIS data package.
2. POGASIS plot driver. This input generator came into use after orbital nperations were well under way. It eliminated manual preparation of the input necessary for each plot by extracting data from the POCASIS output adaptive mode planning system (AMPS) tape. The plot driver aided hoth the POGASIS forecast engineer and the POGASIS data package engineer in creating orthographic, conic, and mercator plots. The plot driver results comprised the input to the POGASIS plot program.
3. POGASIS data package driver. This input-formation aid came into use about two-thirds of the way through the primary mission, eliminating the tedious coding of input for POGASIS data package runs. The driver also automatically set up the correct input for a POGASIS case when provided the slews, camera pointings, and corresponding times from SEQGEN.

The ultimate refinement in POGASIS data package generation was developed in time for the extended mission. This program read the SEQGEN output tape. The data package engineer no longer had to manually type in the slew and picture shuttering data. With this driver to set up the POGASIS case and the POGASIS plot driver
to set up the plots, the data package engineer could at times prepare the data package in $1 / 2 h$, as opposed to the 6 to 10 h typically required at the beginning of orbital operations.

## III. Procedures

The procedures involved in preparing the science sequence designs for Mariner 9 are given below.

For several weeks prior to encounter and orbit insertion. tentative operations procedures were tested by the POGASIS group of engineers and SRT representatives. Some of these readiness tests encompassed the entire Navigation Team, while others were conducted within the POGASIS group only.

Base cases for the TV sequence designs were prepared in advance for the first $\mathbf{4 0}$ revolutions. Decisions regarding the TV science beyond the first 40 revolutions were postponed because of the uncertainties resulting from the dust storm. It was intended that, during the first 40 revolutions after encounter, TV and spectral science sequences and base cases for sut sequent revolutions would be prepared as the requirements of the r :ientists became known.

Upon insertion into Mars orbit, the sequence designs for the first 40 revolutions were changed entirely because of the dust storm. New sequence designs had to be prepared in near-real time.

The Advanse Sequence Planning Group worked closely with the SRT representatives and helped prepare advance details of the IV-science sequences; the Science Sequence Design (POGASIS operations) Group handled everyday operations, along with unexpected problems and requests requiring immediate action.

## A. Advance Planning

1. Science Recommendation Tsam Reprasentatioes. The SRT Representatives responsible for preparing unified requests for science data based on a 20 -day-cycle mission plan, were involved with a variety of functions and interfaces, requiring a working knowledge of the various Mariner 9 systems, particularly the spececraft. Because the SRT Representatives had to interface with each of the scientific experinuenters or their representatives, they also had to understand the objectives of the various experiments. During the primary mission, 3.5 men were necessary to support this function 7 days per week.

The Mission Design Team was responsible for producing the basic 20 -day-cycle mission plans. These plans had to reflect not only the experimenters' desires but also the constraints as dictated by the various Project systems. The plans specified the number and order of the various science sequence links, their science objectives, the structure of each link, plus system guidelines from the space(raft and mission operations representatives. The Mission Design Team mectings were attended by: (1) SRT memhers. (2) Mission Engineers responsible for spacecraft operating characteristics and constraints, (3) Mission Operation System (MOS) Representatives with implementation guidelines, and (4) the SRT Representative from the Navigation Team.

The SRT Representatives were expected to provide trajectory-related informatio . including viewing characteristics. constraints and capabilities, in support of advance planning. As the science desires became known, the SRT Representatives, along with members of the Advance Sequence Planning Croup. would design Easic sequences to satisfy these requirements, and then present them to the Mission Design Team. The Mission Engineers would present the spacecraft constraints in conjunction with the proposed science sequences. Upon final iteration of the SRT desires and system constraints, a mission plan, with the basic science sequence link structure for a 20 -day cycle, was prepared jointly with the Mission Engineers. When approved, this mission sequence plan would go to the Mission Sequence Working Group for implementation. An example of such a sequence plan is shown in Fig. 1.

## 2. Advance Sequence Planning Group. The Advance

 Sequence Planning Group worked closely with the SRT Representatives and, on occasion, with the experimenters to work out saquence designs that would meet the objectives of each science cycle. The end product was an interrelated collection of science sequences, which were then translated into POCASIS program input. This POCASIS standard (or base) case of ten required only minor changes (for example, in cone and clock angles or surface point locations), when used for dally operations by the Sclence Sequence Design Group.Preliminary design studies were generally started at least one entire 20 -day cycle in advance. Both the SCOUT and POGASIS programs were uned in this iterative procens, along with the Tektromix vidoo display terminals. The SR:' Representatives were the interface between the Advance Planning Sequence Group and the SRT. Changes were made until a satisfactory final design was achioved.

Once the final design for two revolutione was romplete, the POGASIS standard case was compiled. Tt final step was to make the actual POGASIS run for the first day (two orbitai revolutions) of the new science cycle as a final check for design flaws and also to effect a smooth transition hetween cycles and the two POGASIS groups. Preliminary work on the next science cycle was then begun.

At times, the Advance Sequence Planning Group performed design studies on a phase of the missiun more than one cycle ahead. This work affected future and, on occasion, current planning and often served to shape the science objectives of a cycle.

## B. Daily Operations

1. Science Recommendation Team Representatives. The sRT Representatives functioned on a daily basis as the interface between the Science Sequence Design Group, the Mission Sequence Working Group, and the SRT. They coordinated the daily preparation of an orbital sequence plan that reflected the SRT desires and satisfied the operational and spacecraft constraints. The interface and orbital sequence problem-solving function made this a full-time endeavor, partially because of the sequence redesign necessitated by the dust storm and the failure of AMPS, which led to handwritten orbital sequence plans. These interface functions are listed below:
(1) Science Recommendation Team. This group consisted of the science experimenters of the various disciplines and instruments and their representatives. The SRT stated the daily science sequepce requirements for every data-taking revolution, including the specification of the target and/or coverage for every spectral instrument scan and TV picture link in the sequence plan for a particular mission cycle. The SRT Representative advised the SRT of the daily target viewability as a function of revolution. The final product of the SRT meetings was an orbital sequence plan, with the science requests specified for a particular revolution pais.
(2) Science Sequence Denign Croup. This group corsisted of the POGASIS operation engineers, who were respoasible for seaigning the dally science sequences in coordination with the SRT Rupresentative, from whom they recelved the aclence roquests. Any probloms that appeared during the sequence design process requiring conmaliation outside the Navigation Tams were hamiled by the SRT Representattives. Upon conapiotion of the sequence design procese, the POGASIS forecast rum
was submitted to the SRT Representative for double-checking and orbital sequence plan submittal.
(3) Mission Sequence Working Group. This group consisted of representatives from the various mission ope':ations teams such as the Spacecraft Team, SRT, and the Navigation Team. Actual implementation of the daily science sequences began in this group. when the science sequence plan was reviewed and approved for execution.
2. Science Sequence Design Group (POGASIS operations). The Science Sequence Design Group handled the everyday tasks associated with the Mariner 9 POGASIS activities. The operations task was divided into three specific tasks, performed by the forecast engineer, the data package engineer, and the duty engineer. Each of these positions was manned 7 days a week and approximately 12 h per day. The tasks were rotated among the members of the group every 8 days. A description of each of the POGASIS operations tasks, and their principal duties, follows:
(1) Forecast engineer. It was the responsibility of the forecast engineer to begin the daily sequence design process by using the POGASIS base case and inputting the science requests. It typically took $8 \mathbf{h}$ to accomplish this task of designing sequences which did not violate any constraints for a pair of revolutions.
(2) Data package engineer. Data packages were distributed the day of playback, and it was the responsibility of the data package engineer to meet that schedule. The POGASIS run contained in the data package represented the best a priori model of t've sequences executed by the spacecraft. Part-way through the primary miasion, programs wore written that simplified the production of the data packages (see Subseciion IIE).
(3) Duty enginear. It was the responsibility of the duty engineer to deatify all forecast problows and, if necessary, to complete the sequence desipm berew by the forecast engineer by woriting with the SRT Representative in an attempt to eliminate theoe problems. In addition, the duty cargineer wes roquired to perform any mapronipten stadies that might arice. He also acted as a focil point for POCASIS activition and was the ow-denty lonin of the Scionce Sequence Duifn Croup.

## C. Evolution of a Zenith/Nadir Orbital Sequence

'The complete science sequence design process is shown in Fig. 2. It is assumed that a mission plan for the subject 20 -day cycle has been formulated. The plan would specify the general science sequence structure, including all datataking (D/T) link times, picture link descriptions, slew times, ground-commanded picture capability, and the flexibility allowed for sequence structure change requests. A POCASIS base case modeling this science scquence structure would have been prepared by the Advance Sequence Planning Group. The procedures used for producing an orbital sequence plan follow in chronological order for a typical zenith/nadir revolution pair:
(1) The SRT representative attended the daily SRT meeting to discuss the targeting for the science sequences to be taken 6 days later. The science requests were recorded on the orbital sequence plan forms (see Fig. 3). When filled out. these forms contained the detailed sequence design information tu be implemented by the Spacecraft Team.
(2) The SRT Representative then attended the Mission Sequence Working Group meeting to review the orbital sequence plan brought in by the SRT Chief. Any foreseeable implementation problems (e.g., MOS or spacecraft) were resolved at this time. After approval by the Mission Sequence Working Group, copies of the sequence plan forms were made, and the original was given to the SRT Representative.
(3) Next, the SRT Representative presented a copy of the sequence plan forms to the forecast engineer, along with any necessary explanation concerning the science requests.
(4) Once the science requests were understood, the forecast engineer loaded the POGASIS base cuse into the computer and modified it (using the text editor mode at the Tektronir) to model these requests. Additional items the forecsat engineer had to inchude prior to his first computer rum were: (a) the calendar date and day of yoar of the particular revolutions; (b) the da's automation subyystem (DAS) reference time for these revolutions from B-frame start listinge prowided by the Spacecraft Team; (c) the number of the latest probe ephemeris tape, with the difference between universal and ephemerts time corrections, if applicable.
(5) After execution, the POCASIS outpuit was checked by the forecast engineer. Typically, a number of
computer rurs wore made before one was obtained that fully satisfied the science requests. In some cases, the science requests were impossible to satisfv because of some spacecraft or geometrical constraint. Spacecraft constraints included scan platform viewing limits and slew duration limitations. Such problems were described in a note to the next day's duty engineer: the note was left with the outpatt from the last POC.ASIS run and copies of all plots.
(B) The following day, the duty engineer and the SRT Representative reviewed any problems encountered the preceding day by the forecast engineer. If no viable strategy or solution could be found, the SRT Representative brought the target or sequence problem to the attention of the Mission Sequence Working Group. The group, consulting with the SRT Representative, ircposed an SRT target change or a sequence structure modification. These sequence amendments could be proposed throughout the day if the responsible working group individuals were available. Otherwise, the amendments would be proposed at the $4: 00 \mathrm{p} . \mathrm{m}$. meeting. The proposed change was then brought back to the duty engineer, who made the necessary changes to the POGASIS case and checked the feasibility of the revised serguence. The rest of the day was used for finishing the sequence design and producing plots for all the sequences.
(7) When the duty engineer completed the POGASIS forecast run containing the required sequences (usually the following moming), it was given, with the plots, to the SRT Representative to doublecheck to ensure that the science requests and all system constraints were satisfied. These system constraints included: (a) scan platform limits, (b) slew duration limitations between links, (c) minimum picture link timing separations, and (d) the ultraviolet spectrometer (UVS) "zap" problem. The UVS zap problem was not known before encounter. The constraint was imposed that the UVS instrument, when operating never be slewed from black spece onto the illuminaved limb of the planet because of its sensitivity to much an abrupt a' ure to UV radiation.
(8) UVS zap checking was done by the SRT Representative in conjunction with the duty engineer. Perspective views (with supertmposed cone and clock grids) of the planet at 5 -min intervals were pro-
vided by the Advance Sequence Planning Group for this purpose. All slews in a seguence were checked for potential violations. SCOL'T and POGASIS were used to check marginal cases. If a violation was detected, a slew strategy to prevent the rap was devised, which might include slewing carlier or later. or possibly incorporating an extra slew into the sequence to sl $w$ reound to the dark side of the planet.
(9) After the checking was completed the SRT Represeniative filled out ihe orhit 'sequence plan forms with the data from the final POGASIS forecast nun. The duty engineer assisted in this, if required. The data provided on the forms included the picture link times. all cone and clock angles, floating slew strategies and times, and periapsis times. (See Fig. 3 for a sample orhital sequence plan for a zenith revolution in mapping cycle III.)
(i0) The SRT Representative then attended the daily 4:00 p.m. Mission Sequence Working Group meeting to submit for approval the prepared orbital sequence plans for the science sequences to be taken 4 days later. After review and Working Group approval, the sequences went to the Spacecraft Team for implementation.
(11) If no unforeseen implementation problems appeared, the next step was initiated 14/ to 2 days before the sequence D/T. when ${ }^{\text {E EQGEN output. }}$ consisting of the actual times and cone and clock angles that were loaded into the central computer and sequencer (CC\&S), was available. The data package engineer used these values to construct a POGASIS input case, which would model the spacecraft sequences using the precise times they would be executed. A final check of the UVS zap problem was also included in this last POGASIS case. This check was made early enough so that emergency commands could be sent to the spececraft if a UVS problem was detected. Plots were constructed on the SC 4020 plotier with the final rum. The plots were labeled and the data packuge was ascen. bled, reproctuced. distributed, and teady for use befire playback began.

The preceding procedures wer- ir, a continuing state of development throughout the misaion. Once a misaion cycle had begun, the procedures would overlap so that. during any one day, three data-taking sequences were being worked on.

## IV. Science Sequences

Marmer 9 sonence sequence design can be discussed in three difterent phases: (1) the pre-insertion planning. which towk place after the lovs of Mariner 8 because of a l.unch vehicle failure. (2) the post-insertion planning and changer necessitated by the dust storm; and (3) the sequences as they actually were taken.

## A. Pre-insertion Planning

The launch failure of Mariner o led to the first of sev--ral redesigns of the science sequences. The two phases of the Mariner Mars 1971 mission represented by Mariners 8 and 9, cach with its own science objectives, had to be combined into a single compromise misrion. This revised mission had to satisfy the minimum requireinents of each sci-ntific disciplin: while receiving about one-half the data that would have been available from the two separate spacecraft.

In example of the tradeoffs made in redeonging the mission was the selection of a $65-\mathrm{deg}$-inclination orbit. This represented a compromise hetween a high-inclination orbit, which would have provided excellent south polar coverage, and a low-inclination orbit. whict would have provided better variable feature observations near Martian high noon. The orbit period was chosen to be approxtmately 12 h to praximize the amount of data return. The planned apridal orientation was 140 deg and the periapuis altituds, 1300 km .

Communication requirements dictated that the science data be played back through the 64 -m-diameter antenna at the Coldstone Deep Space Station. The orbit period was sunchronized as closely as possible to the Goldstone new peiciod to maximize the data retum. The time period when the science instruments could view the planet was dependent on the instrumen: platform scan constraints. The TV data and high-rate apectral data recorded during the Coldstove nadir pass had to be played back during the following zenith pass. In addition, real-time high-rate spectral data could be received durkig the zenith pase. A total of $\mathbf{3 0} \mathrm{TV}$ pictures, the :ape recorder capacity, were plansed for each pess.

To follow this sequence of ev. uts, the spececraft was to be maneuvered into an orbit with a period which malintained the periapas pasage of every octher revolution (or a 12-h period) close to li:e time of zenith of the Coldstone view period. Depending on the resaltant orbit period following orbit insertion, one or more orbit trim maneuvers were pianned to achieve synchronization whth
the Goldstone view period. The first science data-taking cycle was to begin after the final orbit trim maneuver. Subject to when and how many trim maneuvers would bo needed, various science instrument calibrations and simple mapping sequences were planned for the period between orbit insertion and the final trim.

A fortuitous situation existed in that an orbit period synchronzed with Goldstone zenith would result in a shift of subspacecraft longitude between successive zenith or successive nad:. passes which permitted contiguous TV mapping with the low-resolution camera. About 20 days of orbital operations were necessary to complete one cycle of mapping swaths around the planet. Because mapping of the Martian surface was one of the prime science objectives, the science sequence planning cycle was tied to the mapping cycle. Pii,r to orbit insertion, detailed mission design plans for the first mapping cycle were completed. This plan accommodated a final orbit trim maneuver as late as revolution 16 .

Four mapping cycles were planned to cover the Martian surface from a latitude of $65^{\circ} \mathrm{S}$ to about $25^{\circ} \mathrm{N}$. In addition to this TV mapping, various other kinds of data taking, both TV and spectral, were a part of the first cycle, as indicated in Figs. 4 and 5. Time ticks relate the position of the spacecraft to periapsis passage. The approximate time periods during which the instruments would acquire data are shown as planned for the first cycle.

## B. Post-insertion Planning

Upon arrival of Mariner 9 at Mars, the mission plan was changed again because of the planet-wide dust storm. The start of the mapping cycles was delayed, and a reconnaissance mode of operation was initiated instead to seek areas that were clear enough to photograph.

Duing the reconnaissance cycles, advance studies were performed to accomplish the primary science objectives after the dust storm ceased. For example, a minimum of 40 days was determined as the time period required to contiguously map the planet from $65^{\circ} \mathrm{S}$ to $45^{\circ} \mathrm{N}$. However, almost all available pictures would be required to accomplish the task, and all other TV requests would have to be ignored, which was untenable. The spectral experimenters also had competing desires, which influenced the science sequence design. Further analysis indicated that, if the periapsis altitude were raised f.om the achieved value of 1390 km to about 1650 km and the mapping cycles extended over 60 days (three cycles), the
number of low-resolution pictures required to map the planet could be held to about 10 per orbit for the first two 20-day cycles and 12 for the last cycle.

The amount of scan platform slewing required during the mapping was also dependent on the periapsis altitude; i.e., the higher the altitude, the fewer the number of slews needed to get forward-lap with the low-resolution camera.

Because the spectral experimenters desired as few slews as possible during any link of picture taking, an effort was made to minimize the number of slews consistent with the other requirements (e.g., keejing the view angle to less than 20 to 25 deg ). If the periapsis altitude was about 1650 km , only two slews would be needed during a mapping swath. Therefore, to raise the periapsis altitude from 1390 to 1650 km . and to errrect the orbital period to adjust the shifting of periapsis passage time with respect to Goldstone zenith, an orbit trim maneuver was performed on revolution 94, prior to the start of the first mapping cycle on revolution 100.

Mission plans redesigned after arrival were greatly influenced by the limited capabilities of mission operations. Sequences that had been fairly intricate before arrival were simplified by mainiaining the same sequence design throughout a mapping cycle. Epochs (measured from periapsis) it which the science links tock place were fixed for every zenith orbit and for every nadir orbit. Also, the epochs and the number of scan platform slews to accomplish the science links were held constant for each orbit. Then the sequence design was optimized from the standpoint of the science objectives. Determining where to point many of the links became a daily activity based on inputs from the SRT.

Assuming that no maneuvers to change the attitude of the spacecraft to joint the high-gain antenna at Earth would be executed during the primary mission, the three mapping cycles had to be finished by early March 1972 because of degraded communication capability. This consideration dictated a starting date early in January for the mapping mode, which was compatible with the expected subsidence of the dust storm to the point that good pictures could be taken.

As can be seen from the sequence designs presented in Subsection IVC, there was a variety of TV science objectives, including geodesy, atmospheric sequences, variable surface feature geology, and Martian satellite astronomy. In addition, the sequence designs included scans made specifically for the spectral experimenters.

## C. Science Sequence Summaries

The Mariner 9 seience data through revolution 262 were acguired in eight major cecles $A$ deseription of the science cyoles and the revolutions included within each cycle, and a brief outline of the ohjectives of each cycle follow. Figure 6 provides a key to aid in reading Figs. 7 through 20. which contain complete sequence summaries for the madir and zonith revolutions for each cycle. Sample orthographic plots for TV' pictures taken on a zenith and nadir revolution for each cycle are presented in Figs. 21 through 35. A complete set of orthographic and/or mercator plots. and numerical data for every TV picture received during the first 262 revolutions are provided in Ref. 1.

1. Post-orbital insertion mapping, calibration, and phase function cycle (recolutions I-15). The planet-wide dust storm to which Mariner 9 was exposed at arrival had a profound effect on the original science plan. While work progressed on replacement science sequences, a series of mapping sequences. taken near periapsis, were initiated to fill the gap left by the abandonment of the original plat These mapping sequences, consisting of narrowangle (B-camera) and wide-angle (A-camera) pairs, were relatively ineffective becanse of the dust storm. An orbit trim maneuver was performed on revolution 4 of this first cycle (no TV science data taken) and a calibration and phase function sequence on revolution 7. (See Fig. 7 for a complete sequence summary.)
2. Interim cycle (revolutions 16 to 23). While advanced planning continued, in interim sequence was adopted which afforded more possibility for planetary reconneissance than BA mapping. This sequence consisted of a combination of two orbits from pre-insertion planning sequences, one nadir and one zenith. The same sequences were repeated continuously from revolutions 16 through 23 . Figure 8 contains a complete sequence summary.
3. Reconnaiseance I (revolutions 24 to, 93 ). The new science plan was implemented on revolution 24. T e primary feature of this cycle was the global coverage afforded by 10 wide-angle pictures on each zenith revolution and five on each nadir revolution. Specific targets in relatively dust-clear areas were identified in these pictures and were subsequently examined with two groups of four high-resolution picturer in each orbit. Each revolution also included a pair of overlapping high-resolution limb pictures, coverage of the south polar region with three BA pairs, and two or more BA pairs with the last A-frame veitical and 10 deg from the terminator. (See Figs. 9 and 10 for complete nadir and zenith revolution sequence summaries).
4. Reconnaissance II (revolutions 64 to 99). Reconnaissance of the planet continued, with a new science sequence beginning with revolution 64 . The plan was similar to that tor reconnaissance l, i.e.. global coverage with right A-frames on each revolution and a series of B-frames to investigate dust-free areas. On each zenith revolution, there were two tetrads (four Bs) and on each nadir revolution, a tetrad, a triad (three Bs), and a dyad (two Bs) for high-resolution limb pictures. Polar coverage continued with three BA pairs on each revolution. Near the end of this cycle, it was determined that a periapsis altitude of 1650 km would facilitate the mapping objective and also allow an orhital period adjustment for periapsis synchroniration with Coldstone; therefore, a second orbital trim manewver was ordered for revolution 94 (no TV science data taken). For two revolutions preceding the trim, and for all revolutions following the trim to the end of the cycle. BA mapping was substituted for the standard reconnaissance II format. (See Figs. 11 and 12 for nadir and renith revolution sequence summaries).
5. Mapping cycle I (revolutions 100 to 138 ). The dust storm that had delayed Mariner 9's primary mission of mapping the surface began to abate during reconnaissance I and reconnaissance II. By revolution 100, the surface was clear enough to begin the surface mapping with mapping cycle I. Each revolution in the cycle had two mapping sequences. The first began at approximately P-19 min, with one A and three BA pairs. The second was at approximately $P-10 \mathrm{~min}, 36 \mathrm{~s}$, with one $A$ and fi.e BA pairs. The first mapping sequence was taken at a cone and clock angle such that the fourth A-frame was directed vertically, and the second sequence, such that the third A-frame was vertical. In addition to the mapping sequences, each revolution had five global pictures and a tetrad of mixed A and B frames. Each zenith revolution had a pentad of two $A B$ and one $A$, and each nadir revolution had two dyads of one $A B$ pair and a single $B$-frame, dubbed "TLR." This cycle was marked by one of the few harduare failures on Mariner 9. Near the end of the cycle, the fil'er wheel on the wide-angle camera failed to step. Analysis showed that the filter wheel was in position 5, a polarizing filter, for the remainder of the mission. Figures 13 and 14 present the nadir and zenith revolution sequence summaries.
6. Mapping cycle 11 (revolutions 139 to 177). Surface mapping continued at a higher latitude band with mapping cycle II. Each revolution again had two mapping sequences. The first was at $P+2$ min and the second at $P+13 \mathrm{~min}, 54 \mathrm{~s}$. The first sequence had one $A$, four BA pairs, and one $B$, and the second sequence, five BA
pairs. The first sequence was taken at a cone and clock angle such that the fourth A-frame was viewing vertically, and the second sequence was such that an imaginary sixth A-frame would have been vertical. Again, each revolution had a tetrad of mixed A and B frames and, in addition, each revolution had a dyad of one BA pair and two Bs, and two single $B$-frames. Each nadir revolution had a triad of one $A B$ pair and one $B$, and three single $B$-frames. Figures 15 and 16 contain the nadir and zenith revolution sequence summaries.
7. Mapping cycle III (revolutions 178 to 217). Mapl...g of the planet continued with mapping cycle III. Surface features located at higher latitudes than those mapped on mapping cycle II were observed. Again, each revolution had two mapping sequences. The first was at $P-2$ min, 12 s and the second, at $P+30 \mathrm{~min}$. On each zenith revolution, two A-, one B-, and four A-frames were taken on the first sequence, followed by three $A B$ pairs on the second sequence. On zenith revolution 206 and nadir revolution 207, and all mapping cycle III revolutions following, the $B$-frames in the first mapping sequence were omitted. In addition to the mapping, each revolution in the cycle contained two tetrads of mixed A- and B-frames, one dyad of one $A B$ pair, and one dyad of two B-frames. In addition, each zenith revolution had a tetrad and a single, B-frame, referred to as TEC, between mapping sequences. Each nadir revolution had two additional dyads, one consisting of an $A B$ pair and one of two B-frames. Toward the end of this cycle, the increasing distance between Mars and Earth and the movement of Earth away from the high-gain antenna boresight caused a continued lowering of the signal-to-noise ratio, forcing selection of lower playback rates. This had the iffect of decreasing the number of pictures that could be played back from approximately 30 on each revolution at the beginning of the cycle to approximately 20 at the end of the cycle. Figures 17 and 18 contain complete nadir and zenith revolution sequence summaries.
8. Extended mission phase I (recolutions 218 to 262). With the end of mapping cycle III, the major mission objectives were completed. However, with the exception of the inoperative A-camera filter wheel and an everdwindling supply of attitude control gas, the spacecraft continued to be in excellent condition to acquire data. The mission progressed to the extended mission phase beginning with revolution 218. At the start of this cycle, approximately 20 pictures could be played back on each zenith revolution. By revolution 242, this number had decreased to approximately 10. For each nadir revolution, approxdmately 15 to 16 pictures could be played back at the
begiming of the cycle, and 10 near the end. To increase the playback to an average of 22 pictures per day, five high-gain antenna maneuvers were planned everv 2 days, stating on revolution 246 . On the maneuvert 1 zenith revolution, the sequence was constrained to straight mapping with limited slewing. Each zenith and nadir revolution was divided nominally into five triads, three with three Bs and two with a B and one AB pair. These triads were not constrained in time, and, in addition, provision was made to insert several ground-commanded sequences for special purposes. Two-thirds of the way through the cycle, CC\&S checksum errors prevented taking data for several days, while the failure was investigated. Datataking resumed on revolution 259, and ended on the only maneuvered revolution, 262, as the spacecraft entered solar occultation. This marked the end of the planned mission. (See Figs. 19 and 20 for nadir and zenith revolution sequence summaries).

The sequence summary tables show at a glance every TV sequence and picture taken during the first 262 revolutions and represent an orbit-by-orbit summary of the orbital sequence designs. The frame numbers (consecutive picture numbers) are in the upper left-hand corner of each "box." These frame numbers correspond to the frame numbers found on the sample orthographic and mercator plots shown in Figs. 21 to 35.

The orthographic plots, representing a perspective view from infinity, are obtained by projecting along lines parallel to the central optic path of one picture. The middle picture of a sequence gives this projection (viewing) direction, whereas its time defines the subspacecraft point, the terminator, and the solar subpoint. Any portion of the limb within a picture's field of view is also drawn. This generally differs from the outline of the globe. The orthographic plots provide an overall view of the geometry at the time the picture or sequence was taken. The terminator is denoted by a line of asterisks, the subsolar point by $S$, and the subspacecraft point by + . Each plot is provided with a science link title, which has the numbers of the pictures contained in the plots in parentheses. Pictures are also numbered on the plots themselves.

## V. Accuracy of TV Camera Targeting

An analysis of Mariner 9 targeting accuracy is presented in this subsection. In general, targeting was determined 5 days before initiation of the spacecraft science instruments to allow adequate time for reprogramming the spacecraft CC\&S. Despite this time delay, adequate targeting accuracy was achieved.

Targeting is defined luere as the process of determining the sean platform pointing necessary to provide coverage of a desired ares. The aceuracy attained must be sufficiently high to ansure coverate of high-resolution photography. The degree of accuracy attainable was limited by the following items:
(1) Spacecraft position with respect to the planet Position in orhit (time from periapsis)* Orbital definition
(2) Pointing direction

Pointing direction within limit cycle ( $:+0.25 \mathrm{deg})^{*}$ Controllability ( $\pm 0.25 \mathrm{deg}$ )*
Achievable pointing directions ( +0.125 deg )*
(3) Planetary model

Pole direction*
Mean radius and planetary oblateness Local height variation
(4) Camera shutter time

Reference time definition
Spacecraft DAS clock time drift ( $-0.146 \mathrm{~s} / 12 \mathrm{~h})$
Th. asterisk indicates the items which have the most significant effects on targeting accuracy. A discussion of each of these items follows.

The lack of a good definition of the detailed Martian gravitational potential early in the orbital phase limited the accuracy of the determination of spacecraft position within its orbit und, consequently, time of periapsis passage. The periapsis time error was the most significant item affecting targeting accuracy. As the mission proceeded, the gravitational potential became better defined, and more accurate periapsis time predictions were achieved. The targeting periapsis time error was reduced to less than $10 s$ on every orbit after revolution 157, and to less than 2 s (with a few exceptions) after revolution 186. A periapsis time error of 10 s , when the spacecraft is at the periapsis position, would result in a $1.3-\operatorname{deg}$ pointing direction error, and a 2 -s error would cause a 0.26 -deg pointing error. The probe position errors due to out-ot-plane (inclination and nodal position) errors were usually less than 2 km and therefore had a relatively small effect on targeting accuracy.

The scan platform pointing direction is another source of error. The possible pointing direction error caused by the limit cycle (the deadband boundaries of spacecraft attitude stabilization) may be 0.25 deg in clock and cone
angle. The limiteycle deadband may be reached more often during times of high slew activity. Much less likely and more mfrequent are controllability errors. These errors are caused by system hysteressis, control calibration, and mechanical crrors which may total 0.25 deg in clock and cone angle. Approvimately $34 \%$ of clock and cone angles skewed for TV picture data were in error by 0.2 deg or more herause of limit cycle and controllability, and less than 15 , be 0.4 deg or more. The difference between the devired and achicvable pointing directions (quantizations in commanding mechanization) could be as large as 0.125 deg in clock and cone angle.

The error in the planetary rotational axis of approximately 0.5 deg on the celestia' sphere could involve a pointing direction error of about 1 deg in the worst case for surface feature targeting. This case would occur at periapsis about 12 h out of phase with the 24.6 h of Mars rotation from a reference position. If surface features are targeted for times close to Mars rotation intervals, the targeting error caused by the pole error could be taken into account. A description of latitude and longitude corrections for the new rotational pole with the longitude reference consistent with the old pole is given in Ref. 2. A mean planetary radius of 3387 km was utilized for the entire mission. This value may differ by 10 km from the actual radius, and the resulting maximum pointing error, which wo:ld occur at periapsis with a 90 -deg viewing angle (limb view), would be about 0.3 deg .

A camera shutter time error would contribute a maximum pointing direction or at periapsis. A time error of 1 s at periapsis would rrespond to a pointing direction error of about 0.13 deg . The reference time could be in error by 0.6 s if the DAS clock is reset hefore engineering data are received. However, most camera shutter reference times were predicted to less than 0.1 s even with a DAS clock reset.

Three examples of $\mathbf{B}$-frame targeting art shown in Fig. 36. The frame marked "target" is the planned target coverage, with symbol $T$ representing the desired tal ${ }_{6}$ et point. The target frame utilizes the desired cone and clock angles as computed 5 days before the execution of this picture. The probe ephemeris data used for probe position definition were, therefore, more than a 5 -day extrapolation. The "predicted" frame was made 1 day before axecution, with the same cone and clock angle as the target frame, but usually with updated probe ephemeris data. The "processed" frame reflects the actual coverage (accounting for pointing direction corrections), with a final probe ephemeris. The final probe ephemeris corrects
the probe's position with respect to periapsis from an interpolated fit consisting of probe position data before and after photographic execution. The "new pole" frame indicates the processed frame latitude and longitude grid, with the provisional Mars pole as given in Ref. 3. Perti-
nent data for the examples shown in Fig. 36 are listed in Table 1. The pointing on revolution 157 represents a worst-case targeting because of the periapsis time and pointing direction errors. Revolutions 173 and 175 represent more typical performance.
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3. Sturms, F. M., Jr., Revised Mars Pole and Transformations for MM'71 Mapping, IOM 392.4-657, Jet Propulsion Laboratory, Pasadena, Calif., Apr. 10, 1972 (JPL internal document).

Table 1. Data for narrow-angle frame targeting

| Revolution | Time from periapsis |  |  | Target frame periapssis time error, s | Predicted frame periapsis time error, s | Delta cone. des | Delta clock, deg |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | min | n |  |  |  |  |
| 157 | -0 | 14 | 38 | -24.94 | -1.18 | 0.48 | 0.06 |
| 173 | -0 | 13 | 47 | 2.96 | 0.52 | 0.16 | 0.24 |
| 175 | -0 | 13 | 42 | 0.25 | 0.25 | 0.01 | 0.37 |



Fig. 1. Mission sequence plan (profile) for mapplag cycle III


Fí. 2. Selence sequence desifn process

| W． | 12 | PF | $10249$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\text { SE! } \frac{E M C}{2 N} \quad 042=300$ |  |  |  | $\begin{aligned} & \text { TPIME PITYPES } \\ & 1-28 \end{aligned}$ |  |  |  |  |  |
| LEX | TDE | Ler | LCaso | CLOCX | 00.5 | $\begin{gathered} \text { Expos } \\ \hline \text { (mate } \\ \hline \end{gathered}$ | A Brpos <br>  | PIX 1 | DESCRTPIIA：／Ca：工T25 |
| －1s；seck of －re lous tiadir <br> r．rolution | 69F．A | $\frac{.174}{10503}$ | $\frac{815}{29}$ | $\pm A^{+}$ | $\begin{array}{r} 3050 \\ 2 \quad 21 \\ \hline \end{array}$ | $+125$ | ］） |  |  |
| Set Up Slev | P．3n1t |  |  | 141. | 104. |  |  |  | Min．Res，Ter ，min |
|  | $\begin{aligned} & \text { P-50 } \\ & \text { Approx. } \end{aligned}$ | for | 63 | $\sim 2$ | ．36 |  |  |  | Before 1imb in vie\％． |
| Floning set－4p <br> こうe：～sor Tetred（12 | P－35 ${ }^{\text {² }}$ |  |  |  | L |  |  |  | M1n．Res，as close to Tetrad as poss：ble． |
|  | $\begin{gathered} \text { P- } 323^{3} / 0^{0} \\ 13^{3} \\ 4 y / 22^{2} 119 \\ \operatorname{con} r \end{gathered}$ | $-71 * 5$ | $21^{\circ} \mathrm{W}$ | $\begin{gathered} 13046 \\ 133.36 \\ 135.8 \\ ! \end{gathered}$ | $\begin{gathered} 11185 \\ 11621 \\ 11913 \\ 1 \\ \hline \end{gathered}$ | $\begin{aligned} & 24 \\ & 24 \\ & 24 \end{aligned}$ |  | 1 2 3 4 | S．Poler Map |
| 5et ip SLev for 2ゴ1＂1 | $8-29^{5} 24^{\circ}$ |  |  |  |  |  |  |  | H－freme |
|  <br> B ${ }^{\circ} \mathrm{F}$ |  | $\begin{aligned} & -80.8 \\ & -80.6 \end{aligned}$ | $\begin{aligned} & 347.0 \\ & 238.0 \end{aligned}$ | 12673 <br> 1276 | $134 c 3$ <br> 13818 | $\begin{aligned} & 24 \\ & 24 \end{aligned}$ | 6 gat Fot secorted | $\begin{aligned} & 5 \\ & 6 \end{aligned}$ | Inn－r folur timereekto |
| Set Up siluv for $\qquad$ spactal | P－220 $24^{\circ}$ |  |  | 167． 2 | 122.1 |  |  |  | B－frame Monnene Spzemal |
| Floartre Sley | $5: 33^{2}$ |  | $\cdots$ | － | \％mo ha |  |  |  | Min．Res．at close to Tetred as pocilble． |






Fig. 3 (contd)

$0 \quad 10,000 \mathrm{~km}$


Fis. 5. Typleal eckdstone nedr selonee sequanee

KEY TO SEQUENCE SUMMARY TABLES


SYMBOLS USED IN THE SEQUENCE SUMMARY TABLES:


Sequence not done or dita not talen during an orbit, explanatory note

## Modinad

11,320


- $599^{8} 52^{\prime}$

ABBREVIATIONS USF!) IN THF SEQUFN(' SUMMARY TABLIS

| Ad | Adiuctit |
| :---: | :---: |
| 4 | Hlue I liel |
| 1.1 | ( ire Ample |
| C.1 | C.hbratton |
| Chat | Chatige |
| 1 | 1 小, |
| lit | I ، lipar |
| Iven | 1 veming |
| 1 p | H. pmesute |
| FIlt | Filter |
| C | Cicen Filter |
| Ciend | Ciconders |
| (.ndCOnd | Citatund Command |
| IRIS | Intared Interterometer Spectrometer trperment |
| IRR | Inteared Radurncter I vperimemt |
| MA | Cluch Angle |
| km | Kilumetes |
| Lat | 1 atitude |
| Linge | Longutude |
| LI | Lughted |
| Max | Maximum |
| Min | Minimum |
| Morn | Morning |
| N | Norih |
| NSS | Night Sude Spretiral |
| 0 | Orange Filter |
| Occul | Ociultation |
| Pret | Preture |
| Press | Pressure |
| Ret | Reference |
| S | South |
| S8 | Single 8 |
| Sext | Sextad i3 BA pays) |
| Spect | Spectial |
| Sub-SC | Sub-spacecraft |
| Term | Terminator |
| Tel | Tetrad (4 TV frames) |
| Tras | Trajectory |
| UVEL | Uliravkotet Bripht Limb Experument |
| UVIM | Ulita violet Spectrometer Preseure Mappins |
| UVS | Ultravwhet Spectrumeter |
| V | Viovet Filter |
| Vert | Vertical |
| Vinw | Virwiy Angle |
| W | West |

## SYMDOLS UEDD ON TLOTS:

| S | - Subsolar Pomar |
| :---: | :---: |
| + | ceerafi Poin |
| **** | - Terminetor |



|  | 1 | 2 | 3 | 4 | s | - | 7 | $\bullet$ | , | 10 | 11 | 12 | 13 | 14 | 15 | 16 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Onmmen |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Mm Fmom |  |  |  | $\begin{gathered} \frac{1}{5} \\ \\ \hline \end{gathered}$ |  |  |  |  |  |  |  |  |  |  |  |  |
| TV Moms |  |  |  |  | ( |  |  |  | ( ${ }^{33}$ |  | ( ${ }^{1}$ |  |  |  |  | 3 |

Fire. 7. Foperativi insertion mapping, ealliration, and phase function sequences, revolutions 1 to 15

|  |  |  |  |  | tmeme Srpuase Nale |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Nound Tre | $\begin{aligned} & 16.18 \\ & 2.122 \end{aligned}$ |  | $\begin{aligned} & \text { Orbital } \\ & \text { Screace Lind } \end{aligned}$ | Fromin Trime | $\left[\begin{array}{l} 19.19 \\ 21,23 \end{array}\right.$ | s |
| $4 \mathrm{Cu}(\mathrm{V}-10$ ) | - |  |  | Une San No 1 | $4{ }^{120}$ | virn |  |
| UVS scae | -14.0m | $\begin{aligned} & \text { Sneve (A, K A } \\ & \text { of in Crew. } \end{aligned}$ |  | ORS Scon No 2 | $3^{\text {m }} 25$ | Nomm" ${ }^{\text {atern }}$ |  |
| 3 CaOP |  |  |  | men Somen ${ }^{\text {Nos }}$ | $2^{\text {b/4 }} 3^{\text {m }}$ |  |  |
| uvs son | Ston hand Gex At | Senust |  | $\begin{aligned} & \text { Atmeremenc } \\ & 5 \mathrm{~A}(4 \mathrm{~V}-10 \text { ) } \end{aligned}$ | $\stackrel{+}{ }$ |  | - |
|  | $\rightarrow \infty$ |  | d | Iren Scan No 4 | Skw yher Aumen | - intucal | 응 |
| 4.0) | $-\infty$ | $\begin{aligned} & 10 \text { is } \\ & \text { A } 1 \text { rame } \\ & \text { Dula Mapenas } \end{aligned}$ | $5$ | Wantioy | $1{ }^{1 / 50}$ |  | 3 |
| in Mandm | -156 |  |  | Ven Sued Fat |  | $\begin{aligned} & 910 \\ & \text { Risht edze } \\ & \text { in } 1 \text { mit } \\ & \hline \end{aligned}$ |  |
|  |  |  |  | Maverter | 14** | $\begin{aligned} & 11 \\ & \text { laken within } \\ & \text { ineces pul } \end{aligned}$ |  |
|  |  |  |  | ure scon No s | Shem after Almon End Mefory VSF | $\begin{aligned} & \text { Wuen } 1 \text { umt } \\ & \text { Ital Pane } \end{aligned}$ |  |
|  |  |  |  |  | 35 |  |  |
|  |  |  |  | ${ }_{48}$ | $10^{20}$ |  |  |
|  |  |  |  | TV Sterime | $13^{m}$ |  |  |

Fre. 8. Interimn sequences, revolutions 16 to 23


## 






Portioter:
Error mate in terpating: $\mathbf{- 5}^{0}$ read is $\mathbf{- 5 0}$ in Orbital Sequetiae Sheot for Rev. 39.


Fis. 10. Nadir revolutions 25 to 63, reconnalseance I

## moldout frame

| $*$ | ＊ | ＊ | $\cdots$ | s | s | ＂ | ＂ | ＂ | ${ }^{\circ}$ | ${ }^{3}$ | ＊ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |  | max |  |
| － | $\leftarrow$ | － | －－ | $\square$ |  | \％ | － | － | － | 11 |  |
| 2xtex |  |  |  |  |  |  |  | mome |  | 为 |  |
| 1 | \％man | $\leftarrow$ | － |  | ${ }_{\text {\％}}$ | － | $\ldots$ | $\leftarrow$ | － | － |  |
|  |  |  |  |  |  |  |  |  |  |  |  |
| \％ | ？ | \％ | \％ | min |  |  |  |  |  | \％om |  |
|  |  |  |  |  |  |  | 为 |  |  |  |  |
| － | 20 |  |  |  | \％ |  | 1 |  | com |  |  |
|  |  |  |  |  |  |  |  |  |  |  | \％ |
|  | $\sqrt{2}$ | － | － | － | － | $\stackrel{\square}{\square}$ |  | － | － |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |
| － | \％ |  |  |  |  |  | ， | 边 |  | 1020 |  |
|  |  |  |  |  | 边 |  |  |  |  |  |  |
| mber | －－ | 1 | ${ }^{\text {mammamm}}$ | $\square$ | 1 | \％mmem | $\leftarrow$ | $\leftarrow$ | $\leftarrow$ | － |  |
|  |  |  |  |  |  |  |  |  |  |  |  |
| －7 |  |  | come | ， | ，min |  | \％－2， |  |  | ： |  |
|  |  |  |  |  |  |  |  |  |  |  |  |
|  | $\xrightarrow{2 \times 1}$ | \％ | $\stackrel{n}{2,}$ | 2： | 2： | n－m |  | $1:-$ | $\cdots$ |  |  |


| Orbital Science Link | Nominal Time From Periapsus | 64 | 66 | 68 | 70 | 72 | 74 | 76 | 78 | 80 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  | $\begin{aligned} & 3^{\mathrm{h}_{4} \mathrm{~m}^{\mathrm{m}} 5} \\ & +24^{\mathrm{o}} 15 \end{aligned}$ |  |  |  |  |
| Tetrad No 1 (48) | $-1^{h_{30}}{ }^{m}$ |  | $\begin{gathered} 14 \\ 1 \text { arget } \\ 15,305 \end{gathered}$ | i-4 <br> 2nd <br> 11,320 | $\begin{array}{\|l\|} \hline 1-4 \\ \operatorname{larg4t} \\ 47.271 \end{array}$ | $\operatorname{Sar}_{\operatorname{stan}}^{1-4}$ | $\begin{aligned} & 14 \\ & 2 n d B y n \\ & 11 \\ & 2741 \end{aligned}$ | $\begin{array}{lll} 1-4 & \\ 2 n d & B & \\ 26 & \text { on } \\ 2354 \end{array}$ | $\begin{aligned} & 4 \\ & \text { Adjunt } 10 \end{aligned}$ | $\int_{\text {Adjacent }}^{1}$ |
|  |  |  |  |  |  |  |  |  |  |  |
| Global TV <br> (1B, 8A. 1B) | ${ }_{-1}{ }^{\prime} 1^{m_{36}}{ }^{s}$ | 5-14 <br> Mocal of Lighted Disk | $\underset{(V)}{5-14}$ | $\underset{\substack{5-14 \\ \text { Last B on } \\ 58.2 .197 .12}}{ }$ | 5-14 <br> Monal of It. Disk |  | $\left\lvert\, \begin{aligned} & 5-14 \\ & \text { Moval of } \end{aligned}\right.$ $\text { L: : } 1$ | $\begin{aligned} & 5-14 \\ & \text { Caliteration } \\ & 30.2311 \end{aligned}$ | $\left\lvert\, \begin{aligned} & 5-1 \\ & \text { Mown of } \\ & \text { It } \mathrm{Bmh} \end{aligned}\right.$ | $5$ |
|  |  |  |  |  |  | $\begin{aligned} & 5^{\mathrm{h}} 23^{\mathrm{m}} 13 \\ & +28^{\circ} 33^{\prime} 9 \end{aligned}$ |  |  |  | $\left\lvert\, \begin{aligned} & 15-18 \\ & \text { Phobos } 4 \\ & \mathrm{P} \quad 1 \mathrm{~h}_{166} \end{aligned}\right.$ |
| Tetrad No 2 (4B) | $-1^{\mathrm{h}} 06^{\mathrm{m}} 12^{\text {s }}$ | $\begin{gathered} 15-18 \\ 2 \mathrm{rrd} \text { B on } \\ 75.310 \end{gathered}$ | $\left\lvert\, \begin{aligned} & 15-18 \\ & 2 \mathrm{nd} \mathrm{~B} \text { on } \\ & -75,301 \end{aligned}\right.$ | $\left\lvert\, \begin{aligned} & 15-18 \\ & \text { 2nd B on } \\ & -58.2,19712 \end{aligned}\right.$ | $\begin{aligned} & 15-18 \\ & \text { 2nd } \mathrm{H} \text { on } \\ & -75.292 \end{aligned}$ | P5-18 RFTURN To PLANF | $\begin{array}{\|c} \hline 15-78 \\ 2 \mathrm{nd} 8 \text { on } \\ 75.283 \end{array}$ | $\begin{aligned} & \text { 15-18 } \\ & \text { Adj to Tet. } 1 \\ & 265 \geqslant 30 \end{aligned}$ | $\left\lvert\, \begin{gathered} 15-18 \\ 2 n d \text { on } \\ 78274 \end{gathered}\right.$ |  |
| Spectral Scan | $-1^{\mathrm{h}} 02^{\mathrm{m}}$ | Spectral San | UVAL 2nd <br> '. on Sext | Slew to 582.19712 | UVBL 2nd B on Sext | uvs <br> Morn Map | tVBL ind Honsext | Mapping | $\begin{array}{ll} \text { Lis } \\ 1 \mathrm{mb} \end{array}$ | Mappuns |
| Sextad (3BA) | $-34^{m}$ | $\begin{aligned} & \text { 39-24 } \\ & \text { 2nd } \mathrm{B} \text { on } \\ & -72.3 .30 . \end{aligned}$ | $\begin{aligned} & 19-24 \\ & \text { 2nd B on } \\ & \text { Limb UVBL } \end{aligned}$ | $\begin{array}{\|l} \hline 19-24 \\ \text { ist B on } \\ -58.2 .19712 \end{array}$ | $\begin{aligned} & 19-24 \\ & \text { 2nd B on } \\ & \text { Limb IVBL } \end{aligned}$ | $19-24$ Galibraton Laqht $=60^{\circ}$ | 19-24 2nd B on Limb L'VBL | $\begin{array}{r} 19-24 \\ 2 \text { nd } B \text { on } \\ 75,160 \end{array}$ | $\begin{array}{r} 1924 \\ \square \end{array}$ | $\begin{aligned} & \text { 19- } 4 \\ & \text { 2nd B on } \\ & \text { (n). } 180 \end{aligned}$ |
|  |  |  |  |  |  |  |  |  | $\begin{aligned} & \text { P } 26^{\mathrm{m}} \text { Neht } \\ & \text { Side Spect } \end{aligned}$ |  |
| TV Mapping (1A, 3BA, 1B) | $-17^{\text {m }} 54{ }^{\text {s }}$ | $\begin{array}{\|c} \hline 2 t-32 \\ \text { Sth } A \text { on } \\ \text { Nadir vert } \end{array}$ | $25-32$ | $\begin{aligned} & \text { 25-32 } \\ & \text { 1st } \mathrm{B} \text { on } \\ & \text { 58.2. } 19 ? \text { ? ? } \end{aligned}$ | $\begin{aligned} & 25-32 \\ & \operatorname{Sth} A \text { on } \\ & N \text { adir vert } \end{aligned}$ | $25-32$ | $25-32$ $P+6 m$ 101 B on -9.119 | $\underset{\substack{25-32 \\ p+5^{\text {m }}}}{-6.120}$ | $\underset{\substack{23-32 \\ P+5^{m} \\ 1.7 .112 .4}}{\substack{4 \\ \hline}}$ | $\begin{array}{r} 25-32 \\ \mathrm{P}+3^{m} \end{array}$ |
| Spectral Scan | $-2^{m}$ | Night Sade <br> Spectral | 4 | 4 | 4 | - | Disconti | in order to | nove TV Map | \% |
| Lyman a-1 | $30^{m}$ |  | $\begin{aligned} & 5_{+9^{\mathrm{h}} 32^{\mathrm{m}} 39} 39 \end{aligned}$ | $\begin{aligned} & \mathbf{o}^{\mathrm{h}} 10^{m} \mathrm{~m}^{66} \\ & +14^{0} 549 \end{aligned}$ | $\begin{aligned} & 5^{5^{\mathrm{h}} 32^{\mathrm{m}} 3 \mathrm{ag}} \\ & +9^{\circ} \mathrm{S} 54!9 \end{aligned}$ | $\begin{aligned} & 3^{h_{54}} 4^{m^{4}} 48 \\ & +39^{\circ} 52! \end{aligned}$ | $\begin{aligned} & s^{h^{h} 3_{4}-.^{\prime \prime}} \mathbf{6 6} \\ & +21^{\circ} 07^{\prime} 1 \end{aligned}$ | $\begin{aligned} & 1^{h^{5}} 50^{m} 76 \\ & +63^{\circ} 255^{\prime} 9 \end{aligned}$ | $\begin{aligned} & 22^{\mathrm{h}} 33^{\mathrm{m}} 01 \\ & +38^{\mathrm{o}} 476 \end{aligned}$ | $\begin{aligned} & 6^{\mathrm{h}} 34 \mathrm{~m}^{\mathrm{m}} 83 \\ & +16^{\mathrm{o}} 264 \end{aligned}$ |
| Lyman $\alpha-2$ | $4^{h} 35^{\text {m }}$ |  | $\begin{aligned} & 19^{h} 16^{m} \\ & +73^{\circ} \end{aligned}$ | $\begin{aligned} & 22^{\mathrm{h}} 377^{\mathrm{m}} 01 \\ & +38^{\circ} 47: 6 \end{aligned}$ | $\begin{aligned} & 0^{\mathrm{h}} 10^{m} \mathrm{~m}_{66} \\ & +14^{\circ} 54!9 \end{aligned}$ | 1 | 1 |  |  |  |
| Leman a-3 | $5^{\text {h }} 35^{\text {m }}$ |  | $1$ | $\begin{aligned} & 23^{\mathrm{h}} 24^{\mathrm{m}} \\ & -12^{\mathrm{o}} \end{aligned}$ | $\begin{aligned} & n^{h} 2 k^{m i} \\ & +18^{0} \end{aligned}$ | LVBL <br> Backyround | $\begin{aligned} & 19^{\mathrm{h}} 16^{\mathrm{m}} \\ & +73^{0} \end{aligned}$ | $\begin{gathered} 23^{\mathrm{h}} 24^{\mathrm{m}} \\ 12^{\mathrm{o}} \end{gathered}$ | $\begin{aligned} & 0^{h} 28^{m} \\ & +18^{\circ} \end{aligned}$ | ('VBL Hackprow |
|  |  |  |  |  |  |  |  |  |  |  |

## Footnotes:

[^8]

Fig. 11. Zenith revolutions 64 to 98 , reconnalssance II

NOLDOUT FRAME


Fle. 12. Nadir revolutions 65 to 99, reconmaiseance II

| " | " | * | " | " |  |  |  | - "' |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |
| - | - | 1 | $=$ |  |  |  |  |  |
|  |  | \% |  |  |  |  |  |  |
| - |  | - |  |  |  |  |  |  |
|  | \% |  |  |  |  |  |  |  |
| E | 1 | \% | \% |  |  |  |  |  |
|  |  |  |  |  |  |  |  | 1 |
| \% | - | "- | - |  |  |  |  |  |
|  |  |  |  |  |  |  |  | 1 |
| " | 为 | \% | \% |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |
|  |  | 2m | - |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |
| - | - | \% | - |  |  |  | \% |  |
| F- | - |  |  |  |  |  |  |  |



## Pertmor:



Tourse from $16^{\mathrm{m}}$ io $15^{\mathrm{mm}} \mathrm{m}_{4}$ 。


Fif. 13. Zonith revolutions 100 to 138, mapping cyele I


Fir. 14. Medir rovolutions 101 to 137, mapping cyech I

POUDOUT ERAME




## TOLDOUT FRAME



Fig. 15. Zenven rovolutione 140 to 176 , mapping gycte il

YOLDOUT FRAME


Hency




Fic. 16. Moder ruchetions 180 io 177, maping geto II



| 190 | 192． | 194 | 196 | 138 | 200 | 202 | 204 | 206 | 208 | 210 | 212 | 214 | 216 | 218 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Uvis | 4．inn．．． <br> firm V．ar | い： | Murim！ <br> i．．．．． | $\begin{aligned} & \text { sir } \\ & \text { G, } 1, \text { ul } \end{aligned}$ |  | Stard．（la） <br> －（ 1 | Warning <br> letm yin | $\checkmark$ | 11.1 |  | － | － | $\leftarrow-$ |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $\omega_{w} \text { Lantb }$ | $\begin{gathered} 1-4 \\ T_{\text {affer }} \\ 71 \\ \Sigma 4 \end{gathered}$ |  |  | 1 |  | 1 |  |  |  |  |  |  |  |  |
| $\begin{aligned} & 3 \\ & 3511 \\ & 48 \end{aligned}$ |  | $\begin{gathered} 3-4 \\ \begin{array}{c} 3-4 \\ \text { fargct } \\ 6.13 .344 \end{array} \end{gathered}$ |  |  | $\begin{aligned} & 5-6 \\ & \text { Larget } \\ & 1692320.4 \\ & 6553246 \end{aligned}$ |  |  | $\left\lvert\, \begin{aligned} & 5.5 \\ & \text { larget } \\ & k 7+324 \\ & 863 \\ & 313 \end{aligned}\right.$ | $\left\{\begin{array}{l} 5-6 \\ \operatorname{tapet} \\ 407,257 ? \end{array}\right.$ |  |  |  |  |  |
|  | ↔－ | $\square$ | $\square$ | － | $\longleftarrow$ | $\leftarrow$ | $\longleftarrow$ | 4 | － |  | Wun $\mathrm{spow}^{\text {a }}$ | $\frac{\text { Cime thy }}{10 \mathrm{P} \cdot 9^{114}}$ | $\longleftarrow$ |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| ${ }^{-1} \mathrm{HO}_{4}$ M．Sca EB， 326.5 | $\left\lvert\, \begin{gathered} 7-10 \\ \text { Targeit } \\ -343,3307 \end{gathered}\right.$ | $\begin{aligned} & 5-8 \\ & 4 B^{\circ} \text { a A long } \\ & \text { 4pect Sian } \\ & \text { 7rd } 83 \text { on } \\ & 403.319 \end{aligned}$ | $\begin{aligned} & 7-10 \\ & 2 \mathrm{nd} \mathrm{~B} \text { on } \\ & 4 \mathrm{n} 23115 \end{aligned}$ |  |  | $\left\lvert\, \begin{gathered} 5-8 \\ \text { Taryet } \\ 34727 \div 4 \end{gathered}\right.$ | $7-10$arget <br> 40.2692 |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| － 3.2 | $\begin{array}{r} \frac{11-17}{30,3142} \end{array}$ | $\begin{array}{\|c} 9-15 \\ 30,3057 \end{array}$ | $\stackrel{11-17}{10.2965}$ | $\sqrt{-15}$ | $\square$ | $\stackrel{9}{9-15}_{-30,269,}$ | $\frac{11-17}{30.260 .1}$ | $\begin{aligned} & \hline-12 \\ & 0 \min 8 \\ & -30,2509 \\ & \hline \end{aligned}$ | $\int_{30.241 .7}^{7-12}$ |  |  | $\underset{-30.2141}{9-14}$ | $\underset{30,2049}{7-12}$ | 皆 |
| 3.4 | $\left\lvert\, \begin{gathered} 18 \\ \text { Tagget } \\ -64.304 \end{gathered}\right.$ | $\begin{aligned} & 1 \mathrm{Tr} \\ & \hline \text { Target } \\ & 45.294 \end{aligned}$ | $\begin{aligned} & 18 \\ & \text { Target } \\ & 49.2757 \end{aligned}$ | $\begin{aligned} & 16 \\ & \mathrm{Iatget} \\ & 0.4 .2702 \end{aligned}$ | $\left\lvert\, \begin{aligned} & 18 \\ & 1 \text { arget } \\ & 2,2603 \end{aligned}\right.$ | $\begin{aligned} & 18 \\ & \text { farget } \\ & 19.2499 \end{aligned}$ | $\begin{array}{\|l} 188 \\ \text { rarget } \\ 7.4,2454 \end{array}$ | $\begin{array}{\|l\|} \hline 13 \\ 13 \mathrm{argef} \\ 24.27 \mathrm{~B} \mathrm{~K} \end{array}$ | $\left\lvert\, \begin{aligned} & 13 \\ & T_{a r g r z t} \\ & -3,2314 \end{aligned}\right.$ | $\begin{array}{\|c\|} \hline 15 \\ \text { Target } \\ 52.2149 \end{array}$ | $\begin{array}{\|c\|} \hline 15 \\ \text { Tagget } \\ 84.2084 \end{array}$ | $\begin{array}{\|l\|} \hline 15 \\ 7 \mathrm{argrt} \\ 78,192 \end{array}$ | $\begin{array}{\|l\|} \hline 13 \\ \text { Target } \\ -11.186 . \end{array}$ |  |
| － | ＊ | $\square$ | $\because$ | $\square$ | $\checkmark$ | $\stackrel{\square}{4}$ | $\square$ | $\cdots$ | $\longleftarrow$ | $\checkmark$ |  | 2 |  |  |
| － | $\frac{19-24}{29,2848}$ | $\sqrt{17-22}$ | $\begin{array}{\|c} 19-24 \\ 29, \frac{1963.3}{264} \end{array}$ | $\underset{29,2571}{\stackrel{17-22}{\sim}}$ | $\begin{aligned} & 19-24 \\ & 29.2479 \end{aligned}$ | $\begin{aligned} & 17-22 \\ & 292387 \end{aligned}$ | $\begin{aligned} & 19-24 \\ & 29,2295 \end{aligned}$ | $\left.\right\|_{29.2202} ^{14-19}$ | $\left\lvert\, \begin{gathered} \sqrt[14-10]{2-12} \\ 29,211 \end{gathered}\right.$ | $\begin{gathered} 16-21 \\ 29.201 .8 \end{gathered}$ | $\frac{16-21}{29, \sqrt{192.6}}$ | $\underset{29.183 .4}{16-21}$ | $\begin{array}{\|c} \hline 14-19 \\ 29,1741 \end{array}$ |  |
| － | $\begin{aligned} & 25-28 \\ & 2 \mathrm{difing} \\ & \mathrm{Ldmh} \end{aligned}$ | $\begin{aligned} & \hline 23-28 \\ & \text { Extend } \\ & \text { Mappung } \end{aligned}$ |  | $\begin{aligned} & \text { 23-28 } \\ & \text { Extend } \\ & \text { Mappung } \end{aligned}$ |  | $\begin{array}{\|l\|} \hline 23-26 \\ \text { txtend } \\ \text { Mapping } \end{array}$ |  | $\begin{aligned} & 20-23 \\ & \begin{array}{l} \text { Extend } \\ \text { Mapping } \end{array} \end{aligned}$ | $\begin{aligned} & 20-23 \\ & \text { Extend } \\ & \text { Mapping } \end{aligned}$ | $\begin{aligned} & \hline 22-25 \\ & \text { Yxtend } \\ & \text { Mapping } \end{aligned}$ | $\begin{aligned} & 22-25 \\ & 1 \mathrm{st} A \text { on } \\ & 40.185 \end{aligned}$ | $\begin{aligned} & \hline 22-25 \\ & \text { Lxtend } \\ & \text { Mayping } \end{aligned}$ | $\begin{aligned} & 20-23 \\ & 151 \mathrm{~A} \text { on } \\ & 52.177 .4 \end{aligned}$ |  |
| ， |  | $\stackrel{27-28}{4}$ |  |  | ＊ | $\begin{aligned} & 27-28 \\ & \text { Extend } \\ & \text { Mapping } \end{aligned}$ |  | $\begin{aligned} & \text { 24-25 } \\ & \begin{array}{l} \text { Extend } \\ \text { Mapping } \end{array} \\ & \hline \end{aligned}$ |  |  |  |  |  |  |
| ＂ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| － | 4 | － | $\square$ | ${ }^{p+42^{m}}$ | P+45再 | $p+46^{m} 12^{1}$ | $\mathbf{p + 4 7 ^ { m }}$ | ${ }^{p+46^{m} 12^{\prime}}$ | $\mathrm{P}+42^{\mathrm{m}}$ | － |  | $\begin{aligned} & \text { NsS } \\ & \text { P442m } \end{aligned}$ | $\cdots$ |  |
| $\because$ | $\begin{aligned} & 32^{\mathrm{h}_{3}, 7^{\mathrm{m}_{01}}} \\ & +35^{0} 49 \% \% \end{aligned}$ | $\begin{aligned} & 3^{\mathrm{m}_{3} 399_{34}} \\ & +47^{\circ} 37 \end{aligned}$ | $\begin{gathered} 4^{h_{4}}{ }_{4}^{66^{\circ}} \mathrm{m}_{04} 5!6 \end{gathered}$ |  | $\begin{gathered} 3^{\mathrm{h}_{39} \mathrm{~m}_{3} \mathrm{~m}} 34 \\ +47^{0} 37 \end{gathered}$ | $\begin{gathered} 0^{n} 5_{5}^{117} 79 \\ +28^{0} 48^{\prime} \end{gathered}$ | $\begin{aligned} & 0^{n_{5} 3^{m} m_{65}} \\ & +60^{2} 27_{5} \end{aligned}$ | $\begin{gathered} t 9^{\mathrm{h}} 16^{\mathrm{m}} \\ +73^{\circ} \end{gathered}$ | $\cdots$ | $\square$ |  | $\square$ | $\checkmark$ |  |

Fig．17．Zenith revolutions 178 to 216，mapping cycle III


Perten:

Soe TV Ficture Data to deternine ir thoy wert ruciored on exth
Fis. 18. Nedir revolutions 179 to 217, mapping cycle III


| Orunal Scrence Link | 218 | 220 | 222 | 224 | 226 | 228 | 230 | 232 | 234 | 236 | 23＊ | 240 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Spectral Scan | St．ir <br> Onultst $P^{\prime} \text { of } f^{m}$ |  | 4 |  | $\begin{aligned} & \text { limb lerm } \\ & \text { xan } \\ & \mathbf{p}_{\text {fin }} \text { mit } \end{aligned}$ |  |  |  |  | － |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |
| Trasd No 1（3B） |  |  |  |  |  |  |  |  |  |  |  |  |
|  | 4 <br> Grind（md A <br> P $19^{\mathrm{m}}$ <br> S Prle I mb |  | Spectral <br> bun <br> P $29^{\mathrm{m}}$ | 4 |  |  |  |  | IRK ipectal |  | IRR Marm Suan P $2 \mathrm{i}^{\text {m }}$ |  |
| Triad Nu． 2 （3B） | $\left\|\begin{array}{l} 5-7 \\ P^{\text {min }} \\ 1 \text { siget } \\ 292,192 \end{array}\right\|$ | $\|$$4-6$ <br> P 27 nt <br> Turget <br> 701.2536 <br>  |  |  |  | $\begin{aligned} & 168 \\ & p s^{m} \\ & \mathrm{~T}_{\text {atget }} \\ & 25814 日 ? \end{aligned}$ |  |  |  |  | 46 <br> $\mathrm{P}+\mathrm{I}^{121}$ <br> Latget <br> 72．K1． 1 | $\begin{aligned} & 46 \\ & \mathrm{P}+6{ }^{\text {in }} \\ & 1 \text { srget } \\ & 7.3 \times 5.7 \\ & 69.854 \\ & 6.5 \times 5.1 \end{aligned}$ |
|  |  |  |  |  |  |  |  | IRR Mirn Shan <br> P $19^{\mathrm{m}}$ |  | $\begin{aligned} & \text { IRR } M_{a p} \\ & \mathrm{P} 26^{\mathrm{m}} \end{aligned}$ | $\begin{array}{\|l\|} \hline \text { ind }(\mathrm{md} \\ \mathrm{P}+19^{\mathrm{m}} \\ 0 . \mathrm{KI} \end{array}$ |  |
| Triad No． 3 （1B IAB） | $\begin{array}{\|l\|} \hline \mathbf{8 - 1 0} \\ \mathrm{P}+\mathrm{s}^{\mathrm{m}} \\ 1 \mathrm{st} \mathrm{~B} \text { on } \\ 263.1 \times 26 \end{array}$ | $6\left(\begin{array}{l} 9 \quad 11 \\ \mathrm{P} \mathrm{~s}^{\mathrm{m}} \\ 1 \mathrm{st} \mathrm{~B} \text { on } \\ 2 ; \mathrm{R}, 190 \\ \text { Man Sicu } \end{array}\right.$ | $\begin{array}{\|l} \hline 7.9 \\ \text { P+4 } \\ \text { Target } \\ 44.1504 \\ \text { Max Sleu } \end{array}$ | $\begin{aligned} & 79 \\ & \mathrm{P}+\mathrm{s}^{\mathrm{m}} \\ & 2 \mathrm{dd} \mathrm{~B} \text { on } \\ & 56.150 \mathrm{~S} \\ & \mathrm{M} \times \mathrm{S} \text { Sleu } \end{aligned}$ |  |  | $\begin{aligned} & 911 \\ & P+6 \mathrm{~m} \\ & \mathrm{Tazget} \\ & 14.9 .130 \\ & \text { Mav. Slew } \end{aligned}$ |  | $\begin{aligned} & 9-11 \\ & \mathrm{P}+\mathrm{m} \\ & 2 \mathrm{md} \mathrm{~B} \text { on } \\ & 44 \text { los } 5 \\ & M a \text { Sleu } \end{aligned}$ | $\begin{aligned} & \hline-9 \\ & \mathrm{P}+\mathrm{s}^{\mathrm{ml}} \\ & 1 \mathrm{yt} \mathrm{~B} \text { on } \\ & 11 . \mathrm{gas} 7 \\ & \text { Mas Slew } \end{aligned}$ |  | $\begin{aligned} & 7-9 \\ & \mathrm{P}+11^{\mathrm{mm}} \\ & 1 \text { drget } \\ & 7 \text { 85.6 } \\ & \text { Ma, Spu } \end{aligned}$ |
|  | $\begin{array}{\|l\|} \hline 11-12 \\ \text { Gid (md BA } \\ \mathrm{P}+13^{\mathrm{m}} \\ 2.165 \text { (B) } \\ \hline \end{array}$ |  |  |  |  |  | $\underset{\substack{\text { IRRS SIA } \\ P+x^{m}}}{ }$ |  | $\begin{aligned} & \text { IRR } S_{\text {can }} \\ & \mathbf{P + \mathbf { K } ^ { \mathrm { m } }} \end{aligned}$ | $\left\|\begin{array}{l} 10.11 \\ G \text { Gnd } \quad \text { md } B A \\ P+19^{\mathrm{ml}} \end{array}\right\|$ | $\begin{aligned} & \text { IRR M M } \\ & \text { P+2 } 6^{\text {hi }} \end{aligned}$ |  |
| Trisd No． 4 （3B） | $\begin{array}{\|l} 13-15 \\ P+24^{m} \\ 2 \mathrm{nd} \mathrm{~B} \text { on } \\ 152,1793 \end{array}$ | $\begin{array}{\|l\|} \hline 12-14 \\ P+5^{m} \\ \text { 2nd B on } \\ 3.161 \end{array}$ | $10-12$ $\mathrm{P}+19^{\mathrm{m}}$ 15 B on 164.1339 Other close a．Possible | $10-12$ $\mathrm{P}+12^{\mathrm{m}}$ Target B ＇s 6.151 56.1506 5.1503 | $\left\|\begin{array}{l} \left.\begin{array}{l} 10-12 \\ P+2^{m} \\ 2 n d \\ \text { B on } \\ 9 S S .1215 \\ N \end{array} \right\rvert\, \\ \text { S Overlap } \end{array}\right\|$ | $12-14$ <br> $P+29^{m}$ <br> $T a r g e t s$ <br> 174.1259 <br> 18.1259 <br> 184.1252 |  | $\begin{aligned} & 10-12 \mathrm{~m} \\ & \mathrm{P}+19^{\mathrm{m}} \\ & \mathrm{~T} \text { arge. } \\ & 04,1129 \\ & 03,1127 \\ & 0.5,1125 \end{aligned}$ |  | $\begin{aligned} & 12-14 \\ & \mathrm{P}+22^{\mathrm{m}} \\ & \text { Target } \\ & 24.2 .97 .5 \end{aligned}$ |  |  |
|  |  |  |  | T3－14 <br> Gnd Cmd BA <br> $P+19^{\mathrm{m}}$ <br> Target B <br> $16.5,138 \mathrm{~B}$ |  | $\begin{aligned} & \text { IRR Scan } \\ & \mathbf{p + 2 3 ^ { m }} \end{aligned}$ |  | $13-14$ <br> 6 Fnd（md BA <br> $\mathrm{P}+27^{\mathrm{m}}$ <br> 112.1042 |  |  |  | $\begin{aligned} & \text { Gind (madBA } \\ & \mathrm{P}+32^{\mathrm{m}} \\ & 50.63 \end{aligned}$ |
| Tried No． 5 <br> （ 1 B／AB） | $18-18$ P＋3！ Target $A$ 36.155 | $\begin{array}{\|l} \hline 15-17 \\ P+11^{m} \\ 1.18 \text { on } \\ 1.138 .7 \end{array}$ | $13-15$ $\mathrm{P}+26^{\mathrm{m}}$ Target 382,1407 |  | $\begin{aligned} & 13-15 \\ & P+19^{m} \end{aligned}$ <br> Target B＇s <br> 22，132．2 <br> 234．131 |  |  |  |  |  |  |  |
|  | $\begin{array}{\|l\|} \hline 19-20 \\ \text { Gnd Cmd BA } \\ \text { P+38 } \\ \text { B on Limb } \end{array},$ | Morn Sann <br> $10-2$, <br> Gnd Cmd 4A <br> $\mathrm{P}_{\mathrm{H}}+32^{\mathrm{m}}$ | 18－18 Gnd（ma 3A Sant $+33^{3 \mathrm{~m}}$ End $+55^{\mathrm{m}}$ | TB－1y Gnd Cmd 3 An Start $+37^{\mathrm{m}}$ End $445^{\mathrm{m}}$ 40,110 | $16-18$ |  |  | $\begin{aligned} & \text { IRR Scan } \\ & \text { P+27 } \\ & \text { Even Scan } \\ & \text { P+40 } \end{aligned}$ |  |  |  | Night Side <br> Sperval $p+38^{m}$ |
| Lyman－$\alpha$ | $\begin{aligned} & \mathrm{P}+1^{\mathrm{h}} 47^{\mathrm{m}} \\ & 0^{\mathrm{h}} 2 \mathrm{t}^{m}{ }^{(1 / 0} \\ & +12^{\mathrm{O}} \end{aligned}$ | ${ }^{p+1^{h} 48^{m}}$ | $\begin{aligned} & 0^{\mathrm{m}^{\mathrm{h}} 28^{\mathrm{m}_{0}}} \\ & +1 \mathrm{R}^{\mathrm{o}} \end{aligned}$ |  | $\begin{aligned} & \mathbf{P}^{\mathbf{P} 1^{h}} 8^{18^{1 n}} \\ & 0^{h} 28^{\prime m} 0 \\ & +18^{\circ} 0 \end{aligned}$ | $\underset{+73^{\circ}}{19^{h} 16^{m}}$ | $\square$ | 4 | $\begin{aligned} & P+h^{h} 8^{m} \\ & 0^{h} 28^{m}{ }^{2} 0 \\ & +i 8^{\circ} \end{aligned}$ | $\begin{aligned} & 19^{\mathrm{h}} 16^{\mathrm{m}} \\ & +77^{\mathrm{o}} \end{aligned}$ | $\begin{aligned} & 0^{0^{h} 28^{m} 0} \\ & 418^{n} \end{aligned}$ | $\begin{gathered} 19^{\mathrm{h}} 16^{\mathrm{m}} \\ +7.3^{\circ} \end{gathered}$ |

TV Picture Datu shows these frames taken．
TV Picture Data chown a BA－pair taken during this mequence．
TV Picture Data showi BAB＋ 2 A then during this mquence．
This frame not teken．
TV Picture Date ubows only A－frume taken duriag this mquence．
TV Ficture Dats shows 12 frames thicen on this revolution at contalis cone and clock．



Fig. 19. Zenith revolutions 218 to 262, extended mission phase 1


Fig. 20. Nadir revolutions 219 to 261, extended mission phase I



Fis. 21. Post-orbital Insertion mapping sequences, revolution I


Fig. 22. Interim suquences, zenith revolution 16


Fic. 23. Iaterim saquancess nedir revolution 17


Fle. 24. neconnalisencee 1, zentith revolution 26


Fin. 23. Deconnebsence I, nedir rewelution 27




Fig. 27. Reconnaissance II, nadir revolution 75


Fig. 28. Mapping cycle I, nadir revolution 119


Fig. 29. Mapping cycle 1 , zenith revolution 120


Fig. 30. Mapping cycle II, zenith revolution 174


Fig. 31. Mapping cycie II, nadir revolution 173


Fic. 32. Mapplag cycia III, zentit rovolution 1es


Fis. 33. Mappine cycle III, nadir revolution 189


Fig. 34. Extended mission phase 1 , zenith revolution 220


Fis. 35. Extended mission phase I, nedir revolution 221


Fig. 36. TV nerrow-angle frome targoting


[^0]:    iSee Section II of Tmicetory Demeripuion for definition of E-plane punmeters.

[^1]:    
     VII thromith $X$ of Idel. 2 .

[^2]:    If ith OD proces, the qumetioy $C \times M H$ mod, whece $C$ is the calvernal provitational cenntiot and $M$ in the mane of the body.

[^3]:    -The ODP obtains a covariance on the solved-for quantities based on data nolse alone, and modifies it to account for the effect on the computed observables of errors in the other not-solved-for (consider) paramoters. (iPor a mathematical description, see Sectiona XV and XVI of Ref. 2.)

[^4]:    "A more detailed fiscussion of the experiment and its findings appears in Ref. 18.

[^5]:    

[^6]:    Geocentric initial conditions on June 5, 1971 at $01^{14} 00^{m} 0080$ UTC.

[^7]:    'Two independent roll/yaw turn sets exist that will achieve the desired thrust pointing direction, although, in general, the spacecraft orientution after implementation of each set would be different. By taking different combinations of turns, including the long way around ( $>180$ deg), eight different turn sets are found which yield the required thrust pointing.

[^8]:    (1) Picture 9 taken during slew.

    Only 6 BA-pairs of data recetved on earth due to Goldstone antenna diffcuitrex.

