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Abstract

The preview coatrol problem is foroulated in & general form and ite
solution is obtalned. The analytical teol used is discrece scochsstic
optimal contrul theory. Aiming the applicatien to manual control eit-
vations with preview, time dalay, observation noise, motor noise, ata.
were included in formulating the problea,

Some manual preview control expsriments have been parformed co
qualitatively chack the validity of the model, sud it ves found that the
mechanism of the manual control problem was explained by the developed

model pretty well. \

Work supported parcially by NASA under Grant NGR-22-009-002, md
partially by M.I.T. Endoved Fellowship.
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‘theory has been done by several people

"N75 19163

In ¢his paper, the preview control preblems, in which informsticn
abost future inputs and discurbances is used as wall sa the present and
past information in dociding control, is considered. It is ressonsble
to ezpect that we can ashieve bettar psrformance in soss sense in the
case when wa know about the future compatad to ths case when we have ao
4 ea about the future. Such cases include:

1) Car driving

2) Adrplane landing

3) Control of vehigle suspensiom

4) Process control problems

3) Economic or industrisl problems eta,

Above 1) and 2) sre related to mansal control or men-machine systecs.
It 4s our objective to davelop the genetal thaory of the previev problen
using optimal control theory, and to apply it to manval control problems.

taveral votkulnhtcd to preview control have been published
alvsacy. Shevidmm” proposed thros models of praview cw.tyol. Bndorz
solvec & class of preview control problens using Wiemer filter theory
and o parapeter saarch, m¢31»11-4 4¢ to the design of vehicle suspen-
sions. Hayass and lchikawe™ trsated the problom from the viewpoint of
deterninistic contrel theory and obtained a suvboptimsl control. HNovever,
the maiual praview control problem is usually vary complicated because
of nu:tg time, remant, etc., and is difficult to malyze using the
abova cesults,

The analysis of the manual mcn‘g grgbhu using optimal eontrol

L4 Anoag these, the most
success ful work has been done by Kleinman, Baron ad Levison®, and some
of their sdeas are used in this paper. S0 far, hovewer, this kind of
analysis has been done only for the compensacory snd parsuit tracking
problens, In thie paper, it is extended to the previaw tracking problen.

In che next section, the formulation of the preview control problen
is giver, This is solved {n Section 1'I. Section IV describes the .
nmusl preview conticl axperiment parformed to qualitatively ovaluate
the validity of the proposed model, and the data from the sxperiment ace
malyzed in Section V., Conclusions and vhat should ba done in the future
work are stated ia Section VI, . .
11. Poraulatien of Prev o} Problem

Let 8 considar the situation in Pig. 2-1, Vs have a plant ¢o which
we can apply control u(e). The plent might meet sone discurbance or
noise w(t), and we can measure y(2) by a sonsor with a measuvenent tice
delay T and obsarvation noise v(t), Ws wou.d like to control tha plant
80 that tha output y(t) of the system follows the damired trajectory y‘(t)
(Fig. 2-2) as close as possibdla with a roassorabhle amount of ecomtrol

over tho tive intarval fromt, <t S ¢,
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Depending on thc anowit of a priori information we have sbout yd(t).

we can divide the problen in three casas,
Case 1,

Complete knowledge about yd(c). ta St Sty
Case 2. Statistics or soma characteristics of 76(" 1s known,
Case 3. tiothing is known.

In optimal control teminology, Case 1 is called the tracking
problam, In Case 3, measuring y',(:) 1s definitely necessary, In Case
2, neasuring y, (t) 13 not necess. ry, but 1f it can be done the quality
of control will dincrease. Usually only y, (t) is measured or given at
time t; howsver, in our prodblem y,(7) is ﬂonuud or given for

£ ST <Ced, ot time ¢ (See Fig. 2-2). This is the previev problea.

In our case, it is further assumad thalL the measurement of y,(1) has s
messurament time delay T, and observation noise v,. In this paper a
priorl: inforwation on y ?:) is in the form of (:ug 2 and 1t 1is modeled
as & time correclated zgm mean random process.

It 18 our objective to study how we can use the information about
future y, most effectively. In the following, the previev problen 1is

formulated as an optimal control problem. What wa want to, decide is
"1" in Pig. 2-3.

In thia paper, the prodlem fs formulated in discrete fashion and,
nolses are all d to bo G ian and vhite, Befors going into tha
sathewatical formulation, basic symbols an listed, (If not familiar
with discrete systeas, ses Bryson and Ho¥,)

s Desns . is a vector or a matrix
Subscript { denotes time
E[*) peans the expectation of

kk denotes k- dimenaional Euclidesn space
(- ¢ 2 s shorthand for saying ” : 4s & k-dimensional vestor")

4., =1 foris}
8,y 1s the Direc dalta function (43 J o gonoried)

Superscript T denotes ~he transpose of a vector or a matrix

A lot of control problems with preview can be formulated in the
following form, although more genersl formulaticne are possible.

First, the system ¢o ba considersd {s given by the following
difference equation.

TRCEERS A (2-1)

L "Ciabiad Y Yoty (2-2)
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, where 1‘. {1 and Q‘_“ are {(1xn), (n*m) and (nxr) matricas, respectively,

B ER", p €R%, geB%, Ry, ) » Ely;) = 0, ds 18 & measurement time delsy, da > 0,

By = B0 ~duc.e, O, Bluguil o W, 0 4, 2 0, Elygl) « 6., 8, >0,

su;k-ik)(_r,-g,',?,- ® Buxy,g (k® =08, ...y 03 and & ® da, ..., O)F,

Exug,p, >0, El!i!}l - “"1*:' - g(!‘g:] © g (k= ~da, o00, O,

This aysten has to bde controlled so that its cutput cen follow the
desirsd trajectory, which is oodelled as the output of the following

shaping f4lter, running N, time steps shead (u“ denotes the amount
of look ahesd availeble). .

Bdger = ag X4y * Loy ¥ @-3
%ay " Sy 2-6)

vhete g. ’ t_’. and s {subsaript s denotes the shaping filter) are
1 1 1

(exe), (cxo) and (txr) matrices raspsccively, 561‘*" % eR%, Ely, @
4 1

and Bly, “3,' " g ey Yg2 00 At cme 4, 45 10 aseuned thec che
4
following nessurszents ate possible.

£44(8) ® Yoy qoat + 34,0,
db 1s mether measurement tize delay.

O&LKR N, (2-5)

Consaquently, the following sre given. B[gd‘(l)l -0, B(!“(k)gz(l))
3
L] !d‘(k"')ctj ('F 0. 200y "hl wu soey u“,o !““ol> >0 for ke "r
Y, (k,2) >0 for k ¢ &, Blg, ) ® 5, (ko =dbyees 8y B{(EL Ko )ks “5a I}
Yy et 2 » Blig ) = By Haa o Bl(ny By )8y, B,

L] '“k.',‘k - ~“|Oono'l" L. -db...-.ﬂu). "%.‘: ol E‘&‘(k)!:,’

Piiass Fave €0 W Gafloed -becouse of & datey.
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R 1 . . y
- by (g ) - "!!d‘izl] IO RN I R AN D
nlso it is as.ured that E{w wT] = Elw vT (m)] = E(v uT ]le
i e} © Elisty 2%,
- Ely,v] (0] = Clgag ) = Elxyg | = Elgyy (@) = Bl ) =
3 L 3 3 2
El!&:’.) @0 (ke ~dag.iey 045 = =dbyeee Mg i B OhuensN, ).

The objective s to find a control policy u,, which minisizes

3o et (chny - 2a0 "0 (G - 24

LI T . . (2-6)
s3], (Ga - w0y Gtz b H

where R, > 0, 9, O and E{+] {a the expsctation taken over all underlying

random quantities. Several romarks should be made at this point.

Remarx 2-1: Note the difference between the preview control problem

formulated here and the stochastic tracking problem. In case of the

stochastic tracking problen tho y, 's in (2-6) are all deterministigally
1

given 8 priori from 120 to isN while the system has the driving noise and

the observation nolse. In case of the praviev problem, however, the

information about the Y 's is given by the gogc-cornlgcd oeasursasnt
i

(2-5) and usually N, <N. Therefors, the preview control problem is more

di¢f1cult than the tracking problem, and the following relation holds:
Praview Conttol Problem O Stochastic Tracking Problem,

Remark 2-2: There are time delays da and db ia msssurement squations
(2-2) and (2-5) respectively, and in case of manual control problems
these respresent the time delay of the hunan controller.

Remark 2-3: Althouzh the problem is formulated in discrete fashion, it

can be a good,appmxim:icn to the continuous probleam 1f discretizacion

1s made small’. And actually the msnual preview econtrol prodlea in this
pape~ i3 not all discrete, and the sodel should bs taken as the discrete
approximacion.

11l. Solutilon of the Preview Control Problem

In this section, the previaw coatrol problen {s transformed iato the
equivalent requlator problem. Then the solution can bs easily obtained
by 4 namic programning. |

-758~
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1t is casy to check that (2-1) and (2-2) are squivalent to

gl [eroe0r s
' : 99509 : 9 [
B " | e "loo 9'"5;‘2 ’ ";u + uy *
sl L9 i fla] [n) Lw
e xrly tu, >0 (3-)
g "0 Q) ¢y
cTujry ., >0 -2)

3 .pt
vhers ¢ e8(sel, ...,d0), 5} 81" ace., [ te e tdentity matrix, and

all matrices have sppropriste dimensions. :J'u are introducerd

handle the measurement time delay, For de %0 (no time dclny).h;:::ce
g'eg, 4 ['al, v auand g = Cin (3-1) and (3-2). Note that
Blwgl, l[v"wj' Js Elx)) atc., can bs all obtainsd f¥om the quantities
given in the previous section.

Also it can be checked thet (2-3), (2<4) and (2~5) are equivalent to

Sal [oiee T[]
, 'R l-v-QE 2 M 0
] - ) ™ . ‘1 R :
:‘14'1 Sge1 ] 9"'-'Q:Ix ] S:b * u"‘ﬂ,‘
SRS ) SO N | B ---
.ul§1 [ : ’d‘ _74,_‘ rd
b 9&1 ﬁg + :5‘ Vd‘“u y >0 (3-3)
[ 24,(0) ' va, (0)
L P )
341 : 0 ., . QI H‘ * .
laa, (1e2) A | B 7Y
. S Y4, * ¥y o My >0 (3-4)
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with .
11 910...0}
Tdyp 001 . : 0 0 (3-5)
Y44 : 1Pa" 1! L =(3-7)
. T
.y:l‘.ﬂl -1 00.. [] |c.1+N
S T taT mmmeg =iy L R
gy 1044y fog4my

where atht, ¥ muuxm. z “(Nuﬂ)xr' xd.sntﬂz.ﬁb)xm ote.
- d‘ dy I}

i

For db=0, set gd;- !‘1' gd;- th and [d;- rdi' Furthermore, if LIV o,
set xd‘- :_:dt. th- 9.1, rd‘- ru and gd‘- 9.1. Here again all statistics

necessary to get a solution can be all defined from the quantities given
in the pnvim';s aecston. One further assumption to be made is g". >0

L] L]
wher E[gd‘ydj ]» Y‘G’j.

(3-1), (3-2), (3-3) and (3-4) can be combined into the following.

341 902 1% Iy Yy
¥34® [!:’tﬂ] - [9 95:][“1] * [o i Tay Yagan,,

7R RS VR 7S | (2-8)
T '
S 2 1]s 2,
" [9 “I] [‘51] i ["‘
“CE Y 39)

whaze !1‘5‘(&4—!’,‘“5)11' +n+t ega)>r .. Ely,l= €,

. &GR

lx - &) T . By 0, Bwal 1|8, 0 |5
E (!o' ‘0 ‘*o‘ i.io) o rol B“ll i v‘ N "'3 | [} I:"Bd‘w r;
[ 7

ei4.$ 20 T Y‘Q § oy é >0, EB{ T-g T)
:90y0 920, Blwgy 1o [g g ]6yy® ¥ydyyo ¥20, Bl wny 10 9,8

-E[g‘y} J#0 are all available from the quantities givem so far.

432~
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With this new variable 53, (2-6) can be written as

N=1
J-llgt;t,ousu*gtzo(s'{!‘s‘*uzs,u‘H (3-10)
where
900 018 Jrds
=19} Jiolr-a.!
3 LQT__}_DI" Jexd»
0 {Qnaq |0} Qaalip xe + ¢
with
T
Qeng ® €4 94 G
fxdy (l €,0,10:00...101 form >0
6y 2, Go, tor Ny 8 0
9107 for N, >0
Qady = [_9‘7‘5]} (N ~Dxr + ¢ ts
$849, QT, for "u" 0

Then (3-8), (3-9) and (3-10) represent the ususl LQC (Linsar-
Quadratic~Caussisn) problem, and it is well known that the fesdback
types eolution is obtained by the dynsmic prograwming. (Por example,

see Refs. 7 o1 8,)

The solution 3s as follows, In the following, 2“’ danotes the
estimator of 9 with the msasursment up to tias J.
uPte - $ £y (3-13)
K AR XY ¥ (-12)
Y XA AR R 09
vhers T LT
DR A WS JET R O ) (310
LR Y OO Rl W e (3-15)
=d
b tENatty . g, 3-16)
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T AT

LTOUE FIOTRE IR R VLV VR VRS Tl ¥ PP (317
T . o

)_{_1"1- !‘ g‘i !1 #‘_‘14 (3-18)
1 - §

By vl -H (Y G Y, ) G, (3-19)

Noting the forms of }, T, V¥, ¥ etc., after a 1ot of mmupulation
(3-11)-(3-19) can be shown to be equivalent to the following set of
equations.

2
P - [ Gy Gy ) [""] (3-20)
341]1
where
T AT
Seg® (0 Saqpy LBy ) 7 L Baxqn & - (3-21)
T -1 T
Sag = CLf Soxyyy By + By) ! Ly Bxdgy) 84y (3-22)
wvith ¢
By * 9 Mgy & * Qg+ Soxy ® o (323)
T
Wrigr® Sxugay ~ Borgey [y CIf Bexgey [y # Ly Baxgqq (3-26)
T
Skdy " & Meagyy Qg " Qeag v Sxdy *"Skay (3-25)
)
Bedj® Sxdgar = Sxxger L (75 Bxxgey Dg * By V7L Beggyy (3-26)
-“1 ® °d1 !hdu‘  * Q‘ld‘ ’ _dd“ m' (3-27)
Madyy® Sedjay - Sty Iy CIf Bocgay Iy Y Buagey (320
g_m can be found from g;“ vhich satiefias
T
Ble Yt B (2 - ) Kok G
Baje Sty (3-30)

] =433~

Brxg ® Mamy = Baxg € (€0 Maxy G + Yy ’-lﬁf Boxg
Prxg ¢ given
where
flli
By 04" iil.t ete,
51|1
gd can bs found from 95' which satisfies
114 t Y} §

TP HIES TR S PRV THIR B,0°%,
gdiﬂl: 71 gﬂiit

Eg} ® Baa} G, B

Hadjyy © 4] Paa) Say + ¥a}

Bea] = Yao] - Maaj oy € Cof Bas] Say + ¥ag )7'cef Baa]

g“' ¢ given

where . e
941

' e | ab ate.
“dyie | 941
i
9914

The following remarks are appropriate hers.

=762~

(3-31)
(3-32)

(3-33)

(3-24)
€3-35)
(3-~36)
(3-37)

(3-38)
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Kesark 3-1: (3-20) - (3-2b) show that the control gains do not depend
on tue ti » delay. Tha cstimators ’.‘tll and ?d’-“' however, are affected

by the tina delay.
Remark 3-2: S, and i, in (3-27) and (3-28) do mot have to be calculated

in deciding the closed loop structure. Howevar they sre useful in getting
the average cost. .

Remark 3-3: Transition from (3-15), (3-18) and (3-19) to (3-29)-(3-38)
stows that the Kalpan filter for (3-8) and (3-9) can be sepsrated into
two; one for the system given by (3-1) and (3-2) and the other for the
decired trajcctory given by (3-3) and (3-4). This "eepsracion" property
follows from the fact that the stochaszic quantities ia (3-<1) end (3-2)
are uncorrelated from those in (3-3) and (3-4).

In wany cases including the manusl preview control experimeat in
this paper, we are interested in the steady state behaviour of the previev
control systen, Mamely, ., T ., W, V., ¢ ., ... ave all tize invariant,
and te, In this case, thé code fonction €8 be looked at is

seei}x’ex+}u Ryl
T

ceft@r-ya o r-ya) v Rl (339

For this problem, the control gains can be determined once the steady
state solucion of (3-23) - (3-26) are cbtained., Also the Ralman filter
gains are determined by the steady state solution of (3-32), (3-33),
(3-37) and (3-38). ‘'breover, in this case the filter equations can be
samplified giving a more undcrstandable form. The filter for the state
of the system becomes the series comnection of the Kalman filter for the
delayed state x, _, and the predictor for x, based on 2,._““ .

3

% ca)1 "} gq1g *Ex (g - & 2‘_““_1) (3-40)
2 aan1)t "Ry g * Ly g, (3-43)

Ex= B Y (3-42)

Fxx= e Bx 0 + ¥ (3-43)
?n'!u'!ns(ﬁr!n£+1)'lg'gn (3-44)

-763-
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1
- d .
Bojg o Rypgq v OC kg, - g & ga|1-1?
- da
LITERAU NS WWIRS RURPRS (345
Bin)s® 28y + Ly, (3-46)

- It can be shown that (3-40) - (3-46) ;tpumt the discrete version
of the estinator for x derived ty Kleiaman’ for the continuous case.

The sams tning can be done for the filter for the desired trajectory.

4oty * Ypoay(sr * % (2a - &' $4y-0)1-1 ? (3-47)
 THPWRTPLE YD PR (3-48)
Kd® Pag Ca Ba7t (3-49)
Nad ® 24 Pad 84° + ¥g (3-50)
PAd = dag = Mg Ga € Co¥ Bad Ga+ %a 07lgeTHag  (3-50)
@ T

fay)g ® $0g)91 *+ QOT B Gy - @ Y gy)4y)
* Sagjs1 * P Claggpy = Ypmjs) B2
8400111 = 2 a4 (3-53)

The following expression can be derived, and it is useful ¢o see the
svazage behaviour of the total systes.

B (C 2% - 34270 ( €'5 = ya )) » To( Qux B ) *+ Trl Qug Zad)

«2 7l Qeg” Zeg ) (3-54)
Blu'Bu) o Tel 600 (B = Bre ) #2700 Go'0, Xea )
+ Te( 65704 ¢ Baq = Big )) ‘ (3-55)

~764~



12

r.tion and P, Piar Yax, ¥xar 4 X9

rtrage ¢ 7 S%X,

FCHE B Y L SO

cai be totained oy the folloewing relations:

da - da =4
Ees P, H® e ] @ty @™ (3-56)

i=1

. db - T ,, T,db-1
Pia = G0® Pag BaDH® + § 0P 7'a Wa [ (4T (5D
- - i=]

T
Xid = $4 Xid 4+ Ta¥e fa (3-38)

(3-59)

T T
Ga= (2 -0 ¥xade = T G Yae k¥

- T T (o . U
Xox ® (& =T G )%x = Bid( @ = [ Gx )" = L6 Xea (2 [6)

-(3- Leg) v‘{d 'a T E =d ( §dd =dd ) c—d -
2y ud -d = t ! F I

+ 35.}9_14‘\_1 (3-60)
Fig. 3-1 shows the structure of the optimal system. A move detailed
fllustracion in case of a manual control problem will be given latet.

To look at what can be predicted by the model let us congider a
very si-ple case. A plant is a pure integrator, and the bandwidth of a
desired trajectory is 4.0 rad/sec. First we assume that v, vg and w do
not exist, time delays are zero and the state variables of the plant
and tne shaping iilter are measurable. Then optimal control is determined
by using x and Y, instead of x and ¥, (no need to have estinators).

Fig. 3-2 shows the cffect of preview on E[e?] and cost J for this case.

We can see that the preview beyond cartain point (~10 in this example)
does not have ruc: effect on J or E{e’]. To see the effect cf noise,

W U007, Ve Y (0,0) » 0.35, V(iL) @ 0.14% + 0.35 and V,(k,2) ® 0(k¢)

were assuned and E(e’] and J were calculated. We can see that the
improvezent by having previc< is move clear when noise exists., In the
grapa the effect of measurc ent time dolays (dawdbsl) is also slzwwn. We
can sce that the preview also helps to make the increasa in E[e?]) or J
due to time deliys small. These are all structural properties of

opti. 2l preview control systems, and simlilar affects can be expected in

manual preview experiments.
V. luperiment

10
Tue experizent similar to one by keid and Drewell " was parformed to

~765-
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look at the validity of the proposed model qualitatively. It was the
single depree of freadom manual pruview axperiment, and Fig., 5-1 shows
the configuration,

In the figure, m (not u) is8 used to indicate the input to the
controllad systam. In the next section, the reason will be given.
As ehown in the figure, both digital and analog computers were used.
The digital computer was used for thrae purposes: a desired trajectory
(random signal) generator, a shift register for etoring present and future
desired outputs, and a data acquisition system. Everything was done om
line, which dstermined the time in which the computer could finish one
cycle, The input aid the output of the controlled system were sampled
once each cycle. In the following, each component in the figure is
explained in detail,

Display: A CRT display with 5" dismeter was used. The desired trajectory
was displayed as a sequence of dots (100 pts. ac the maximum) allowing
subjects to have previaw from 0 sec. up ro about 2.6 sec. The preview
length was changed by changing the number of dots which appearad on the
display. The trajectory moved from right to left on the scraen, and it
vas adjusted so that the length of the trajectory became sbout 2 1/4"
maxinum preview case (shorter foi less preview) and the range in vertical
direction becane adbout 2", ’

The output of the controlled system was displayed by the dot on the
same vertical line as the lefthand side of the desired trajectory, and
1t was infensified stronger than the desired trajectory so that it was
esasily distinguished from the desired trajectory. The distance between
subject and diesplay was about 20",

Desired Trajectory: The desired trajectory was a random signal generated
by the digital cooputer. The second ordar digital filter was driven by
Gaussian white noise which was also genarated by the digital cooputer on
line. By changing the coefficients of the digital filtez, cthrea kinds of
trajectories with different bandwidth (“’d = 1.5, 2.5, and 4.0 rad/sec.)
were generated.

Controlled System: Three kinds of plmtr were implemented on the analog
computer. They were a pure in, :grator (;-). 8 damped first order system

(;1—2). and a double integrator (.-}-).

Joystick: The joystick used was a Model 435 Hand Control by Msssurexent
System INC, This stick enabled the subject to apply control just by the

wrist or finger motion. The stick gain was different for each plant,
but was the same¢ for all subjects and al) trajectories.

Data Acquisition: €, e?, & and o were caleulated by the digical
computer on line where r indicates the tiwme average of *. vy, Vgr © and
® wete also recorded by the chart recorder.

~766=
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Tafer ~1 . onibe hLnients at (T served as subjects. Each subject
trdd i1l o aoetious of three plunts and three random signals.

subjects i | cnoush traininn for each combination. O, 3, 12, 25, 50,
and 100 pt. preview casai were conducted for each combination with 8
fe: excoptivas. FEach e¢xperimental run was three ninutes following 8 30

second warniaf-up period.

Figs. h-2(a) and (b) show the data from experinante normalized by
7. pefore going inte the analysis by the model, several points are worth
nénticaing.

1) In almost all cases, preview hgxmd 0.7 sec ghead did not make
essential improverents in either @ or m .

2) Subjects fell into one of the following two modes of looking at
the display with non 2ero preview.

{) lpuntain range mode: This vwas a usual mods, in which
subjects felt that they were looking at 2 mountain range from the
window of a train. In this made, subjects did not have difficulty
in tracking the trajactory.

1i) Flag mode: Once subjects fell in this mode, they took the
moving wave form as a ¢lag flapping in the air. Tuis happened during
those experimental runs with a particular combinstion of tha praview
length and the trajectory's pmdwidth degrading the performance.

3) The output of the system was displayed by the dot. This confused
subjects a litcle at zero preview in which case they were looking st two
dots in ths screen, although the brightness was controllad giving
different intensity to two dots.

4) learning effect still exists in the data. Subject 1 d4d the
experiment in tha order of 1, 1_and 1—: . Subject 2 414 ia the ordet

s 842 8

1 Y N W
Subject 3 did in the order of e o2

1 1
ofﬁ.?md;. nd..

V. Analysis of Data and Discussion

The result for the steady state discussed st tha end of Saction III
can be uscd to analyze experirent where the plant is single iaput and
single output. Fig. 5-1 represents the manual preview control model
ugsed in the analysis.

wote thac in (2-1) v, = fw,, and that m in the experiment sctually

4

represents wv whare W, 1s the motor noise with Elw, ] =0 and
1

slum‘umjl - “néij' Then it 18 casy to see that
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E(n’) = B[u?) + W, -1
The analysis of the experiment using this model vas s £
the case when tho plant 38 a pure inteprator. o far nade for

The difficulties in fitting the data by the present preview mode
are that the model has too many parameters, and cgu the SMtn ofl
Kalman filter equacion for the desired trajectory becomes larger as the
preview length increases. The following procedure was used {n analysis.

First all equations includir; the plant were written down 4n
the
discrete form with At e 0.0263, which was eupposed to be emsll enough
:: ::zr:::nan tha concinuouu part in the experiment and also was equal
computer cycls msking it possible to main
part in the experiment in the saxe fzom. tain the discrece

Time delays da and db were set equal to d, and i
0 to, 7, or equivaleatly from O sec. to about 0:186 u:."- veriad fros

As for the dstermination of the strength of notor noiss
cuservetion noise v, we folloved Kleinman et sl ¢b get a :oug:"i.::.
Sincs their formulss were for a continuous system, soms modification was
nscassaty in cese of a discrete system. After necesssry modificatim,

)

xpm
vozes * Blv')

2 n%P 2
vy = Biv'] - 5ogey * B1e)

(2, ~0.003, Py « 0.01 wers recommendsd by Kleinasn et al.)

W = E 2] o :
n = B! (s-2)

(5-3)

The dJetermination of V., was the most difficult tesk., Thete w
no available data in the piﬂ: for nonzero previev cnu,.oo it vn':ccucd
to simplity !d as much as pweible. The first aseumptiocn mads was

“th""ej"‘” - vd“'”!.k‘u (5-4)

This choice decreasad the nuzber of paramsters, but scill it w
ne not
clear how Vd’.(z) changes with 2. vd“') could even t:m different nlu:

for differant previev length. Since thers was almost no doud
. t about
setting vd = V for zero previev cass, we set B § vd s ¥ for zaro praviev

case, Based on this, the form V, (2) = A2* + B was sseumed for the
general case and A was changed td £i¢ data., This form of V (:.fu not
mreasonable since as a dot is displayed further apart fundclu dot
representing the output of the systam both errors in vertical sense and
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HETEEXIRTNY St . Inereaze :ad the variance of the latter is considered to
Lr jtooreicanl to the square of the distance between two "dots.

Scveral values of R were tried and E{e?) and E[u®} were calculated
by (3-53) and (3-54). These results together with (5-1) were compaied
to the experimintal data.

Table 5-1 shows the values of parameters which gave us a good fitting.
We do not clai= that Table 5-1 shows the best or wnique fittirg.
tHovever, it siicws qualitatively that the proposed model 18 re. non.t’e,
and it also exrlains what could be happening in manual preview ¢ -roi.

1) One notable thing is that the time delay in the mode! .; kapt
to the sane value for all preview cases. This is not unrealistic.
Especially, it is rather hard to believe that the time delay ass~ciated
with the output of the plint becomes smaller as the preview length
In:reases, since the new infornation from looking ahead 1s rct shout the
pl.nt but about the trajectory. The model demonstrates that the
im; rovement in performance can be actually done without changing the
tice delay.

2) The weichting R d2creases as the preview length increases.
This inplies tuat the bandidth of the joop composed of the plant and
the supject increases as tie preview length increases, sinze a small R
inplies large feedbach gairs in sgeneral.

3) ¥, V, etc. in the table are larger than the valucs suggested
by {leinman et al. For zero preview case, one reason is supposed to be

the nature of the display used in the experiment, which was mentioned
earlier.

4) Fitting was not dJone for the large ( 25 pt. or ( 0.7 sec))
preview cases  because of the increase of the dimension of Kalmaa Filters.
This does not imply that tle computation is impossible. But it takes &
vgry la;§e amount of computational tine. It was mentioned before that
e’ and R° were not improved essentially by the preview beyond 0.7 sec.
We can expect that the same kind of thing will be observed in the model
if parameters are slected properly. Basically there are two reasons for
this. The first reason is that human can not make the bandwidth of the
loop infinite, which inplies phat R has some lower bound. The second
reason 1is that in larpe preview cases the desired trajectory seems to be
divided into two parts if we assume that human does not move his eyes
left and rizhc; one is a foveal region and.the other is a peripheral
rezlon. The neighborhood of che vertical line where the output of the
plant is displayed 1s tihe foveal recion and the rest is the peripheral
rezion. The observation noise for the peripheral region is supposed to
be much larrer than tnat for the foveal region and there must be some
peint in the peripicral resfon bevond which subject cannot get any
essential information. This irplics that there exists some limit in the
quality of the estimator for the desired trajectory. If these sre true,
i{e?] and E[m®} will be also lower bounded in the model.

]
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VI. Conclusion and Further Research

In this paper, a model wae developed for the preview control problen
using tha discrete stochastic control theory, Theoretically it would be
interesting to extend the present theory to continuous problems. One
way to solve such problems would be to take the limit of the present
solution for the discrete system.

A panual preview control experiment was performed, and it was shown
that the proposed model could explain the experimental data. It would also
be interesting to give the frequency domain interpretation to the developed
model., Intuitively speaking, it can be expected that as the preview
length increases Y (Ju)/Y,(ju)»l for the frequency w lower than the
bandwidth of the closed iocp part of the total systen.

The display usaed in the experiment brought in coms problem confusing

subjects. Apart from the theory, the design of better preview display
would be interesting.
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*The number of subjact #8 shown before his performance.

tQqed

Table 5-1 Fitting of Pcrameters.
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