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A Counter-Example in Linear Feature Selection Theory

•	 D.R. Brown and M.J. O'Malley	 •

Introduction:

The linear feature selection problem in multi-class pattern recognition can

be regarded as that of linearly transforming statistical information from

n-dimensional (real Euclidean) space into k-dimensional space, while requiring

that average interclass divergence in the transformed space decrease as little

an possible.

Divergence, as used in this paper, will be the expected interclass

•	 divergence derived from Hajek two-class divergence as defined, for example,

*	 in (4]. It is known [3] that there always exists a k x n matrix B such that

the transformation determined by B maximizes the divergence in k-dimensional

space. It is also known [3] that, if Q is any k x k invertible matrix,

and B is as defined above, then QB again maximizes the divergence in k-space.

The purpose of this note is to show that the converse of this result is false;

specificall7l, we shall show the existence of two matrices, B  and B 2 , each

of which maximizes transformed divergence, which are not related in thq fashion

B2 = QB1 for any k x k matrix Q.

The negative reoolution of this rather long standing conjecture is unfortunate

from the computational standpoint, since derivation of matrices B which maximize

transformed divergence is relatively inefficient. Several researchers have

addressed the problem of obtaining such B's ([1], [2], and [6]), but the latest
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and most a"ficient treatment known to us is [3]. A common error in examining

special _aces of the problem [2] is the incorrect assumption of equality

between matrices of the fors ^E1 (BQ I BT ) -1 and B(for-as 1QJ1 )BT . Simple

examples (see [S], for instance) show this to be false, even if all Q 	 are

diagonal matrices.

In the sequel, we avoid this Wall while computing "best B's", and

assure: the maxlmality of transformed divergence by selecting covariance matrices

and means for which it can be shown that divergence in zhe transformed space

equals divergence in the original space. Since divergence is a monotone

function of dimension [4], this is sufficient to establish maximality. While

the choices of values are made with an eye toward computational simplicity,

and are therefore subject to the charge of impracticality, it should be noted

that the existence of inequivalent solutions in this restricted case casts

doubt that there will ever arise a situation, however practical, in which only

a single equivalent class of solutions may be assumed arP iori.

SECTION 1 - Necessary Divergence Formulae.

Let 52 1 , ..., 0	 and u l , ..., Um be the covariance matrices and means
for m classes, where, for each i=l r ..., m, ni is an n x n positive definite

m
matrix and V i is a column n-vector. Ict S i 	 J El (0j + d ij di j ), where

6 1 ° u i uj . Then, assuasiig equal a rp iori probabilities, the average interclass

divergence far thL" m classes is given by:

m
D .,	 tr(iI1S21-1Si) - z m(w -•1)n,

s ;

(1)

9
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while, iZ6 B is a k x n matrix, the B-average interclass divergence is:

DB = ktr( i E l (W B r) -1 (BS i BT ) 	 (2)

where "tr" represents the trace function.

Next, let	 {B c Mk n : BB  . I 	 and (BB T )S2 1 0 a i (BB T ), i-1, ..., m),

where I 	 is the k x k identity matrix, and Mk 
n 

is the set of all k x n

real matrices.

Observe that, for any B e P , (Bil iBT ) -1	B2i-1 BT , so that, in this case,

(2) may be rewritten as:	

L^DO^^^DDD

DB - %t-(B( i £ 1 S2111 i ) BT ) - 2m(m-1)k.	 (3)

Since /^ is closed and bounded in Mkn (regarded as E
kn

) and DB , as a

functi ò'n from Mkn into the real numbers, is continuous, it follows that this

function attains a maximum; that is there exists B e	 such that
c

D  2 D  for all B E p .
o	 (p

Suppose, in addition to the above restriction, that the following condition

holds:

m
iE l0	 S

i
1 	is a positive definite diagonal matrix. 	 (^)

If the diagonal entries of this matrix are denoted c
	 cnn' 

than, in this

case, the divergence reduces vo:

n
D ( iY1 

c ll ) - 'zm(m-1)n.	 (4)

Sufficient conditions that (*) holds are that each 01 is a diagonal matrix

and Ui W uj for all i,j.
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SECTION 2 - Ccnditions under which D - D 

Let A c Mk satisfy the following two conditions:
n

(1) Each row of A has exactly one non-zero entry and

that entry is one;

(2) k columns of A have exactly one non-zero entry,

while the remaining n-k columns have all entries eq ua l to zero.

Any such matrix A has the _ollowing properties:

(a) AA  ' ]^;

(b) A 
T 
A is a diagonal matrix having exactly k diagonal

entries equal to one with the remaining diagonal entries equal

to zero;
dll

(c) if E is a diagonal matrix, E _ 	 '. d	, then AF-A
T
 is

di'1	 nn

a diagonal matrix, AEAT	 + d i,l + " '+di,k are
	 the

di

diagonal elements of E.

Furthermore, given any collection. 
{d 1 1 + ..'+ d

i k) of k of the

diagonal elements of E, then there exists a k x n matrix A satisfying

conditions (1) and (2) such that AEAT is a diagonal matrix having these

values as diagonal entries in the correct order. Although the verification

of the above statements is tedious, it is straightforward, and we omit it.

Now suppose that condition (*) is satisfied, and that

_ m -1	
c11

E	
i^l^i 

S i a	 , a diagonal matrix. Fix k < n; by property

^c
nn

(c), there exists a k x n matrix Ak satisfying conditions ( 1) and (2) for
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which AkEAk

T
 is a diagonal matrix 	 , where b

ll , •••, bkk are

bkk

the largest diagonal entrieF of E and b 11 z ... 2 bkk . Therefore

DA so M j E
kk
l bjj -m(m-1)kl, following formulae (.',) and (4). Hence

k	 n

	

41 JI, bjj -m(m-1)k] - D
A 
	 D -	 M J4 cjj-m(m-1)111.

n
It follows from this inequality that m(m-1)(n-k) e j E

k+1 djj+ 
where

dk+lk+l t "' 
z dnn represent the remaining n-k diagonal entries of E,

arranged in descending order. In particular, if k - n-i, then m(m-1) 5 dnn'.

Thus, since dnn 5 ... 5 dk+lk+1, it follows that DA - D if and only if

nn	 ^m(m-1) - d	 - ••• `	 lk+l'	 k

SECTION 3 - A family of counter-examples.

To construct two k x n matrices, both of which maximize divergence

in the transform^_d space, and which are not row equivalent, we proceed as

follows. Let 521 , ..., 52m	be positive definite covariance matrices with equal

means. Assuming n z 3 and 2 5 k < n, we require, for each i, that

CM Z

Ai	
k-1	

, whe-a C M is a (k-1)x(k-1) positive definite
Z	

In-(k-1) -

submatrix, and Z denotes the zero submatrix of appropriate dimension.' By

m
direct computation, it follows that	 i E l52 i-1 Si is a diagonal matrix of the

-

form:

.

ull

'k-lk-1

Z

Z

m(m-1) I^ -(k-1) J



6.
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where ujj > G for each j, and hence D -	 [ J E l ujj - (k-1)m(m-1)J.

Let Al and A2 be the following k x n matrices:

I k-1	 Z	 -k-1	 Z

_7	 0...0	 10...0	 2	 0...0	 010...0

Clearly, both Al and A2 satisfy conditions (1) and (2) of Section 2,

and thug , by the derivation in that section, D A - DA	D. Thus, both Al

1	 2

and A.2 yield divergence which is the same as the divergence using all n

channels of information, and is therefore best possible.

Finally, we observe that Al and A 2 are not row equivalent. Suppose,

to the contrary, that there exists an invertible k x k matrix Q such that

A2 - QAI . Then the subspace of n-space spanned by the row vectiirs of Al

is equal to the subspace spanned by the row vectors of A2 . However,

th

ek+1 
W (0,...,0,1,0,...;0) is the k— row of A l , and clearly ek+l

 is

not in the subspace spanned by the row vectors of A 2 . Therefore	 A l and A2

are not row equivalent.

SECTION 4 - Conclusions.

'In this note we have given a family of examples to show that, even under

extremely strong conditions, it is not possible to assume that all matrix solutions

which maximize transformed divergence are row equivalent.
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