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PREFACE 

The past year has seen an increase in the pace of CCD imager development 
paralleled by an increase in application ideas and plans. 
areas moving rapidly, i t  appeared that a forum of device developers and device 

users  would provide coordination which could lead to early fruition of both 

efforts. 
applications is generally understood, it was believed that the type and number of 

potential scientific applications were not fully appreciated. 

technological breakthroughs, new applications will be found and the scope of 

s cient ific applications will  undoubtedly increase. The s e cons idera tions were 

the genesis of this Symposium and of its joint sponsorship by NASA and JPE. 

With events in both 

While the potential for CCD imaging in commercial and military 

As with many 

The objectives, scope, and technical organization of the Symposium a r e  

described in the introductory address given by Gerald M. Smith, the Symposium 

Chairman. 

We wish to acknowledge the participation of the panel on "User 

Requirements for CCDs in Scientific Imaging Applications, I '  consisting of 

W. A. Baum (Chairman) of Lowell Observatory, B. J. Oke of the California 

Institute of Technology, S. Sobieski of Goddard Space Flight Center, B. A. Smith 
of the University of Arizona, and V. T. Norwood of Hughes Aircraft Company. 
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INTRODUCTION 

G. M. Smith 
Jet Pr opul sion Labor at or  y 

Pasadena, California 

The objectives of this Symposium, as stated in the program, a r e  to 

stimulate the development of CCDs and related devices by the exchange of 

information on recent advances in CCD technology, and by the identification of 

applications requirements. The timing of the Symposium has been based upon 
the emergence of CCDs from the research stage, with devices which have 

practical scientific applications. 

The use of electronic imaging sensors in scientific applications is a 
relatively new field. Most of the work has been done in the past 10 to 15 years 

a s  part of the space program. During this time, we have learned a great deal 
about how to calibrate and process imaging data, and the number of applications 

has multiplied. 
much different than it was 10 years ago. 

con sensors, and particularly CCDs, may change this situation in the near future. 

But the electronic sensor technology in use today is not very 
The recent development of large sili- 

Scientific imaging is distinct from nonscientific applications in that 
scientific work requires quantitative information from an image. 

simplest form, this involves being able to accurately measure the amplitude and 
position of each point in an image, 
account for the distortion introduced by the measuring system, and especially 
the sensor. 

ments for each different application. The applications sessions a re  intended to 
discuss several of these applications and then, through a panel discussion, help 

formulate sensor requirements for  various applications areas. 

In the 

Implicit in this measurement is the need to 

These simply stated needs translate into very specific require- 

There a r e  a few sensor characteristics which a re  fundamental to a large 

variety of scientific applications. These common characteristics include 

1 



(1 ) High sensitivity. 

(2) Broad spectral response. 

(3) Stable transfer function. 

(4) Large format. 

High sensitivity is desirable to achieve the most efficient detection of 
incident photons and minimize the degradation caused by system noise. 

particularly important when the incident energy i s  low, but even with bright 

objects, we usually find ways of reducing the useful light with narrowband 

filters o r  short exposure times, and in many applications, it is necessary to 
detect very low - contra s t features. 

This is 

Broad spectral response is needed in a l a r g e  variety of applications. In 

most situations, sensor selection involves a tradeoff to achieve high quantum 

efficiency in one spectral region a t  the expense of another pg*rtion of the 

spectrum. 

to the near-IR will  be a major addition to the capabilities 0f:available imaging 

sensors. 

An imaging sensor with a high quantum efficiency from the near-UV 

Stable transfer functions are of critical importance in making quantitative 

measurements. 

stable, well-behaved relationship between input and output, and measurement 

accuracies of a few percent a r e  very difficult to achieve. Silicon target vidicons 

have yielded the best results, but a considerable amount of computer processing 
is required to compensate for sensor distortions. 

accuracies of 1% or  better wil l  ultimately be needed. 

Most electronic imaging systems in current use do not have a 

Routine measurement 

'9 
In virtually all applications, i t  is desirable to have a format with a large 

number of picture elements, 

sensors and has been largely responsible for the continuing attractiveness of 
film in many applications. Sensors with formats of 10 to 10 elements will  be 

needed eventually, but devices with 10 
applications. 

This has been a major limitation in electronic 

6 7 

5 6 to 10 elements will be useful in many 

The development of electronic sensors for scientific imaging historically 
has involved a long, and mostly unsuccessful, struggle to improve sensors in 

these four characteristics. The development of CCDs should result in major 

improvements in three of the four areas. Only in format size wi l l  the CCD 

2 



suffer in comparison to present sensors, The solution to this limitation may 
come in time from improved processing technology or from mosaics of small 
format devices. 
applications now appear practical. 

In the meantime, debices of usable format size for many 

There a r e  many other factors, in addition to the four characteristics 

already discussed, which a r e  very important in vaFious applications. 

include cost, useful lifetime, power, weight, size, and environmental sensitivi- 

ty, The CCB offers dramatic improvement in some of these factors, while 
others, such a s  cost and radiation sensitivity, remain question marks. 

They 

The development of CCDs over the past 3 years has been very active. 

The devices have progressed from very simple demonstration models to the 

relatively complicated models which a r e  emerging. 
development, the early, optimistic estimates of device simplicity and perfor- 

mance have been moderated substantially by the facts of life learned in making 

and testing practical sensors. 

a r e  now being identified, and solutions a r e  being worked out. 

In the course of this 
d 

Many of the problems inherent in new technology 

The session on device technology wil l  cover the progress in CCD 

development and evaluation and bring potential users  up to date on current 

device capabilities. While most of the development work in CCD technology has 
emphasized direct photon imaging, some very important work has been directed 
toward an electron bombardment mode for very low light applications; this work 

will also be reviewed. 

apparent, it  is clear that CCD technology will play a major role in future 
scientific imaging. 

available electronic imaging devices, and future work should widen the gap. 

8 . 

In spite of the problems and limitations which a r e  now 

In some ways, CCDs available today surpass the best 

In organizing and sponsoring this Sym.posiurn, JPL and NASA a r e  

providing a vehicle for communication between potential scientific users  and 

device manufacturers which we hope will  promote the earliest and most effec- 

tive application of this new capability to scientific imaging. 

3 
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AN X-RAY SHADOWGRAPH TO LOCATE TRANSIENT 
HIGH-ENERGY CELESTIAL SOURCES 

G. J. Fishman and T. A. Parnell 
Space Sciences Laboratory 

NASAIMar shall Space Flight Center 
Huntsville, Alabama 

T .  A. Rygg" and J .  C .  Gregory 
University of Alabama 

Huntsville, Alabama 

A new technique has been developed to locate 
strong, transient x-ray sources such as the recently 
discovered gamma-ray bursts. The instrument, 
terrned a "shadowgraph, It  locates sources by detect- 

ing the x-ray shadow cast  by a large occulting mask 

pattern on an imaging detector. Angular resolutions 
of from 2 to 10 a r c  minutes are obtainable while 
essentially full sky coverage is maintained. 

optimum energy range of operation is between 20 keV 

and 100 keV. 

The 

The high-efficiency x-ray imaging detectors, 

which make it possible to locate bursts with intensi- 
ties down to -10 photons/cm2-sec, are capable of 
detecting single 20-keV photons with a spatial reso- 

lution of -0.2 mm. 
x-ray to optical conversion phosphor, a multistage 
image intensifier, and a CCD image readout. 

The detectors consist of an 

I. INTRODUCTION 

The relatively new field of x-ray astronomy has led to the discovery of 

.entirely new classes of celestial objects and has provided us with new insights 
into the final evolutionary 

cesses in the galaxy. 

stages of stars and the origin of high-energy pro- 

* 
Dr .  Rygg died on March 14, 1975. 
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Among the more interesting phenomena a re  the recently discovered 

gamma-ray bursts (Ref. 1). These infrequent, transient events produce intense 

fluxes of x-rays and gamma-rays relative to the background. 

poor, although the sources appear to have an isotropic distribution. 
many theories for the bursts have been proposed (Ref. Z), it appears that a sat- 
isfactory explanation may have to await accurate measurement of their positions 

so that they may be identified with a particular type of optical o r  radio object. 

Such a measurement presents a unique experimental problem. 
apparently random occurrence in space and their brief duration -as short as 
0. 1 sec -it is necessary to use a wide-field detector. 
occur infrequently and apparently randomly in time, the detector must be i n  
continuous operation above the atmosphere for long periods. 

Position data is< 
Although 

Because of their 

Since observable bursts 

The instrument we have developed for locating discrete, brief bursts of 
x-rays and gamma-rays is termed a "shadowgraph" and combines the features 
of wide field, high efficiency, and good angular resolution. Image readout by a 
CCD confers an advantageous combination of simplicity, integrating capability, 
and energy discrimination of the x-ray spatial detector compared with other 

position-sensitive x-ray detectors. 
only by photographic means rather than by CCD readout. 

is expected to improve greatly before the first operational shadowgraph, this 
paper will s t ress  the experimental techniques and capabilities of the shadow- 

graph and the specifications of CCDs optimized for this application. 

The x-ray system has thus far been tested 

Since CCD technology 

II. PRINCIPLE OF OPERATION 

The shadowgraph is composed of a large dome-like occulting shadow mask 

and a number of x-ray imaging detectors located inside to detect an x-ray shadow 

cast through any part of the shadow mask (see Figure 1). 

made from photoetched 0. 5-mm-thick tungsten plate. 

vide adequate opacity for x-rays with energies up to 150 keV. 
subtended by the mask at the detectors determines the field of view of the instru- 

ment, which could, conceivably, cover 4 IT steradians. 

A typical mask i s  

This thickness would pro- 
The solid angle 

Since it is assumed that the brief bursts arrive from a point source at a 

great distance (Ref. 1), the parallel incident x-ray beam would produce a sharp 
shadow of the coded mask on the face of a n  x-ray image detector. The x-ray 

5 



shadow projection angle is uniquely determined simply by finding the area on the 

mask which produced the shadow. 
this shadow projection angle and the orientation of the spacecraft. 

The source direction is then derived from 

The angular resolution of the shadowgraph is A9=Ax/d, where Ax is the 

spatial uncertainty of the image position and d is the distance between the image 

plane and the appropriate shadow mask section. There a r e  several components 
which enter into Ax; among the most important are: (1) x-ray source photon 
statistics and background events, (2) flexing and thermal distortion of the shadow 
mask and image detector image system, and (3) uncertainty in  the location of 
individual x-ray photon events. 
x-ray photons over a 100-cm2 detector area, the value for Ax will be of the 

order -1 mm. 
-70 cm, yielding a location Uncertainty of A8 = 1 mm/70 cm = 5 a r c  minutes. 

Spacecraft motion during observation, and attitude uncertainty will increase the 
location e r r o r  somewhat. 

It is estimated that for a weak burst, with -400 

For a small Explorer-type satellite, an average value for d is 

The uncertainty due to photon statistics and background events, Axl, has 
been examined in detail, both analytically and through computer simulations. 

Consider N s  photons incident on a shadow mask with a transmission factor r 
(ratio of open area to total area) and a characteristic pattern cell dimension 1. 
Also assume that there a r e  Nb background events randomly spaced over the 

image detector area and that it is required to locate the pattern with a statisticai 

uncertainty of ncr standard deviations. Then 

2 ’+ Nb) 
2 Axl = 

rN S 

Figure 2 shows the results of a simulation 0, x-ray images from various 

fluxes of signal photons from a point source incident on the shadow mask pat- 

tern, with r = 0.44. A portion of the pattern is shown at the top of the figure. 
The amount of random background o r  noise photons was also varied, being equal 

to 1/2, 1/5, o r  1/10 of the number of signal photons, as indicated in the figure. 

A computer program was used to find the optimum f i t  between the total mask 
pattern and the discrete photon image pattern by shifting the image in small 
steps over the larger mask pattern and finding the minimum photon coverage. 

6 



Assuming that the image area is 10 c m  X 10 cm, the optimized fit from the 

computer routine for the case of 200 signal photons and 100 noise photons was 

less  than 0.6 mm, while the value obtained from Equation (1) is -0.. 5 mm for a 
2 u error .  

recognizable. 

to ascertain the location of the source by this techntque, -since the image detected 

is a portion of a known pattern. Naturally, it would be impossible to reconstruct 
a meaningful image from only 200 photon locations. 

Note that at this low signal level, the mask pattern is not visually 
This demonstrates that relatively little information is required 

Since the locating accuracy for weak x-ray o r  gamma-ray bursts is depen- 
dent mainly upon photon statistics, it is desirable to obtain the highest ratio of 

signal photons to background photons in  a particular energy range. Among the 
considerations that determine the optimum energy .range are: (1) the spectrum 
expected from the source object, (2) the spectra of various components of the 
background such as the diffuse x-ray background and secondary x-ray and 

gamma-ray fluxes produced by charged-particle interactions; and (3) the effi- 

ciency of the shadowgraph mask and image detector combination. 
detailed analysis of the combined spectral effects yields an optimum x-ray 
energy range of -20 keV to -100 keV in which to make observations of gamma- 
ray bursts. 

A rather 

m. IMAGING DETECTORS 

The imaging detector is the most critical component for the shadowgraph . 

and other x-ray multiplex methods such as the scatter-hole o r  Dicke camera 

(Refs. 3, 4). For this application, the essential characteristics are: (1) good 
spatial resolution irrespective of angle of incidence of the x-ray photon, (2) high 

detection efficiency over the energy range of interest, (3) large sensitive area, 
and (4) capability for observing a large range of burst  intensities. 

After studying several alternatives, the phosphor -image intensifier sys - 
tem (Figure 3) was chosen as the most suitable wide-field image detector for 

the energy region up to 100 keV. In this system, the x-ray photon is first con- 

verted into optical photons in a relatively thick (0.5 to 1.0 mm) phosphor. 
Present phosphors under study include rare-earth phosphors and cesium iodide. 

The energy conversion efficiency of these phosphors is in  the range from 570 to 

1570, so that a 20-keV photon will result in - lo3 photons in the range 4000 to 

5000 A. The optical signal having a spot size of -1 mm2 is intensified and 
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demagnified by a multistage, electrostatically focused image intensifier. The 
image is then transferred by a lens onto a CCD for image readout. 

Overall image reduction is from 80 mm X 80 mm at the x-ray phosphor to 
about 6 mm X 6 mm at the CCD. 

of 0.5 mm thus requires a 160 X 160 element CCD ar ray  of a rea  about 6 mm 

square. 

energy resolution for each detected x-ray. 

used in the data analysis to eliminate sources of background such as dark cur- 
rent, high-energy gamma-ray Compton events, and charged particles. It is 
anticipated that the x-ray image integration time wil l  be of the order of 1 sec, 

which may require operating the CCDs at temperatures below 0" C. 
peratures would also reduce the dark current of the image intensifiers. 
total image data expected from a single x-ray burst is several megabits. 

ent CCD technology requires that this data be stored in a nonvolatile, onboard 
digital storage device (possibly a CCD memory) for later transmission to a 
ground station, 

Linear spatial resolution at the x-ray phosphor 

Grey level encoding of 4 bits would be sufficsent to provide coarse 

The energy information would be 

Such tem- 

The 
P res -  

The pictures in Figure 4 are output images of an experimental setup in 
our laboratory to study properties of intensifiers and x-ray converter phosphors. 

Two three-stage image intensifiers (Varo models 8585 and 8605) were coupled 
by an f / l .  4 lens. A 0.5-mm-thick rare-earth phosphor was placed directly on 

the fiber optic input of the first intensifier (25-mm diameter), and the output of 

the second intensifier was photographed on Tri-X f i b  with a 35-mm single-lens 
reflex camera. 

two with weak radioactive sources present and one with background only. 

vidual x-ray photons can easily be observed from Go5? (122 keV) and Am 
(60 keV). All three photographs were obtained under the same conditions, out- 

lined in Figure 4. 

to within -0.2 mm. 

Figure 4 shows three photographs obtained with this system: 

Indi- 
241 

The centroid of the brighter x-ray images can be determined 

It appears that the imaging requirements for an x-ray shadowgraph in 

te rms  of a r ray  size, resolution, and dynamic range can be met by current CCD 

technology. For  a space-borne experiment, a CCD image readout offers great 

advantages,of simplicity, small size, low power, low weight, and image posi- 
tional stability compared to any conventional T V  tubes. 

cern include long-term gain stability, image degradation during integration, and 
reliability. 

Areas of potential con- 
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SHADOW 

'0 R 

X-RAY 
BURST 

Figure 1. Shadowgraph experiment components (As shown, an x-ray burst 
incident from the left would cast an x-ray shadow on the forward- 
facing image detector. ) 

10 



44% 
TRANSMISSM 

MASK PATTW 

. . .  9 

. . . .  

.. - .. . .  
. . . .  

*- . . . .  - .:. . .  .. 
.. e .  

. . . .  . .  ... .... - e. - .- . .  . . .  .. *: * . * . .. 
. .  . . . . . .  

200dO 800:160 

20060 

..... 
\ . . . : a .  i . . .  ... . . .  ..: . . . 

.4C ..-:a . 
::j. .f .  . a .  ............. . . . . . . . . . .  . cz ' .  . - *  

9; 5 . .*:& 
a. : c .... . Y . .. 

a. .a. C .  . . 
?- - . 

:a*.: 

. . . .  -. : . -  . *  . . . . .  h 

.- .e.*?.* . * 
..... . .e.. 

" ., - .; i. - .  -. 
80090 

310. PHOTONS : NOISE PHOTONS 

2000mo 

Figure 2. Simulated shadowgraph images showing effects of signal and noise 
photon statistics (The incident source photons are transmitted 
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sents a portion of the large shadow mask. ) 
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IMAGE DEVICE 
Figure 3. X-ray image detector schematic (The first-stage intensifier is an 

80 -mm/ZO-mm zoom-type intensifier. Additional stages are 
required to produce a suitable in€ensity for the CCD. 
possible to improve the overall efficiency by coupling the GCD with 
fiber optics or even by locating the CGD internally in the last inten- 
sifier stage. ) 

It may be 
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Figure 4, X-ray test photographs of a rare-earth phosphor/multi-stage intensi- 
fier system (Single 
Intensifier input diameter is 25 mm. X-ray spot size is  -0.5 mm. 
The centroid of each spot can be determined to less  than 0,2  mm. ) 

-ray photons at 60 keV and 122 keV a r e  visible. 
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ACCDIMAGETRANSDUCERANDPROCE 
SUITABLE FOR SPACE FLIGHT 

Donald J. Michels 

E. 0. Hutburt Center f6r Space Research 

Washington, D. C. 
, Naval Research Laboratory 

A satellite-borne extreme-ultraviolet solar 

tele'scope under development a t  the Naval Research 

Laboratory makes use of CCD area a r rays  for both 
image readout and on-board data processing. 

instrument is  designed to view the inner solar corona 

in the wavelength band 170 - 630 A, and the output 
video stream may be selected by ground command to 

present the coronal scene, or  the time-rate-of-change 

of the scene. 

The 

Deta i l s  of the CCD application to on-board image 

processing will be described, and a discussion of the 
processor's potential for telemetry bandwidth com- 

pression is included. Optical coupling methods, data 

storage requirements, spatial and temporal resolution, 

and nonsymmetry of resolution (pitch) in the CCD will 

be discus sed. 
performance using solar data from previous space 
flights will be presented. 

Laboratory simulations of system 
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I. REQUIREMENTS O F  SPACE IMAGING SYSTEMS 

Increasing availability of stabilized, accurately pointed space platforms 

has accelerated development of sophisticated imaging systems designed to  be 
used in a space environment and operated in automatic o r  remotely controlled 

mode. Requirements for space telescopes differ, in some respqcts, from 
those for ground-based imagers; therefore it is appropriate to comment briefly 

on system requirements before describing the telescope under development 
at NRL. 

The components of a generalized space imaging system may be divided 
into three functional groups, vie. : the optical, the detection, and the 

processing subsystems. 

three blocks of the functional block diagram. Information, in the form of 
photons from a distant source, enters the system at the extreme left. 

optics perform two vital functions, namely, collection of the light and forma- 

tion of a real  image at the focal plane. Diffraction Limited optics are not yet 

common; thus the necessity for collecting suitable numbers of photons implies 
that collection efficiency is frequently the driving parameter in sizing the 

optics e 

In Figure 1, the optical subsystem includes the first 

The 

Because natural media do not generally intervene to limit the spectral 

range of radiation arriving at a space platform, and because radiations in 
widely different parts of the spectrum usually a r i s e  from distinct physical 

mechanisms, some method of passband limitation is almost always employed. 

This i s  indicated by the second block in Figure lb. 

block), there may follow a stage of image intensification and/or conversion 

to visible wavelengths. 

this stage: for example, an amplified image containing a very broad range of 

irradiance values may be compressed by nonlinearity in the intensifier gain or  

the output phosphor. 
deleterious consequences, the effect may be to reduce demands on the detector. 

In some cases (third 

It is possible to introduce considerable flexibility at 

I f  this can be accomplished without blooming or  other 

In the detector subsystem, information is converted from the domain 
of quantum mechanical photons, or electron clouds, to macroscopic, o r  
analog, electrical signals. Additionally, because the bandwidths required for 

parallel transmission of two-dimensional a r rays  a r e  prohibitive, another 

necessary function of the detector subsystem is to serialize the picture 



information. 
only one telemetry channel. 

(mechanical) ras ters  a r e  widely used for this purpose. 

This reduces the data flow to a single sequential stream requiring 

Both internal (self-) scanning and external 

In the processing subsystem a r e  included the functions of amplification, 

on-board image processing (if any), digitization, formatting, buffer storage, 
and readout into the spacecraft telemetry system. 

accepts data at times determined by appropriate readout gates, which it supplies, 

and also provides power, stabilization, timing, and other necessaries to the 

experiment. 

The spacecraft system 

The requirements for a space imaging system include sensitivities down 

to  a few photons per picture element (pixel) per second, and dynamic range 
2100. Spatial resolution in excess of 10 pixels is frequently desired, though 
imagers of lower resolution also find application. In addition to total number 

of pixels, resolution element density is also of importance, because restric- 
tions on telescope dimensions often limit the magnification possible. Other 

requirements include stability of gain and sensitivity, and the ability to put out 

data at  a rate commensurate with spacecraft telemetry allocations. For video 

systems in small scientific satellites, this will almost always imply a capacity 

for image storage or slow- scan operation. 

5 

II. NRL EXTREME-ULTRAVIOLET VIDEO TELESCOPE 

One configuration of the proposed NRL system is shown in Figure IC. 

Designed to study the sun in the wavelength range 170 - 630 A, this version is 

equipped with a Type II Wolter reflective lens. 
however, will use a normal incidence parabolic mir ror  in the off-axis 

Herschelian arrangement. 

consisting of unsupported thin films of evaporated metals. 

determined by the telescope reflectance folded into the transmittance curve 

for the filter selected. 

The first flight system, 

The filter wheel carries six transmission filters 

Passband is 

Other than the optics and filter wheel, the remainder of the first, or  

optical section is largely empty; very careful attention must be paid to the 

nature and cleanliness of materials and surface finishes used within this 
compartment because of the extreme sensitivity of ultraviolet optical com- 

ponents to surface contaminants condensing from outgassed vapors. 
second compartment, isolated from the first and third, contains the cooled 

A 
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CCD detector. 

that must be kept physically close to  the detector. 

be housed in a separable electronics package. 

The third compartment contains that portion of the electronics 

Remaining electronics may 

IJ.I. DETECTION SUBSYSTEM 

An enlarged view of the detector section is seen in Figure 2. At the focal 

plane of the telescope is placed a microchannel plate image intensifier (MCP) 

(Refs. 1 - 4). Output from this device is through a fiber-optic plate, sealed 

into the isolation bulkhead. A phosphor provides conversion to visible wave- 

lengths after multiplication of the electron image by 10 or  more in the MCP. 
The CCD i s  mounted on a substrate cooled by a simple heat radiator (Refs. 5 
and 6). A second CCD, labeled B, is mounted on the same cooled pad. Chip B, 

which may actually be two o r  several discrete chips, is shielded from any 

light input. It is used for  buffer storage and image processing. Optical 

coupling of the image from the MCP to CCD-A is achieved through a tapered 
fiber-optic, which will be discussed later. 

3 

IV * ON-BOARD IMAGE PROCESSING 

Figure 3 presents, in conceptual form, the CCD readout and processing 

technique. 
relayed to  CCD-A for detection. 
data stream into an analog switching network that can route the signals into 

any of three paths. In the simplest case (path l ) ,  the video image, after a 

suitable integration period, is clocked out, digitized, and sent through the 
spacecraft telemetry system t o  ground stations for analysis. 

The amplified, visible image (of the sun, in this application) is 

The output register of chip A feeds the video 

In a second mode, the two CCDs are used cooperatively as an  optical 
On comparator. 

completion of image integration, the video signal is clocked out and routed 
(path 2 )  to the input register of chip B. After insertion, the image is stored 

in chip B, while a new image is recorded on chip A a t  time t + A t .  

using common clock pulse signals, the image of the scene at time t is gated 

out of chip B (path 4) simultaneously with readout of the scene at t + At  from 

chip A (path 3). The two signals are combined in a difference amplifier, 

whose output is an analog video image having the same dimensionality a s  

At t ime t, chip A receives and records an  optical image. 

Then, 
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either of the two input images. 

will be zero for every picture point, unless the brightness of the scene at  a 

given point has changed during the time At, 

The intensity values in this difference image 

As a further refinement, when the two images are being simultaneously 

clocked into the difference amplifier, the signal from chip A (the scene at 
t i- At)  may be divided (path 2 and path 3)  and used to replace the original 
image now being moved out of chip B. 
of images processed in this manner provides a t  the output of the comparator 

an analog video signal that displays the time-rate-of-change of brightness for 

each element in the scene viewed, with time resolution At, while retaining the 
full spatial resolution of a single image recorded by the same system. 

Continuous operation for a succession 

The amplified difference signal may be utilized in a number of ways. 

Most simply, it may be entered into the telemetry data stream, particularly 

for use as real-time data during passes over ground stations (path 5). This 

allows reduction of the number of bits per data word (pixel) to that required to 
transmit changes only in the brightness in sampling intervals At. 

The image points in the difference picture will, in general, have intensity 
values other than zero, the rms  value being a measure of photon statistical 
noise, of system noise, and of imperfect matching of the two CCD chips. 

will be useful therefore to include a discriminator (which may be located in 

either the analog o r  the digital portion of the circuitry). The discriminator 
will pass ‘all signals whose difference value exceeds a certain threshold level 

(preset by ground command), while setting al l  other pixel values to zero. 

the number of picture elements that a r e  poorly matched between the two chips 

is so large as to be troublesome, a compensating filter may be required. 

too may be constructed around a CCD (linear), which is’ideally suited for 

matched transversal filtering. 

It 

If  

This 

After filtering and discrimination, the number of nonzero picture points 

remaining in each frame will be relatively small; it becomes a simple matter 

to store and operate on them for the purpose of automatic decision-making. 

As mentioned earlier, the telescope presently under development is 

optimized for observations of the s u n  in the ultraviolet. 
in solar observations is the study of solar flares. 

An important problem 
The flare manifests itself 
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as a sudden, highly localized brightening throughout a broad spectral range; the 

energy release mechanism is unknown. 

to  detect, locate, and predict the occurrence of solar flares. A "decision 

logic" package is indicated in the diagram (Figure 3), with logic circuitry 

sufficient to perform basic functions such as ,  e. g., generation of a flare-alarm 

signal whenever the intensity, or  ra te  of increase of intensity, in one pixel o r  

a group of pixels exceeds some presettable threshold. 
expedient of counting readout-gate pulses, the x and y position of any pixel 

exceeding the discriminator threshold is uniquely determined (x-y counter). 
The flare-alarm signal sequence will contain information on location of the 
flaring point, and on the rate  of change of the most rapidly increasing point. 
The more sophisticated €unctions required €or flare prediction, such as analysis 

of the time-history of brightness fluctuations in certain XUV bright points, 
will require substantial amounts of storage and mor e versatile programming; 

automated analysis of this type would require an on-board spacecraft computer 

of modest capability. 

One of the objectives of this system is 

Note tha't by the simple 

This central processor (CPU) is indicated in Figure 3.  

Even analysis of fluctuating bright points, however, does not make 

exorbitant demands on the computer. Suppose, for example, that we assume 

a CCD matrix of 244 X 190 pixels: it desired to track the intensity variations 

of the ten most active pixels (in a raster  of 46,360). 
10 intensity values (8 bits each) for each sample, plus 10 x-position and 

10 y-position words ( 8  bits each), o r  30 data words for the first sample and 

10 per sample afterwards, as the position designators need not be repeated; 

a check can be maintained so that if a given pixel becomes inactive during a 
certain number of sampling intervals, its history can be erased and the next 

most active pixel put in i ts  place. 
or  several seconds, but sampling intervals may be more widely spaced. For  

detection of precursors that may precede the explosive phase of a solar flare 
by 5 to  10 minutes, 1/4-minute sampling intervals should be sufficient. 

storage of the indicated information over a time span of 10 minutes will require 
420 8-bit data words. 
The requirements reduce basically to ordering according to peak and gradient 

values, and comparisons with a table of ground- commandable threshold levels, 
After each picture readout, the appropriate comparisons will be carried out, 

This requires storage of 

Image integration times may be one second 

Then 

Programming should be correspondingly straightforward. 
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and a decision is made either to  repeat the sequence or  to actuate the flare 

a larm sequence. 

V. DATA COMPRESSION 

Another use of the discriminator and logic capability is as a powerful data 

compression tool. 

buffer memory is included in the logic package, whioh is capable of storing 
perhaps 1% of the total 46K pixel values, along with their x and y coordinates. 

Then, as each difference-picture is processed, the 460 most significant (rate- 
of-change) pixels a r e  stored. 

(path 1) a t  intervals, then changes only a r e  transmitted until the next reference 
(full) picture is due. In this way, rapidly changing scenes can be recorded 
with high time resolution while using only a small fraction of the telemetry 

that would be required for the same information in a full transmission mode. 

For this, the CPU is not needed. A digital comparator and 

In this mode, a full picture is transmitted 

As a test for the concept proposed here, trial runs have been made on a 
laboratory computer, using broadband XUV data from the NRL instrument on 
OSO-7. 
figure a r e  shown seven sequential pictures of the sun in 171 - 630 A radiation. 

Spaced a t  8-minute intervals, they were generated by an image dissector 
utilizing the mechanical ras ter  of the OSO, with 64 horizontal scan lines of 
48 data words each, for a total of 3072 8-bit words per frame. 

structing the data for presentation in the form shown here, this matrix has 

been expanded by a factor of 12, so that the resultant display of 36,864 pixels 

approximates the proposed matrix of 46K. 

The results of such a trial a r e  shown in Figure 4. At the top of the 

In recon- 

Shown in the lower row of Figure 4 are difference images generated by 

differencing, in the computer, pairs of images from the upper row. 

alternate, rather than successive, images are differenced. 

the OS0 was in an interlaced raster mode at the time; successive rasters  were 

displaced from each other by a small amount. 
A t  covered by each of the lower pictures is 16 minutes. 

interval is longer than would be desirable for some applications, the principle 

is clearly illustrated. 

-N on the west limb, beginning at 1342 UT. 
spot in the third difference frame (1344 - 1328) and, in its later phase, in the 

Note that 

This is because 

Therefore, the time interval 

While this sampling 

Ground observatories detected a flare of importance 

The flare is seen as a single bright 
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fourth frame (1353 - 1336). An apparent precursor brightening is seen in the 
first difference frame (1328 - 1312). 

more apparent if one considers the difficulty of detecting the flare by inspection 

of the upper images, or  by such methods as looking for a change in the inte- 
grated light from the entire solar image. 

The sensitivity of the method is made 

Examination of the first three difference images of Figure 4 should con- 

vince one that transmission of the most variable 1% of the total number of 

pixels will serve a useful purpose in trakking the progress of transient 

phenomena, particularly when the sampling interval is short. The fourth 

difference frame shows, in addition to the flare, a displacement of the entire 

solar disc. 

completed just before entering the earth's shadow. 
and scattering were sufficient to cause a slight shift in the spacecraft pointing 

e r ror  signals. 
appearance of the flaring region in the last difderence image. 

This is because the last picture in the upper row (1353 UT) was 

Atmospheric attenuation 

This effect may have been sufficient also to alter slightly the 

VI. OPTICAL COUPIJNG 

Figure 5 illustrates the proposed method for coupling the MCP output 

into CCD-A. 

tages to the tapered fiber-optic. 

transmission losses, (3) inherent ruggedness and low weight, and (4) the 
ability to introduce image distortions that a r e  desirable in order that the 

resolution capability of the CCD may be fully realized. 

While a relay lens could be used, there a r e  a number of advan- 

Among these are (1) compactness, (2) lower 

The dimensions of a 

Fairchild 244 X 190 CCD are indicated in the upper portion of the figure (5a) 
(Ref. 7). 
elements a r e  equal along the two scan directions. 

parallel to the 5. 7-mm dimension (pitch = 18 pm), with 190 picture elements 

per line parallel to  the 4.4-mm direction (pitch = 30 pm). 
lines, in the TV video raster sense, run vertically in the illustration. 

Neither the linear dimensions nor the spacing (pitch) of sensing 
There a r e  244 TV lines 

[Horizontal scan 

The 

orientation shown would pertain when the instrument z-axis is aligned with the 

heliographic polar axis, as shown in the lower portion (5b).] 

The solar image formed by the optics at the MCP measures 7.1 mm. 
Tapering of the fiber optic will demagnify the image so that it just fills the 

chip's sensitive area. For  a solar angular diameter of 1920 a r c  seconds, 
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the 190-pixel scan line then fulfills the design requirement to locate a point 

source to within 10  a r c  seconds. 

cross section compresses the solar image along the equatorial axis, thus 
making the resolution parallel to the equator equal to that parallel to the polar 
axis. * In addition, the field of view for equatorial regions is then expanded to 

42 arc minutes, thus facilitating observation of off-limb transient events, which 

a r e  far more common at low and middle heliographic-latitudes. 

of the reconstructed solar image is shown in Figure 5b. 

32 X 41 arc minute field of view allows observation of coronal emissions over 

the entire solar disc, and above the limb to a distance of 5 o r  10 a r c  minutes, 

except near the poles. 

Distortion of the fiber optic into an elliptical 

The format 

It is seen that the 

As indicated earlier, the CCD detector is  mounted on a pad for cooling 

to approximately 200'K. 
current ar ises  from the requirements of this application, in which integration 

and storage times of tens of seconds a r e  essential. 

later in this symposium will give the results of preliminary cooling experiments 
using a 100 X 100 imager. 

The necessity for cooling to reduce thermal dark 

A paper to be presented 

VII. CONCLUSION 

Figure 6 shows how the inner solar corona may look through the eye of a 

CCD camera. 
camera used a Fairchild CCD-201 chip. 

4 of a simple CCD imaging system of 10 -pixel, o r  greater, resolution. 

first prototype will utilize the MCP, tapered fiber optic, and cooled CCD 
imager, but will probably not have on-board image processing capability. 

full system, with improved resolution and on-board processing, is proposed 

for a later flight. 

Data from a rocket flight was imaged to simulate the scene. The 

Present plans call for launch in 1977 

This 

The 

*High-resolution tapered fiber optics having controlled distortion were obtained 
from Galileo Electro-Optics Gorp. , Galileo Park, Sturbridge, Massachusetts. 
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Cooled t o  -70% 

OPTICAL SECTION CCD SECTION ELECTRONICS SECTION 

Figure 2 .  View ob the detector section of the NRL telescope 
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0 

Figure 3.  Functional block diagram of the CCD image transducer and pro- 
cessor (CCD-A is at the focal plane of the telescope; CCD-B is 
covered by an optical mask and receives image information 
only through the electrical input register. ) 
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Figure 5. Details of the optical coupling scheme, which makes use of fiber 
optics to both reduce and distort the image for optimum utilization 
of the CCD (Consult Section VI of the text for explanation.) 
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Figure 6. Laboratory simulation of solar telescope output 
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I. INTRODUCTION 

JPL currently has two tasks funded by the NASA Office of Aeronautics 
and Space Technology to develop CCD star reference trackers for spacecraft 

and payload stabilization. 

single-axis star tracker which wil l  be used for roll axis stabilization of 
Mariner-type spacecraft on missions subsequent to Mariner Jupiter-Saturn 

1977. 
of tracking ten s ta rs  simultaneously, providing two-axis coordinates and 

magnitude data for each and providing a video signal for display of the star 
field on a television monitor. 
supervised acquisition of infrared target bodies by the Shuttle Infrared Target 

Facility, a Shuttle payload now in the definition phase. 

One of these tasks is directed toward providing a 

The other task is to develop a star pattern sensor having the capability 

The intended application is astronomer- 

This paper presents the rationale for the choice of a charge-coupled 
image sensor for these tasks, discusses CCD star image signal processing 

techniques and outlines expected performance parameters. 

11. IMAGE DISSECTORS VS. CCDs 

Image dissectors have been in wide usage for more than a decade as the 

preferred s tar  magnitude and position sensing elements in star trackers. 
Image dissectors are, very simply, photomultiplier tubes with an  electron 
imaging and electron deflection section located between the photocathode and 
a sampling aperture which is at the entrance to the electron multiplier section. 
Image dissectors provide optical signal modulation and field of view gimballing 

without the use of moving parts. 

Image dissectors can be almost completely signal shot noise limited. 

The large and comparatively noise-free gain in the multiplier section reduces 

the effect of subsequent leakage currents and amplifier noise contributions to 
an insignificant level. Modern photocathodes have thermal emissions of only a 
few electrons per second o r  less for typical image dissector electron aperture 

areas. Pulse height discrimination photon counting techniques exclude the 
majority of electrons thermally emitted within the multiplier structure and 
can ignore the multiplier gain distribution function. 

significant sky background o r  ambient radiation field, an image dissector can 

reliably detect a few photoelectron events per sampling period (Ref. 1). 

In the absence of a 
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However, image dissectors have a number of disadvantageous 
characteristics which have encouraged designers to consider alternatives; 

these characteristics principally include the non-storage feature which heavily 

penalizes sensitivity under multiple target or full frame search conditions, 
variable and unsymmetrical magnification across  the field which necessitates 

elaborate calibration for precise offset pointing, fatigue and damage 

susceptibility of the photocathodes, relatively high" weight and power demand, 
use of high voltages, fragility, susceptibility to magnetic fields and cost, to 

name a few. 

Silicon photodiode o r  photovoltaic detectors have appeared attractive for 

some applications by contrast because of their low cost, small size, rugged 
construction, stability, insensitivity to magnetic fields and ability to operate 

at voltage levels compatible with microcircuits. 
been built and flown using s'ilicon detectors despite their limited fields of view, 

relatively poor sensitivity, and inability to electronically gimbal or  provide 
accurate star position information except in a very limited region about null. 

Solid-state s tar  trackers have 

Silicon CCD sensors now provide the designer with a superior alternative 

which exhibits all the strong points of the silicon detector, has few of its 
weaknesses and provides valuable capabilities not obtainable from either the 
image dissector o r  the silicon sensor. 

elements along with the charge storage capability and the broad-band high 

quantum efficiency silicon response combine to produce an ultimate 
sensitivity, when cooled to moderately low temperatures, within one stellar 
magnitude o r  less  of the threshold for an ideal image dissector, all other 

factors remaining the same. 

response of silicon and an S-20 photocathode - -  a ratio of typically 8 /1  for a 
relatively hot type F star (Ref. 2) - -  and the signal level a t  unity signal-to- 

noise ratio for the two detectors. 

interval for an image dissector and presently about 150 electrons per element 

for a CCD. 
modulation, a threshold stellar irradiation ratio of 3 results, corresponding 

to 1. 2 stellar magnitudes. 

The minute area of the individual CCD 

This number can be arrived at  by comparing the 

Those numbers a r e  typically 3 electrons per 

Including a duty cycle factor of 1/2 for the4mage dissector 

This slim margin in favor of the image dissector vanishes decisively i f  

a cooler star is the target, o r  if the dissector is required to track multiple 
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targets or to scan the full field in search. 
charge storage and full field readout features of the CCD make its star 
magnitude threshold independent of the number of targets. 

Unlike the image dissector, the 

A further advantage of the discrete detector configuration is that the 
sensor is relatively insensitive to nonsaturating levels of stray light o r  sky 

background. The only illumination which can interfere with the s tar  target 

signals i s  that illumination which is intercepted by theb same elements upon 
which the star is imaged. 
can then remove the mean value of the interfering illumination. 

variations and shot noise will remain. 

Background level subtraction in the signal processing 

Fixed pattern 

Several problems a r e  inherent in the use of CCDs for star trackers that 

Room temperature average dark a r e  not encountered using image dissectors. 

charge generation rates a r e  typically so high as to f i l l  the CCD wells in a few 

seconds, and individual high dark charge elements may have generation rates 
several times the mean value. Cooling to moderately low temperatures, for 

example to -40°, will  be necessary to reduce the dark charge and so provide a 

usable dynamic range. Experience at JPL with other space instruments, for  

example, the Mars  Atmospheric Water Detector, shows that packages may be 
reliably cooled to even lower temperatures by utilizing passive radiation to 

space. 

Several signal processing complexities ar ise  because of the discrete 
detector array structure. 
element a t  a time. 

corner of four cells. A very small image might, in fact, "fall into the crack" 
between elements if the CCD were an interline transfer device. 
reasons as well a s  others, it will  often be useful to work with an image point 

spread function measuring two o r  more elements in width and to measure star 

magnitude by summing the signal from a small group of adjacent elements 
large enough to include all the signal from a star image. 

A star image will  not in general fall upon a single 

Even a point image will  often be quadrisected at the common 

For these 

A related problem is that the number of image elements now available in 

CCDs is smaller than the incremental resolution needed in most star tracker 

applications. The largest imaging CCD ar ray  commercially available at this 
time is RCA's Big Sid, a surface-channel device having 256 X 312 elements. 

Buried-channel arrays of about 400 X 400 elements a re  being developed by 
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Texas Instruments and Fairchild. Star tracker requirements frequently demand 
1000 or more resolution elements across the field in order to provide offset 

pointing capability. 

structures with adequate geometric accuracy, and a s  wi l l  be discussed further 

in this paper, simple interpolation techniques may be used to locate the centroid 
of an extended star image to within a small fraction of a pixel. 

processing techniques require substantial memory capacity and logic capability 

since signals from a s  many a s  nine separate image elements must be processed 

in several ways to derive star magnitude and an interpolated image centroid 
position, and the signals will not all be located consecutively in the data stream. 

Use of an interlaced CCD data stream would, in fact, produce part of the data 

in one field and the rest  in the other, 

Present CCD fabrication techniques can generate cell 

These signal 

Signal processing is  operationally much more complex than for an image 

dissector star tracker, which simply phase demodulates to obtain star position 
within the scan width and obtains a direct measure of star magnitude from the 

multiplier current or  voltage. 
ted to be complex by comparison. 
complex in hardware, it i s  relatively simple in software, and use of a micro- 
processor provides at once a functional simplicity and a great flexibility in 

altering tracker characteristics to meet a variety of functional requirements. 

Signal processing circuitry then could be expec- 
Although this computational task is relatively 

A final consideration in the tradeoff between image dissectors and CCDs 

is the question of present and future availability. 
mature device with fair ly  consistent and predictable characteristics, and 
commercial devices a r e  readily available a t  prices of a few thousand dollars. 
The market is relatively small, This comment will probably still be correct 

10 years from now. CCD devices, on the other hand, a r e  still developing very 
rapidly and have a large growth potential. 
the commercial market today, and they must be regarded a s  forerunners of 

m'ore capable devices yet to come. 

The image dissector is a 

Very few devices a r e  available on 

A very large commercial market is expected 

to develop, and price competition will be strong. In 10 years, i f  we should 
apply the experience of the integrated circuit industry, the CCD imagers which 

a r e  available today will amost certainly be obsolete and unavailable. 

sophisticated and more reliable devices will  have replaced them at prices 
perhaps in the tens of dollars. 

More 
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111. CCD SIGNAL CHARACTERISTICS 

If we assume that the star image signal charges which are generated in 

adjacent elements are reconstituted by the signal processing circuits into a 

total value representing the entire image, then the detector response to a star 
can be characterized by 

- aAAT 1 R( h)S( h)  dX QS - 

where 

QS = star  signal in electrons 
a = ratio, detector element area to unit cell area 

A = objective lens area 

AT = charge integration time 

q = electronic charge 
R( A )  = detector response, amp/watt 
S( A) = star  irradiation spectral power density 

Figure 1 illustrates the normalized spectral energy density of @-Carinae 

(Canopus) (Ref. 3), a type F star having an effective black-body temperature of 
7000" Kelvin, and for comparison, spectral response curves for two differently 

structured CCDs. The lower curve, for the Fairchild CCD 201, has a peak 
response of nearly 0.3 amp/watt and effective short and long wavelength 
cutoffs of 0.45 and 1.1 microns. 
measured by Texas Instruments on a promising backside illuminated and 

The upper curve plots spectral response 

thinned device now under development for JPL. 
with a long wavelength cutoff of 0. 1 micron and a short wavelength cutoff which 
was not measured but must be well below 0.4 micron. 

Peak response is 0.4 amp/watt, 

Using the data of Figure 1 and a structural shadowing factor a = 0.5 for 

the Fairchild device, we obtain from Equation (1) a charge generation rate of 

1.26 x 10 electrons/second for each em of objective lens area. A similar 6 2 

calculation for the Texas Instruments device, assuming a = 1.0, yields a 
6 generation rate  of 7. 1 x 10 . 

slightly greater than the value tabulated in Ref. 2 for the silicon detector 

response to Canopus. 

It is of interest to note that this response is 
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IV. NOISE CHARACTERISTICS 

Noise sources in CCDs which compete with the detected signal fall into 
several categories. 

at the interfaces provides a temperature-dependent dark current that supplies, 
at best, a uniform background charge level in the storage elements and, at 
worst, a pronounced fixed pattern of spikes. 
plus dark current electrons introduce the familiar shot noise. 

introduce highly correlated e r rors .  Clocking and reset waveforms appear at 
the output, introducing coherent noise. Surface state trapping introduces yet 
another noise factor in surface-channel CCDs. 

Thermal generation of carriers within the bulk silicon and 

Statistical variations in signal 

Transfer losses  

Dark current is a limiting factor in several ways., The accumulated charge 
can simply f i l l  the potential wells and leave no room for storage of photo- 

generated signals. 

by the signal processing circuits; however, shot noise proportional to the square 

root of the number of thermal charges in each element remains. 
individual high dark current elements produce signals which would be difficult 

to differentiate from star signals i f  of large enough amplitude. 

Lower-level uniform background charges may be subtracted 

Finally, 

Room temperature dark current generation rates for typical silicon 
2 diffusions, as used in buried channels, should be approximately 3 na/cm 

(Ref. 4), or  approximately 1 .2  x 10 electrons per element per second, assum- 
ing element dimensions of 25 microns on a side. 

average rates, however; 10 na/cm 
having rates as much as 6 na/cm2 above the mean. These high dark current 
elements would appear as bright stars and would seriously interfere with the 

star tracker operation. Fortunately, moderate cooling should reduce the 
accumulated dark charge to a level below the minimum detectable signal level, 
taken ear l ier  to be 150 electrons. 
that operation at -40" will  reduce dark current rates by 600 times below room 
temperature rates. Assuming a 1. 1-second integration time, the dark charge 

collected will be 100 electrons o r  less. 

5 

Many have much larger 
2 a r e  not unusual with some individual elements 

Data reported by Fairchild (Ref. 5) indicates 

The principal noise constituents, then, assuming framing rates of 10 per 

second o r  greater, can be expected to be clocking and reset  noise a t  low light 

levels and shot noise a t  signal levels higher than about 4% of saturation. 
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Improvements made in reducing clock waveform coupling and in developing 

low-noise output amplifiers will  be directly translatable into an improved 
small signal sensitivity, although additional cooling might be required to 
realize the gain. 

Taking 150 electrons as our threshold detectable signal, multiplying by 
three to account for summing nine total elements and multiplying again by four 
to achieve a reasonable signal-to-noise ratio, we decide on a criterion for 
threshold detection of stars of Nt = 1800 electrons accumulated during a single 

integration time. Extrapolating signal response for stars of magnitudes other 
than our example in Figure 1, 

(mo-m) 
Q(m) = Q,(2.512) 

and, substituting into Equation (l), we can write a scaling expression for  the 
diameter of lens which is required in order to detect a s tar  ,of a given magnitude: 

This expression is plotted in Figure 2 for the Fairchild and Texas 

Instruments CCDs. Note that a 1-cm-diameter lens, for  example, wil l  collect 

light enough to see a magnitude 3 1 / 2  star with the Fairchild device and a 

magnitude 5 1/2 star with the Texas Instruments CCD. 

V. INTERPOLATION 

The previous discussion has explored s tar  detection capabilities of the 
Fairchild CCD image sensor, which is commercially available now, and of a 
Texas Instruments sensor currently under development. 

these devices have very useful star detection capabilities. However, detection 
and identification of a guide star a re  only prerequisites to the principal task of 
generating relative star position coordinates with adequate accuracy and 
resolution. 

The conclusion is that 
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As noted earlier, present-day CCDs have fewer image elements thap the 
total number of resolution elements often required. 

will address the subject of an interpolation providing adequate accuracy for the 

present requirements, yet simple enough to be built into a flight instrument. 

The following discussion 

We will consider first CCDs which are organized with vertical transfer, 
and then discuss interpolation with devices which have interline transfer. 

W e  will assume that charge is not lost between elements, and that the 
image point spread function is symmetrical and one o r  more element-widths in 
diameter so that charge levels in adjacent elements may be compared to 

determine the location of the image center. 

point spread function apart  from the image spread function, 
we have an  arbi t rary image point spread function 

W e  will not consider a detector 

Assume first that 

If we can make detailed measurements of the function, we may obtain the line 

spread functions in x and y, I(x) and I(y), by integrating over the image width 
in the other direction. We may then calculate centroids along both axes; for 

example, 

$xI(x) dx 
II(x) dx 

x =  (4) 

Figure 3 illustrates how the point spread function might look to a CCD 

imager. 
over the sub-interval a reas  represented by the CCD elements. 
form line spread functions by summing in one dimension, as shown in Figure 4; 

however, accurate calculation of centroids is frustrated by uncertainty as to 
the shape of the image function within the element boundaries. 
is  resolved i f  we have a priori  knowledge of the shape of the line spread 
function, and calculation becomes appealingly simple i f  the line spread function 

is rectangular. 

The continuous point spread function has been integrated in steps 
We can still 

The difficulty 
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If we have an image of width greater than one element and less  than two, 
the line spread function will be fully defined by three successive elements, 
which we designate Fk - 1, Fk, and Fktl, and the x-direction centroid position 
will be 

This expression is exact for a rectangular line spread function and very 

A point spread function of the nearly so for some reasonable approximations. 
form 

(6) 
2 I(r) = a t  b r  , r 5 1 

can, in principle, be interpolated by Equation (5) to an accuracy of 1%. 

Point spread functions of that form can be generated by several techniques, 

including defocusing the image formed by a folded mir ror  objective. 

spread functions far removed from the rectangular shape a re  reasonably well 

interpolated by Equation (5). 
an image having a Gaussian spread function. 

the largest image, and indications a r e  that the optimum size may be even 
larger. From smallest to largest, the maximum e r r o r s  a re  14.6%, 11.670 

and 8. 370. 
largest image i f  the output is not rescaled. 

Even line 

Figure 5 illustrates the interpolation accuracy of 

Best results a r e  obtained for 

A 0.6% step is observed to occur at the ends of the range for the 

Interpolation with devices having interline transfer is also feasible even 

though the interline transfer registers a r e  opaque and strips of the image a re  
lost. 

approach similar to the one just outlined for vertical transfer devices will be 

described. 
approximately 2 1/2 unit cell widths. 

A variety of techniques a r e  available; however, a calculationally simple 

We consider a symmetrical triangular line spread function of 
We construct the sides of the triangle 
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from the measured element signals and calculate the intersection point. 

centroid then will be 
The 

This expression is not exact for a triangular line spread function; a maximum 

positional e r ro r  of about 6% results. A Gaussian line spread function, which 
results from a Gaussian point spread function, is a fairly good approximation 

to a triangular form, and a maximum e r ro r  of 87' results, as illustrated in  
Figure 6. 
3% over the dull range of image positions. 

The signal summation F k-l  t Fk t Fktl is constant to within about 

VI. SUMNLARY 

In summary, the technical tradeoff between image dissectors and CCDs 
for  star tracker applications provides a clear picture of major performance 
and configurational advantages in favor of CCDs, although the image dissector 

is somewhat more sensitive for tracking single hot stars. 
disadvantages of the CGD a re  that it requires cooling and that the signal 

processing is more complex than for an image dissector. 

that these a re  not serious problems; passive radiation to space can provide the 
necessary cooling, and the signal processing, on close inspection, proves to be 

difficult for hardwired processing but straightforward for logical processing, 

as with a microprocessor. 

only a very limited selection of devices is available. 

the image position on an a r ray  by interpolation to an  accuracy of 1/10 of an 

element appears feasible for both types of CCDs, 

The outstanding 

A close look indicates 

The CCD technology is immature at this times and 

Finally, measurement of 
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I 

Figure 3. Image point spread function as seen by CCD array 

I 

Figure 4. Image line spread functions as generated from CCD signals 
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Figure 5. Interpolation of a Gaussian image by a vertical transfer CCD 
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CCU IMAGING INSTRUMENTS FOR 
P LANETARY SPACECRAFT APPLICATIONS* 

Terrence H. Reilly and Mark Herring 
Jet  P r opul s ion Labor ato r y ~ 

Pasadena, California 

Aware of the great potential for improved 

planetary imaging, NASA has been an early and 

continuing supporter of CCD research. 

purpose of this paper is  to report on a compan- 

ion effort, also sponsored by NASA, aimed at 

developing new spacecraft camera systems to 

be used in conjunction with the CCD sensors. 

We begin with a brief overview of the science 
objectives and engineering constraints which 
influence the design of cameras for deep space. 

This is followed by a review of two current 
development programs at  JPL, one leading to 
a line scan imager and the other to  an area 

a r ray  frame camera. For each of these, a 

general description of the imager will be given, 
with emphasis on the unique features. 

the discussion, it will be evident that currently 

available CCDs fall short of our requirements 

in some respects. Therefore, we conclude by 
showing how the future of these CCD cameras 

is tied to the continued successful development 

of the sensors. 

The 

From 

* 
This paper presents the results of one phase of research carried out at  the Jet  
Propulsion Laboratory, California Institute of Technology, under Contract No. 
NAS 7- 100, sponsored by the National Aeronautics and Space Administration. 
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. 
I. DESIGN CONSIDERATIONS FOR PLANETARY IMAGERS 

The camera on a planetary spacecraft is a compromise between the wishes 

of the science community and the constraints imposed by technology. 

section of this paper is given over to a review of these objectives and constraints. 

At the invitation of NASA, planetary scientists define imaging objectives for each 
new mission. The original objective might be stated as: Measure the equatorial 
diameter of the satellite Io to *1/2’%. Given the spacecraft trajectory, the cam- 
era  designer then translates this science objective into the equivalent combina- 

The first 

tion of angular resolution, geometric fidelity, and image format. 

The science objectives may be either absolute or  relative. Absolute objec- 
tives follow from natural phenomena. 

methane in the clouds of Jupiter, the camera must respond at  890 nanometers. 
Relative objectives a r e  tied to a previous accomplishment or  an advance in the 

state of the ar t .  

reluctant to settle for  a smaller format. 

Fo r  example, to study absorption by 

The scientist accustomed to 800-line television pictures is  

The following i s  a brief summary of typical science objectives stated in 
terms of camera and sensor parameters. 

(1) Resolution. Objectives range from 100 to 10 microradians per 

pixel. 

requires a sample frequency of 20-40 line pairs per millimeter on 

the sensor. Modulation transfer for  the entire camera should be at 

least 20% at  the sample frequency. 

Format. 

considered good by most scientists; 700 elements is  OK. A smaller 

format will be considered if some particularly attractive tradeoff is 
available or in case of duress (e. g. , a rigid weight limitation). 

Larger images can be built up by mosaicking several pictures, but 
the metric data in a mosaic does not compare with the accuracy of a 
single frame. Also, ground processing costs a r e  proportional to the 
number of frames, thereby making many small pictures an unattrac- 

tive solution. 

For reasonable telescopes (focal length 1. 5 m or less), this 

(2) A square image with 1000 elements in each dimension is  
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Spectral response. 
interest, ranging from the near-UV to the near-IR. Typical spec- 
tral filters have passbands from 20 to 100 nanometers. 

Geometric fidelity. 

to locate features to a fraction of a picture element. 
for stereo measurements, color registration, mapping, and other 
photogrammetric applications. 

Photometry/polarimetry. 

is typically for 10% absolute and 1% relative photometry. 
level of performance allows the scientist to study chemical composi- 
tion of the planetary surface and to detect time-dependent variations 

in brightness. 

Figure 1 shows several spectral bands of 

In decalibrated images, it should be possible 

This is required 

Although difficult to achieve, the request 
This 

Dynamic range. 
and contrast, so the image modulation does not fill the entire 

Planetary scenes frequently have low illumination 

dynamic range of the sensor. 

distinguishable grey levels in the image to permit a strong contrast 

enhancement when the picture is displayed. 

occupies only 1/8 of the sensor dynamic range, and the contrast 

will be stretched to f i l l  16 grey levels in a photographic print, then 

the camera dynamic range must be a t  least 8 X 16 = 128. A dynamic 
range in excess of 200 is  preferred. 

The objective i s t o  obtain enough 

If a particular image 

Image processing. 
favors an instrument which does not require elaborate image pro- 

For reasons of time and cost, the scientist 

cessing to produce a usable picture. 

The camera must also cope with the hardships of life on an unmanned 
spacecraft. 
of the spacecraft and the nature of the missions. 

Listed below a r e  the major constraints imposed by the capabilities 

(1) Minimum size/weight/power. Reasonable allocations for these 

parameters are:  

Size: 0.25 X 0.25 X 0.25 to 1. 0 m 

Weight: 5 - 25 kg 

Power: 10 - 20 W 

These numbers apply to a single camera; some spacecraft carry two. 
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(2) Life and reliability. 

shelf, 3000 hours operating. 

of shock and 20 g of random vibration. 
and moving parts a r e  used reluctantly. 
scientific instrument requires that it hold a calibration, and this 
implies long-term stability. In contrast to ground-based instru- 
ments, problems with drift cannot be solved with tweaks. 

tions to this rule must be designed in a t  an early stage, and sub- 
stantially increase the complexity of the camera. 

Typical life requirements a r e  5 - 10 years 

The design must withstand up to 250 g 

Simplicity is sought after, 
Use of the camera as a 

Excep- 

(3)  Data bandwidth. Because of the communication distance, digital 
data systems are used. 

8 - 10 bits, so 25 kHz becomes 250 kilobits per second (kbps). 

real-time capability of the downlink telecommunication channel is in 

the range 2 - 150 kbps. 
sion depends on the design of the spacecraft, the earth-spacecraft 

range, and the signal-to-noise ratio required on the channel. 

these circumstances, the ideal camera is one capable of operating 

a t  several rather low data rates .  

Each picture element is quantized to 

The 

The actual rate used a t  any point in the mis-  

Under 

The traditional approach has been to operate the camera at a single 

ra te  in conjunction with an external buffer on the spacecraft. 

buffering is often done by a digital tape recorder with rates to 

2 Mbps and capacity to 5 X lo8  bits. 
(to 10 Mbps) but have less  capacity (less than 10 

the buffers do not operate as fast a s  we might like, a slow-scan 

camera is often required. 
be capable of storing a shuttered image for times ranging to tens of 

seconds. 
read onto the radio channel at any desired rate. 

The 

Solid-state buffers a r e  faster 
bits). Since even 7 

This means that the sensor itself must 

Once the data is  in the buffer, however, it can easily be 

For  reasons of reliability and increased data return, current space- 

craft design permits a bypass of the data buffer when the real-time 
channel is operating a t  high rates. In the past, matching a single- 

rate camera to the real-time channel has been possible only with 

some loss of image size or quality. To take full advantage of this 

49 



real-time option, future cameras should operate in a variety of 

image formats and at several of the higher real-time rates. 

. Irrespective of how the camera is mounted on the 
spacecraft, the electronics compartment will be at room tempera- 
ture o r  slightly below. The telescope, on the other hand, is looking 
at  cold space. The thermal design must control the gradients and 
maintain the components of the camera, particularly the telescope 

and sensor, within prescribed limits. 
depends on the temperature sensitivity of the sensor and whether or  

not it must be cooled. 

The difficulty of this task 

For many current and future missions, there is  a radiation hazard 

due to the planet, the spacecraft power generator, o r  both. A typi- 
cal dose is  10 6 rads ionizing radiation and 10l1  neutrons/cm 2 at 

1 MeV. 

(5) Low light. 
the problem of l0w illumination level becomes severe. 

illustrated by c.omparing the solar illumination level a t  the superior 

planets with that at earth: earth = 1. 00, Mars = 0.44, Jupiter = 

0. 04, Saturn = 0.01, and Uranus = 0. 0025. At close encounter, 

integration times a r e  limited to the millisecond range by the relative 

motions of spacecraft and planet. 

farther planets can be less than 100 pJ/m 

As planetary exploration turns toward the outer planets, 
This i s  

A broadband exposure at the 
2 in 6000°K light. 

The particular strengths and weaknesses of CCDs can be seen by measuring 
The spec- these imagers against the foregoing list of objectives and constraints. 

t ra l  response, particularly in the red and near-IR, would greatly expand the 

scope of future imaging experiments. 
quate without extensive decalibration. 

a r e  remarkable by any standard. 

a r e  potentially very good. 

beam sensors is obvious. 

Geometric fidelity might well prove ade- 
Dynamic range and low light sensitivity 

The life and reliability of solid-state devices 

And the size /weight/power advantage over electron 

The known shortcomings of the CCD are not too alarming for a device still 

in the developmental stage. 

marginal for planetary work. 

The largest arrays currently available a r e  still 

The response nonuniformities must be offset by 
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computer processing to produce a research quality image. 

to radiation damage has not been thoroughly explored. 

And the susceptibility 

On balance, therefore, NASA and JPL have found CCDs sufficiently prom- 
ising to justify the camera development programs described in Sections 11 and 

III below. 

II. LINE SCAN IMAGER 

The objective of the line scan imager program i s  to develop a new camera 

for use on Pioneer-class missions to the outer planets. The current effort will 
lead to completion of a breadboard version of the instrument in 1976, and could 
result in a flight version for launch a s  early a s  1979. 

The Pioneer spacecraft is one-axis stabilized, i. e. it spins a t  a nominal 

5 RPM about its roll axis. This motion permits the use of scanning-type cam- 
eras,  which generally offer a weight advantage over the more familiar framing 

cameras. 

method of operation i s  illustrated in Figure 2. 

a r ray  of detectors, and this a r ray  i s  swept over the planet surface by the space- 
craft rotation to  produce a two-dimensional image. Each time the linear sensor 

advances by its own width, the integrated photo charge is  sampled and recorded. 

For this application, a line scan camera has been chosen, and the 

The camera sensor is  a linear 

The line scan imager is  configured in two parts: an electronic compart- 

ment located in the equipment bay of the spacecraft and a sensor/telescope pack- 
age which extends outside. 
point the telescope package fore and aft with respect to the spin axis. 

ond degree of freedom is  obtained by allowing the rotating spacecraft to carry 
the telescope to the desired roll angle. 
acteristics of the line scan imager. 

additiona 1 explanation. 

A stepper motor and reducing gears a r e  used to 
The sec- 

Table 1 summarizes the principal char- 
Several entries in this table will require 

The sensor chosen is a 160 pixel linear a r ray  CCD now under development 

a t  Texas Instruments, Inc. 
a higher threshold for radiation damage and better charge transfer efficiency. 

The sensor will be thinned and illuminated from the backside to maximize quan- 

tum efficiency. 

different spectral band. 
the sensors. 

Buried-channel operation was specifiea to provide 

Three sensors a r e  used in the image plane, each covering a 

The optical filters will be permanently affixed over 
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For  a simple line scan imager, the sensor would consist of a single line 

of 160 elements. 

image motion compensation (IMC) with only a minor increase in camera 
complexity. 

motion is the rotation of the spacecraft itself. 

rate and direction, so complex logic is not needed. 
plane of the telescope, the scene appears to sweep over the linear sensor in a 

direction nearly perpendicular to the long dimension. 

The CCD, however, offers an opportunity to incorporate 

On the Pioneer spacecraft, the major contributor to the image 

This motion is quite uniform in 
As viewed in  the image 

The image motion compensation is, achieved by replacing the one -line 
sensor with another consisting of several lines (5 to 10). 

rate is then chosen to match the velocity of the optical image moving over the 
sensor. 

image from line 1 to line 2 of the sensor, the photo charge generated in line 1 

The charge transfer 

Thus, when the rotation of the spacecraft car r ies  a point in the optical 

i s  also transferred to line 2.  After the image charge has accumulated over the 

space of several lines, it reaches the output register and is read by the sampling 
electronics. The scanning camera has no shutter, so the charge packet for 

line N t 1 immediately follows that for line N a s  they move across the CCD. 
Since the optical image is always present on the sensor, all parts except the 

active lines in the parallel registers must be covered by an opaque shield. 

The effectiveness of the IMC is directly proportional to the number of 

active lines. 
be used to increase the signal five-fold, with no loss of resolution. 

range of image motion velocities anticipated for this mission, 64 different 
charge transfer rates are needed to keep the mismatch between the optical 

and electronic image velocities below 3%. 
the number of IMC lines used. 
be 5 lines X 3% = 15% of one pixel overall error.  

number of accumulation lines, the greater the demands on the CCD clock 

frequency generator. 

For  our application, approximately five accumulating lines will 
With the 

The runout mismatch depends on 
In this instance, the worst-case e r ror  would 

Obviously, the larger the 

The stepper motor is used with two stages of conventional gear reduction 

and a harmonic drive. 

better than one pixel. 
degrees, but the instrument sees  only the radio antenna at the low end of the 

scale. 

The result is a step size of five pixels with an accuracy 

The commandable look angles range from 10 to 185 
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Because of the large number of commands required to take a single 

picture, the imager will have a simple automatic sequencer. 

sequencer turned on, the camera will automatically take a series of pictures 

with a preselected look angle advance between frames. 

With this optional 

The telescope focal length has been chosen to  give an angular resolution 
of 100 p r  per pixel. 

weight restrictions. 
The optical aperture is limited to approximately 10 cm by 

The format of a full frame is 160 pixels X 640 lines. The short dimension 

From a per- is determined by the number of elements in the linear sensor. 
formance standpoint, it would be desirable to  have a longer sensor, and linear 
CCDs many times this size have been built. However, the length of the sensor 

also determines the data ra te  out of the camera. 

determined by the use of the IMC, and not by dark charge buildup or some other 
controllable factor. ) With only 160 elements in the sensor, the maximum data 

rate i s  already 8 megabits per second. 

cantly increase power consumption in both the camera and the spacecraft data 
s y st em. 

(Recall that the line time is 

Rates higher than this would signifi- 

The long dimension of the frame is determined by the capacity of the 

spacecraft data buffer. 

initely, but when the buffer is filled, a pause of 2 - 8 minutes* is required to  

relay the data to earth. 
on the Pioneer is 10 bits. 

The imager could continue to sample the scene indef- 

Current projected capacity for a solid-state buffer 
6 

The camera can be commanded to  record a quarter or  half  frame. The 

chief utility of this option is for multispectral work. 
arranged in the focal plane to permit recording of a quarter frame in three 

registered colors or a half frame in two registered colors. 

The three sensors a r e  

L The noise equivalent exposure is projected to  be 2 p J /m in 2854°K 
illumination, and about three times better than that in sunlight. 

range should be several thousand. 

to  provide compatibility with existing data handling systems on the ground. 

Variable gain and offset values will permit assignment of the 256 grey levels 

to  all or  part of the camera's  dynamic range. 

The dynamic 

Digital encoding of 8 bits has been chosen 

, 
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111. AREA ARRAY CAMERA 

The other instrument development effort is directed toward demonstrating 

the feasibility of an area a r ray  CCD camera for use on 1979 and later flights, 
such a s  the proposed Mariner Jupiter/Uranus mission. This camera will be 
compatible with the traditional Mariner spacecraft design, particularly the 

mor e recent ver sions (Mariner Venus /Mercury, Mariner Jupiter /Saturn), In 
addition to the broad requirements discussed above, specific constraints on 

camera design a r e  imposed by Mariner-class missions in general, and by 
outer planet missions in particular. 

For the present development effort, a maximum data rate of 250 kbps has 
been established, 

6.5 seconds, which in turn requires sensor cooling to  reduce dark current to 
an acceptable level. With dark current suppressed, the sensor itself must be 

capable of image storage to prevent degradation during the long readout, and 

to allow a pause between exposure and readout. 

This corresponds to a frame readout time of approximately 

Unlike standard-rate television and the line scan imager, exposure (or 

integration) time for the area a r ray  camera is not simply the period between 
successive readouts. In this application, both exposure and readout times 
must be separately comrnandable from the ground. In keeping with recent 

practice, the camera will have variable readout rate to allow continued 
real-time operation a s  the comrnunication channel rate falls off with distance. 

Medium- and narrow-band optical filters have been an important part of 
past Mariner imaging experiments. CCD sensors for future missions should 

also maintain good image quality.when narrow spectral filters a r e  used. 

Radiation tolerance is an important consideration for outer planet 
spacecraft, particularly for missions involving Jupiter. The cameras and 
other hardware must continue to operate predictably after exposure to the 

radiation dose integrated over the life of the mission. Allowance must be 

made for the possibility that the radiation flux at  Jupiter will temporarily 
baturate the sensor, precluding any imaging during that period. 
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To demonstrate that these requirem 

a feasibility model of the camera is being 

500-element line a r ray  camera was cons 

(CCD-101). This camera served primarily a s  a learning tool, providing 

familiarization with general CCD opefating characteristics and constraints. 

The second phase of development is a breadboard area a r ray  camera, to 

can be met  with a CCD imager, 

loped in three stages. First, a 
d, using a Fairchild sensor 

be followed by the feasibility model itself. 

be designed to use a 400 X 400 element sensor being developed for  JPL by 
Texas Instruments. This will  be a thinned, backside illuminated device for 

maximum quantum efficiency, particularly in the blue and near -ultraviolet. 

The sensor will  also be a buried-channel type, which is expected to provide 

higher transfer efficiency, lower noise, and improved radiation tolerance com- 

pared to a surface-channel device. 

increased dark current and lower saturation level. 

The feasibility model camera will 

This is  accomplished with the penalty of 

The breadboard camera will initially use a high-performance version of 
the recently announced RCA 320 X 512 element sensor. 

channel, front illuminated device developed primarily for standard-rate 
television applications. It does not, in its present form, offer all of the 

performance advantages projected for the Texas Instruments sensors but has 
the distinct advantage of being currently available. 

characteristics and circuitry requirements a re  similar to those of the Texas 

Instruments sensor. 

This is a surface- 

Most of the operational 

The feasibility model camera will be a single package comprising test  

optics, electromechanical shutter, CCD sensor with cooling mechanism, and 

signal processing electronics. 
onstrate the camera properties for specific spectral bands. 
marizes the characteristics of the area array camera, including some 

parameters specific to the Mariner Jupiter /Uranus application. 

a functional block diagram of the camera. 

blocks is given in the following paragraphs. 

External optical filters will be used to dem- 
Table 2 s u m -  

Figure 3 is 

A brief description of the various 
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The sensor housing contains the optics, shutter, sensor, cold plate, and 

cooling radiator. For  an acce 
is anticipated that a sensor temperature of -40°C will be required. 

be accomplished with the surrounding structure a t  -30°C to t50°C, and while 

maintaining the position of the sensor relative to the optical focal plane within 

-50 pm. 

e dark signal at the longer frame times, it 
This must 

The cooling radiator will provide cooling of the sensor in a simulated 
space environment, with additional cooling hardware required for bench 

operation. 
dry nitrogen to prevent condensation of moisture. 

Also in bench operation, the sensor housing will be purged with 

The signal processor performs dc restoration and filtering of the raw 

sensor output signal prior to conversion to a serial digital data stream by the 
analog/digital converter. The sensor uses the standard "gated-charge" pre- 

amplifier, and one of the primary functions of the signal processor is minimi- 

zation of the reset  noise associated with this type of device. The performance 
of the signal processor is expected to be independent of the sample frequency 

(sensor clock frequency), thus simplifying the implementation of variable-rate 

operation. The analog/digital converter is a commercial IO-bit unit. CCD 
cameras a r e  expected to have a larger dynamic range than can be encoded in 

10 bits, so the signal processor will have adjustable gain. 

The balance of the circuitry provides timing and control and bias to  the 

sensor and shutter, and multiplexes the digital video with camera status data 

to  create the composite ser ia l  data. 

Table 3 lists the projected performance specifications for the camera. 
The camera performance will be highly dependent on the sensor characteristics, 
and is therefore somewhat speculative. 

a test  vehicle for assessment of sensor performance in a typical spacecraft 

application. ) 

(One goal of the program is to provide 

The feasibility model camera will be subjected to a tes t  program designed 

to verify and demonstrate the suitability of a CCD camera for a Mariner-type 
mission, including performance and environmental considerations. 

will include characterization of the performance parameters listed in Table 3: 
temperature, thermal-vacuum (space simulator), vibration, and radiation. 

This testing 

56 



The emphasis will be on identifying and solving problems. Specific a reas  of - - 

concern a r e  sensor cooling and mounting, gradients in the sensor, focal plane 

shifts, and radiation compatibility (both damage and interference effects). 

IV. C ONC LUSIONS 

We have described the general constraints placed on camera design for a 
planetary spacecraft, the potential advantages of CCDs in meeting these con- 

straints, and two specific camera implementations. Success of these camera 

development efforts will be largely dependent upon progress in sensor 
development. 

Current sensors exhibit a high degree of spatial nonuniformity of response. 

Significant improvement in this area will be required to meet the stated instru- 

ment performance goals. 

Another concern is temporal stability. While CCD sensors a r e  ultimately 

expected to have the inherent stability of a silicon device, this has not been 

realized in current devices. 

Perhaps the most difficult problem is the development of sensor thinning 

technology to achieve high quantum efficiency and blue/UV response. Potential 
problems a r e  warping and distortion of the sensor due to thermal gradients and 

other effects, and mounting and cooling problems. 

Finally, radiation tolerance is an important problem for most projected 

planetary missions, 
effects, and those effects must be well understood to allow appropriate 

shielding and other precautions. 

Devices must be developed which minimize radiation 

For  future camera development, expansion to larger formats will be the 

primary goal. 
improvements in dark current and transfer efficiency will be required. 

larger a r rays  will aggravate the thinning problem. An alternate implementation 
of the larger format involves the use of multiple sensor mosaicking, either by 

mounting the sensors side by side in the image plane, or  by the use of optical 

image splitting. Neither method is completely satisfactory, the f i r  st leaving 

gaps in the image and the second resulting in greater optical system complexity 

and sensor mounting problems. 

If this is to be accomplished with larger monolithic arrays,  
Also, 
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In summary, it appears that CCD cameras can play an important role in 
future planetary explorations, and that the potential performance advantages 

justify continued intensive development effort. 
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Table 1. Line scan imager characteristics 

Sensors 

IMC 

Multispectral 

Telescope 

Stepper 

Sequencer 

Size 

Weight 

Power 

Angular resolution 

Frame format 

Field of view 

Noise equivalent exposure 

Eno oding 

Data rates 

Three 160 X 5 CCDs, buried-channel, 

backside illurninat ed, three - pha s e, 

double-level aluminum gates 

Compensates for spacecraft roll 

Three bands 

Focal length 229 mm, f / 2 . 3  

Five-line increments through 165 deg 

Automatic stepping in look angle 

0 . 2 5  X 0.25 X 0.50 m 

7 kg 

10 w 

100 pr/pixel 

160 X 640 pixels, quarter and half frame 

allowed 

1 X 4 deg full frame 

2 pJ /m2 in 2854'K illumination 

8 bits /pixel 

Sixty-four rates from 0.5 to 8 Mbps 
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Table 2. Area ar ray  camera characteristics 

Sensor 

Image (raster)  format 

Pixel pitch 

Image size 

Signal processing 

Signal encoding 

Spectral f i l ters 

Exposure times 

Serial data rates 

Frame readout times 

Operating modes 

Optics* 

Angular resolution* 

Shutter* 

Sensor cooling* 

Size* 

Weight* * 

Power* 

Texas Instruments, buried, backside 

400 X 400 elements 

23 pm 

9.2 x 9.2 m’ 

Baseband, filtered, dc restored 

10 bits / pixel 

External to camera 

2 - 2048 ms, 2 X  steps 

7.81 - 250 kbps, 2~ steps 

210 - 6.56 s ,  2 X  steps 

1. Expose and read 

2. Expose and hold 

3. Read without exposing 

4. Inhibit 

Focal length 1500 mm, f/8.5 

15.3 pr /pixel 

Two -blade electromechanical 

Nominal -4OoC, external radiator 

3000 cm 

4 kg (plus optics weight) 

12 w 

3 

*Mariner Jupiter /Uranus application. 
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Table 3. Area array caxnera performance specifications 

Saturation charge 

Saturation exposure 

Noise equivalent exposure 

Dynamic range 

Dark charge 

Squar ewave response 

Quantum efficiency 

5 - 5  X 10 electrons 

< lo4 pJ/m2 at 2854OK 

< 2 pJ/mz% at 2854OK 

> Z  x lo3 

< 5% of saturation at 13  s, -4OOC 

>30% at 22 lp/mm 

> 20% at 400 nm 
> 50% at 400 nm 
> 50% at 800 nm 
>5% at 1000 nm 
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0.3 0.5 0.7 0 .9  1.1 1.3 

WAVUEFJCM, pm 
Figure 1 .  Typical spectral bands of interest to planetary scientists 

(Response curves for selenium-sulfur vidicon and CCD are 
superimposed. ) 
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Figure 3. Functional block diagram for feasibility model area array camera 
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POTENTIAL USEFULNESS OF CCD IMAGERS IN ASTRONOMY 

Thomas B. McCord and Jeffrey P. Bosel 
Massachusetts Institute of Technology 

Cambridge, Massachuse&ts 

Two-dimensional detectors have be en 

important in astronomy since the earliest days 
of the science. Recently, the requirements €or 

greater photometric accuracy; sensitivity and 
spectral coverage have driven the search for 
better imaging devices. Electron-beam readout 

devices with a variety of target materials and 
intensification schemes, including the SEC and 
silicon vidicons, have been used successfully. 
The CCD as an image detector has several 

potential advantages over electron-beam read- 
out devices; low noise, simple construction and 
geometric stability a r e  among them. 

Two-dimensional photo-detectors have been used extensively in astronomy 
since its beginning. 
almost exclusively. 
have been tested and a few have been used for actual observations at the 

telescope. 
viewing as a substitute for the human eye. More importantly, they a re  used 
€or quantitative measurement of the direct image as well as of the spectrum 

of extended objects and point sources. 

The human eye and later the photographic films were used 
In the past 10-20 years, a variety of electronic detectors 

These devices a r e  used for finding, tracking and general field 

The charge-coupled device (CCD) is the latest in a ser ies  of photon-to- 

charge-carrier conversion devices and is one that may come closest to being 
the "perfect" detector. I have been asked to discuss briefly what detector 

properties a re  important to the groundbased astronomer and how the CCD 

might satisfy the astronomer's needs. 
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The CCD is a silicon wafer onto which a’ structure of electrodes has been 
deposited. 
a r e  converted to charge car r ie rs  and the optical properties of the detectors a r e  

to first order those of silicon. The charge carr iers  a r e  collected and stored 
in potential wells created on the silicon wafer by potentials on the electrodes. 

The silicon wafer is the photo-sensitive materiai in which photons 

At an appropriate time, the stored charge can be shifted across the wafer 
through a charge-sensitive amplifier and converted to, a video signal. 
the potential wells are discrete elements in an array across  the wafer, the 

detector becomes, in effect, an array of discrete abutting photosensors. 

Because 

Experience with two-dimensional silicon photo-detector s has been 

gathered through study of the silicon diode array vidicon. 

recently been put to use in astronomy (Ref. 1). Several at-the-telescope 
testing programs have been reported (Refs. 2 and 3 )  and the device is now in 

routine service for scientific use (Refs. 4 and 5). 

This device has 

Many problems with the silicon vidicon have to do with the electron beam 

readout and the external preamplifier. 
preamplifier is manufactured on the silicon wafer. 

formance of silicon vidicons, the CCD is potentially quite useful to the 

The CCD is read out directly and its 
Considering the high per- 

astronomer. 
detector development program in astronomy is rapidly shifting to the CCD. 

In fact it  is my impression that the center of effort of the image 

Although I will center my attention on groundbased astronomical needs, I 

should mention that CCD detectors almost surely will find their way into the 
new spacecraft-borne telescope programs. The properties which make the CCD 
useful here on earth will also apply in space. In addition, as I am sure will be 
discussed elsewhere in this program, the small size and the low power require- 
ment of the CCD will help make it suitable for space. 

The variety of observations made by astronomers assures  that no one 

single detector will ever satisfy all requirements. 

and extended sources (planets, nebulae, galaxies) are observed. 
these objects a r e  imaged like extended sources. 

is limited by the magnification and diffraction of the telescope optics and by 

atmospheric turbulence. 
adsorption at short wavelength and by background thermal emission at long 

Point source images (stars) 

Spectra of all 

The size of the point source 

The spectral range is limited by atmospheric 
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wavelength. Table 1 lists the range of conditions under which imaging might be 
carried out. 

The properties and performance for several currently used two-dimensional 
imaging devices are given in Table 2. These values are often approximate and 
in some cases there is disagreement among astronomers about the performance. 
We give our impression of the present state of the-art. 

The quantum efficiency and spectral range are limited by the photo-cathode 

for the SEC and SIT and by silicon and its surface coatings for the silicon vidicon 
and the CCD. Maximum signal is limited by charge storage; capability and mini- 

mum signal are equal to preamplifier noise. 

of the response curve Y and the photometric precisions a re  a property of the 
entire detector-readout system. 

The range of linearity, the slope 

The CCD compares favorably with the other detectors. Unless unexpected 
problems ar i se ,  i t  will be an important device in astronomy. The most important 

properties to improve, we believe, a r e  the minimum detectable signal and the 
a r ray  size. Spectral coverage and quantum efficiency a re  also very important. 

Table 1. An attempt at defining the range of conditions under which 
telescope observations may be carried out 

Measurement precision 

Object size 

Field 

In te n s ity 

Ah 

Vh 

Expo sure 

0.1 - 10% 

E10 pm 

1 - 300 mm 

1 0  - 106 photonslpixel 

0.3 - 3.0 pm 

10-2 i - 1 0 4  i 
- 2 X lo4 seconds 
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PLANETARY INVESTIGATION UTILIZING AN IMAGING 
SPECTROMETER SYSTEM BASED UPON CHARGE 

INJECTION TECHNOLOGY 

R. B. Wattson, P, Harvey, andR. Swift 
American Science & Engineering, Inc. 

Cambridge, Massachusetts 

An intrinsic silicon charge injection device 

(CID) television sensor array has been used in  

conjunction with a CaMoO4 co-linear tunable 
acousto-optic filter, Harvard's 61 -inch reflector, 

a sophisticated computer system, and a digital 

color TV scan converter/ computer to produce 
near-= images of Saturn and Jupiter with lo-A 
spectral resolution and -3 -inch spatial resolution. 

The CID camera has successfully obtained 
digitized 100 X 100 a r ray  images with 5 minutes 

of exposure time, slow-scanned readout to a com- 
puter (300 m s  and digitized to 12-bit accuracy), 
and has produced this data at near dry ice temper- 
ature and in conjunction with other state -of -the -art 
technology instrumentation. 
ment setup, innovations, problems, experience, 

data and final equipment performance limits are 
given, so that those people who plan to utilize solid- 

state TV sensor a r rays  will be able to judge, at 
least in part, which technology, CCD o r  CID, they 
should choose. 

are shown, 40 A apart  (centered at 8500 A), which 

will illustrate the type of data now obtainable with 

present CID technology. 

Details of the equip- 

Twelve spectral images of Saturn 
0 0 

It is our belief that the 
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data represents the first instance of truly 
three -dimensional astronomical data that has 
been obtained. 

I. INTRODUCTION 

Figures la  and b a r e  images of Saturn having -3-inch spatial resolution. 
Each image represents a 10-A spectral bandpass i n  the near infrared, and 

required about 5 minutes of exposure $ue to the narrow bandpass. 
spectral images of Figure la are generally 40 A apart, a s  indicated by the  cen- 

trai wavelengths shown below each image (the first image should indicate 9400 i)e 
Although some corrections for background and noise have been applied, it is not 

valid to compare the overall intensities of different spectral images. However, 

the variation of ball-to-ring intensity ratios for the different images is signifi- 

cant. The absence of Saturn's ball at 8900 and 8860 and the depression of 

the ball relative to the rings near 8700 A is clearly evident. 

bright equatorial bulge in the planet seen at 8780 A. 
higher clouds and hence less  methane absorption near Saturn's equatorial 

region. 
wavelength with the reflectivity spectrum of Jupiter shown in  Figure 2, from 
Pilcher e t  al. (Ref. 1). The dots, indicating the wavelengths of the Saturn 
images of Figure la, encompass a methane double absorption feature with a 

strong dip at 8900 
tion i s  10 

The twelve 

0 

Note also the 
0 

This may be caused by 

It i s  interesting to compare the relative ball-to-ring intensities vs. 

and a more moderate dip a t  8700 A. The spectral resolu- 

in both Figures 1 and 2. 

Figure l b  shows both a spectral image of Saturn (8660 A) and a spatial 
intensity plot for a line through the planet. 
by tick marks on the image. Note the good S/N (-2O:l) of the plot. 

sity scans for Saturn's ball a r e  essentially limb-darkening curves. 

curves a re  being analyzed by fitting to Minnaert functions for various 

wavelength s . 

The location of the line is indicated 
The inten- 

These 

0 

These and other spectral images of Saturn, ranging from 7200 A to 

10, 600 (i. e., essentially the range covered by Figure 2), and a similar set 
of images of Jupiter, were obtained from data taken at Harvard's 61-inch 
reflector during December 1974 and early January 1975. 
by the use of a new type of instrumentation, a n  imaging spectrometer, which 

is the subject of this paper. 

They were acquired 
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II. DESCRIPTION OF INSTRUMENTATION 

Figure 3a shows a schematic of the imaging spectrometer. Figure 3b 

is a picture of the instrument, which is about 2 feet long. It consists of two 
principal parts: a tunable acousto-optic filter (TOF) (Ref. 2 )  and a charge 
injection device (CID) camera (Ref. 3). 
transmission characteristics to an interference filter *of comparable resolution, 
except that it is electronically tunable over a 2:l wavelength range. 
utilizes a pair of crossed calcite Glan-Thompson polarizer s, between which is 
placed a bi-refringent CaMoOq crystal. Acoustic waves, produced by a voltage- 

controlled oscillator and piezo -electric transducer, a r e  propagated axially 
through the bi-refringent crystal and absorbed at the opposite end. Polarized 

light transmitted through the crystal in a direction co-linear with the acoustic 
waves interacts with the acoustic field in such a way that only a narrow range of 

wavelengths, related to the acoustic frequency, is scattered into the other polar- 
ization state and is thus transmitted by the output polarizer. 

pass is basically determined by the same characteristic that determines the 
bandpass of a diffraction grating monochromator: the number of grating rulings; 

correspondingly, in the TOF, the number of acoustic waves in  the crystal deter- 

mines its resolution. 

The TOF is similar in throughput and 

The TOF 

The filter 's band- 

Computer control of the r f  driving frequency is possible. 

The other optics of the imaging spectrometer include relay lenses to trans- 

mit the primary telescope image through the TOF and onto the CID chip; a beam 
splitter, reticle and eyepiece which a r e  used for manual guidance of the tele- 
scope during exposure; and a cylindrical lens to correct for the astigmatism 
produced by the TOF's bi-refringence. 

The CID camera is basically an intrinsic silicon 100 X 100 sensor array, 
wherein each sensor is-0.1 mm square. 

of -5070 at 9000 and, at -40" C, shows only moderate integrated dark current 
after 5 minutes exposure time. The CID, like the CCD cameras, employs a 
passive solid-state digital readout mode instead of either the active digital read- 
out mode of photodiode a r rays  such as Reticon a r r ays  o r  an electron-beam 
readout mode as exemplified by the silicon target vidicon cameras. Highly 

monochromatic radiation, such as is used in this system, may produce inter- 

ference effects in a vidicon system. 

the present TOF/CID system having a 1 0 - i  bandpass. 

Each sensor has a quantum efficiency 

No such effect has been observed with 
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The charge injection device readout employs the injection of a particular 

sensor's charge into the silicon substrate via the voltage change across  a row/ 
column addressed capacitor at the sensor site. 

particular row o r  column only have their charges shifted. 

random sensor interrogation could be achieved if desired. 
technology, on the other hand, requires many transfers via capacitor plates to 
translate the entire charge pattern resulting from the image to a storage area 
for line -by-line readout, thereby requiring extremely high transfer efficiency. 

Other sensor sites along the 

With this technique, 

Charge -coupled 

The GE CID camera, which was originally designed for standard TV frame 
rates, had a readout rate fixed at about 300 kHz continuous, and used a triggered 
analog sweep system, so that after injection significant amounts of signal 

remained uncollected. At AS&E, the camera was modified by installing interrupt 
circuitry to hold the digital camera sweep at the beginning of the first field until 

triggered by a computer, one sweep at a time. 
and the internal readout clock rate decreased; a digital monitor sweep system 

was constructed which would track the camera sweep regardless of rate. The 

output signals were amplified, DC restored, digitized, and sent via l ine drivers 

to the computer. 

The injection time was increased 

The CID chip was found to saturate on dark current in about 3 seconds at 
room temperature. 

much longer periods of time, it was necessary to cool the CID chip to reduce 

both the dark current and its associated shot noise. 

reverse-biased Si are such that the dark current can be expected to decrease by 

approximately a factor of two for every 10°C cooling. Thus, at the temperature 

of dry ice, o r  some 100" C below room temperature, we would expect to be able 

to integrate for about half an hour without dark current saturation, 

Since the expected signals would require integration for 

The characteristics of 

In order to achieve such cooling, the CID chip was removed from its 
socket in the camera body and mounted on an -1-inch extender, so that it could 

be located within a cooled, insulated enclosure. The extender was fabricated 

from a spare header and socket, provided by GE, sandwiched around a block of 

lucite. 
mize heat conduction. The enclosure is (literally) a peanut can, lined with 

polystyrene foam and provided with a double -paned window, evacuated between 

the panes to provide a thermal barr ier  that does not frost. The assembly was 

The interconnections were made by means of fine (#30) wire to mini- 
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attached to the camera body at the normal lens location. 
continuously purged with dry nitrogen gas to prevent fogging. 

The enclosure was 

Cooling was done by thermally coupling the CID to a brass  heat sink, 
through which cold alcohol was pumped. Anhydrous, denatured alcohol and 

1/4-inch tubing were used to prevent the fluid viscosity from restricting the 
flow. 

served as a heat exchanger through which the coolant was circulated. 
slurry temperature was about -55" C. 
chip is consistent with dark current saturation after -20 minutes. 
buildup was  hardly detectable after 5 minutes of integration t h e .  

Several coils of copper tubing immersed in a dry ice/alcohol slurry 
The 

This operating temperature for the CID 
Dark current 

Experience with the CID camera, operated under extremely cold (-15" C) 
and also under humid ambient conditions, showed that modification and refur- 

bishment of both the prototype electronics and the CID sensor array were needed. 
With strong cooperation from GE, both were done. 
tion tknes and the small capacitances involved in the readout circuitry, the 

printed circuit board became a significant leakage path due to condensation o r  

humidity in the telescope environment. 
thoroughly cleaning and drying the board and spraying it with Krylon clear plas- 

tic. 

problems, was done at GE. 
experienced since these changes were made. 

ence indicate that the expertise now exists to allow reliable field use of CID 

cameras, at least for ground-based observational purposes. 

Because of the longer injec- 

The problem was overcome by 

Hermetic sealing of the CID chip, to overcome moisture contamination 

Very little difficulty with the CID camera has been 

The data and accumulated experi- 

Frame integration time was determined by the operator, who had control 

of the system via an alphanumeric computer terminal. 
mines that an exposure is complete, the computer initiates the CID readout 

mode. The 10 -word, 12-bit readout of the CID camera was read directly into 
the 32K core of a NOVA 1200 via the data channel. The data were then stored 

on digital tape and, for random access to spectral image frames, stored also 

on magnetic discs. 

When the program deter- 

4 

One of the main design philosophies of the system was real-time display 

of the data, allowing the operator to exercise his judgment to repeat exposures 

and/or modify o r  improve the data acquisition parameters based upon the 
* observed results. Hence, a display computer/scan converter and a color TV 
. 
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monitor were used to immediately view the images as they were acquired. The 
use of color can enhance the observer's ability to discriminate against improper 

data. Some degree of processing can also be accomplished before display. 

Various other display modes such as alphanumeric information and plots a r e  
available at the operator's command. 
duced directly via this display system, 

The images shown in  Figure 1 were pro- 

Finally, the entire computer support facility (shown in Figure 4) is porta- 

ble. It is sufficiently small and reliable to be transported and operated any- 
where, having already been used at several sites without major difficulty. 

III. CONCLUSIONS 

The data displayed here  represents only the first very preliminary and 

relatively crude data obtained by an imaging spectrometer system designed for 
gstronomical observations. 

mental sensitivity, spatial resolution and demonstrable spectral resolution can 

be made by h p r o v e d  CID preamp design, reduced residual bi-refringent aber-  
rations and extended observation time. 
spatial, spectral and vignetting corrections, combined with use of observation 

sites more suited to planetary observations (i. e., observation sites where rel- 
atively long exposures can be accomplished with 1 -inch o r  better "seeing" and 

guiding characteristics), will provide very useful new planetary results. Exten- 

sion of the spectral response to the 5-pm region is possible by the use of InSb 

CIDs and Te02 TOFs. 

would eliminate atmospheric interference in that spectral region, and would 

extend the spatial r e  solution to the diffraction limit. Finally, sophisticated 

radiative transfer algorithms employing aniqotropic, inhomogeneous atmo - 
spheric modeling will enable one to construct, via planetary atmospheric molec- 
ular absorption features, truly three-dimensional pressure, temperature, con- 

stituent and aerosol maps of planetary atmospheres. 
"sdunding" maps can be made with the existing equipment for CH4 and NH3 on 

Jupiter and Saturn, GO2 on Venus and, in fact, the present spectral resolution 

may eve'n allow 1-inch maps separating the J-manifolds of the R-branch 3v3, 
CH4 band! Hence, one could say that the technique described above represents 

the beginning of true 3-D planetary astronomy. 

hnprovements of factors of 3 o r  more i n  instru- 

Careful photometric calibration and 

Observation sites located above the earth's atmosphere 

Such pixel-by-pixel 
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Figure la .  Twelve images of Saturn at w a v ~ l ~ n  
ranging from 8500 to 9400 

ure lb.  Spectral ima e and cross-sectional 
intensity plot of Saturn at 8660 A 
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Figure 3a. Schematic diagram showing principal components of the 
imaging spectrometer 

Figure 3b. Photograph of the imaging spectrometer 
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ON A PHOTON-COUNTING ARRAY USING 
THE FAIRCHILD CCD-201 

D. G. Currie 
University of Maryland 1 

College Park,  Maryland 

Current work on the evaluation of certain 

performance pa-rameter s of the Fairchild CCD-201 
and the proposed method of operation of an electron- 
bombarded charge-coupled device will be described. 

This device will  be used in two different applications in 
the multi-aperture amplitude interferometer now being 

fabricated at the Ufiiversity of Maryland. The f i rs t  

application uses  an a r r ay  of sensors in the aperture 

plane of a telescope. The requirements are: discrim- 
ination between single, double, and triple photoelectron 
events in a pixel frame scan time of a few milliseconds, 

and an a r ray  of at  least 60 X 30 pixels. 

application, which is in the focal plane and operates with 
very high contrast illumination, should have a single 
photoelectron sensitivity and a minimum of blooming 

and lag. 
Fairchild CCD-201 and satisfies both of these require- 

ments will  be discussed. 

acteristics will also be considered. 

at the University of Maryland on the evaluation of the 
parameters relevant to remote, low-noise operation 
of the Fairchild CCD-201 will be described. 

tes ts  have been conducted using light input, 

data from the CCD a r e  amplified, 'digitized, stored in a 
minicomputer core memory, and then recorded on 
magnetic tape. The frames of data a r e  then analyzed on 

a Univac 1108 using a set of specialized programs which 

The second 

Theory of operation of a device which uses the 

The expected blooming char- 

Work in progress 

These 

The video 
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permit a statistical analysis of the variation of the 

single level across  a single frame. 
permit evaluation of the performance of a given pixel in a 
sequence of frames, followed by an 'tacross the frame" 
evaluation of the statistical properties. 

data f rom the ICCD, a cireulating semiconductor memory 

has been designed and fabricated to  handle five frames 
of data with an accuracy of 16 bits at a 4-Mt-h data rate. 
This operates in conjunction with a minicomputer, which 

controls the operation of the circulating semiconductor 

memory and serves as an  intermediate data storage. 

These programs also 

To handle the 

I. INTRODUCTION 

In the following, we discuss the work being done at the University of 
The Maryland on the internally intensified charge-coupled device (ICCD). 

details of the actual tube, which is being fabricated by the Electronic Vision 
Company, a r e  described in detail in the paper by John Choisser (Proceedings 

of this Symposium). 

detect or 

The ICCD will be operated as a photon-counting a r r ay  

An incident photon is converted t o  a photoelectron with a standard photo- 

cathode (S-20, for example). 

energy of about 15  keV and electrostatically focused onto the front surface of a 

Fairchild CCD-201. 
creates many hole-electron pairs by ionization. 
photoelectron a r e  collected and produce an  easily detectable charge packet. 
These charge packets a r e  "scanned" from the CCD by the conventional clock 
pulse trains. After on-chip amplification, the signals leave on a single video 

output line. 
packet produced by each photoelectron. 

on-line and stored in a special memory, which can operate at video data rates. 

This photoelectron is  then accelerated to  an 

Within a particular photosite on the CCD, the photoelectron 
These charges for a single 

This data is then electronically processed t o  detect the charge 
The information is then processed 

II. PHOTO SENSOR REQUIREMENTS 

This development effort with the ICCD is motivated by two different 

applications with s ig nif i cant ly differ ent r e  qui r ement s . 
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A. Amplitude Interferometer Requirements 

The primary application of the ICCD will be as the light sensor for  d 
special instrument, the multi-aperture amplitude interferometer (MAAI). 
This instrument is a multi-channel version of a similar instrument, which has 
been used in an astronomical observation program over the last few years 

(Refs. 1,2,3). 
each of which acts  a s  a photomultipliex. 

Basically, this application requires a n  a r r ay  of photosensors, 

Thus, the requirements are: 

(1) 
(2) 
(3) 
(4) 

( 5 )  

The ability to  discriminate on single photoelectrons 

The scan of an entire frame in a few milliseconds 
Very low lag, or  memory from one frame to the next frame 

Minimal crosstalk between spatial channels (or pixels) 
The ability to  distinguish reliably among zero, one, two, or more 

photoelectrons per pixel per scan. 

B. Imaging Camera Requirements 

The other application, which is related to the MAAI, consists of an 
For  this application, imaging camera in the focal plane of the telescope. 

the requirements consist of items 1, 2,  3, and 4 listed in Section A, as well 

a s  

(1 ) 
(2) Very low blooming 

Very large dynamic range 

The electronic operating conditions for the ICCD will be somewhat 
different in order to satisfy the different requirements of the two applications. 

III. METHOD OF CCD OPERATION 

A. Theory of Operation of the CCD 

The Fairchild CCD-201 will be bombarded by electrons arriving in the 

front of the CCD. 
photosensitive sites to the on- chip preamplifier, operate independently and at  

the same time as the integration of charge at the photosites. 

transfers or  "scanning" can take place during the integration period, and 
eventually the a r r ay  is sensitive all the time. 

protected by a layer of aluminum, so that the bombarding electrons cannot 
produce any ionization or  "noise" in the registers. In the operational data 

system, the scanning procedure i s  controlled by an external device [the cir-  

The transfer registers, which car ry  the charge from the 

Thus, the 

These transfer registers a r e  
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culating semiconductor memory (CSM)], which maybe programmed to  scan a 
portion of the 100 X 100 array,  or  the entire array.  

B. Operation of the CCD 

In order to  operate the light sensor on the telescope, a long cable f rom 

the electronics to the camera head is required. 
camera head has been fabricated which minimizes the crosstalk and coherent 

noise. 
lines. 
drivers in the camera head. 

sample and hold circuit, and a discriminator. 

To handle this, a special 

The pulse trains a r e  transmitted to  the telescope on high-impedance 
These a r e  converted to the required high-current pulses by clock 

The camera head also contains amplifiers, a 

C. Noise Sources in the Charge-Coupled Device 

There a r e  three types of electronic noises which a r e  most significant 

with respect to  ideal photoelectron discrimination operation. 

"random charge noise, 

thermal leakage current or the "thermal leakage noise. I' 

1. Random Charge Noise. 

the voltage level, from one frame to the next, at a given pixel. For  measure- 
ments of the random noise, the illumination is presumed to be constant or ,  a s  

for most of these tests,  no illumination. 
by the standard deviation of the voltage at a given pixel for a number of 

successive frames. 
dominated by the capacitive input of the on-chip preamplifier. 

These a r e  

"thermal leakage charge, ' I  and the variation of the 

The random noise is indicated by the variation of 

The random noise is characterized 

This type of noise behaves as if it were Johnson noise 

The value of the 

random noise is essentially independent of temperature (more precisely, it 
varies inversely a s  the temperature). 
noise has been measured by Dyck and Jack (Ref. 4) to be about 300 electrons 

per pixel per scan. 

2. 
is due to  thermally generated charge pairs which a r e  created within the active 

silicon. 
electrons which collect at a given pixel during the integration interval 
(usually the scan o r  frame time). 
varies across  the frame from pixel to pixel. 

when the temperature of the CCD is reduced by 6 or 7°C and decreases 

At a data rate of 0.5 MHz, the random 

Thermal Leakage Current. This "dark current" o r  thermal leakage current 

The leakage current i s  parameterized by the average number of 

The value of the thermal leakage charge 
It decreases by a factor of two 
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linearly a s  the integration time is decreased. The average leakage charge 

across the frame does not significantly affect the ICCD operation, but i ts  
variation across the chip may create a problem. The variation of the thermal 
leakage charge from frame to frame (Poisson noise) would properly be a com- 

ponent of the random noise, but its value is negligible for normal ICCD operation. 

3. The thermal leakage noise is the variation of 
the thermal leakage charge across the array,  This Wi l l  be parameterized by 
the standard deviation of the thermal leakage charge across the array.  More 

precisely, it is the variation of the mean (over many frames) thermal leakage 

charge across the array.  
noise as a component of the thermal leakage noise. 

temperature at the same rate as  the thermal leakage charge and decrease in 
proportion to the increased data rates.  In order to permit single photoelectron 

discrimination without a change of discriminator level for each pixel, this noise 
must be reduced by about 100 photoelectrons. This may safely be accomplished 

by cooling to approximately -20°C. 

Thermal Leakage Noise. 

This latter form of the definition removes the random 
It should decrease with 

D. Array Display 

In order to study these quantities, an image processing system has been 

developed at the University of Maryland which permits computer processing of 

many scanned frames and the determination of these quantities by a standard 
procedure. 

IV. OPERATION OF INTENSIFIED CCD 

A. Theory of Intensification 

The photoelectron is accelerated to 14.6 keV prior to impact on the CCD. 
This value is sufficient to produce a large enough charge by ionization to permit 
the detection of a single photoelectron, but is not sufficient to penetrate the 

aluminum (and other) layers which form the protection for the transfer registers.  
Since different regions covering the transfer registers have different thicknesses, 
the accelerating voltage is chosen so the photoelectron cannot penetrate the thin- 

nest region. In fact, the energy has been further reduced so the photoelectron 
will not penetrate into the final layer of Si02 insulation above the active silicon 
of the transfer registers. 

photosite, some of the energy is lost in the layers of silicon and silicon dioxide 

which lie over the photosite. 

For  a photoelectron which impacts the CCD over a 

The 14.6-keV electron will encounter either of 
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two regions over the photosites, which have different thicknesses. 
the photoelectron may have either 8 . 5  or  9.6 keV upon entry to the active 

silicon. 

architecture which was obtained from R Dyck of the Fairchild Corporation. 
For any given device from a particular run, it is expected that there will be 

significant variations. Thus, these numbers may be considered as  a sample 
calculation. 

Therefore, 

These detailed calculations are based on a specific model of the CCD 

As a result of the energy of the photoelectron entering the active silicon, 
we will have the production of charge packets containing 2300 or  2600 electrons, 

depending on how many layers it has penetrated. The variation of these num- 
bers is relatively small, especially when compared to noise in the on-chip 

amplifier of 300 electrons. 

V. ADVANTAGES OF SINGLE PHOTOELECTRON DISCRIMINATION 

In this section, we distinguish between single photoelectron sensitivity 

and single photoelectron discrimination in a photodetector. In a conventional 
photomultiplier, this distinction is the difference between operating in an analog 
or ItDCtt mode and operating with a discriminator set  to trigger at the single 

photoelectron level. In order to illustrate this distinction more clearly for a 
television or  scanning system, several parameters will now be defined. The 

nominal CCD-201 has a saturation level of 75  millivolts, which is equivalent 
to 0 . 4  X 10 Under operating conditions similar to those discussed 
in the previous section, a single photoelectron will produce a charge packet of 
2000 electrons. 

6 electrons. 

We presume for the sake of discussion that the thermal leakage charge 
and the thermal leakage noise a re  zero. 

and the noise level for such a detector system. 
electrons per pixel version is thus 200. 

is larger than 2000 electrons, then the dynamic range is linearly related to the 

noise level. 

Let us now consider the dynamic range 

The maximum number of photo- 
If the "random noise" has a value which 

However, as  the noise level decreases, we have the option of a 
different type of detection based upon the discrete character of the photoelectron. 
Thus, we may introduce the discriminator and operate in a mode in which, 

intuitively, the discriminator will never be tripped when there a re  no photoelec- 

trons. The dynamic range would then be infinite. 
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From a more practical point of view, a finite noise distribution has a 
"tail, 

ducing an "electronic dark current. " However, the value of the electronic dark 
current or the probability of tripping this discriminator decreases far more 

rapidly than linearly with a decreasing noise level. Thus, if the discriminator 
is set equal to 1000 electrons and the random noise has a value of 1000 elec- 

trons (giving an effective collection efficiency of 8470), the probability of tripping 
the discriminator by the noise in each pixel in a given scan is about 0.16, so the 

dynamic range is about 1300. If the random noise level is one half as large 
(500 electrons), then collection efficiency is 9870 and the probability of tripping 

the discriminator is about 2.3%. Thus, the dynamic range is increased by a 
factor of seven to 2,000,000. This general relation presumes Gaussian statis- 
tics for the random noise. Thus, we see the critical importance of decreasing 

the noise and operating in a single photoelectron discrimination mode, since 

small reduction in random noise increases the dynamic range by several orders 
of magnitude rather than by proportional factors. 

so there a re  occasional times when the discriminator is actuated, pro- 

VI. SATURATION, BLOOMING, AND LAG 

In this section, we briefly mention several problems which normally affect 
scanning sensors. 

A. Saturation 

Saturation is defined as the departure from a linear relation between input 
For  the moment, we ignore the pro- light intensity and output electrical signal. 

cesses analogous to the computer processing methods which a re  used to get 
"linear" results from film by unfolding an H-D curve. 

discriminator curve which relates input to output has a break point at 1 photo- 
electron per pixel per scan. Actually, for normal MAAI operation, this break 
point occurs at 3 photoelectrons per pixel per scan. This value then parameter- 

izes the single photoelectron discrimination (SPD) saturation, However, i f  a 

parallel analog channel is used, the break point for the "analog saturation'' is 
gefined by using the nominal 75-millivolt saturation of the GGD-201 For the 

parameters of the earlier section, this occurs at about 200 photoelectrons per 

scan per pixel. 

The single photoelectron 
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B. Blooming 

The te rm ttblooming'' is used in this discussion to describe the appearance 

of apparent photo response in pixels which receive no light but a r e  located near 

pixels which a re  receiving illumination. There are three types of blooming: 

c. Lag 

Radial bloom is normally seen in conventional low-light-level 

devices a 

tron beam spread. There is almost no radial bloom in the CCD 
due to internal structures in the silicon and the lack of an electron 
beam. 

Vertical bloom occurs due to spilling of charge from an overloaded 

photosite into the transfer register locations which a re  "passing 
by. I' This occurs at an illumination beyond the analog saturation 

level, which, in turn, is well beyond the normal operating levels 

for single photoe le ctr on dis crimination. 

Horizontal bloom occurs primarily due to a lower transfer efficiency 

for the horizontal transfer registers operating at 4 MHz. This type 

of blooming occurs as apparent light in one horizontal line only. 

Existing data may be used to place an upper limit on the magnitude 
of this effect. It will produce excess light in a horizontal line which 
is fainter than the "diffraction spikes" which occur due to the spider 

in a reflecting astronomical telescope. 

It is caused by various mechanisms, including the elec- 

Lag describes the residual charge left at a photosite from the previous 

This i s  not significant below saturation and should be small above frame. 
saturation, but it has not yet been measured. 

VII. DAMAGE MECHANISMS 

When a CCD is bombarded on the front surface by photoelectrons with an 

energy of 10 to 20 keV, there may be radiation damage which interferes with 
proper semiconductor operation. While there a re  a variety of different damage 

mechanisms, proper operating conditions and some of the special properties of 

the CCD-201 will prevent a number of these problems. 

remains most important is related to the effect of holes left in the Si02 when 

The mechanism which 
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the photoelectron causes ionization in the insulating layers.  
damage measurements which have been conducted at the Naval Research Labor- 
atory (Ref. 5) indicate that this type of damage will result in a significant opera- 
tional lifetime problem. The actual lifetime will depend upon details of operating 

procedures and conditions. Several further techniques a re  now being investigated 

for extending the operating life of the ICCD. 
increasing the thickness of the aluminum protection. * This is one aspect of reduc- 

ing, as much as  possible, the amount of ionization in the critical layers e In 

addition, there a re  several procedures that have shown promise in annealing or 
removing the damage. These techniques have been successful in other types of 
devices but have not been properly tested on the CCD-201. 

General radiation 

One of these techniques consists of 

VIII. TEST SYSTEM DESCRIPTION 

A basic description of the single-scan data system is presented in this 
The voltage sequences which a re  required to drive the CCD are  section. 

developed in the video driver unit. 

addition to  the high-impedance pulse trains, this unit also develops the required 

voltages for driving the CCD. 
video drive board, convert the high-impedance pulse train into the high- current 
pulse trains required for the CCD. The actual performance of the CCD, as well 

as a detailed description of the electronic system will appear in a separate 
report. 

This is a separate rack-mounted unit. In 

Clock drivers within the camera mount, on the 

In the Mark I1 camera head (upgraded), the video output from the CCD is 

processed in a separate chamber, which is electrically isolated from the 
chamber in which "scanning" pulse currents a re  generated. 

cessor card contains a preamplifier, a sample and hold amplifier which is 
gated from the video driver unit, a second amplifier, and a DC restoration 

circuit . 

This video pro- 

The output of the video processor card may be amplified and used for a 
direct CRT display, using special outputs from the video driver unit to provide 
the proper voltages to form a ras te r .  

The video signal from the video processor card then proceeds to an input/ 

output card in the NOVA 2/10 computer. Here the signal is again sampled and 
converted from analog to digital form. A special multiplexing circuit then 
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compacts the 8-bit o r  4-bit data from the A/D converter into 16-bit NOVA 
words. This permits the use of the NOVA direct memory data rate of 1 .2  MHz 
for 16-bit words or a CCD data rate of 4.8 MHs with 4-bit digitization (2 4 MHz 

for 8-bit digitization) e 

The control of the NOVA, which includes the storage and selection of the 
a r ray  data, i s  handled by a Lexiscope CRT termihal. While this data is stored 
in the NOVA 2/10 core, with the Lexiscope terminal, one can command a bar 

chart display of a single line in the array.  This permits the inspection of the 
data within the NOVA core prior to recording on magnetic tape. 
inspection, on command from the Lexiscope, the data is transferred from the 

NOVA core to the Precision Instruments magnetic tape unit for recording on 

9-track magnetic tape. 

Following this 

The magnetic tape is then read by a special program written for the 
UNIVAC 1108 which unpacks the NOVA words into FORTRAN-readable 36-bit 

words and/or writes these pictures into an image processing system picture 

format file. The arrays of data a re  then processed by the image processing 

system (IPS), which has been written for the Amplitude Interferometry Pro- 

gram. 
puter Science Center, in particular, teletype display, CRT display, line printer 

output, or  the Computer Science Center digital optical scanner. 

processing system will be described in more detail in separate publications. 

The output for the IPS employs several of the I/O devices of the Com- 

The image 

The entire single-scan data system is rack-mounted in special shipping 

containers to permit convenient field operation. 

IX. OPERATING DATA SYSTEM 

For normal operation of the ICCD on a telescope, there a re  several addi- 

tional requirements placed on the data processing system. 
operate the ICCD at a data rate of 4 MHz, this will require some method of 
data storage and successive frame addition which has a cycle time of 350 nano- 

seconds. In order to satisfy the requirements for the MAAI application, a 

circulating semiconductor memory (CSM) has been fabricated. 

five independent tracks, each of which has an ultimate capacity of 12,288 words 
containing 16 bits. 

a r e  presently programmed either to add the new data word to the existing word 

Since we expect to 

This unit has 

The data is entered through five arithmetic units, which 
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or  to produce a zero. However, the arithmetic unit has the capability of being 
programmed for a total of 32 logical operations on its two inputs. The data 

which is circulating in the CSM may be removed on data buses. 

from each of the five tracks a re  multiplexed to a common data bus. 
mon data bus is connected to the NOVA 2/10 minicomputer core by the direct 
memory access mode. 

CSM to the NOVA 2/10. 

The data buses 

This com- 

Thue, the data can be transferred directly from the 

In this mode, the CSM is serving as a temporary high-speed storage 

device. However, it serves another purpose, By placing a Itskeleton" of con- 
t ro l  words in the CSM and certain logic and control functions in the hardware, 

the CSM controls, in detail, the voltages used in scanning of the CCD. In this 
mode, the CSM controls the horizontal and vertical scanning and inserts the 
data words between the cortrol words in the CSM. 

entered to the CSM via a program contained in the NOVA 2/10, one may enter 

special skeletons to cause special scanning modes (i. e . ,  scanning a small 

'rectangle in the CCD array).  
a new control skeleton into the CSM from the NOVA 2/10. The CSM has been 

completed and presently is operating in stand-alone mode. The interface to the 

minicomputer has been completed and is being tested. With a modification in a 
control card, the CSM can also do real-time subtraction of sky background. 

Since this llskeletonlt is 

These control modes a re  defined by interjecting 

1 .  

2.  

3. 

4. 

5 .  
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SOFT X-RAY DETECTION WITH THE FAIRCHILD 10OX100 CCD 

George Renda and John L. Lowrance 
Princeton Univer sity Ob s erv'ato ry  

Princeton, New Jersey 

Princeton has measured the soft x-ray 

sensitivity of the Fairchild 100 X 100 element 

CCD for possible use as a detector in plasma 

physics research. This paper will  explain the 
experimental setup and the laboratory results. 

The paper will also present data on slow-scan 

operation of the CCD and performance when 

cooled. Results from digital computer pro- 

cessing of the data to correct for element-to- 

element nonuniformities will  also be discus sed. 

I. INTRODUCTION 

Plasma physics research related to nuclear fusion is becoming increas- 
0 0 

ingly interested in diagnostic measurements in the 1-A t o  500-A spectral 

region. 

interest in the CCD type of detector because the intense magnetic fields 
associated with plasma containment in nuclear fusion research make it awkward, 
i f  not impossible, to use more conventional television type image sensors. 

This region is also of interest in astrophysics. There is particular 

We 

have begun a program to measure the soft x-ray sensitivity of CCD image 

sensors. 

element CCD. 

for element-to-element nonuniformities a re  also discussed. 
that the video signal in this case w a s  obtained with the CCD illuminated with 

visible wavelength light. 

video will  be reported in a later paper. 

This paper reports our initial results with the Fairchild 100 X 100 

Results from digital computer processing of the video to correct 

It should be noted 

The results from computer processing of the x-ray 
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II. SLOW-SCAN, VISIBLE LIGHT PERFORMANCE 

A, Test Setup and Tests 

Uniform illumination tests were conducted to ascertain the noise 

characteristics of the CCD with computer processing. 
arrangement consisting of the CCD and associated electronics, LED light 

source, cold chamber, A/D converter and digital tape recorder. 

Figure 1 shows the test 

To eliminate dark current and dark current nonuniformities, the CCD was 

operated a t  -80°C. 

mately 60,000 electrons/pixel to 600,000 electrons/pixel, which corresponds 

to 10 to 100% of full scale for the CCD. 

clock rate of 5.2 kHz, which resulted in a frame rate of approximately 0. 5 
frames/sec. 

The LED light source was controlled by a current regulator preset a t  one 

specific level. 

The uniform illumination tests covered a range of approxi- 

The tests were conducted at  a pixel 

The period of integration was  varied from 2 seconds to 20 seconds. 

As a result of the testing, it was found that the predominant noise was 

coherent. 

in the silicon detectors and charge transfer inefficiency. 

This coherent noise was assumed to be caused by the gain variations 

The straight line equation ax t b seems to adequately fit the individual 

pixel data. 
and the "b" term corresponds to an initial "zero exposure" offset, 
was assumed, and a computer program was  written to find the a ' s  and b's  of 

each pixel element. 

The l l a l l  t e rm corresponds to the gain or  sensitivity of each pixel, 

This model 

This ful l  frame set of a ' s  and b 's  was  then used to process 
other data files. 

B. Data Processing 

In order to solve for the a and b values of the individual pixels, i t  is 

necessary to have two uniform field exposures. 

response equation for each pixel is taken to be 
As indicated above, the photo- 

Yk = anX t bn 

where Yk represents the total number of signal electrons measured at  pixel n 

in file k. 
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X is used as a scaling factor. 

such that fu l l  scale equals 10,000 counts. 
the average, 25% of full scale, then X is set  equal to 2500. 

For this specific program, X is chosen 

For example, i f  Yk represents, on 

The equation for the second file is 

(2 1 Yk2 = NanX t bn 

where Yk2 represents the signal measured at  pixel n in file k2, and N 

represents the increase in exposure over Yk' 

The following equations show the steps the computer program goes through 

to solve for the value of a and b: 

ax = 'k2 ., 'k 
n N - 1  (3 )  

where N - 1 i s  a data input card to the program; i. e. ,  i f  Yk2 is 4 times greater 

than Yk, then N - 1 = 3. 

X 
n 

n X  

a 
a = - - -  

and 

b = Y k - a  X 
n n 

The values of a and b n n for every pixel a r e  then stored a s  a file on tape. 

We now have a calibration matrix for the entire CCD array. 

The next step i s  

data file of interest. 

to use these values to remove the coherent noise in a 

'r - bn 
a n 

Y =  
P 



where Yr is the r a w  (unprocessed) data file of interest and Y 
data file. 

is the processed 
P 

C. Standard Deviation in Computer Processed Data 

The following i s  the general equation for the variance of a sum: 
If 

A = a l  + a2 

then 

and the general equation for the variance of a product is (Ref. 1)  

m n r  A = c a  a a  1 1 2 3 " "  

(+ 
Rewriting Equation (6) in terms of the data used to develop the calibration 
coefficients a and b, 

and, making the following substitutions, 

C1 = X(N - 1)  a2 = Yk2 - Yk 

m =  1 
n = -1  

al = Yr - Yk 

Q1 2 = ur  2 2  t ak 

2 2 2 a2 = Uk2 t Uk 
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one obtains from Equation (9) 

which has the general form 

B P = c1 (2 r t u; t c2 (u& t B$/2 

The signal-to-noise ratio is 

"P 

This ratio can be written in a simplified form. Since Yk2 NYk, then 

S/N = 2 2  t U k  t (Yr - Yk) 

D. Experimental Data for  Visible Illumination 

Figure 2a shows the raw unprocessed video signal for  one 100-pixel line 

at  an exposure of 2470 of full scale. 

computer processing. 

exposure that is 8470 of full scale (saturation). 

Figure 2b shows the same line after 

Figures 2c and 2d show the same type of data for an 

For a more quantitative comparison, the standard deviation was computed 

over a 50 X 50 pixel patch near the center of the 100 X 100 array. 
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Table 1 shows the improvement in signal-to-noise ratio after point-by- 
This is compared with the signal-to-noise ratio point calibration of the data. 

that one would calculate from Equation (13), assuming that the noise i s  gaussian; 

i. e. , (r = (number of The predicted signal-to-noise calculation 
also includes a readout noise factor of 200 electrons r m s  e r  pixel, The 
actual readout noise characteristics are still under investigation. 

S/N characteristics (50 X 50 pixel area)  Table 1. 

1/2 
Exposure level, S/N S/N S/N Ideal , 

predicted (photoelectrons ) 7'0 full scale raw data processed data Eq. (13) 

24 62 195 236 38 0 

84 71 31 3 446 710 

The standard deviation w a s  also calculated for the 100 pixels along a single 

line. These results a r e  shown in Table 2. 

Table 2. S/N characteristi.cs (100 pixel line) 

1 /2 
Exposure level, S/N S/N S/N Ideal , 

predicted from (photoelectrons ) 7'0 full scale r a w  data processed data Eq. (13) 

24 62 207 2 36 380 

84 116 438 446 710 

The discrepancy between Table 1 and Table 2 for the 8470 file may be due to a 

small number of pixels in the 50 X 50 pixel patch that were several sigmas 

away from the mean. 

The processed data S/N is remarkably close to the predicted S/N in 
Table 2. Therefore, the assumption of noise is valid. 
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This implies that by averaging calibration data frames to achieve higher S/N in 

the calibration frames, one can closely approach the ideal case. This makes 

the CCD uniquely attractive for low-contrast applications, such as imagery of 

solar granulation. 

111. SOFT X-RAY DETECTION 

In nuclear fusion research, it is important to measure the impurities in 

The sensitivity of silicon over the plasma and the total energy being radiated. 
a broad spectral range makes i t  very attractive, and when configured as a CCD, 

it is even more attractive because of its relative insensitivity to strong magnetic 

fields associated with plasma containment. 
illuminated with x-rays from a copper target to explore its applicability for  

x-ray imagery. 
measurements is shown in Figure 3. 

A. Fairchild CCD-201 

The Fairchild CCD-201 has been 

A block diagram of the experiment for the x-ray sensitivity 

The photosensitive area of the CCD-201 is covered by about 1. 5 micrpns 
That of silicon and silicon dioxide that i s  "dead" in terms of visible radiation, 

is, photons absorbed in this layer do not contribute to the signal. The shift 

registers a r e  covered by an additional layer of aluminum 1. 2 microns thick 
that is opaque to visible radiation. 
istics of the aluminum and silicon layers in the soft x-ray spectral region. 
can be seen by the aluminum transmission characteristics, the shift register 

circuits behind the aluminum a re  sensitive to the x-ray photons. 

Figure 4 shows the transmission character- 
As 

We have found 

that the problem of the photosensitive shift register can be circumvented by 

rapid scanning of the shift registers during the exposure time. 

expect that x-ray exposure of the shift register regions may cause permanent 

damage a s  well, but this has not been investigated. 

problem, a back illuminated device would be much better. A back illuminated 

device would also allow a thinner dead layer, with corresponding improvement 
in long-wavelength response. 

One would 

With regard to this 

B. X-Ray Data 

The equation for  the continuous x-ray intensity per unit energy interval 
is (Ref. 2 )  
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IE = KIZ (E 0 - E) t %Z2 (14) 

2 For light elements, the 2 term can be neglected, since typically Kz/K1 = 0.0025. 
NE, the number of photons per unit energy interval, can be written 

(Eo - E) 
E NE = KZ 

where 

Eo 

E 

i s  the high energy limit of the spectrum (eV)  

is any energy between Eo and 0 ( e V )  

Z is the atomic number of the element 

K is the continuous x-ray efficiency constant of the element 

(ev- '). 
In the case of the CCD, the x-rays a r e  attenuated by the beryllium filter and 
by the polysilicon and silicon dioxide layers on the CCD. 

notes that the transmission i s  a function of E. 

x-rays per unit energy interval reaching the active silicon i s  

From Figure 4, one 

The equation for  the number of 

NEI = KZ 0 E exp (-U1XlE-'1> exp (-u2X2E -y2) (16) 
E - E  

where exp (-ulxlE-'l) is the transmission function for the beryllium, and the 

silicon transmission is expressed by a similar term. 

The silicon has a conversion efficiency of one electron-hole pair per 3. 5 

electron volts of energy. 

then 

The number of photoelectrons per unit energy is 

E 0 - E exp ( - ~ ~ x ~ E - ~ 1 >  exp (-u2x2E - '2 ) 
3. 5 

N = KZ 
Pe 
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And for a given electron accelerating voltage Eo, the response of the CCD is 

(18) 
-1 photoelectrons s t e radian- electron 

The characteristic x-ray spectra of interest a r e  the L shell lines La1,2 and 

Lpl at  0.928 and 0,948 keV, respectively. 

weak compared to these lines or are sufficiently attenuated by the beryllium 

filter so that they a r e  negligible in these measurements. 

The other L series lines are either 

The empirically derived equation (Ref, 3 )  

N = n (Eo - E")1o 6 3  photons electron-' (19) 

gives the characteristic line strength, where E" is the line of interest (keV) and 
n is the efficiency coefficient. Efficiency coefficients €or 

for heavier elements and have been extrapolated to yield a 

fo r  copper. The ratio of La1,2 to LP1 is 2. Therefore, 

teristic line strength is given by the equation 

a r e  published Lal ,  2 
value of 3.4 x 
the combined charac- 

)lo 6 3  EL + 2(E0 K P  - EL )lo 6 3  

f f l ,  2 ffl,  2 P l  

3.4 x 
3 . 5  x4n  N =  

-1 
photoelectrons steradian-' electron (20)  

where K, and KP a r e  the attenuation factors for the filter and dead layer a t  the 

characteristic line energy. 

Figure 5 shows the sum of Equations (18) and (20) plotted a s  a solid line 

and the experimental results plotted as  points. 

between the experimental data and the calculated response from 1.7 to  6 keV. 

There i s  a close agreement 
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The rolloff in response at lower energies i s  readily attributed to a somewhat 
thicker beryllium filter and/or thicker layers of polysilicon and silicon dioxide 

on the CCD. 

The actual CCD signal current, when converted to photoelectrons in the 

silicon per steradian per incident electron on the x-ray target, agrees with the 

calculated value when one uses  a value for the continuous x-ray efficiency 
constant K/2 of 1. 3 X l O e 9  eV'l  

2 area of 12 mm . 
2 and an active CCD akea of 7 mm out of a total 
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RECENT DEVELOPMENTS IN CID IMAGING 

G. J. Michon, H. K. Burke, and D. M. Brown 
General Electric Company 

Corporate Research and Development 
Schenectady, New York 

Readout of CID imaging arrays was first 
performed by injecting and detecting the signal 

charge from each sensing site in sequence, An 
epitaxial structure was used to provide a buried 

collector for the injected charge to allow high- 

speed operation and to eliminate crosstalk of the 
injected charge. 
ble with nonsequential scan formats (random- scan). 

This technique is also compati- 

A new readout method, termed "parallel injec- 
tion, 'I has been developed in which the functions of 
signal charge detection and injection have been 

separated. 

sensing site is detected during a line scan, and 

during the line retrace interval, all charge in the 

selected line is injected. The injection operation 

is used to  reset  (empty) the charge storage capaci- 

to rs  after line readout has been completed. 
destructive readout is possible by deferring the 

injection operation. 

The level of signal charge a t  each 

Non- 

The parallel injection technique is well adapted 

to TV scan formats in that the signal is read out a t  
high speed, line by line. A 244-line by 248-element 

TV -compatible imager, employing this technique 
and including an on-chip preamplifier, has been con- 

structed and operation demonstrated. The perfor - 
mance level that can be achieved is presented. 
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An additional improvement in the CID structure 

has been the replacement of the opaque aluminum 

electrodes with transparent conductors e Devices 
fabricated in this way have achieved quantum effi- 
ciencies in the order of 70% over the spectral range 

of 4000 A to 8000 A, front illuminated.. 

I. BASIC DESCRIPTION 

The CID solid-state image sensors use an X-Y addressed a r ray  of charge 
storage capacitors which store photon-generated charge in MOS inversion regions. 

Readout of the first self-scanned arrays was effected by sequentially injecting 
the stored charge into the substrate and detecting the resultant displacement cur- 

rent to create a video signal (Refs. l ,  2) e 

out in any arbitrary order. 

decoders for X and Y line selection to allow "random" access.  

time as  well as the scan sequence could then be externally programmed for spe- 
cial applications e 

The charge storage sites can be read 

Arrays can be designed with integral digital MOS 
The integration 

An ar ray  designed for ras ter  scan which includes integral shift registers 

is diagrammed in Figure la. Each sensing site consists of two MOS capacitors 
with their surface inversion regions coupled such that charge can readily trans- 

fer between the two storage regions. 

connected electrodes so that photon-generated charge collected at each site is 

stored under the row electrode, thereby minimizing the capacitance of the col- 
umn lines. 

surface potentials and locations of stored charge under various applied voltage 

conditions. 

A larger voltage is applied to the row- 

The sensing site cross-sections (Figure lb) illustrate the silicon 

A line is selected for readout by setting its voltage to zero by means of 

the vertical scan register. Signal charge at all sites of that line is transferred 

to the column capacitors, corresponding to the "row enable" condition shown in 

Figure lb. The charge is then injected by driving each column voltage to zero, 
in sequence, by means of the horizontal scan register and the signal line. The 

net injected charge is measured by integrating the displacement current in the 

signal line over the injection interval. Charge in the unselected lines remains 
under the row-connected electrodes during the injection pulse time (column 
voltage pulse). This corresponds to the "half select" condition of Figure lb. 
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The ar ray  is constructed on an epitaxial layer so that the reverse biased 

epitaxial junction can act as a collector for the injected charge. 
prevents the charge injected at any site from being collected by neighboring sites. 

This effectively 

11. PARALLEL INJECTION 

A new readout technique, termed "parallel injection, I f  has been developed 
in which the functions and signal charge detection and injection have been sepa- 
rated. The level of signal charge at each sensing site is detected during a line 
scan and, during the line retrace interval, all charge in the selected line can be 
injected. 

A diagram of a 4 X 4 ar ray  designed for parallel injection is illustrated in 

Figure 2, with the relative silicon surface potentials and signal charge locations 

included. As  before, the voltage applied to the row electrodes is larger than 
that applied to the column electrodes to prevent the signal charge stored at 
unaddressed locations from affecting the column lines. At the beginning of a 
line scan, all rows have voltage applied, and the column lines a re  reset to a 

reference voltage Vs by means of switches SI through S4 and then allowed to 
float. Voltage is then removed from the line selected for readout (X3 in Fig- 
ure 2), causing the signal charge at all sites of that line to transfer to the column 

electrodes. Voltage on each floating column line then changes by an amount pro- 

portional to the signal charge divided by the column capacitance. The horizontal 
scanning register is then operated to scan all column voltages and deliver the 

video signal to the on-chip preamplifier Q1. 
to a reference level prior to each step of the horizontal scan register.  

The input voltage to Q1 is reset  

At the end of each line scan, all charge in the selected line can be injected 

simultaneously by driving all column voltages to zero through switches S i  and 

S4. Alternately, the injection operation can be omitted and voltage reapplied to 
the row after readout, causing the signal charge to transfer back under the row 
electrodes. This action retains the signal charge and constitutes a nondestruc- 

tive readout operation. 

The parallel injection approach permits high- speed readout and is thus 

well adapted to TV scan formats, and offers optional nondestructive readout. 

A 244-line by 248-element imager, employing this technique and including an 

on-chip preamplifier, has been designed, fabricated, and evaluated in both the 

normal and nondestructive readout modes. 
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For TV-compatible operation, a line time interval of 63 psec ( 5  MHz 
element rate) is used, and the vertical  scan rate is 60 scans per second. The 
imager is completely read out during each interlaced field of the standard TV 
frame such that video is displayed on all 488 active lines of the 525-line system. 

The parallel injection technique, in general, retains the high performance 
characteristics of CID imaging (Ref. 2) such as lo* dark current, wide dynamic 

range, and high modulation transfer function. Significant differences exist, how- 

ever, with regard to nondestructive readout and overload immunity. 

A. Nondestructive Readout 

The nondestructive readout characteristics of the 244 X 248 ar ray  have been 

evaluated by operating the device at low temperature to minimize dark current 

and thereby achieve long storage time intervals. 

Two experiments were performed to identify the limiting factors in non- 

destructive image readout. First, a charge pattern of an image was generated 

and stored by momentarily opening a shutter, and then the image was read out 
continuously at 30 frames per second, until image degradation was noted. At a 

chip temperature of -70°C, images were read out for 3 hours (324,000 NDRO 
operations) with no detectable charge loss.  

operation was, on the average, much less  than one carr ier  per pixel per frame. 

The second experiment was performed to insure that charge could be gen- 

The charge lost during each NDRO 

erated and stored at very low light levels under continuous (30 frames per sec- 

ond) NDRO conditions. A series of time exposures were made at successively 

lower light levels, and the time required to reach a given level of signal voltage 
was measured. The results (Figure 3) show that the exposure time is inversely 

proportional to light level, with no measurable reciprocity loss for exposure times 

up to 3 hours. 
per pixel per frame in the highlight regions of the image. Here again, the readout 

loss was not measurable and was much less  than one car r ie r  per pixel per frame. 

The lowest light level used was equivalent to about two carr iers  

B. Blooming 

Unlike the sequential injection approach, this new technique exhibits rela- 
tively little blooming in the displayed image as a result of sensing site overload. 

This is because the half-select and injection operations occur during the hori- 

zontal blanking interval . 
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While excess charge can accumulate during a line scan interval and &use 

column brightening for overloads occurring in the right-hand portion of the 

image field, this effect is attenuated by the line-to-frame integration time ratio. 

For NDRO operation, virtually no blooming occurs, since the charge is 
The affected sites simply saturate and cease collecting charge. not injected. 

In all cases, radial spreading of excess charge is prevented by the under- 
lying charge collector. 

III. TRANSPARENT ELECTRODES 

The incorporation of transparent metal oxide electrodes into a self- scanned 

CID high-density imager has recently been reported by Brown, Ghezzo, and 
Garfinkel (Ref .  3). 

cance in scientific imaging applications 
This development is  reviewed here because of its signifi- 

The use of metal oxide (tin, antimony, indium oxide) electrodes in imaging 

ar ray  structures presents significant advantages because of three important 
physical properties: 

(1) The index of refraction (-2) is a close match to silicon dioxide 

(- 1.46) and silicon nitride ( -Z) ,  the commonly used dielectrics in 
MOSFET integrated circuits. 

(2) The spectral transmissivity of these materials is very high in the 

visible spectrum (-80%) and extends from 4000 to 9000 A. 
(3) The conductivity of these materials is good, being as  good as  o r  

better than doped polysilicon ( 5  100 SZ/square) a 

The incorporation of this material in a self-scanned CID ar ray  imager has 

been successfully carried out, as shown by the photomicrograph. In Figure 4, 

the central a r ray  is the imager a r ray  (32 X 32) using 1.7 x 1 . 3  mil cell spacing, 

with lines fanned out to the scanning circuits on the chip's periphery. 

The spectral quantum efficiency of this high-density self- scanned array is 
given in Figure 5. The high and nearly constant visible wavelength spectral 
efficiency is due to the fact that the major portion of the array is covered by 

metal oxide electrodes, and photon conversion can occur in the underlying 

depletion layer of each CID cell. 

nearly uniform spectral response from 8000 a to 4000 A, and very high sensi- 

tivity ( -70% quantum efficiency. ) 

These arrays have excellent blue response, 
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IV, CONCLUSIONS 

High-density, high-speed CID imaging ar rays  with wide spectral response 

characteristics, when front-illuminated, are now practical. 

Nonsequential addressing, now being explored, promises interesting new 
applications. 

The capability of repeated readout, during o r  subsequent to exposure, 
allows a number of system functions not previously possible, such a s  exposure 
monitoring and extended time image processing. 
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Figure 4. Photomicrograph, 32 X 32 self-scanned imager incorporating a 
high- density, transparent electrode image sensing array 
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COOLED SLOW-SCAN PERFORMANCE 
O F  A 512 X 320 ELEMENT CHARGE-COUPLED IMAGER* 

R. L. Rodgers III and D. L, Giovachino 
RCA Corporation 

Electronic Components 
Lancaster, Pennsylvania 

A 512 X 320 element charge-coupled imager 

has been fabricated and tested under cooled slow- 

scan conditions to evaluate the device's performance 

under a variety of long integration and slow-scan 

readout conditions. Operation in a low-blooming 

mode of operation enables the sensor to be exposed 

with portions of the image heavily overexposed, 

without those a reas  spreading into adjacent picture 

areas. 

layout, and operating mode, and presents experi- 
mental results, including displayed images taken 

under cooled slow - scan operation. 

This paper describes the device design, 

A 512 X 320 element imager based on charge-coupled device (CCD) 
technology has been fabricated for use in a variety of television applications, 
including those applications requiring slow-scan operation. 

cell count has been described previously (Ref. 1). 
layer doped polysilicon gate structure (Ref. 2). 
by doping Nt regions in a P-layer of polysilicon on top of the channel oxide. 

This results in low leakage between gates, 

stable sealed channel structure results. 

most wavelengths, and there are no opaque areas to cause aliasing. 

spectral response range extends from 420 nM to 11 00 nM (Ref. 3). 

The choice of this 

This device utilizes a single- 

The individual gates are formed 

Since there a r e  no exposed gaps, a 
The polysilicon layer is transparent to 

The useful 

*This work was performed for the Jet Propulsion Laboratory, California 
Institute of Technology, sponsored by the National Aemnautics and Space 
Administration, under Contract No. NAS 7-1 00. 
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The device is organized into a three-phase vertical frame transfer system 

(Ref .  3). N-surface channel operation is utilized. An electrical bias charge 

(fat zero) is inserted into the horizontal register to improve horizontal resolu- 

tion. An optical bias light is used to introduce bias charge into the body of the 
image area, 

Conventional television requirements involve 'observation of objects in 
motion in real  time in a similar fashion to motion picture filming. 
in relatively short exposure times to avoid image motion smearing and flicker 

in the display. 

a t  a fast readout rate to keep up with the picture rate (i. e., 30 frames/sec and 

a 6-MHz data rate). In many scientific imaging applications, the requirement 
to record, transmit, o r  process video at  high data rates presents a problem. 

In those applications where a single frame of video is sufficient, slow-scan 

readout may be used following an exposure to reduce the data rate, 
exposure time may be lengthened to expose faint images, as is done with film, 

Both of these techniques place severe requirements on the dark charge genera- 
tion rate and signal handling capability of the sensor, 

have experimentally exhibited smaller signal handling capability and higher dark 

current generation rates than surface-channel devices. 

choice of a surface-channel structure for the 512 X 320 element sensor being 
described. 

exposure times to reduce the thermal generation of dark current. 

is packaged in a hermetic, edge-contacted, 24-connection ceramic dual in-line 

package, 

focused onto the sensor. 
chip and facilitates easy cooling. 

This results 

A large number of picture elements must be read out each frame 

Also the 

Buried-channel devices 

This has led to the 

Sensor cooling is required for very slow readout rates and/or long 

The device 

The package contains an optical glass window to allow the image to be 

The packaging has a low thermal impedance to the 

There is no residual image remaining after the picture has been read out. 

This means that no special prepare o r  erase cycles a r e  required for  proper 
slow-scan operation. All that i s  required is proper setting of the exposure. 

The sensor is normally operated in a run-stop-run mode of operation for slow 

scan. 
continuously reading out the dark signal until i t  i s  desired to make an exposure. 

The vertical clocks a r e  stopped during the time the shutter is opento expose 

The sensor is set  up to operate a t  the desired readout rate and is left 

the image. After the shutter is closed, the slow-scan readout at  the preset 
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rate begins. 

out any dark o r  light charge buildup in this register. 

The horizontal clocks a r e  kept running during the exposure to read 

Many scenes a r e  low contrast and do not present small area overload 

problems to the CCD sensor. 

areas  (e. g., star fields). 
problem with CCD imagers. 
sensor operating in i ts  low-blooming mode of operation (Refs. 3, 4). A l l  of the 
small circular images in the scene a r e  0.25 mm in diameter on the sensor. 

The one on the right center is exposed a t  saturation and represents the original 

image size. 

four images a r e  at  a lOOX overload. 
less  than a factor of two in diameter with this lOOX overload. 
enlargement is known to be from the lens itself. 

Other scenes may contain strongly overloaded 

Containment of charge during overloads can be a 
Figure 1 shows the performance of the 512 X 320 

The image a t  the upper left is a t  a 1OX overload. The remaining 

It can be seen that the image size grows 
Part  of the 

Figure 2 shows what would have happened i f  the low-blooming mode of 

operation had not been used. 
because i t  is confined by the channel stop diffusions in the horizontal direction. 

The low-blooming mode of operation is accomplished by accumulating the sub- 
strate under the two-phase gates next to the phase gate collecting charge during 

picture exposure. 

sensing site, preventing charge spreading. 

biased into depletion during the normal readout transfers. 

devices cannot use this method of charge confinement during exposure since the 

surface cannot be accumulated (Ref. 2). 
a surface-channel structure instead of a buried-channel structure for  this 

512 X 320 sensor. 

The blooming takes place in the vertical direction 

This electronically extends the channel stops around each 
The sensor's phase gates a r e  then 

Buried-channel 

This was another reason for choosing 

The pictures shown in Figures 1-6 were all taken with a 10-second 

picture frame readout time. 

pictures. 
except Figure 2, in which blooming was allowed to occur to demonstrate the 
effectiveness of blooming control. Figures 3 and 4 show live imaging of the 

authors. 
with a 2-second exposure. Figures 1, 2, and 5 were taken with a 30-second 
exposure, followed by the 10-second readout. 

different s tar  fields taken from a book. 

The sensor was cooled to -6°C for all of the 
All of the pictures were made in the low-blooming mode of operation 

Figure 3 was taken with a 1/4-second exposure. Figure 4 was taken 

Figure 5 is a picture of two 
The white line in the middle is the 
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division between the two pages of the book. 

It was exposed for 67 seconds, followed by a readout of 10  seconds. 
equivalent illumination on the sensor in the highlights is approximately 

5 X - 1 X fc of 2856-K illumination. The sensor w a s  measured to 
have a dark current density of 2 nA/crn2 at 24°C. 

limited resolution in all parts of the picture (i, e. # .  512 X 320 cell resolution). 

However, the Tektronix 604 display used for the pictures cannot resolve 

individual ras ter  lines. 
structure. 

pattern is present in the display even when the video is disconnected and varies 

with scan rate. 

display unit, 

Figure 6 is a picture of the earth, 

The 

The sensor exhibited cell- 

All of the photographs exhibit a horizontal line 

This is not generated by the 512 X320 imager., This background 

It is believed to be due to 60-cycle modulation in the 604 

Figure 7 shows a portion of one video line of information a t  the output of 

the imager (l6-kHz data rate, corresponding to 10-second readout). 

is shown with white hegative. The output floating diffusion is reset a t  the end of 

each clock period so that the next cell output will  be present for most of the next 

clock phase. 

further video processing or  filtering was  necessary to make the displayed photos. 

The reset  pulses that are present merely blank off the beam for a small part of 

an element time and a r e  not resolved in the displayed picture. 

The video 

This presents the data in a pseudo sample and hold output. No 

In summary, i t  has been shown that a 512 X 320 element CCD imager may 
be operated a t  scan rates much slower than standard television (i. e. , 10-second 
frame time compared to 33-msec frame time) and integrated for much longer 

times (i. e., 67 seconds compared to 16 msec)  by slowing down the scanning and 
using a modest amount of cooling. 

These results do not represent the limiting performance possible from 

such a sensor even a t  this temperature a s  regards frame time and integration 

time. 

rate at  the lowest operating temperature. 

The ultimate performance will be limited by the dark current generation 
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Figure 7. Expanded video output (white negative, l6-kHz data rate, 10-sec 
readout) 
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LARGE-AREA CCD IMAGERS FOR SPACECRAFT APPLICATIONS 

G. A. Antcliffe, L. J. Hornbeck, J. M. Younse, 
J. B. Barton, and D. R. Collins 
Texas Instruments Incorporated . 

Dallas, Texas 

Backside illuminated CCD imagers with 
100 X 160 resolution elements have been fabricated 

using double -level metal technology. 
of the optical performance of such ar rays  has been 
performed between 24" C and -40" C using data rates 

from 10 kHz to 1 MHa. 
being fabricated. 

Detailed study 

A 400 X 400 a r ray  is presently 

I, INTRODUCTION 

Large -area charge-coupled device (CCD) imagers can be fabricated with 

any of several existing technologies (Refs. 1, 2, 3). Since a completely sealed 
electrode structure is very desirable to optimize device electrical performance, 

many arrays use polysilicon electrodes which are sufficiently transparent to 

allow optical radiation to enter the active region of the CCD. Electrode absorp- 

tion and interference effects related to the device structure itself can result in  a 
degradation of the optical performance, particularly at short wavelengths. Illumi- 

nation of the CCD from the backside (Ref. 4) eliminates this problem but requires 
that the silicon chip be thinned to about 10 p m  for optimum performance. 

paper will discuss the characteristics of backside illuminated, three-phase 

(3  +) (Ref. 5), buried-channel imagers fabricated using the double-level anod- 
ized aluminum technique (Ref.  6). 
charge transfer efficiency (CTE) and optimum optical responsivity is obtained. 

The electrical and optical performance of arrays with 160 X 100 resolution ele- 

ments will be presented to confirm that this technology can be successfully 

This 

A completely sealed structure with high 

~ 

"This work was performed for the Jet Propulsion Laboratory, California 
Institute of Technology, sponsored by the National Aeronautics and Space 
Administration, under Contract No. NAS 7-1 00. 

125 



applied to fabricate high-performance CCD imagers. The unique aspects of the 
double -level, backside illuminated structure will be discussed with emphasis on 

a 400 X 400 array presently being fabricated. 

JI. DESIGN AND FABRICATION 

The 160 X 100 imager is an n-channel device designed to have a resolution 
element size of 0. 9 x 0. 9 mil2. 

which allows the input of electrical signals to the parallel section. 
level aluminum metallization separated By approximately 2500- i  Ak203 forms 

the transfer electrode structure. Three-phase clocking is used so that in  both 
the parallel and serial sections of the array a given phase occurs alternately on 

first-level and second-level metal  electrode (Ref. 5). The signal charge pack- 
e ts  a r e  transferred to the (43) output serial register electrodes through a 
composite gate region of width 0. 3 mil. 

electrodes i s  nominally 0. 05 mil to achieve a 0. 9 X 0. 9 pixel. This require- 
ment places extremely tight tolerances on photomask perfection, particularly 

for 400 X 400 size arrays.  

The organization is serial-parallel-serial, 
A double- 

Overlap of first- and second-level 

An output amplifier is provided for both upper and lower serial  registers 

This can increase array to allow forward o r  reverse operation of the imager. 
yield in the event of a malfunction of one amplifier. 
hold design takes the precharge output from a source follower through a sam- 
pling MOSFET and to a second source follower, giving an amplifier bandwidth 
greater than 10 MHz. 
related clamping circuit is provided at the upper serial  output to investigate 

on-chip low-noise video processing. This amplifier has a bandwidth of about 
1 MHz. Bond 
pads a re  extended some 50 mils from the active a rea  so they remain over the 

thick silicon after a region slightly bigger than the array itself (90 X 144 mil2) 

has been thinned. 

individual chips had been mounted on ceramic 40-pin headers o r  by etching a 
whole slice using an etch mask around each individual array. 

the slice was then scribed into individual chips and each subsequently mounted 

on headers. Either technique can provide uniformly thin membranes of thick- 

ness 10-12 pm. The surface of the membrane is highly reflective, although a 
light surface haze is sometimes found after removal from the etch. 

A balanced sample-and- 

On-chip load MOSFETs a re  used in this design. A cor- 

A micrograph of the 325 X 325 mil2 chip is shown i n  Figure 1. 

Thinning was performed by chemical etching either after the 

In this latter case, 

Membrane 
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stability is such that repeated temperature cycles from 24" C to -40" C do not 
fracture the CCD. Distortion of the membrane is observed in some cases at 
-40" but can be minimized by avoiding temperature gradients. 

The imagers were operated in the full frame mode, and the readout 
sequence occurred while light was incident on the device. 

in the displayed image, the ratio of integration timq to readout time should be 
>3:1, and a 5-second exposure at an output rate of 10 kHz (1.6-second readout) 
was used at -40". A shuttered mode of operation is simulated by illuminating 

with a short light pulse during the integrate period only, and the imagery of a 

160 X. 100 operating in this mode at 24" C is shown in Figure 2. 

To reduce streaking 

N 

High charge transfer efficiency is achieved by using a phosphorus implan- 
tation to achieve a 0. 5-1.0 pm deep buried channel in nominally 10 n-cm p-type 
silicon. 

of 20, 9999 (measured in the ser ia l  register)  with no electrically introduced fat 
zero. 

wave amplitude response (SWAR) data discussed below. 

Typical buried-channel a r rays  operate at 6-8 volt clocks with a CTE 

Equally good CTE in the parallel section is inferred from the square- 

It does not appear that 

the transfer gate region to the output ser ia l  register is affecting a r ray  

performance 

III. IMAGER CHARACTERISTICS 

The successful incorporation of the CCD imager into a spacecraft system 

will require that a given ar ray  meet many performance specifications. 
CTE and spectral responsivity must be combined with a low blemish count and 
dark current. 

able. 
exposure times and a 10-kHz data rate at -40°C. 
expected to decrease with the temperature T at T3'2 exp (-Eg/2kT) o r  a factor 

of 895 between 24" C and -40" 6. 
fore be possible at -40" C without appreciable filling of the potential wells. 

High 

Uniformity of both responsivity and dark current a r e  very desir-  
The a r rays  discussed in this paper a r e  intended for operation at long 

Array dark current is 

Storage times of 5200 seconds should there- 

Performance parameters of two buried-channel 160 X 100 ar rays  a re  indi- 

cated in Table 1. 
trol  over substrate resistivity and implant dose to achieve the desired buried 

channel. Any metallization defects, particularly in  the serial  output registers, 
will also degrade CTE from the optimum for the buried channel. Using a volt- 

age contrast mode with a scanning electron microscope allows correlation of 

The consistent achievement of high CTE requires tight con- 
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such defects with a r ray  CTE and allows processing optirnisation. 

not appear to be any significant effect of temperature (25" C to -40" C) o r  f re -  
quency (10 kHs to 1 MHz) on the measured transfer efficiency. 

There does 

The dark current ID of the buried-channel arrays is in the range 10-20 
nA/cm2 at room temperature as measured by a picoammeter in the precharge 
l ine of the output amplifier. 

reliable at 25" C, it fails completely at lower temperatures, where ID becomes 
lower than the CCD leakage currents. 
are taken using an integration technique that allows the dark current to build up 

over a long period (-200 seconds at -40" C) to give a significant well population 

which results in an easily measured video voltage output. The CCD/amplifier 
is calibrated using a (large) current injected at the input diode in a separate 

measurement. This technique gives a decrease of lOOOX between 24°C and 
-40" C in satisfactory agreement with that predicted above. In contrast, the 
precharge technique gives a decrease of 80-100, which merely reflects the 

degree of spurious dc leakage current from the CCD and ceramic package. 

While this method of measurement is generally 

Our measurements (Table 1) at -40" C 

One advantage of the backside illuminated mode is high responsivity and 

smooth spectral responsivity (Figure 3). 

versus incident power has a slope (Y) of 1 '*O. 1 under all operating conditions. 

The wideband responsivity to 2854-K radiation with no AR coating is 90 mA/watt 
with a 70% quantum efficiency at 4000 A. 
appears to decrease the responsivity at all wavelengths below about 6000 
about 30% as measured on a device with peak QE of 4070 at 8000 A. This effect 

may be related to a change in surface recombination velocity and suggests that 

a passivation layer o r  antireflection coating be applied to the thin membrane 

surface. 
time, the ratio of signal to dark current (-40" 6) implied by the data is 18.6 for 

2854" radiation. 

The log-log plot of signal current 

Decreasing temperature to -40" 

by 

For a 100-pJ/m2 exposure at the a r ray  during a 5-second exposure 

The squarewave amplitude response of the imager taken with a high- 

contrast bar chart is shown in Figure 4 out to the Nyquist frequency fN = 21.9 
line pairs/mm. 

detailed comparisons at 10 kHz (where data is less  accurate) and 24" and -40" 
show no consistent .change in the SWAR. 

distortion of the thin CCD membrane at -40" C is not sufficient to affect device 

resolution. 

The results in Figure 4 were taken at 1 MHs and -40" C, since 

This result would indicate that any 

High ar ray  CTE is reflected by measuring a constant SWAR across  
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the a r ray  (Figure 4), and only a very small SWAR loss can be attributed to CTE 
degradation. At fN, the SWAR is 40% and 30% for bars  parallel and perpendicu- 

lar respectively to the ser ia l  register, 
is due to a bandwidth limitation in the external electronics in the 1-MHz data and 

is not a CCD effect. Without this limitation (device It), the SWAR for parallel 
bars  is found to be 0.04 below the perpendicular value. 

The lower value for perpendicular bars  

An estimate of the SWAR for device I can be made as follows: Using a 
substrate resistivity of 5 Q-cm, and a. buried-channel dose of 1.5 X 10l2 cm"2 

and drive-in of 2dDt = 0.6 pm, where D = diffusion coefficient for implanted 
phosphorus and t = drive time, one can calculate the depletion layer width to be 
3.2 pm from the SiOz-Si interface for &volt clocks. 

thinned to 10 pm, this results in  a neutral bulk layer thickness of 6.8 pm. 

first substituting these values into the Crowell-Labuda formula (Ref. 7) for dif- 
fusion MTF, which has been shown by Seib (Ref. 8 )  to be an adequate approxi- 
mation to the CCD case in essentially all instances; next, multiplying by the 
pixel collection aperture MTF (sinIrfd/nfd, d = pixel pitch = 0.0229 mm) and the 

lens MTF; and finally, Substituting this total MTF function, Ro(f), into the for- 

mula for SWAR, 

If the substrate has been 

By 

SWAR(f) = 4 e R [(Zm 4 l ) f ]  
TT 2 m t 1  o 

m =O 

one finds the SWAR at the Nyquist limit (fN = 21. 9 lp /mm) to be 0.53 for illumi- 

nation having a 0.8-pm wavelength, the wavelength of peak sensor response. 

This is somewhat above the experimental value of 0.40 but possibly results from 
the monochromatic assumption in the model. 

Isolated light blemishes in the a r rays  have been reduced to a low level by 
bulk gettering and annealing processes (Figure 2). Bulk lifetimes after process- 

ing are -50 psec, and interface states at the Si-Si02 boundary a re  71010/cm2-eV. 

However, the uniformity of response to 2854-K illumination has been found to 

depend on the thinning process itself. 
of higher (or lower) sensitivity, which in some cases correlate with a l ight 'sur- 
face haze remaining after the chemical thinning. The uniformity of the imager 

response (and also of dark current)  is determined by sampling each pixel video 

Nonuniform thinning can result in bands 
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with a multichannel analyzer, and is defined as the standard deviation divided by 
the mean. 

full well for a 2854-K source measured at 10 kHz and -40" C. 
both for 2854-K and 4000-A radiation at 24" C have been measured in a device at 
the 207'0 saturation level (Table 1). Uniformity of dark current is 0.96 at -40" C 
and 10 kHz. Device 11 is more uniform at 24" C but degrades at low temperature. 

It should be noted however that the a r ray  dark uniformity is affected by an  appar- 
ent heating effect in the membrane from the on-chip load MOSFETs. 

This parameter is equal to 0.19 at 570 of full well and 0. 14 at 507'0 of 
Uniformity of 0.08 

0 

Preliminary measurements of dynamic noise of isolated pixels using the 
balanced sample -and-hold amplifier indicated about 400 electrons of noise at 
1 MHz and -40" C, which is considerably higher than expected from a buried- 

channel device. More recent results (Ref. 9) using improved measurement 
technique indicate a noise as low as 67 electrons at 24" C and 1 MHz. However, 

even with a noise level of 400 electrons, the dynamic range of the imager is 

3500:l (full well 1.6 X 10 6 electrons with 7-volt clocks). 

IV. DISCUSSION AND CONCLUSIONS 

The performance of the 160 X 100 ar rays  appears sufficiently promising to 
allow fabrication of a larger 3 +, double-level imager of similar basic design. 

Fabrication of this a r ray  is in progress, and several problems peculiar to this 

0.5 X 0.5 chip have become apparent. Photomask perfection is extremely diffi- 

cult to maintain over such large areas, and a single defect in a metal level mask 

can cause a fatal intralevel metal  short in the array. This problem can be mini- 

mized in  slice processing but at the expense of additional steps. 
of gate oxide is important, since a 400 X 400 will have 101, 000 mi12 of thin 
oxide. 

using dry-wet-dry o r  HCP doped oxides. 
recognized, but pinholes do exist and will give rise to interlevel shorts. 

effect is minimized by the 0.05-mil overlap, but care  must be exercised to 

maintain some overlap in order to allow buried-channel operation. 
loss mechanisms are all expected to be of prime importance for the 400 X 400. 

The performance of such an a r r ay  is expected to be comparable to that of the 
160 X 100. 
may require further development, and some form of support for the membrane 

may be necessary to maintain planarity. 

The integrity 

Defect (pinhole) levels of <O. 5 cm2 have been observed on test slices 
The integrity of anodic A1203 is well 

This 

These yield 

Uniformity of thinning and membrane planarity for areas near 1 cm2 

The uniformity of response and of dark 
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current may also depend on silicon slice perfection and the effectiveness of bulk 

gettering over extended areas. 

In conclusion, the results presented have shown that the double-level ano- 

dized aluminum technique can be used to  fabricate high-performance 3 

imagers which operate at reduced temperatures and IO-kHz data rates. 

CCD 
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Figure 1. Photomicrograph of 160 Y, 100 CCD imager (Active area is 144 x 90 
mi12 and total chip is 322 x 325 mil2. ) 
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160 x 100 BURIED CHANNEL IMAGER 

DATA RATE 1 MHz 
TEMPERATURE 22'C 
ILLUMINATION STROBED 

Figure 2. Imagery at 24°C with buried-channel array 
using a strobed source to simulate shuttered operation 
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160 X 100 BURIED CHANNEL 
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Figure 3. Spectral responsivity of 160 Y 100 array (At -40", there is an 

apparent decrease in responsivity below about 6000 %, by about 300/0.) 
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model for SWAR discussed in the text for device I. ) 
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A 190 X 244 CHARGE-COUPLED AREA UlIAGE SENSOR 
WITH INTERLINE TRANSFER ORGANIZATION 

L. R. Walsh 
Fairchild Camera and Instrument 'Corporation 

Research and Development Laboratory 
Palo Alto, California 

A 190 X 244 element charge-coupled area image 
sensor has been designed, fabricated and tested. This 

sensor employs an interline transfer organization and 

buried n-channel technology. It features a novel on- 
chip charge integrator and a distributed floating-gate 

amplifier for high and low light level applications. 

The X-Y element count has been chosen to establish 
the capability of producing an  NTSC-compatible video 

signal. 
Super-8 lens format. 

The a r ray  size is also compatible with the 

The first few sample devices have been suc- 
cessfully operated at full video bandwidth for both 

high and low light levels with the charge amplifier 
sy s tem. 

I. DEVICE ARCHITECTURE 

The successful development at Fairchild in  1973 of the CCD-201, a 100 X 

100 element CCD area imaging device, led to the decision to follow it with a 
larger structure based on essentially the same design philosophy. 

is a 190 X 244 element buried-channel charge-coupled area imager designed 

with interline transfer organization and using topside illumination. 
count on the 190 X 244 was chosen to establish compatibility with the Fairchild 

type 3261 sync generator in order to facilitate the generation of TV compatible 
video. The X-Y format was selected to approximate that of the Super-8 movie 

camera. 
a r ea  is photosensitive. 

This device 

The element 

With the interline transfer organization employed, 50% of the imaging 
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Figure 1 shows a functional layout of the device. The area array portion 
is similar in architecture to that of the CCD-201, except for the number of ele- 

ments involved and a higher packing density. 

columns in the array, one corresponding to each column of photosensors. 

vertical registers a r e  of the 24, implanted barr ier  type. Their outputs parallel- 

couple into a high-speed output register which drives the amplifier system. 
Another high-speed register is located at the opposite end of the a rea  array and 

permits the circulation of electrical information through the array. 

input and output registers are of the four-phase type. 

There are 190 vertical register 
The 

Both the 

The amplifier section contains four separate amplifiers, enabling one to 

make sensitive performance comparisons between them. 

(1) a gated charge integrator (GCI), (2) a distributed floating-gate amplifier 

(DFGA), (3 )  an  input floating-gate amplifier (FGA1) located at  the input to the 
DFGA and (4) an output floating-gate amplifier (FGAZ) located at the end of the 

input channel of the DFGA. 

at the input to the GCI and the other at the floating-gate devices so that the array 
output can be channeled through either system. 

These amplifiers a r e  

There a re  two charge steering gates, one located 

A view of the 190 X 244 die is shown in  Figure 2. It contains 33  bonding 

pads. 
operating flexibility for the evaluation of the amplifiers. 

242 mils. 
sions to 5250 mils so that the masks would not have to be photocomposed. 
resulted in  the necessity to fold back the output register so that the amplifiers 

used space in  the Y direction. 

The pad count is not minimal but reflects the desire to have maximum 
The die size is 248 x 

One of the design objectives was to constrain both the X and Y dimen- 

This 

Figure 3 shows the portion of the output register which interfaces with the 
amplifier structure. 

frame time and moved to vertical register sites 'B' during one field and to 

sites 'C' during the next field. 

taneously, transferring a row of data to the output register at the end of each 

horizontal scanning line. 

Photo car r ie rs  are integrated a t  photosites 'A' for one 

All vertical register columns a r e  clocked simul- 

II. AMPLIFLER DESIGN - 
In Figure 3, two separate control gates a re  shown (shaded) which enable 

one to direct charges either to the GCI o r  to the DFGA channel itself. 

channel was made approximately half the size of the output channel so that 

This 
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noise could be minimized. This sacrifice in charge handling ability was justified 
on the basis that the DFGA is primarily designed for low light level operation. A 
useful feature of this layout is that excess charge occurring while the DFGA is 

being used can be drained off to the GCI; therefore the GCI can function as a sat- 
uration control. Also it should be noted that DFGA analysis can be facilitated by 

injecting signals electrically into the DFGA through .the reset  circuit. 

The GCI structure consists of an MOS signal amplifier and a reset  circuit 

for resetting the amplifier gate after each charge packet has been sampled. 
addition, there is a compensation amplifier, which does not receive the signal 

but is subjected to the reset  transients seen by the signal amplifier. 

the difference between the two outputs in  an external amplifier, reset  transients 
can be suppressed. 

In 

By taking 

The theory and operation of the DFGA have been discussed previously 

(Ref. 1). In summary, the operation of a single floating-gate amplifier is 

based on the principle that the signal charge of a CCD channel can be nondestruc- 
tively sensed by a floating-gate electrode. 

fier, the same signal charge is repeatedly sensed, thereby increasing the 

signal-to-noise power ratio by a factor equal to the number of times it is 

detected. 

In a distributed floating-gate ampli- 

Figure 4 shows a view of the floating-gate amplifier system. Charge 

packets a r e  transferred into the floating-gate input channel from the area a r r a y  
output register where they a re  first  sensed by FGA1. 
through the input channel, they a r e  subsequently sensed by the 12 floating-gate 

structures associated with the DFGA. 
single floating-gate amplifier (FGAZ) and then terminate in  a sink at the end of 

the channel. 

As they a re  clocked 

Finally, they a re  detected by another 

Each of the twelve floating gates modulates its source-drain current, 

which flows under the large gates in the DFGA output channel. Charges clocked 

through the output channel a r e  detected by a large floating gate a t  the end, which 
couples it to a large single floating-gate amplifier, designated FGA3. The cur- 

rent which flows into the output channel i s  under the control of a gate clocked at  
the data rate running between the two. Adjacent to it i s  a second gate, which i s  

dc biased to reduce transient coupling from the clocked gate to the input channel. 
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III. PHOTOCELL DESIGN 

A plan view and cross-section through a typical cell of the a rea  array are 
shown in Figure 5. 
region and on the fourth by a barr ier  controlled by the vertical clock phases. 
Running vertically over columns of photosites is a first polysilicon layer, the 

photogate, which performs the car r ie r  integration function and is clocked at the 
fraxne rate. 
terized by a carr ier  storage region bounded by channel stops and by gated bar-  

riers. Transfer in and out of a vertical cell is controlled by a gate made from 

a second polysilicon layer and clocked at the television scanning rate. 

A photosite is defined on three sides by a Pt  cha 

Adjacent to each photosite is a vertical shift register cell, charac- 

The signal saturation charge level for the cell i s  0.07 pc, based on barr ier  
heights of 3 volts. 

time constant of 120 nsec. 

with a time constant of 230 nsec. 

The photogate has a terminal capacitance of 2200 pF and a 
The total capacitance of the vertical gates is 1500 pF 

IV. STRUCTURAL DETAILS 

In the fabrication of the device, nine mask levels a r e  involved. As Fig- 

ure 4 indicates, the surface topography consists of two polysilicon layers with 
silicon nitride and thermal oxide dielectrics insulating them from each other 

and from the substrate. 

aluminum, which in the area a r ray  serves to opaque the vertical registers. 

The vapox dielectric functions a s  a substrate for the 

In fabricating the device, the most critical process steps a r e  the two 
masking operations, where the horizontal register gate structures a re  defined. 

The major phases, +,, and +H2, a r e  formed from the first polysilicon layer, 
while the minor phases, +H3 and +H4, a re  made from the second polysilicon 
layer. The overlap between the two sets of gates is 2 pm, which is the mini- 

mum design rule tolerance for all layers. 

The definition of the floating-gate structure in the DFGA is also critical. 

In order to maximize sensitivity, the capacitance of the floating gates must be 
kept low. In this design, they are 5 pm wide and are defined in the f i rs t  poly. 

The phase gates on either side of them a r e  defined in the second poly and 

should ideally be positioned so that there is no gap on either side of the floating 

gates. 
3 pm.at this point. 

This requirement results in a separation between the phase gates of 
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In contrast to the etched gate structures which form the photogate and 

horizontal register gates, the vertical gates are formed by selectively doping 

the second polysilicon layer. 
with undoped poly. 

Thus the gaps between vertical gates a r e  bridged 

V. DRIVE CONSIDERATIONS 

The input register, output register and DFaA are driven from the same 
four-phase clocking circuit. 

array, another line can be clocked in. 
horizontal line. 

output. 
necting channel. 
therefore 190 f 43 = 233. 

While a line of information is clocked out of the 

There are 190 information bits in  each 

The longest path from the output register is that to the DFGA 
There a r e  24 transfers for each phase in the DFGA, and 19 in the con- 

The total number of high-speed transfers for each phase is  

For  a horizontal clock rate of 7.16 MHz, the element time is 140 nsec; 

thus'the high-speed sections a r e  emptied in 32.6 psec. 

interval is  63. 5 psec for standard TV,  the inhibit time is 30. 9 psec. 

horizontal registers can be clocked in either a two- or  four-phase mode. 

Since the horizontal 

The 

In the vertical registers,  there is  a vertical gate per sensor row, i. e . ,  

244, plus three extra to allow for the incorporation of circuitry at either end. 
The vertical clock rate  is  15.75 kHz for a scan time of 15 .6  msec/field and a 

vertical inhibit time of 1. 07 msec (60-Hz field rate). 

Figure 6 shows a four-phase timing diagram suitable for driving the 

device. In this implementation, 260 CCD bit pulses a r e  generated. 

horizontal inhibit period, all horizontal phases except 4Hl a r e  kept low until 
the next line of video has been transferred in from V 

this time. 

field. 

During the 

which i s  also low at 

One hundred and twenty-eight vertical pulses a r e  generated per 
1' 

One hundred and twenty-three a r e  needed a s  a minimum. 

Charges a r e  transferred from the area a r ray  to the output register 

during the horizontal inhibit interval, and from the photosites to the vertical 
registers during the vertical inhibit interval, 

VI. PERFORMANCE 

A number of 190 X 244 runs have been successfully fabricated to date. Good 
high light level imaging has been demonstrated. 
utility of the DFGA for the detection of signal levels on the order of 30 electrons 

has been confirmed. Figure 7 shows high light level images from the DFGA and 

At very low light levels, the 
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FGAl. 
of the area a r ray .  When all on-chip output amplifiers are biased as source fol- 

lowers with RS = 1 K ,  typical saturation output voltages are 30 mV for the GCI, 
FGAl and FGAZ, and 150 mV for the DFGA. These pictures were taken at data 

rates of 10 MHz. Horizontal 

resolution is approximately 142 lines/picture height. Vertical resolution is 

approximately 244 lines/picture height. 

The DFGA can handle approximately 90% of the saturation charge level 

Transfer inefficiency is negligible to 20 MHz. 

Representative low light level images a re  shown in Figure 8. Here the 

DFGA output is being viewed at five different light levels, at a date rate of 

10 MHz, and in a +25"C ambient. 

approximately 140,000 electrons. 

was attenuated using neutral density filters, the final attenuation resulting in 

an image of about 70 electrons. 

Figure 8a shows a high light level image of 

In the subsequent pictures, the light source 

VII. SUMMARY 

A 190 X 244 CCD buried-channel a rea  imaging a r r ay  has been developed. 
An on- chip 12- stage distributed floating-gate amplifier significantly enhances 

the detectability of low light level images. Good a r r ay  performance has been 

achieved at data rates up to 20 MHz. 
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Figure 2, Photograph of die 
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Figure 3. Detail view of array at amplifier interface 
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Figure 4. Floating-gate amplifier system 
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Figure 5. Cell structure in area array 
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Figure 6. Timing diagram 
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Figure 7. High light level images from 
(a) the DFGA and (b) FGAl (To read 
the effective resolution, divide the test 
chart numbers by two. ) 

148 



f b )  ND= 9.0, 14,000 electrons ( d )  ND=3.0, 140 electrons 

( a )  ND=O, 140,000 electrons 

( c )  ND=2.0, 1400 electrons Dt3.3,  70 electrons 

Figure 8.  DFGA images at t25"C ambient, showing the effect of progressive 
light attenuation on image quality 
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EXPERIMENTS ON THE USE OF CCDs TO DETECT 
PHOTOELECTRON IMAGES 

John P. Choisser 
Electronic Vision Company 

A Division of Science Applications, Inc. 
San Diego, California 

This paper will discuss the image tube design 

and processing requirements for building an ICCD. 

Work is under way at EVC for building an ICCD using 

the Fairchild CCD 201 (100 X 100) array,  and progress 
will be reported. 

exposing parts of a CCD 201 t o  15-kilovolt electrons 

Over five radiation levels from approximately 1 0  to 
10 rads. 

years which successfully use semiconductors to detect 

Demountable tes ts  have been made, 

6 Other tubes built by EVC over the last few 

photoelectrons will be described briefly. 

I. DIGICON AND PHOTOSIL 

Two basic configurations of tubes we have built with semiconductor anodes 

a r e  shown in Figure 1. The Digicon, which is on the right, is a magnetically 
focused tube, and the Photosil, on the left, is electrostatically focused. The 

tubes are, respectively, approximately 2 inches in diameter by 6 inches long 
and 1 inch in diameter by 2 inches long. Both types of tubes a re  built using 

externally processed molecular-beam-formed photocathodes, a process we 
believe to be important in avoiding poisoning of the semiconductors by alkali 

metals. 

The design, fabrication, and use of Digicons have been described pre- 

viously (Refs, 1-7). 
been used. 
mounting CCDs, some Digicon headers will be shown as examples. 

Both parallel output and self-scanned diode a r rays  have 
Because one important facet of ICCD design concerns means for 
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F i g u r e  2 shows a heade r  built  for  a 212-channel Digicon fo r  Beaver  at 

USCD. 

the  geometry  of the diode leads  c a n  be different  on the  vacuum s ide  and the  air 
side.  

into a rec t i l inear  a r r a y  of pins on 0. 100-inch c e n t e r s  on the backside.  

lateral t r ave l  of the lead paths between ceramic l a y e r s  a l so  pe rmi t s  an  excel- 

lent  he rme t i c  seal, s ince  the  l a y e r s  are metal l ized before  the  ceramic is 

p res sed  and f i red.  The  diode manufac turer ,  in  th i s  case United Detector  

Technology, b r a z e s  the  s i l icon chip to  the  header  and at taches the lead w i r e s  

f r o m  the  subs t r a t e  to  the diodes. 

Serkowski at the University of Arizona using a different  a r r a y  of 200 diodes. 

F i g u r e  4 shows encapsulated and  unencapsulated 200-channel Digicons. 

The ceramic (alumina) header is of mul t i - layer  construction, so that 

The  basical ly  c i r c u l a r  contact  configuration shown h e r e  is t ransformed 

The 

F igure  3 shows a similar header  f o r  

The Photosi ls  have been  developed p r imar i ly  f o r  four-quadrant  photon- 

counting f o r  guiding on faint  objects  (Refs.  8 and 9). 
configuration that  wil l  be  used f o r  the CCD 201. 

Quadrant Photosi l  is 2 inches in  d i ame te r  and 5 inches long, including space  in  

the r e a r  f o r  preampl i f ie rs  (F igu re  5). 
planned f o r  u s e  in  gene ra l  photometry. 

This  is the bas ic  tube 

When encapsulated,  the 

One-  and two-channel Photos i l s  are 

All  of the previously descr ibed  tubes have para l le l  outputs, and it is 

na tura l  to cons ider  the u s e  of self-scanned a r r a y s  to pe rmi t  the  use  of increased  

numbers  of pixels. 

shows a header  f o r  tubes using the Reticon 1024 B a r r ay .  

tubes was  built 1 y e a r  ago f o r  Tu11 of the University of Texas, and has  been 

used successful ly  a t  the coude) spec t rograph  of the  107-inch te lescope at 
McDonald Observatory.  

This  has  been done in  the case of the  Digicon, and F igu re  6 
The  first of t hese  

To  prevent  damage  to the c i r cu i t ry  on the chip, a mechanical  m a s k  is 

mounted o v e r  the ch ip  to p e r m i t  photoelectron bombardment  only of the diodes.  

Radiation damage  t o  the diodes in  the Reticon a r r a y  causing increased  d a r k  
c u r r e n t s  up to a max imum of a f ac to r  of about 15 has  been measu red ,  and is 

reported by  Tull ,  Choisser ,  and Snow in  Reference 6. 
CCDs which m a y  i n c r e a s e  leakage c u r r e n t s  and adve r se ly  affect  cha rge  t r a n s -  

fer efficiency is a n  important  considerat ion in  designing, building, and using 

ICCDs. 

S imi l a r  damage  to  
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11. DEMOUNTABLE TESTS 

In cooperat ion with C u r r i e  at the University of Maryland, EVC i r rad ia ted  
a Fairchi ld  CCD 201 with 15-kilovolt e lec t rons  in a n  ul t rahigh vacuum system. 

A m a s k  was  fabricated with f ive 0,020-inch-diameter  holes,  spaced so  that  
they would have no rows o r  columns of the a r r a y  in common. 

with a single l a r g e r  hole, was  used to select the i r rad ia t ion  site f o r  a pa r t i cu la r  

run. 

picoammeter .  

which was i l luminated by a low-pres su re  m e r c u r y  lamp. 

A second mask ,  

The leads  f r o m  the a r r a y  w e r e  shorted together  and grounded through a 

Photoelectrons w e r e  provided by a palladium photocathode, 

3 4  5 F o u r  exposures  w e r e  made,  represent ing  approximately 10 , 10 , 10 , 
6 and 10 rads.  

high voltage off. 

A fifth exposure  was  made  with the m e r c u r y  l amp  on and the 

The a r r a y  was  then sen t  to  C u r r i e  f o r  tests. 

Observat ion of the operat ing a r r a y  showed no vis ible  effect on d a r k  c u r -  

ren t  except f o r  the spot  which had received the  highest  i r radiat ion.  

i n  d a r k  s ignal  at th i s  point was  of the same o r d e r  as the var ia t ions in  d a r k  c u r -  

r en t  which occur  normal ly  ove r  the area of the a r r ay .  

The inc rease  

Although these  r e su l t s  appea r  encouraging, they should be considered 

somewhat inconclusive. 
s ibly m o r e  damaging to  the a r r a y ,  i f  the  a r r a y  w e r e  operat ing during i r r a d i a -  

tion. In addition, it was  unfortunately not possible  to  make  the tests at higher  

voltage, and t h e r e  is s o m e  possibil i ty that  the 15-kilovolt e lec t rons  could not 

penetrate  to the regions where  damage would be  m o r e  pronounced. 

additional m o r e  careful ly  controlled tests wil l  be  possible  soon with the  a r r a y  

in  a tube, and with the protect ive oxide su r face  ove r  the a r r a y  removed. 

The tests would have been m o r e  realistic, and pos- 

In any case ,  

111. ICCD DESIGN AND FABRICATION 

Due p r i m a r i l y  to the  availabil i ty of the a r r a y ,  and because  of the poten- 

tial advantages of f ronts ide  bombardment  if damage  mechanisms pe rmi t  (i. e . ,  

economics and cooling s implici ty) ,  it was  decided to build a n  ICCD using a 

modified Fa i rch i ld  CCD 201 and a Photosi l  tube design. 

cooperat ion with C u r r i e  at the Universi ty  of Maryland, who wil l  pe r fo rm the 

test and analysis  of the  first devices  (Ref. 10). 

p ro jec t  sponsored by the A i r  F o r c e  Space and Miss i les  Systems Organization. 

The project  is in  

The  tubes are  being built  f o r  a 

152 



A s  previously stated, the tube will be made using the design of the 

electrostatically focused Photosil, shown in Figure 1. A 1 -inch-diameter 

header has been built which conforms to Fairchild specifications in the die 
attach and wire bond region. 

where they are brought out to a pin circle near the perimeter of the header. 
This leaves the center area of the air side of the header clear for  a cooling 

probe, and leaves most of the vacuum side available for brazing the copper 

The contact leads descend to a subsurface layer, 

sealing washer and Kovar anode cone mounting ring. 

Figure 7, along with a partially finished 2-inch header to be used in a Digicon 
with two parallel Reticon RL-1024 B arrays.  

Later this month (March 1975), the headers will be sent to Fairchild for  

The f i r s t  tube is scheduled to be built in April, and 

The header is shown in 

attachment of the arrays.  
tests will commence immediately. 

IV. SUMMARY 

Because of the number of successful image tubes built over the last few 

years at EVC using semiconductors of various types as anodes, we feel that 
the technology is at hand to build ICCDs as suitable a r rays  become available. 
In his paper (Ref.  l l ) ,  for example, Collins will describe CCD ar rays  built at 
Texas Instruments specifically designed and mounted for  rear  illumination by 

photoelectrons. 

semiconductor manufacturers, the potential advantages to their use as photo- 

electron detectors will be kept in mind. 

W e  are in hopes that, as future a r rays  are designed by the 
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Figure 1. Magnetically focused Digicon (right) and electrostatically focused 
Photosil (left) 
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Figure  2. Multi layer ceramic header  for  a 212-channel Digicon 
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Figure 3. Multilayer ceramic header for a 200-channel Digicon 
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Figure 4. Encapsulated and unencapsulated 200-channel Digicons 
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Figure 5. Quadrant Photosil for autoguiding on faint images 

160 



Figure 6. Multilayer ceramic header for a Digicon using the RL-1024 B 
Reticon array 
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Figure 7. 1 -inch-diameter Photosil header made for the Fairchild CCD-201 
(left) and 2-inch-diameter Digicon header for two parallel Reticon 
RL-1024 B ar rays  (right). 
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DEVELOPMENT O F  A CCD FOR ULTRAVIOLET IMAGING 
USING A CCD PHOTOCATHODE COMBINATION* 

D. R. Collins, C. G. Roberts, W. W. Chan, W. C. Rhines, and J. B. Barton 
Texas Instruments Incorporated 

Dallas, Texas 

S .  Sobieski 
Goddard Space Flight Center 

Greenbelt, Maryland 

For  many space experiments, imaging and 
spectroscopy require excellent ultraviolet sensi- 

tivity. CCD imagers are promising sensors because 
of their low power, light weight, and high reliability. 

However, high responsivity at wavelengths below 0 .4  
micron is difficult to achieve with silicon CCDs even 

using thinned backside illumination, 
CCD in the electron-in mode, coupled with a bi-alkali 

photocathode to produce UV photon conversion, will 
provide the following desirable features: 

The use of a 

( 1 )  High UV response of the bi-alkali 
photo cathode 

Excellent imaging quality of a CCD 

area a r r ay  
High signal-to-noise ratio due to the EBS 
(electron bombarded silicon) gain of the 

CCD operating in a tube configuration 

(2) 

( 3 )  

This paper describes the rationale and progress 

made in  developing a CCD for use as an UV imager. 

>#This work is partially supported by the U. S. Army N V L  and NASA 
Goddard (DAAKOZ - 7 4 - C - 0 3 5 9 ). 
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The CCD area array geometry, and electrical and 
optical characteristics a re  described along with the 

technology used to fabricate the sensor. 
tages of using a thinned backside illuminated CCD 

in order to maintain MTF (modulation transfer func- 
tion) and gain for the electron-in mode of operation 

are explained. Experimental data obtained using a 
scanning electron microscope as the signal source is 
presented on gain vs. accelerating voltage and MTF 
degradation due to lateral carr ier  diffusion from the 

back surface. 
method of mounting the CCD within a tube structure 

to achieve backside illumination, cooling, multiple 

electrical connection to the CCD in the tube vacuum, 

and minimal cross  -contamination between the CCD 

and the photocathode. 

The advan- 

Detailed discussion is given on the 

I. INTRODUCTION 

Ultraviolet imaging and spectroscopy a r e  primary mission goals for a 
number of planned space experiments. 

violet from a platform above the absorbing terrestr ia l  atmosphere (0.3-micron 
cutoff) affords a number of advantages, including: (1) increased angular resolu- 

tion, ( 2 )  extended wavelength baseline, (3) accessibility of important spectral 
resonance transitions, and (4) data on extremely hot o r  nonthermal sources 
nearer to their peak. 

cal f i l ters and spectroscopy, coupled with spatial resolution perpendicular to 
the wavelength dispersion direction, will also provide important new informa - 
tion. 

particularly by observations of the stars in  hot-terminal stages of evolution, 
spatial characterization of the physical conditions within hot extended inter stel- 
lar clouds, and the delineation of the physics and structure of the central regions 
of normal and high -excitation galaxies. 

The capability for observing in  the ultra- 

The imaging of faint sources through band-limiting opti- 

Representative planned programs include the study of stellar evolution, 

Figure 1 shows the spectral responsivity of photon-in (direct view) thinned 

It may be seen that typical responsivity is unsatis- backside illuminated CCDs. 

factory below 0.4-micron wavelengths. But it is possible to fabricate devices 
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with near -ideal backside accumulated surfaces and obtain near -theoretical 
quantum efficiencies at 0.4 micron (absorption length 0. 13 micron in Si). 
ever, examination of spectral resonance transitions below 0.3 micron (50-A 

absorption length), such as the Lyman Q line at 0.1216 micron, is not feasible 
with a photon-in CCD. 

How- 

The purpose of this paper is to describe recent work in the development of 
an ultraviolet converter tube which will be particularly suited for space imaging 

o r  imaging spectroscopy. 
convert ultraviolet (and visible) photons into photoelectrons, which in  turn  are 
focused by an applied electrostatic field onto a thinned charge-coupled device in 
close proximity to the photocathode. 
CCD provides a target for the photoelectrons with an inherent gain depending 

upon the accelerating voltage applied. 

The tube uses a photocathode/window combination to 

In this electron bombardment mode, the 

II. PHOTOCATHODEITUBE SELECTION 

A number of different photoemissive materials/window combinations can 

be used to produce the photoelectrons. 
cie s* of several combinations involving semi-transparent coatings which a r e  

suitable for U V  applications. 

for the developmental tube since it provides sensitivity in the visible and UV, 
thereby simplifying testing and evaluation. 
based telescope is therefore possible. 

Figure 2 illustrates the quantum efficien- 

The Bi-alkali/MgFz combination has been selected 

Immediate application at a ground- 

Quartz has an optical cutoff at approximately 0.2 micron and hence is of 

limited use as window material. This 0.2-micron cutoff of quartz also prevents 

the use of conventional curved fiber optic windows used in electrostatic inverter 
tubes. Hence, for U V  applications, the flat window requires the use of either a 

proximity, magnetically focused, o r  pentode tube. From the standpoint of size, 

the proximity tube, has a distinct advantage since the photocathode and CCD a r e  
separated by only -0. 1 inch. However, the electric fields developed in such a 
tube structure may limit the accelerating potential that can be applied. 

*Ref. EMR Photoelectric, wall chart. 
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III. CCD TARGET FABRICATION 

The CCD imager chosen to be incorporated with a photocathode is a 160 X 

100 resolution element, n-channel, buried-channel, double-level A1 -AlzO3-Ad 
metallization, thinned, backside illuminated structure, This CCD imager is 

discussed in  detail in a companion paper (Ref. 1). 
sor is shown in Figure 3. 

impinging electrons, and thinning is necessary to maintain spatial resolution 
near the Nyquist limit. 

the CCD from the front (metallized) side, the presence of the necessary gate 
oxide layer would eventually result in the buildup of charge in the oxide layer 

and drastically affect operation of the CCD. 

A1 metallization surface-channel CCD was found to degrade within a few seconds 
when operated while being irradiated on the front (metallized) side in a SEM 

(scanning electron microscope, 15-kV acceleration voltage). The same device 

could be operated in the SEM for a period of days with no degradation, with the 
electrons impinging on the thinned back surface. 

A cross  section of the sen- 

The silicon membrane serves  as the target for 

Although in principle, the electrons could impinge upon 

The performance of a single-level 

IV. DESIRABLE PROPERTIES O F  A CCD MOUNTED WITHIN A TUBE 

The features desired o r  necessary for incorporating a CCD into a photo- 

cathode tube are listed below: 

Conventional semiconductor integrated circuit techniques for 

mounting the CCD. 

Parallel photocathode and CCD surfaces. 

Multiple electrical connections (-30) from the CCD to the tube 
exterior. 

Sturdy electrical connections (pins) at  the r ea r  rather than the 
side of the tube for ease in  electrical testing. 

Simple CCD header, which is part of the vacuum tube wall. 

Minimization of c ross  contamination between the CCD/ header 

and the photocathode. 

Header construction to facilitate cooling the CCD. 

Header construction to allow pressure equalization across the thin 

membrane, especially during vacuum evacuation of the tube. 
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( 9 )  Header construction to withstand the tube temperature bake cycles 

(-350 to 400°C) without harming the CCD. 

The ease with which the above properties can be achieved involves compli- 

cated tradeoffs in mounting and header, CCD, and tube fabrication. 

V. HEADER CONSTRUCTION 

Mounting a thinned backside illuminated CCD within a tube structure pre-  
sents additional problems over those encountered in mounting a frontside illumi- 

nated device. 

electrical connections to be made to the CCD. 
the CCD in such a fashion would be to flip-chip mount the CCD to a circular 

ceramic header with electrical feedthroughs. However, the concept of flip-chip 
mounting a CCD, much less a thinned CCD, would require a substantial CCD 

fabrication development effort. 

is mounted must have an opening in  it to expose the thinned silicon surface to the 

electron flux. Since the thin membrane will not withstand the pressure differen- 

tial of the vacuum, the CCD itself cannot be part of the vacuum wall. 

requires an additional vacuum wall element. 

making multiple external electrical connections requires the substrate to be part 

of the vacuum wall. 
"cover" over the CCD and pressure relief vents between the main tube volume 

and the cover cavity. 

The thinned surface must face the photocathode and yet allow 
An obvious method of mounting 

Hence the ceramic substrate on which the CCD 

This 

However, the desire for ease in 

This feature in  turn requires that the header have both a 

A proposed CCD header configuration is  shown in  Figure 4. The ceramic 

substrate is brazed to a Kovar reentrant flange. 
is formed in  two layers, providing a buried metallization path from the bond 
pads to the connector pins, which eliminates a potential vacuum leakage path. 
An alloy stage is brazed to the bottom of the ceramic substrate for mounting the 
thinned CCD. A seal flange is brazed to the top of the ceramic substrate. After 

the CCD has been alloyed to the alloy stage and bonded to the bond pads, a Kovar 

cover is heliarc welded to the seal flange, providing the outer vacuum wall. 

small hole through the ceramic substrate provides the pressure relief vent 
between the main part of the tube and the CCD cavity, 

sealed, the tube flange may be heliarced to the main tube body. 

The ceramic substrate itself 

A 

After the cover has been 

This header design has all of the desirable features listed above. The 

alloy stage provides a good thermal expansion match to the silicon CCD during 
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the prolonged 350-400" C tube fabrication process. 
contamination between the CCD and the photocathode is through the small vent 

holes. While the contamination of the CCD MOS structure by alkali vapors is  a 
real  concern, remote processing of the photocathode can reduce the probability 
of this occurrence. Should cross  Contamination prove to be a problem, it is 

possible to eliminate the vent holes and evacuate the two regions separately. 
Attaching a thermoelectric cooler to the Koval cover will permit easy cooling of 
the CCD. Accurate registration and planarity of the CCD to the photocathode a re  

assured by maintaining a flat surface on the alloy stage, and by proper alignment 
of the tube flange to the alloy stage. 

The only possibility for cross  

VI. SIMULATED TUBE OPERATION USING A SCANNING 
ELECTRON MICROSCOPE 

In order to obtain information on the electron-in mode of CCD operation 

prior to actual tube operation, a SEM was utilized. 

performed in this experiment, critical performance in the 8- to 20-kV accelerat- 
ing potential range was obtained. Figure 5 shows a plot of EBS (electron bom- 
barded silicon) gain vs. acceleration voltage for three different CCDs. For 

comparison, both theoretical and typical SIT (silicon intensified target) tube 
gains a re  presented. 

devices were tested with the electron beam at  a 45-deg angle of incidence to the 

target, increasing the effective "dead voltage. These devices were also fabri- 

cated with blue responses (0.4 micron) of less  than 1070, indicating insufficient 

back surface accumulation. 

response will provide lower dead voltages and higher gains. 

While no imaging could be 

The gains obtained a re  less  than ideal; however, the 

It is anticipated that sensors with near -ideal blue 

The effect of lateral car r ie r  diffusion on the MTF (modulation transfer 

function) for the electron-in mode of operation is similar to the results obtained 

with blue light. 
depletion depth is approximately 4 microns. 

brane is approximately 10-12 microns. 
microns in thickness, compared to the 23 -micron center -to-center separation 

of the resolution elements. 
diffusion is small. 
beam position, as a beam is traversed across adjacent resolution elements. 

For the resistivity of the p-type substrate used (8 52-cm), the 
The thickness of the thinned mem- 

Thus the undepleted silicon is only 6-8 

Thus the degradation in MTF due to lateral charge 

This may be seen in Figure 6 from a plot of output signal vs. 
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VII. CONCLUSIONS 

While the operation of a CCD in conjunction with a photocathode for UV 
imaging remains to be demonstrated, many problems concerned with this con- 

cept have been satisfactorily addressed. 

minated CCD has demonstrated gains of 3000 and excellent resolution. 
more, the difficult technology needed for mounting a thinned CCD within a tube 

appears feasible. Major questions still to be resolved involve operation and 
reliability of the photocathode and CCD once the tube is activated. 

The thinned electron-in backside illu- 
Further- 

While the major emphasis of this paper has been UV imaging, it is appro- 
priate to comment on the much broader consequences of this EBS CCD operation. 

The gains possible with a CCD/photocathode combination are not only useful for 

faint  UV imaging but are also extremely important for all LLLTV (low light level 
TV) applications. 

noise of the CCD (less than 100 electrons/pixel at room temperature), a simple 
CCD/ photocathode proximity tube should provide equivalent preformance to an 

ISIT (intensified SIT) tube. 

CCD at a sufficiently high level and reducing the noise such that G is approxi- 
mately ten times the rms noise equivalent number of electrons per packet, one 

should be able to sense individual photon events, since the signal charge per 

packet resulting from a single photoelectron will be approximately G. 

Due to the high gain preceding the CGD and the inherent low 

Furthermore, by maintaining the gain G of the EBS 
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Figure 1. Spectral responsivity of near -ideal and typical thinned backside 
illuminated CCD area imagers 
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Figure 4. CCD header configuration 
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Figure 5. EBS gain of three CCDs VS. acceleration voltage. 
typical SIT data shown for comparison (Data taken with e-beam at 
45" incident angle to the thinned silicon surface. ) 
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eration voltages of 8-10 kV were used with effective range of 
approximately 1 micron. Variation i n  data between the parallel and 
perpendicular data may be primarily due to inaccuracy i n  focusing 
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SLOW-SCAN OPERATION OF LONG LINEAR CCD ARRAYS 

Michael Vicars-Har ris 
Fairchild Space and Defense Systems 

Syosset, New York 

The performance and characteristics of 
Fairchild long linear CCD ar rays  present a unique 

design input to slow-scan imaging systems. Slow- 
scan imaging generally results from requirements 
for either very high resolution or  for very long 

integration times, o r  both. Linear CCD ar rays  
used singly o r  in optically butted assemblies per- 
mit  practical implementation of long line a r ray  
systems with 6000 o r  more picture elements per 

line with readout ra tes  in excess of 5 MHz. 
play and tape recording of slow-scan imagery with 
over 1000 picture elements per line also presents 

unique challenges. 

formance results and the operation of the Fairchild 

1728-element CCD ar rays  for generation of high- 
resolution slow-scan imagery and some approaches 

for recording and display of the imagery. 

implication of dark current and its control is 

discus sed. 

Di s -  

This paper discusses per- 

The 

I. INTRODUCTION 

Current CCD technology is limited to a rea  a r r ays  no larger  than 
approximately 500 X 400 photo sensors. 

require higher-resolution imagery, CCD linear arrays provide a practical 

solution. 

For  system applications which 

The Fairchild 1728-element CCD linear a r ray  is a two-phase buried- 

channel device with 1728 photo elements on a 13-pm pitch (Ref. 1). Readout 
registers and video amplifier a r e  included on the chip, and the device offers 
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wide dynamic range. A summary of measured performance of this a r ray  i s  

given in this paper, together with a review of some system applications and 

parameters. 

"Slow-scan" operation is defined in this case as operation at frame rates 

much less than 30 frames per second. 

slow-scan security systems, i n  which sequential frames are panned at a slow 
rate, and "push-broom" type cameras, in  which the a r ray  is contained in a 
moving vehicle and is used to scan a continuous strip. The latter approach 
would cover wide-angle high-resolution s t r ip  reconnaissance cameras, multi- 

spectral earth resources systems, and environmental monitoring systems. 

This includes both high-resolution 

11. MEASURED PERFORMANCE O F  1728-ELEMENT ARRAYS 

Figure la  shows the typical signal transfer characteristics for a 
CCLID- 1728, with the a r ray  output voltage in mV plotted against exposure in 

2 pJ/m . 
point responsivity becomes nonlinear, with blooming occurring at about 180 mV. 

Saturation for this a r ray  occurred at approximately 160 mV, at which 

Table la  gives average results of characterization tests of 1728-element 
a r rays  at room temperature and at -2OOC. 
current (ID) approximately halves for every 10°C reduction in chip temperature 

over this range, while parameters such as responsivity a r e  essentially 

unchanged. 

As expected from theory, dark 

Spectral response is shown in Figure l b  for two devices from the same 
The photosensors on the 1728 ar rays  a r e  covered by a transparent wafer. 

polysilicon electrode with a silicon dioxide insulator. 

interference patterns in the incident light which result in the peaks and valleys 
that a r e  seen in these response curves. These a r e  dependent upon the relative 

thickness of the layers and also the angle of incidence of the rays. 

efficiencies of lo%, 3070, and 60% a re  shown on the same figure for reference 
purpo s e s . 

These layers produce 

Quantum 

Figure 2 shows the combined MTF curves for a CCD 1728 ar ray  and a 
B & L Super Baltar 3-in. f /2  lens, measured at four different bands. 
a r ray  limiting resolution of 38.5 lp/mm, the MTF is 38% in the band 
0.5 - 0.6 pm, 3570 in the band 0.6 - 0. 7 pm, 23% in the band 0.7 - 0.8 pm, 

and 18% i n  the band 0.8 - 1.1 pm. 

At'the 

Measurement of the wideband MTF is 
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limited by the ability of the lens to focus simultaneously over the full silicon 

response of the array.  

Transfer inefficiency was measured at 1 MHz both at room temperature 
and at -20°C. 

charge being left behind after each clock transfer, and this can result in 
smearing of the information which is being read out as well as in degradation 
of MTF. 

image onto one photosensor. 

Transfer inefficiency in the readout register results i n  some 

Measurements were made using a light spot 5 pm in diameter to 
The amplitude of the output signal and the trailing 

The range of transfer . pulse signal were measured from each end of the array.  

efficiencies for all devices was between 0. 99995 and 0.99998 per transfer for 
both temperatures. The effect on MTF for 9 = 0.99998 would be to reduce an 

MTF of 40% for the first elements read out to 38.6% at the opposite end of the 

array;  i. e., the effect on MTF is negligible with these efficiencies. 

Crosstalk was measured using the same light probe as in the transfer 
inefficiency measurements. Results a r e  shown in Table lb .  As expected, 

crosstalk r i ses  with increasing wavelength because of the deeper penetration 

of photons at longer wavelengths. 

On the 1728 devices, signal charge is integrated in the photo elements 
during a line integration, then transferred in parallel from the photosensor to 
the readout registers. If all of this charge is not transferred, there will be a 

residual image. The efficiency of this transfer is a function of transfer time. 

Typically this should exceed l p s ,  and if  a 10-ps transfer pulse is used, 
residual image will be negligible. 

111. SYSTEM APPLICATIONS 

Several slow-scan cameras have been built at Fairchild Space and 

Defense Systems using 1728-element arrays.  

generates a 1728 X 1728 element picture in 4 seconds, the total power required 

is  under 2 1/2 watts and the camera volume is under 20 cubic inches, excluding 

the lens. 

using a thermoelectric cooler underneath the CCD array. 

is only beneficial when the noise equivalent exposure for the system is being 

limited by dark current noise (Ref. 2). 

For  a typical camera which 

In some of these cameras, provision was made for array cooling 
Cooling of an array 

177 



Dark current noise falls into two categories, temporal and coherent. 
Temporal noise is random and results from the average ID for the device, 

which is of course temperature-dependent. 

instance as the dark current signature which results from the nonuniform dark 

signal generation from photosensor to photosensor. Variation across an a r ray  

Coherent noise is defined in this 

can be up to *50% of ID. 
exposure, this signature appears as striation across  the image in the direction 

of mechanical scan o r  motion. Though this coherent noise can be cosmetically 
objectionable, a useful signal which is below this level can still be extracted. 

At signal levels approaching the noise equivalent 

In a typical application, where the CCD array temperature could exceed 
45°C and an integration period of more than 2 milliseconds per line is required, 

cooling is accomplished using a thermoelectric device (TED). 
single-stage TED which is only slightly larger  than the CCD package (24  pin 
DIP) provides a temperature depression of approximately 25" C between the chip 
and ambient. 

A 1 -watt, 

A larger  temperature depression, approximately 40" C, has been achieved 
using a 4-watt TED. 

CDD package from losses through the DIP  pins to the printed card, and to 

adjacent components. Also, in this case chip dissipation is held to under 
100 mW total. 

principally by the I R losses of the on-chip amplifier, which is of the order of 

50 mW. 

formula P = CVc fcJ where C is the total capacitance of the clocking gates, Vc 

is the clock voltage amplitude, and fc is the clock frequency. 

P 2: 30 mW at 1 MHz. 

In this case, care  is required to thermally isolate the 

At low clock frequencies, chip dissipation is determined 
2 

Power dissipation P due to clocking can be determined from the 
2 

Typically 

For  "push-broom" applications requiring very high resolution, many 
thousands of picture elements are required in a single line. 

optical butting of several a r rays  can be achieved. 

beam splitting pr ism t o  optically align three arrays,  is shown in Figure 3. 

Longer scanners a r e  practical because of the high geometric accuracy of the 
arrays.  For  an a r ray  with a photosensor pitch of 13 Fm, accuracy is better 

than *O. 2 Fm, noncumulative, and the optical alignment between ar rays  can be 

made better than * l O  pm. 
the effect of the signatures of the arrays,  which a r e  caused by small 

For these situations, 

One approach, which uses a 

Data reduction techniques can be applied to reduce 
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variations in responsivity and transfer characteristics, since these a r e  stable 
and repeatable for any one device. 

device used in the scanner. 

for the end elements on any device; therefore, optical butting can be contiguous 
and does not require any overlap o r  combining of photo elements. 

Thus they can be predetermined for each 

No abnormal characteristics have been observed 

IV. VIDEO RECORDING AND DISPLAY 

For a single 1728 a r r ay  operating at clock rates up to 2 MHz, data has 
been stored successfully using a standard Sony rotating head video recorder. 

In this case, the recorder will make several head rotations for each 
1728 X 1728 frame, and requires insertion of a pseudo sync pulse after each 
head rotation to maintain synchronism. 

a 1728-line scanning camera, which was then played back using a slow-scan 

electrostatically deflected CRT display. In this particular example, detailed 
analysis of the recorded picture was made possible by playing one slow-scan 

frame, o r  portion of a frame, into a scan converter operating at a 30 frame 
per second output. 
over 1000 lines, it is important to be able to expand selected portions of the 
frame for viewing at full resolution. 

Figure 4 shows a recording made with 

Since even the best monitors start to degrade resolution at 

When multiple a r rays  a r e  used simultaneously, the video output requires 

more complex mass data storage techniques. For instance, for ten 1728 arrays 
simultaneously being clocked at 5 MHz, the video bandwidth will be 

1 / 2  X 50 MHz, i. e., one half of the fundamental clock frequency. 
display of video at a 25-MHz bandwidth clearly require special equipment for 

both recording and display. Real-time viewing of the total scene can be done 
at a lower resolution, with detailed analysis performed by either electronically 

"zooming" in on the a rea  of interest, o r  by transferring the recording to film. 

Storage and 

V. CONCLUSION 

Systems configured around the 1728-element CCD array have been 

successfully built and demonstrated in Fairchild Syosset. 

has been given in this paper. 
in the use of CCDs of having low power consumption, small size, high 

metriclty, and a wide operating dynamic range. 

A brief summary 

All of these systems share the advantage inherent 
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Figure 3, EWACS optical butting assembly 
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Figure 4a. Camera output image 

Figure 4b. Tape recorder output image 
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IMAGING PERFORMANCE OF A CCD AREA ARRAY AT 200°K 

W. D. Baker and D. J. Michels 
Naval Research Laboratory 

Washington, D. C. 

The performance of a 100 X 100 charge- 
coupled device imager was evaluated in the vicinity 
of 200°K. A set  of operating conditions was deter- 

mined which permits satisfactory operation of the 
imager from 300°K to 150°K while assuring 
maximum tolerance to ionizing radiation. Good 
imaging has been obtained for integration times 

in excess of 10 seconds at 200°K. Preliminary 
results on image storage indicate that storage 
times of many seconds are possible at 200'K. 

I. INTRODUCTION 

Charge-coupled device (CCD) area  a r ray  imagers are attractive for 

many applications due to their small size, low power consumption, and 

inherent metricity. 

feasibility of using a CCD area  imager to develop a space-qualified camera 
system with an on-board image processing capability. 

we have investigated the operation of a 100 X 100 CCD imager (Fairchild 

CCD 201) in view of the system requirements for the proposed camera. 

We have been engaged in an effort to evaluate the 

As a part  of that effort, 

The system requirements place several  constraints on the CCD 

performance. 
storage times (up to 30 seconds o r  more) are desired in order to obtain 

sufficient sensitivity and to  simplify telemetry electronics. 
long integration and storage timess the device must be cooled to reduce the 

effects of thermally generated dark current. 
for cooling during a space-flight mission is, of course, quite limited. The 
use of a passive radiator to provide cooling is very attractive provided that the 

For this system, both long integration times and long image 

To achieve such 

The amount of power available 
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heat load is not excessive, that a cold temperature of about 200°K is adequate, 
and that the requirements on temperature accuracy and stability a r e  not too 

severe. Since the 100 X 100 CCD imager dissipates only about 50 mW in its 
package, it could be cooled by a passive radiator. 

determine, then, is if the CCD imager can meet system requirements when 
operated at 200°K and i f  good imaging performance can be maintained over a 

reasonable range of temperatures around 200°K without changes in the CCD 

ope rating conditions. 

What we have attempted to 

An additional system requirement is  that the imager must be capable 
of tolerating the anticipated radiation dose which it would encounter over the 
life of a mission. 

temperature operation must be compatible with the operating conditions for 
radiation tolerance. 

This means that the operating conditions for low- 

Also, from the standpoint of power conservation, it is desirable that 
the number of different voltage levels required for CCD operation be as few 

as possible. 

11. EXPERIMENTAL TECHNIQUE 

The experimental apparatus used to collect the data for this investigation 
is indicated schematically in Figure 1. 

illuminate a transparency (either a standard resolution chart o r  some other 
scene). 

from the incandescent light source. 

imager using a trinocular microscope with an  appropriate lens combination. 
The CCD was mounted in a Teflon (TM) cold cell, which was continually 

flushed with dry nitrogen to prevent moisture condensation. 

accomplished by mounting the CCD on a copper finger attached to a copper 

block through which cold nitrogen gas  was passed. 
regulated by a controller driving a small heater mounted in the copper block. 

Thermocouples were mounted to the copper finger for monitoring the tempera- 

ture. 
the temperature of the CCD is at most 5°C warmer than the finger temperature 
as a result of imperfect thermal contact and power dissipation in the CCD. 

The light source intensity was adjusted to give a saturation response in the 

A collimated light source was used to 

A filter was used in the light path to remove the infrared component 

The image was focused onto the CCD 

Cooling was 

The temperature was 

The temperature could be controlled within *3"C. W e  estimate that 
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CCD for an integration time of 8 msec. 
adjust the light intensity to any level desired. 

obtained by inhibiting the transfer of charge from the photosites into the 

scanning shift register. 
compatible with a 120 frame per second TV display. 

Neutral density filters were used to 
Long integration times were 

All shift registers were continuously run at a rate 

111. RESULTS 

A set of operating conditions was established which gave satisfactory 
imaging performance over the range from 300°K to 150°K without changes in 
the conditions. 

maximum radiation tolerance possible for these devices. 

are given in Table 1, along with the manufacturer's nominal and limiting 
values. 

required and only one bias voltage. 
measured both at room temperature and 150°K was 15 lp/mm vertical and 

11 lp/mm horizontal. This compares to geometrical limitations of approxi- 
mately 16 lp/mm and 12 lp/mm based on the vertical and horizontal element 

pitch, respectively. 

. 

These operating conditions are also compatible with the 

The conditions used 

Under these conditions, only three clock driver supply voltages are 

The approximate limiting resolution 

Integration times of 10 seconds have been used with good results and no 
evidence of dark current buildup. Modification of timing circuits to extend the 
integration time up to 1 minute is in progress. Estimates of the dark ccrrent  

at 200°K indicate that the desired integration times of at least 30 seconds a r e  

possible with almost no dark current contribution to degrade image quality. 
Preliminary measurements of image storage have been made by using a 

shutter to allow light on the CCD for a short period and then delaying the 

readout for several seconds. From these preliminary results, no loss 

mechanisms have been seen which could prevent image storage times com- 
parable to the integration times. 

These measurements indicate that the combination of a CCD area imager 
and a passive radiation cooler can meet the system requirements described 

earlier. 
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Table 1. CCD imager operating conditions 

Parameter Manufacturer 
Min Typical Max This work 

Horizontal clock LOW 

Horizontal clock HIGH 
Vertical clock LOW 

Vertical clock HIGH 

Reset clock LOW 
Reset clock HIGH 
Photogate clock LOW 

Photogate clock HIGH 

Res et drain 
Output drain 

Reset gate 

Compensation drain 

-10 -8 
2 

-10 -8 
2 

-10 -8 
2 

-10 -8 
2 

12 
12 

12 

12 

10 

10 

10 

10 

15 
15 

15 

15 

-8 
t l  

-8 

t l  

-8  

t10  
0 

t 10  

t15  
t15  

t15 

t15  
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MTF AND POINT-SPREAD FUNCTION FOR A LARGE-AREA CCD IMAGER" 

K. J. Ando 
Jet Propulsion Laboratory 

Pasadena, California 

In the present work, utilizing the Crowell and 

Labuda model, the MTF degradation due to lateral 

diffusion is calculated for a back-illuminated CCD 

imager for typical device parameters. 
nature of the CCD and finite size of the photosensi- 
tive elements, with its less than ideal collection effi- 

ciency for photogenerated charge, result in an additional 
MTF degradation. 

is utilized to calculate the effective point-spread func- 

tion for these processes in the time domain. 

The discrete 

The Fourier transform approach 

Experi- 

mental data is presented on the point-spread function 

for a three-phase, double-level anodized aluminum 
160 X 100 thinned and back-illuminated CCD imager 

and compared with the theoretical results. 

modification of the Crowell and Labuda model sug- 

gested by these results is presented. Finally, the 
effects of the less than ideal charge transfer efficiency 
in practical devices a re  calculated and applied to pre- 

dict the anticipated MTF and point-spread function for 

a 400 X 400 large-area CCD imager currently under 

development . 

A simple 

I. INTRODUCTION 

The charge-coupled device offers a new and significant approach to 

achieving the once elusive goal of a viable large-area solid- state imager 
* 
This paper presents the results of one phase of research carried out at the Jet  

Propulsion Laboratory, California Institute of Technology, under Contract No. 
NAS 7 - 100, sponsored by the National Aeronautics and Space Administration. 
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possessing the format size and element density comparable to  a conventional 

vidicon. 

reflected by the performance data presented at this Symposium on large-area 

a r ray  imagers. 
effects of charge transfer inefficiency for such large-area arrays.  

for the MTF and point-spread function are derived and applied to a thinned, 

back-illuminated 400 X 400 area imager (Ref. 1) .  
anticipated performance levels for such a CCD and the significant role of 

Considerable progress has been made towards achieving this goal, as 

This paper discusses the MTF, point-spread function, and the 

Expressions 

The results indicate the 

charge transfer efficiency for large-area arrays.  

11. MTF AND POINT-SPREAD FUNCTION FOR LATERAL DIFFUSION 

Figure 1 illustrates the simplified model utilized by Crowell and Labuda 

(Ref. 2)  to  calculate the quantum efficiency To and the MTF for a silicon diode 

array target. 

depleted and a region of zero lateral conductivity. 

lated by evaluating, for a sinusoidal optical input, the steady-state diffusion 

cur rent 

The depletion region of width - La is assumed to be totally 

To and the MTF a r e  calcu- 

J = 
P La ax y =  

flowing into the depletion region from the field-free region and adding the photo- 
generated current from the direct photon absorption in the depletion region. 

P 
is evaluated from the solution of the continuity equation 

J 

-D+p -k = G(x,  ys z) 

subject to the boundary conditions 

s p  = *I (input surface) ax y = o  

(depletion region edge) 
( 3 )  
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where 

p = minority car r ie r  density in excess of thermal equilibrium 

T = minority car r ie r  lifetime 

D = minority car r ie r  diffusion constant (cm /sec)  2 

G(x,y, z) = minority car r ie r  generation rate per unit volume 
- 

S = surface recombination velocity (cm/sec) 

The photogeneration rate G(x, y, z) is assumed to vary sinusoidally in the t rans-  
verse direction and exponentially in the y direction, and is given by 

NO G(x,y, z) = -(1 - R)a exp (-ay) (1  t cos kx) 2 

where 

No = peak incident photon f l u x  

a = silicon absorption coefficient at the wavelength of interest 

R = reflectivity of silicon at the wavelength of interest 

k = 2a/h = spatial frequency of the optical input 

The resulting solution can be written in the form 

with 

1 e x p ( - a L  1 1 
P+ + P- a L  a 

(4) 

- ( l -R)  exp (-aLb) (5) 
L 
C 
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and 

where 

Lo = diffusion length = (DT) 1/2 

LO 
2 2 1/2 

L =  

(1 + Lo) 

The MTF, defined to be the peak-to-peak minority car r ie r  current entering the 

continuous p region normalized with respect to the response for uniform light, 

is simply the ratio qk/q0. 

frequency-dependent component and a constant, 

The resulting MTF can be written as a sum of a 

where 

r7(w)/qo is the output modulation due to absorption in the field-free region and 

decreases due to lateral  diffusion as the input spatial frequency is increased. 

C/qo, on the other hand, is equal to the fraction of the total collected charge 
contributed by direct photon absorption in the depletion region and contributes 

a constant output modulation. This latter t e rm ar i ses  from the total depletion 

approximation. 

The above results can also be applied to a thinned, back-illuminated CCD 
For  a typical oxide thick- imager such as that shown schematically in Figure 2. 

ness, clock voltages, and substrate resistivity, the maximum depletion depth is 
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approximately 5 pm. The depletion depth xd, however, is not constant throughout 

the unit cell but varies schematically, as  illustrated in Figure 2. 

a three-phase CCD, only approximately 1 / 3  of the unit cell is depleted to the 
maximum depth, with the remainder of the unit cell being only partially depleted. 

The exact profile can be obtained from the surface potential profile cpS(x), since 

Typically, for 

where c is  the dielectric constant of silicon and Na is the acceptor density of the 

substrate. 

width of the channel stops being important factors in the direction perpendicular 
to the channel stops. However, the quantum efficiency i s  relatively insensitive 
to the detailed shape of the potential wells. Although partial depletion introduces 

a transition region of charge collection uncertainty and cross modulation between 

the unit cells, the total collection efficiency remains unity since the recombina- 

tion loss is small in this region. 

Additionally, cps(x) is, in general, anisotropic, with the doping and 

Finally, at wavelengths greater than 0. 8 pm, one can expect interference 

effects due to multiple reflections from the structured side of the CCD. 

(Ref. 3) has extended the Crowell and Labuda model to include the effects of 
multiple reflections for normal incidence. His results show that for wavelengths 

greater than 0.8 pm, although the calculated q0 is increased over the single pass 
case, the resulting MTFs a r e  nearly identical. 

tion condition is  not realized in practice by a back-illuminated CCD, and multiple 

reflections a re  not considered at the longer wavelengths, one nevertheless should 

obtain a reasonable estimate of the quantum efficiency q and the MTF degrada- 0 
tion due to lateral diffusion from the single-pass Crowell and Labuda model. 

Equation (6) has been evaluated utilizing typical CCD parameters for  two sub- 

strate thicknesses, and the results a r e  shown in Figures 3 and 4. 

array, the results a r e  relatively insensitive to the value of Lo and to S .  The 

key parameter, especially at short wavelengths, is the thickness of the field- 

free region. MTF (a) is the constant to which the curves converge and is equal 

Seib 

Thus, although the total deple- 

For a thinned 

to tho* 
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The results can also be expressed in the time domain by calculating the 

inverse Fourier transform of Equation (6) to yield the point-spread function for 

lateral diffusion, 

a3 

C PSF(x) = ..-'{$/ = exp (-iwx)dw + - 6(x) 
I O  -a 

Since the lateral diffusion process possesses even symmetry, it i s  only neces- 
s a r y  to evaluate the rea l  part of the complex Fourier transform. 

was evaluated by numerical integration. 
and 6 and represent the spatial charge spread (impulse response) of the field- 

f ree  region to  a delta optical input. 

Equation (8) 
The results a r e  shown in Figures 5 

I.T.I. EFFECTS O F  SAMPLING AND THE FINITE PIXEL SIZE 

In addition to the MTF degradation resulting from lateral diffusion, the 

discrete and finite aperture of a CCD imager imposes a further geometric limi- 

tation on the MTF. The resulting MTF loss can be estimated by assuming total 
depletion and dividing the depletion region into contiguous pixels of width d, 

where d is the pitch of the pixels, as shown in Figure 2. 
ing assumptions, the MTF for the sampling and collection process is given by 

Under these simplify- 

kd 
2 Rp = sinc- ( 9 )  

The total pixel MTF becomes qk/qo x Rp and is  plotted in Figure 7 for a typical 

pixel size of 1 mil. 
the pixel size is the dominant factor. Additionally, the spectral dispersion in 

the MTF curves has been reduced. The corresponding point-spread function has 

been calculated by first truncating the MTF expression to zero at f = 4000 c/mm 

and numerically integrating up to this limit. The results a r e  shown in Figure 8. 
The e r ro r  introduced by truncation is negligible for A = 0.4 and 0.6 pm, 

whereas for A = 0.8 pm, the actual point-spread function should be slightly 

more rectangular than calculated. 

NYQ), Note that in the spatial frequency range of interest (f < f 
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The response of a single pixel is given by 

R(x) = K - x)dx' 

where I(x') is the spread function for the optical input. If I(x') is narrow in com- 
parison with PSF(x), it follows from the sifting properties of the delta function 

that 

R(x) % PSF(x) (1 1) 

Thus, by measuring the response of a single pixel as a point or  narrow slit light 

source is  scanned across the pixel, the point-spread function of the device can 
be experimentally determined. 

such a measurement on a thinned, back-illuminated CCD imager. 

The next section will describe the results of 

IV. EXPERIMENTAL RESULTS 

The characteristics of the tested CCD and the operating conditions for these 

measurements, respectively, a r e  summarized below. Design and general per- 

formance data has been presented previously on this type of CCD imager (Ref. 4). 

(1) CCD imager characteristics 

Three- phas e, double - leve 1 anodized aluminum (a) 

(b) Surface channel 

(c) Thinned and back-illuminated 

(d) Array size - 160 pixels horizontal by 100 pixels vertical 

(160 x 120 mils) 

Pixel size - 1.0 x 1.2  mils (e) 

Operating conditions for pixel sensitivity profile measurements 

(a) 

(b) 

(2) 

Serial clock frequency = 100 kHz 

Serial fat zero = 10% 
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(c) Exposure time = 250 msec (shuttered) 

(d) Total frame time = 423 msec 

The point-spread function measurements were made with the apparatus 

shown in Figure 9. 
was imaged through a 10 x F/2  microscope objective. 
mately 200 cm from the light source. 

inserted into the optical path to  vary the spectral passband and intensity of the 

light spot. 
eyepiece via a beam splitter as it was being focused on the CCD input surface. 

The diameter of the minified light spot, as visually determined by focusing the 

light spot onto a stage micrometer placed in the same plane as the CCD input 

surface, was less than 4 pm. 
parallel transfer section in 2.2-pm increments in the image plane. 

f rom a 20 X 20 a rea  (400 pixels) w a s  recorded after a 12-bit A/D conversion by 

a digital tape recorder after each 2.2-pm increment. The data was taken from 

a computer printout of the 20 x 20  area. Figure 10 shows the typical video out- 

put as the spot was scanned across three adjacent pixels. 

response is due to the redistribution of a fraction of the charge from the primary 

pixel into the trailing pixels because of charge transfer inefficiency. 

The point light source was a 5-mil Xenon a r c  lamp, which 

The CCD was approxi- 

Spectral and neutral density filters were 

The light spot could be viewed simultaneously through a microscope 

The light spot was stepped across the CCD in the 
The output 

The assymetric 

Typical results showing the simultaneous output f rom three adjacent Eixels 

as a function of spot position a r e  shown in Figures 11 and 12, respectively. A 
Beck glass  filter with a long-wavelength cutoff of 0.45 pm was utilized. 

spot intensity was adjusted to be approximately one-half of full well. 
was positioned as close as possible to the output to minimize charge transfer 

efficiency effects. 

the localized shading in the region near the output. 

measured profiles is due to charge transfer inefficiency. 
ing the sensitivity profiles a re  the boundaries of the respective pixel. 
measurements were also made with a Beck red glass  filter, and essentially 

identical results were obtained. 

The 

The spot 

The peak amplitude increased from pixel to pixel because of 

The slight assymetry in the 

The solid lines enclos- 
Similar 

Comparison of the sensitivity profiles with the calculated point-spread 

functions of Figure 8 shows that the measured profile is narrower at the center 
and exhibits more response outside the pixel than predicted by the Crowell and 
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Labuda model, indicating some pixel overlap. A simple modification of this 

model is  suggested by these results, as  shown in Figure 13. The collection 

regions defining the pixels a r e  assumed to be overlapping and trapezoidal in 
shape to account for the less than ideal isolation between pixels. 

lection efficiency for the depletion region remains unchanged since the sum of 

the collection efficiencies in the overlap region is unity. Because of this over- 

lap, the MTF due to the collection process is reduced from Rp to RT,  where 

The total col- 

w(a t b) 
2 RT = sine* 2 sinc 

V. CHARGE TRANSFER INEFFICIENCY EFFECTS 
ON A LARGE-AREA ARRAY 

In an image sensor such as a vidicon, the electron beam provides a direct 

readout of each pixel. On the other hand, in a CCD, the signal charge from 

each pixel must first be transferred to the output for readout. 

devices, the transfer process is less than perfect, with some charge redistribu- 
tion and loss occurring in the transfers and the dispersion increasing with the 

number of transfers, 

efficiency. 

inefficiency for a CCD delay line for the case where the fixed loss is negligible 
has been calculated utilizing both Z transform (Refs. 5 and 6) and Fourier 

analysis (Refs. 7, 8, and 9). The transfer function, derived from the transform 

of the impulse response in the time domain, for such a delay line is given by 

(Refs. 5 and 7) 

In practical 

The key characteristic of a CCD is its charge transfer 

The frequency- dependent distortion introduced by charge trans fer 

H(w) = A(w) exp [-icp(w)] ( 1 3 )  

where 

l.,p (1  - €)2 
1 t c2 - 2~ cos wd 
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and 

-1 E sinwd cp(w) = n tan 1 - E coswd 

where E is the fraction of charge left behind per transfer,  n is the number of 

transfers, and d is the pitch of the pixels. 

factor, and the argument cp(w) is the phase shift. 
can be approximated by (Refs. 7 and 10) 

The modulus A(w) is the attenuation 

For  c << 1, these expressions 

IA(w) l  Y exp (-nc)(l - cos wd) 

<p(w) s nc(wd - sin wd) 

In the time domain, which is  the more suitable domain to calculate pulse 

train dispersion effects, the charge QN(nto) in a charge packet at a time nto, 
transferred through N pixels, is given by (Ref. 11) 

where 

Here to i s  the clock period, Qo(nto) is the size of the charge packet inserted at 

the input at time nto, and QR is the contribution from the t ra i lers  from the pre- 

ceding charge packets. 

Utilizing Equations (14) and (1 5), the effects of charge transfer inefficiency 

On the MTF and point-spread function for a large-area CCD imager can be calcu- 

lated. 
MTF for a 400 x 400 three-phase CCD imager with a 0.9 x 0.9 mil pixel size 

The results a r e  shown in Figures 14 and 15. Figure 14 is the calculated 
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currently under development (Ref. 1) for three locations in the image plane. 

Overlapping pixels with trapezoidal collection profiles a r e  assumed as shown. 
Charge transfer efficiencies in the anticipated range for a buried- channel 
device were used. For f << kyat the output modulation for a sine-wave input 

wi l l  be identical to the MTF. For optical inputs near fNya, however, phasing 

effects become significant and the output modulation wi l l  depend upon the phas- 
ing (Ax) between the optical input and the CCD, as shown in Figure 16, where 

the relations between the MTF and device response for sine- and square-wave 

inputs have been summarized (Ref. 12). 

Figure 15 is the corresponding charge dispersion at  the same locations 

for various optical inputs. The first column shows the effects of charge trans- 
fer inefficiency on a single 1, which would roughly be the point-spread function 

for this array. 
charge packet is equal to ne. 
Nyquist limit for the in-phase condition. 

MTF and point-spread function can be expected to vary continuously across the 

For a single 1 , the ratio of the first trailer to the primary 

Column 2 indicates the output modulation at the 
Figures 14 and 15 indicate how the 

image plane and represents the ideal case, where the charge transfer loss is 

uniformly distributed, 

dispersion will usually occur because of the presence of isolated regions of 
poor charge transfer efficiency. 

14 and 15 can still be applied by determining an effective na product for the 

region in question. 

In practical large-area devices, however, charge 

For  such a case, the results shown in Figures 

VI. CONCLUSIONS 

The MTF and point-spread function for a large-area CCD imager have 

been calculated. 
that the MTF loss due to lateral diffusion in the frequency range of interest 
(f < fNYa) is minimal for a back-illuminated CCD thinned to 10 pm, with the 

size of the pixel and its geometric collection profile being the dominant factor. 

These results suggest that the MTF could be increased by a further reduction 

in device geometry before diffusion effects become significant. The key role 

of charge transfer efficiency has been shown. A charge transfer efficiency q 

of 0.9999/transfer or better w i l l  be necessary to minimize charge dispersion 

effects and obtain a device where the MTF and point-spread function a r e  limited 

only by pixel size. 

Both the theoretical model and the experimental results show 
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Figure 9. Test setup for sensitivity profile measurements 
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Figure 10. Video output from three adjacent pixels vs.  spot position 
(horizontal scan) 



Figure 11 .  Sensitivity profile for three adjacent pixels (blue filter) (scan I 
to vertical channel) 
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Figure 13. Schematic illustrating overlapping depletion collection profile 
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EFFECTS OF IONIZING RADIATION ON CCDs"- 

G. A. Hartsell, D. A. Robinson, andD. R. Collins 
Texas Instruments Incorporated 

Dallas, Texas 

The use of CCD sensors for satellite and 
deep space probes appears very attractive from 
the standpoints of size, weight, power, and reli- 

ability. One of the factors affecting CCD sensor 
reliability is the naturally occurring radiation 

levels encountered in such environments. 

paper reports the preliminary results of tests of 

the effects o f  1.2-MeV gamma radiation (Co 
source) and 20-MeV electrons (Linac source) on 

the operational characteristic s of CCDs. 

This 

60 

The effects of ionizing radiation on the 

charge transfer efficiency, dark current, and 

input/output circuitry a r e  described. 
radiation hardness of buried-channel CCDs is com- 

pared to surface -channel results. Both ion- 
implanted and epitaxial layer buried- channel 

device results a r e  included. 

using a single-thickness Si02 gate dielectric a r e  

described. 
face state density changes of dry, steam, and HCI 
doped oxides a r e  discussed. Recent results on the 

recovery times and total dose effects of high-dose- 
rate pulses of 20-MeV electrons a r e  reported. 

The improved 

The advantages of 

The threshold voltage shifts and sur - 

"-This work is being supported by the Ai r  Force Avionics Laboratory, Wright 
Patterson Ai r  Force Base under contract F33615-74-C-1054. 
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I. DESCRIPTION O F  TEST DEVICES 

Al l  of the CCDs tested have been 4 4 double-level aluminum metal n-channel 
devices having Si02 gate oxide and anodized aluminum interlevel metal insulation, 

These devices have a coplanar overlapping gate structure and a single-thickness 

uniform gate oxide layer, which is desirable for radiation hardness because the 

effects of oxide charge buildup are the same under all gates. 
devices were 4 4 type, they had the same gate metal and oxide structure as is 
being used in  the 3 4 double-level anodized aluminum imagers developed at 
Texas Instruments (Ref. 1). 

Although these 

The test chip design used for the test samples contains the following 
devices: 

diffusion plus source follower output and one having a simple diode output, (2) a 
MOSFET test  transistor with W / L  = 10, (3) an MOS gate oxide capacitor, and 
(4) an MOS gated diode. 

(1) two 150-bit 4 4 linear CCD shift registers, one having a precharged 

All of these can be ion-implanted o r  fabricated on epi- 
. taxial material to form buried-channel type devices. 

Two groups of test  samples have been fabricated for the two series of 
tests made to date. 

devices, oxide process variations of 950" C steam, 1100" dry, and 1100" HCL- 

grown oxides. The metallization was e -beam evaporated. Buried-channel 

devices of both the ion-implanted and epitaxial layer type were included. 
second group was mostly buried-channel type, with either 950" C steam o r  

1000" dry oxide. 

devices. 

rated metal. 
all devices tested. 

The first of these included both surface and buried-channel 

The 

Diffused chrome doping of the oxide was done on some of the 

Metallization variations were e -beam evaporated and thermally evapo - 
PSG gate oxide passivation and a nitride overcoat were used on 

II. DESCRIPTION O F  RADIATION TESTS 

Total dose gamma radiation tests were made using the Cob' radiation 

sources (=l. 2-MeV photons) at Sandia Labs in  Albuquerque and at the Nuclear 
5 Effects Laboratory, White Sands Missile Range. Dose levels ranged from 10 

rad to lo7  rad. In each of the two series of tests made, the test samples were 

connected in  parallel and biased to simulate normal operating conditions in the 

CCD so that several samples could be irradiated at the same time. 
necessary because a large number of test samples was required due to the num- 

ber of different process variations that were tested. 

This was 

Al l  the CCD and test 
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device n-diffusions were reverse biased to t24 volts, and the gates were pulsed 

with a 50% duty cycle between 0 and t8, t12, o r  t15 volts. 

The dose rate effects tests were made using the Linac source a t  the 

Nuclear Weapons Laboratory in the pulsed electron beam mode. 
width was 100 ns and electron energy was set at 20 MeV. 

tested for recovery time after pulses at dose rates of 10 , 10 , lolo and 
4 X lolo rad/sec. To measure the recovery time, it was necessary to be able 
to operate the CCD with normal bias and clock levels and remotely monitor the 

output during irradiation in the source chamber. 
to permit driving the CCD clocks through more than 50 feet of cable and moni- 

toring the output at clock rates  of up to 10 MHz. This test  equipment was also 
used for the Linac total dose test and was found to be very advantageous for 

total dose tests in that data can be easily obtained at several  dose levels for the 

same device. 
effects at different dose levels. 

The pulse 
The CCDs were 

8 9  

A special test set  was made 

This eliminates device -to -device variations when comparing 

El. EXPERIMENTAL RESULTS O F  THE TOTAL DOSE GAMMA TESTS 

Both surface- and buried-channel devices have been tested; the results 
For surface-channel devices, obtained for the two types were very different. 

the results can be summarized as follows: 

(1) At levels of lo5 rad o r  above, the charge transfer efficiency (CTE) 

was so degraded as to make the device useless. 

Relatively low dc threshold shifts occurred in  the MOSFETs. (2) 

(3 )  Large increases in CCD leakage current occurred. 

(4) The CV curves of the MOS capacitors exhibited large negative 

shifts at high frequency. 

The surface-channel CCDs had pre-irradiation charge transfer efficiencies 

of 0.9991 to 0. 9995 which decreased so much as to become unmeasurable after 

irradiation. 
1 1  volts to over 60 volts after 10 
The CV shifts were very frequency-dependent, as shown in Figure 1. 

surements indicated surface state t rap densities of over 10 per eV-cm . This 

explains the large CTE degradation seen  i n  these devices. 
in Figure 2, there was little shift i n  the MOSFET dc threshold voltage (except 

The 1.0-MHz CV curve shift for the test capacitors ranged from 
6 rad, depending on the oxide growth process. 

GV mea-  
12 2 

However, a s  shown 
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for the HCI-grown oxide), implying very little increase in the fixed surface 
charge. 

oxides in regard to surface state and fixed charge buildup. 
2 was initially 100-200 nA/cm 

diation. 

appreciably . 

The HC&-grown oxides were much worse than either the steam or  dry 

CCD leakage current 
and typically increased by a factor of 50 after irra- 

Leakage in the sub-threshold region for the MOSFETs also increased 

The test  results for buried-channel CCDs can be summarized as follows: 

While considerable variation has been seen, changes in  charge 

transfer inefficiency (CTI) of <5 X have been found in several 

samples after exposures of 10 6 rad. The variation of CTI frequency 

i s  not measurably changed after irradiation. 

The full-well capacity is not significantly changed. 

Large increases in  both fixed charge and surface state trapping 

effects after irradiation have been seen for devices heavily ion- 
implanted through the gate oxide. 

The surface charge buildup causes input and output threshold voltage 

shifts. 

The surface trapping states have little effect on operation of the 
buried-channel CCD but may cause significant Gm loss in the 

MOSFETs in the output circuit. 

A plot of the increase in CTI versus dose (Figure 3 )  shows wide variations, 
6 but some samples had increases of 5 X or  less  even after 10 rad. Both 

pre - and post-irradiation measurements were made without externally introduced 

fat zero. The cause of the CTI increase has not been determined. However, the 

large fixed charge buildup at  the interface may have moved the channel nearer 

the surface so that the surface state traps affected the charge transfer. 

In some devices, breakdown between the channel and the p t  channel stop 

diffusion occurs after irradiation and results in a large increase in  dark cur- 
rent. This breakdown is  attributed to the increased channel potential resulting 

from the fixed charge buildup and can be eliminated by increasing the substrate 

bias which reduces the potential between the channel and channel stop. 
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The increase in fixed oxide charge and interface trapping states was 
determined by pulsed turn-off measurements made on the buried-channel 

MOSFETs. If the gates of these depletion mode MOSFETs are  pulsed from near 
0 volts with a negative pulse VT (pulse) just large enough to overcome the poten- 

tial due to the fixed charge layer, the source-drain current will be momentarily 

cut off but will then again start to flow if there were a significant number of 

filled trapping states which can empty electrons into the channel. 
seen in  the current waveforms of Figure 4. The size of the negative gate pulse 
must be increased by an amount AVT(SS) in order to keep the channel turned off 

after the traps empty and the total number of surface state,traps involved is 

equal to AVT(SS) Cox/q, where AVT (pulse) is the change in pulsed threshold 

after exposure. From these measurements, the increase in  fixed charge after 
lo6 rad for the ion-implanted BC MOSFETs was found to be 3 to 4 X 1012/cm2 
for both wet and dry grown oxide. 

ranged from about 1 to 5 X 1012/cm2. 

This effect is 

The total number of surface state traps 

No correlation was found between the different types of oxide and the 
increase in fixed charge o r  surface states for the implanted buried-channel 

devices tested. 
proportional to the oxide capacitance, and therefore a strong correlation is 

seen between threshold shifts and oxide thickness. 
larger buildup of fixed charge in the implanted buried-channel devices has not 

been fully determined but may be due to the ion implant through the gate oxide. 
Much smaller fixed charge increases were seen in the epitaxial buried-layer 

devices, but this may be due to other factors. 
changes seen on buried-channel CCDs is less  than the threshold voltage changes 

of the MOSFETs even though both were biased the same during irradiation. 

Of course, the resulting threshold voltage shift is inversely 

The reason for the much 

The input threshold voltage 

Noise measurements were made before and after irradiation using a low- 

noise input technique (Ref. 2) and a correlated double-sampling scheme (Ref. 3)  

to reduce the noise on the output node. 

from 100-300 electrons, and the dominant source was the output source follower. 

After exposure, the noise increased by an amount equivalent to the shot noise on 

the increased leakage current. 

Before irradiation, the noise ranged 

1 

220 



IV. RESULTS O F  THE PULSE RECOVERY TESTS 

Waveforms of the CCD output during and after a 100-ns wide, 10lO-rad/sec 

Recovery to normal operating pulse of 20-MeV electrons are shown in  Figure 5. 
levels at the CCD output occurred in from 240 to 310 ps for dose rates of from 

lo8 to 4 x l o l o  rad/sec and a clock rate of 1 MHz. This recovery time can be 
divided into two parts. 

and lasts 50 to 100 ps, the CCD output diode is discharged to near substrate 
potential due to the large amount of radiation-generated charge present. 
this charge is removed by the output drain diffusions of the reset  and source fol- 

lower MOSFETs, normal output circuit levels are reestablished and the excess 
charge remaining in  the CCD channel is clocked out in  a period of about 200 ps. 

For the 4 X l o l o  rad/sec level pulses, an  increased output leakage was seen, 
which decayed with a time constant of approximately 1.0 ms. 
to be due to the thermal time constant for removal of heat generated by the large 

photocurrents which flow in the output circuit. 

During the first, which starts with the radiation pulse 

After 

This is thought 

V. LINAC TOTAL DOSE TESTS 

Total dose effects tests were made using 100-ns wide, 20-MeV electron 

pulses of about 80 rad per pulse and 10 pulses per second. The source was 
turned off and data taken at levels of 0, 5 X lo4, lo5, 3 X lo5, and 10 6 rad. 

The CCD input threshold was found to shift by 3 to 6 volts at lo6 rad, depending 

on oxide thickness. Typically, one half  of this shift had occurred at a dose of 

l o 5  rad, and little shift was seen after 5 X 105 rad. 

than that seen in  the better devices in the Co60 gamma tests. 

cally had a large increase in leakage current at about 3 X l o 5  rad, which made 
CTI measurements difficult. 

greatly reduced by increasing the substrate bias, as in the case of some of the 
Cob' irradiated devices. 

The CTI increase was more 
The devices typi- 

It was later found that this leakage current can be 

One very different result for these tests was that the source follower gain 

This is probably was degraded much less  than was the case for the Co60 tests. 

due to the fact that for a high dose rate source, the CCD output node is dis- 
charged to nearly substrate voltage by the large photocurrent during the radia- 

tion. 
irradiation compared to a gate bias of about t 2 4  volts for buried-channel devices 
in the low-dose-rate Co60 tests. 

Therefore, the gate bias on the source follower is nearly zero during 

. I  

22  1 



VI. CONCLUSIONS 
6 It seems unlikely that total dose hardness to the 10 -rad range can be 

achieved with surface-channel CCDs due to large CTE degradation caused by 

surface state trapping. However, even though several problems remain with 

the buried-channel devices tested to date, it appears that buried-channel 

devices can be made using the structure described here that wil l  give good per- 
formance after exposure to doses of up to 10 6 rad. The major problems identi- 

fied a re  input and output level shifts, increased dark current and associated 
noise, and output MOSFET gain loss. 
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Figure 4. Variation of MOSFET drain current with time due to emptying of 
surface state traps [Top trace - lD (2 maldiv), lower trace - VG. 
(10 V/div).] 
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EFFECTS OF 
CHARGE- 

J. M, Killiany, W. D. Baker, N. S, Saks, and D. F. Barbe 

ree 
different charge-coupled imagers have been 

investigated. Device performance was evaluated 

as a function of total gamma ray dose. 
principal failure mechanisms have been identified 

for each particular device structure. 

The 

The clock 

and bias voltages required for high total dose 

operation of the devices a re  presented. 

I. INTRODUCTION 

The recently developed charge-coupled devices (CCDs) a r e  expected to 
have low cost, small size, low power consumption, and high reliability. Such 
characteristics make CCDs especially attractive for space flight missions i f  

the devices can be made to operate in  a radiation environment. 
standard CCD design has yet emerged, we have been engaged in a program to 
evaluate the effects of ionizing radiation on several of the CCD structures 
currently in use. 
failure mechanisms and to determine whether the clock and bias voltages can 

be modified to permit higher total dose operation. 

Since no 

Our objectives have been to identify the radiation-induced 

The CCD imagers that we have evaluated include: (1) a 256-bit, two- - 
phase linear imager with overlapping polysilicon gates; (2) a 6O-bit, three- 

phase linear imager with planar doped polysilicon electrodes and high- 
resistivity polysilicon interelectrode isolation; and (3) a 100 X 100 bit a rea  

imager with associated two-phase transfer registers. All three types of 
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imagers were buried-channel devices. 
any of the devices to radiation. 

No effort was made to process harden * 

11. REVIEW O F  CCD OPERATION 

Space considerations do not permit an  explanation of the manner in which 
CCD imagers operate. 
papers (Refs. 1, 2, 3 ) .  Those aspects of CCD operation which are important 

to the treatment of radiation effects were briefly presented by Killiany et al. 

(Ref. 4). 
Barbe (Ref. 5). 

Instead, the reader is directed to a number of tutorial 

The state-of-the-art in CCD imagers has recently been reviewed by 

111. EXPERIMENTAL DETAILS AND RESULTS 

A. 256 X 1 Linear Imager 

The test device is a 256-bit linear imager employing the double-register 

parallel transfer readout organization shown in Figure la (Ref. 6). 
256 photosites a r e  separated by diffused channel stops and covered by a poly- 

silicon photogate 23 pm wide. The center-to-center spacing of the photosites 
is  13 pm. 

gates and self-aligned ion implanted barr iers .  
a r e  interlaced at the output gate and fed into the gated charge integrator. 

shift registers are designed to operate at 5 MHz with a resulting 10 MHz output 

data rate. 

reset clock noise by use of a differential amplifier in the external video 
circuitry . 

The 

The two-phase parallel shift registers have overlapping polysilicon 
The right-left register outputs 

The 

The on-chip compensation amplifier can be used to suppress the 

A cross-section of the shift register is shown in Figure lb. 

insulator is a combination of an oxide and a nitride (Si N ) layer. 3 4  
aligned barr ier  is formed by means of a boron implant. 

a r e  covered with aluminum to prevent the incident light from going through the 

polysilicon gates and smearing the image. 

The gate 
The self- 

The shift registers 

The devices were characterized in both the integration mode and the 
continuous mode of operation. For  the integration mode, the photogates a r e  

.e. -0. 

The devices were fabricated by Fairchild Semiconductor, R & D  Laboratory, 
Palo Alto, California, and a r e  commercially available. Fairchild's 5 0 0 -  
stage linear imager has the same structure a s  the 60 X 1 test imager. 
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held at +5 V, and the 1-MHz shift register clocks swing from 0 to t 7  V with a 

50% duty cycle. 
registers by holding the shift register clocks at their high value and pulsing the 
transfer gate from 0 to t 7  V. 
shift registers w a s  inoperable. 

register. The reset  

pulse frequency was 1 MHz instead of the 2-MHz rate required to interlace the 
outputs of the parallel registers. 

Charge is transferred from the photosites to the shift 

In the devices available for testing, one of the 
Hence, all photosites had to  empty into one 

This necessitated the use of a modified timing diagram. 

The input diode (Cp,,) and input gate (GB) were respectively biased to 
t 1 2  V and 0 V to prevent charge from being introduced into the shift registers 

electrically. 
and output diode voltage was t 15 V. 

The output gate (OG) was held at t 3  V, while both the reset  drain 

For  continuous mode operation, both the photogate and transfer gates 
were held at 0 V. 

Two devices were irradiated, with Cobalt 60 gamma rays, the first to 
4 5 4. 5 X 10 rads (Si) and the second to 1.88 X 10 

irradiated while being operated as line imagers with normal bias and clock 
voltages applied. 
control device was also recharacterized after each dose increment as a check 

to the proper operation of the electronics. 

5 X 10 rads, a dose rate of 8.2 X 10 rads (Si)/min was employed. The 
3 highest dose rate employed was 4.6 X 10 

voltage shift was determined from 1-MHz C-V curves taken from an on-chip 
buried-channel capacitor whose gate was biased with the +-1 clock and which 
had t15  V applied to the buried channel. 

rzds (Si). The devices were 

The integration time was 12. 8 ms. An unirradiated 

For  total doses less  than 
4 2 

rads (Si)/min. The flat-band 

The radiation-induced flat-band voltage shift (AV,,), shown in Fig- 

The failure mechanisms resulting from AVFB were: 
ure  2a, limited device operation with the pre-irradiation clocks and bias to 

4 4. 5 X 10 rads (Si). 
( 1 )  buried channel driven out of depletion, (2)  reset transistor biased in the 

conducting state for the entire clock period, and (3) input gate turned on. 

three effects will be discussed separately in the following paragraphs. 

These 

1 
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The first requirement for successful operation of a buried-channel CCD 
i s  that, for zero signal, the implanted layer should be entirely depleted of 
majority carr iers .  
large positive voltage to  the output diode a t  the end of the GCD channel. 
effect of the positive charge buildup in the oxide during irradiation is to 
increase the reverse bias required for total depletion. 
voltage required to deplete the buried channel is shown in Figure 2b a s  a func- 
tion of radiation dose. 

the output diode of this device is 18 V. for doses greater than 5 X lo4  

The depletion is accomplished by applying a sufficiently 
The 

The minimum reset 

The maximum reverse bias that can be applied across 

Hence, 
rads, with the pre-irradiation gate clock and bias voltages previously specified, 
the reset  drain voltage required to  deplete the buried channel is greater than 
the maximum reverse bias which can be applied to the output diode. 

The pre-irradiation threshold voltage of the rese t  drain transistor was 
4 +5 V. For  doses greater than 4 X 10 

sufficient magnitude to cause the rese t  transistor to be biased into the conduct- 

ing state for the entire clock period. 

ing the output signal. 
by applying a negative dc offset to the reset  gate clock of sufficient magnitude 

to turn off the transistor between pulses. 

rads, the flat-band voltage shift is of 

This has the effect of severely distort- 
Proper reset  drain transistor operation can be restored 

The input gate threshold voltage as a function of dose is shown in Fig- 

u re  2b. 

turned on a t  4.5 X 10 rads, filling the shift register wells. Saturation of the 

imager shift register can be avoided by simply increasing the reverse bias 
on the input diode while biasing the input gate to a negative voltage. 

to apply an analog signal to the shift register, a more sophisticated input 

scheme which minimizes the effect of the flat-band voltage shift must be 

employed since the input gate voltage swing between threshold and full-well 

is only about 0.5 V (Ref. 7). 

Fo r  a pre-irradiation input gate voltage of 0 V, the input would be 
4 

In order 

At doses greater than 2 X lo4 rads, the gain of the on-chip PET ampli- 
4 fier began to degrade. After 4 X 10 rads, the voltage output for a full-well 

signal was reduced to  -70% of its pre-irradiation value. The decrease in the 

amplifier gain was probably due to a shift in the operating point of the ampli-  

fier to large current values with a corresponding smaller transconductance, 
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The pre-irradiation full-well signal voltage could be restored by increasing the 

output drain voltage from t15 to t18 V. 

The transfer inefficiency as a function of dose for electrically introduced 

full-well and half-well signals is shown in Figure 3a. 

the inefficiency for the full-well signal can probably be attributed to increased 

interface trapping. 

nique w a s  1.3 x 101O/(cm eV) at 0 rads and increased to a value of 6 x l o l o /  
2 4 4 (em eV) a t  4 . 5  X 10 rads. At 4 X 10 rads, a measurement of inefficiency 

vs. signal amplitude showed a sharp increase in loss for signals greater than 
50% full-well. The inefficiency for 25% full-well was approximately the same 

as the 50% full-well value. A larger inefficiency for signals greater than 50% 
full-well is expected since the buried-channel device is operating in the sur- 

face-channel mode with increased interface state trapping (Ref. 8). 

The larger increase in 

The interface state density as measured by a G-V tech- 
2 

The increase in the thermally generated charge (dark current) density 

as a function of dose is shown for both devices in Figure 3b. 

increase at 4 X 10 
(i. e., the wells a r e  filled with the dark charge in approximately 17 ms)  o r  

require cooled operation. 

The 27-fold 
4 rads would restr ic t  operation to short integration times 

The full-well capacity of both the photosite and shift register wells 
5 4 electrons at 4 X 10 remained at the pre-irradiation value of 3 k 10 rads, 

In principle, the minimum reset  drain voltage required to totally deplete 

the buried channel could be reduced to the pre-irradiation value by applying 
a negative dc offset voltage to a l l  clock and bias gates to compensate for the 
change in surface potential produced by the trapping of positive charge in the 

oxide during irradiation. 

No. 9 at 2 X 10 and 3 X 10 
-5  V, respectively. 

This was confirmed experimentally for device 
4 4 rads by applying offset voltages of - 3 . 5  V and 

4 Device No, 9 was operated for doses greater than 4.5 X 10 rads, with 

a reset drain bias of 17. 5 V, by applying a negative 5-V offset to all gate clocks 

and bias except the reset  transistor gate whose clock had a negative 3-V offset. 
The input diode voltage was held a t  the pre-irradiation value, while the output 

transistor drain bias was  increased to 18 V. 

these offset voltages for doses greater than 5 X 10 

Device No. 9 was irradiated with 
4 rads and functioned up to 
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4 5 a dose of 9 X 10 

-of a negative 9-V offset to the gate clock and bias voltages. 
rads. Operation at 10 rads was restored with the application 

The transfer inef- 
ficiency, full-well capacity, and signal amplitude at 7.5 X 10 4 rads were 

4 approximately the same as those measured at 4 X 10 rads,  However, the 
dark current density increased to 2000 nA/cm At 1.25 X 10 rads, the t rans-  2 5 

fer  inefficiency for a half full-well signal had increased to 3 X 

Unless a capability exists for changing the voltages on the gate clocks 
and the bias of a device after it has been irradiated, the unirradiated devices 
must be capable of being operated with those negative offset voltages which 

a r e  compatible with operation at large doses. 
operated as imagers with a -5 V offset on all gate clocks and bias except the 
rese t  transistor clock, which has a -3  V offset. 

Two unirradiated devices were 

In summary, these devices were operated with the pre-irradiation clock 
4 and bias up to 4. 5 X 10 rads. 

to the gates extended the operational range to 1.25 X 10 
The application of negative dc offset voltages 

5 rads. 

B. 60 X 1 Linear Imager 

This device, with a structure as illustrated in Figure 4, is a three-phase 

buried-channel CCD with planar, doped polysilicon electrodes and high- 

resistivity polysilicon interelectrode isolation. 

p-type silicon with < l o o >  orientation. The channel oxide is thermally grown 

by a dry oxide technique and is 1800 thick. Ion implantation of phosphorus 
through the oxide is used to form a buried-channel 3000 A thick with an  aver- 

age doping of 3 X 10 cm . A layer of high-resistivity polysilicon about 

5000 A thick is deposited over the channel oxide. The electrode pattern is  

formed by selective phosphorus diffusion into the polysilicon sheet. 

deposited oxide is used to protect the device from damage. 

The substrate is 60-95 ohm-cm 

16 -3 
0 

A vapor- 

During operation, the buried channel was kept completely depleted by a 

reverse bias of nominally 13 K between the channel drain contact and the sub- 

strate. (All voltages a r e  referenced to the grounded substrate. ) The phase 

voltage clock swing was between -2 V and t5 V. The imaging gate was held 

at t5 V during the integration time and was pulsed to -2 V when charge was 
to be transferred to the vertical registers.  
-2  V during integration and was pulsed to t5 V when charge was to be 

The transfer gate was held a t  
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transferred to the vertical registers.  
The aluminum light shield was connected to the substrate. 

The nominal integration time was 1 ms. 

The flat-band voltage shift under the imaging gate was -5.5 V at 
4 3 X 10 rads.  The failure mechanisms resulting from AVFB were: (1) buried 

channel driven out of depletion, (2) channel induced in the undoped polysilicon 
interelectrode isolation regions. These two effects will be discussed sepa- 

rately in the following paragraphs. 

The minimum rese t  drain voltage (VDR) required to deplete the buried 

4 
channel was t10 V for an unirradiated device. 

1 x 10 
totally deplete the channel. Experimentally, after 3 X 10 rads, a reset  drain 

voltage of t15 V was required to operate the CCD. 

At a dose slightly greater than 
rads, the nominal t13 V reset drain bias was no longer sufficient to 

4 

The resistivity of the undoped polysilicon isolation between the gate 
electrodes was reduced by a factor of approximately 20 after a total dose of 

4 3 x 10 rads. 
in the undoped polysilicon as a result of trapped positive charge in the oxide. 

The lower isolation resistance allowed the various clock and bias voltages to 

mix together. 
imaging gate waveforms were altered such that almost no bar r ie r  existed 

between the photosensitive elements and the vertical transport registers.  

A cross-section of the device with calculated pre- and post-irradiation poten- 
tial profiles is shown in Figures 4c through 4e. 

allowed almost all of the photo-generated charge under the imaging gate to 

continuously s p i l l  into the vertical registers instead of being collected for  an 

integration time prior to being transferred. As a result, the effective OutLJut 

signal was reduced to approximately 3% of the pre-irradiation full-wcll capac- 

ity. 
of Figure 4e. 

4 of 3 X 10 
and clock voltages. 

This drop in the resistance was due to field-induced channeling 

The principal result  of the mixing was that the transfer and 

The bar r ie r  reduction 

This observed reduction agrees well with that expected from the profile 
Consequently, these devices became inoperative at  a total dose 

rads, and operation could not be recovered by adjusting the bias 

Additional details concerning the effects of radiation on these devices 

have been published (Ref. 9). 
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6. 100 X 100 Area Imager 

The device consists of 10 4 photosensitive sites arranged in 100 ColUTnns, 
each containing 100 sites (see Figure 5a). 
sensitive sites is a vertical transfer register. 

is employed to multiplex the signals from the vertical registers. A differen- 

tial FET amplifier on the chip provides the video output. 

Adjacent to each coluxnn of photo- 
The horizontal shift register 

During irradiation, the buried channel was kept depleted by applying a 
reverse bias of nominally 16 V between the channel drain and substrate. 

horizontal clock rate was 2 MHz with a voltage swing between t3 V and -7 V. 
The vertical clock pulses were 10 p s  wide with a period of 63 ps. For one of 

the vertical phases, the pulse swing was from t1.5 V to -7 V and back; for 

the other, the pulse swing was from -7 V to  t1.5 V and back. During integra- 

tion, the photosensitive sites were held at t4.5 V to collect photoelectrons and 
then were briefly pulsed to t1.5 V to transfer the charge into the vertical 

transfer registers. 

The 

The integration time was about 8 ms. 

The device has the structure shown in Figure 5b. It is a two-phase, 

buried-channel CCD with ion-implanted barriers.  
polys ilic on and the inter elec tr od e isolation is high -r e s i stivity polys ilicon. 

The CCD substrate is 60-90 ohm-cm p-type silicon with <loo> orientation. 
The channel oxide is 1200 A thick and is grown by a dry oxide technique. 

implantation of arsenic through the oxide is used to form an n-type buried 
channel with a thickness of about 3000 A and an average doping of 1 X 10 
The barr iers  necessary for  two-phase operation a r e  formed by implanting 

boron into the channel. 
over the channel oxide. 
sion into the undoped polysilicon sheet. A thick vapor-deposited oxide covers 

the device. Aluminurn light shields a r e  used to cover all  of the active region 

except for the photosensitive areas. 

The electrodes a r e  doped 

Ion 

0 16 -3  
cm . 

A layer of high-resistivity polysilicon is deposited 

The electrode pattern is formed by selective diffu- 

These CCDs were used a s  the imaging device in a TV operating a t  a 

f rame rate of 120 frames/second (4 times the conventional TV rate), with a 

line time of 65 ps.  

devices is  approximately 16 l p / m m  in the vertical direction and 12 lp/mm in 

the horizontal direction. 

The geometrically calculated limiting resolution for these 

The experimental values determined with a 
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resolution target range from 14 to 16 lp/mrn vertically and,from 11 to 12 lp /mm 

horizontally. A typical pre-irradiation image is shown in Figure 5c. - 
4 For  a total dose of 1 X-10 rads, no change in the imaging quality of the 

4 devices was observable. At  3 X 10 rads, the image did deteriorate signifi- 

cantly. 
ing resolution at this total dose decreased to  between 6 and 10 lp/mm verti- 

cally and between 5 and 6 lp /mm horizontally. At a total dose of 1 X 10 

no image a t  a l l  was obtained with the original clock and bias voltages. 
substantial adjustments of the operating conditions, a rather poor image 

could be recovered. 

A qualitative demonstration of this is shown in Figure 5d. The limit- 

5 

After 

rads, 

Measurements on inter electrode resistances indicate that channeling in 

the polysilicon isolation regions is very likely responsible for the CCD deteri- 
oration a t  higher doses. The dc interelectrode resistance for both the ver- 

tical and horizontal clocks was observed to drop to approximately 20% of its 

pre-irradiation value at 3 x 10 
The reduced interelectrode resistance allows a mixing of the clocking wave- 

fo rms  with a resulting disturbance in the potential well and barr ier  shapes. 

The effect appears to be the same as  that seen on the 60 X 1 imagers described 
in the preceding section. 

4 5 rads and to  less  than 10% at 1 X 10 rads. 

Additional details concerning the effects of radiation on these devices 
have been published (Ref. 4). 

IV. CONCLUSION 

The operating range of a CCD imager in a radiation environment can be 

extended by carefully choosing the pre-irradiation bias voltages. 

devices tested, the most important consideration was  to bias the reset  drain 

so that the buried channel remained depleted after irradiation. 

For the 
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Figure 1. 256 X 1 CCD structure: (a) top view of the device; (b) cross- 
sectional view along the shift register 
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Figure 2. (a) Flat-band voltage shift vs. total dose for  256 X 1; (b) input 

gate threshold voltage and minimum reset  drain voltage vs. total 
dose for 256 X 1 
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Figure 3. (a) Transfer inefficiency VS. total dose for 256 X 1; (b) dark 
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Figure 4. 60 X 1 CCD structure and potential profiles: (a) top view; 

(b) cross-sectional view; (c) cross-section of the gate structure; 
(d) pre-irradiation profile of the maximum channel potential; 

(e)  profile of the maximum channel potential after 3 X 10 4 rads 
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Figure 5.  100 X 100 CCD structure and image quality: (a) top view of the 
device; (b) cross-sectional view along a vertical transfer register; 
( c )  pre-irradiation image; (d) image after 3 X 10 4 rads 
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EFFECTS O F  RADIATION O N  CHARGE-COUPLED DEVICES* 

James E. Carnes, A. Danforth Cope, 
Leonard R. Rockett, and Kenneth M. Schlesier 

RCA Laboratories 
Princeton, New Jersey 

The effects of 1 -MeV electron irradiation 

upon the performance of two -phase, polysilicon- 
aluminum gate CCDs will be reported. 
and p-surface channel and n-buried-channel 

devices were investigated using 64- and 128-stage 

line arrays.  Characteristics measured a s  a func- 
tion ,of radiation dose include: transfer inefficiency, 

threshold voltage, field effect mobility, interface 

state density, full-well signal level and dark current. 

Surface-channel devices were found to degrade con- 

siderably at less  than IO5 rads (Si) due to the large 
increase in the fast interface state density caused 

by radiation. Buried-channel devices maintained 

efficient operation to the highest dose levels used 
[ 5  X IO5 rads (Si)]. 

Both n- 

I. INTRODUCTION 

Since CCDs consist of arrays of MOS capacitors, it is expected that many 
of the permanent radiation effects seen in MOS devices and circuits will also 

occur in CCDs; namely, oxide charge (Qo,) buildup and increase in fast inter- 

face state density (Nss). However, the effects of these interface changes upon 

CCD performance a re  expected to differ considerably from their effect upon 
MOSFET performance. This is basically because a MOSFET operates in 

+This work was supported by the Air Force Cambridge Research Laboratory 
under Contract F19628-74-C-0039. 
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thermal equilibrium with an infinite supply of charge from the source, while a 
CCD operates in nonthermal equilibrium with a fixed amount of charge as a sig- 
nal. Surface-channel CCDs (SCCCDs) a r e  very sensitive to fast interface state 
levels but relatively insensitive to threshold voltage changes. 
and buried-channel CCDs (BCCCDs) are sensitive to dark current levels, 
situation is just reversed for MOSFETs. 

Both SCCCDs 
The 

This paper reports the results of a study of the effects of radiation (1-MeV 

electrons) on CCDs, both surface- and buried-channel, to establish both the 
nature of the radiation effects and a baseline for the radiation tolerance of 
present-day (unhardened) CCD technology, 
phase linear CCD registers with 64 and 128 stages, with polysilicon-aluminum 
gate construction (Ref. 1): Figure 1 shows a cross-sectional view of a surface- 
channel device along with a photomicrograph of a 128-stage register. 

The test vehicles used were two- 

IC. SURFACE CHANNEL RESULTS 

Figure 2 shows a plot of the threshold voltage of the. polysilicon and alumi- 
num gates vs. radiation dose for an n-channel SCCCD. 

11 threshold voltage indicates a buildup of positive oxide charge of 1. 9 X 10 
charges/cm2 for the polysilicon gates and 2. '7 X 10l1 charges/cm2 for the 
aluminum gates after a dose of 10 
sitated changes in  dc operating points of the various control gates and phase 
electrodes to maintain full signal levels and proper fat zero levels. 
since all gates are accessible, it is possible to do this. 

The negative shift in 

5 rads (Si), This oxide charge buildup neces- 

However, 

More serious, however, is the buildup of fast interface state density. 
Nss was measured by varying the number of zeros between strings of ones 

zero (Ref. 2 ) .  

the number of zeros between ones. This type of plot is shown in  Figure 3; each 
curve corresponds to a different dose. Figure 4 is a plot of Nss determined in 

11 this manner vs. dose and indicates the sharp increase in  Nss from 10'' to 10 
(cm -eV)" which occurs between 10 and 10 rads (Si). This increase in N s s  

results in  a n  increased transfer inefficiency (E) ,  as shown i n  Figure 5, for all 

levels of fat zero. 

is Nss is proportional to the slope of e vs. In (nzero), where n 

2 4 5 

Since the lowest inefficiency attainable is limited by edge 
effect trapping (Ref. 3), it is not surprising that the 30% fat zero curve increases 4 
by an  order of magnitude when Nss does the same, 
would be increased when narrower channel devices a r e  used as would be the case 

The seriousness of this effect 
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with imagers  o r  memories.  

radiation-induced buildup of Nss severely restricts the usefulness of surface- 

channel CCDs in radiation environment. It also suggests that buried-channel 

devices should be superior in  this respect  since they are free of interface state 
trapping effects e 

This  increase in  t ransfer  inefficiency due to 

me BURIED-CHANNEL RESULTS 

Similar oxide charge buildup is also observed in  BCCDs, as indicated in 

Figure 6, which is a plot of the channel turn-on voltage vs. dose. 
effect does not affect t ransfer  efficiency, it does affect maximum well size 
(signal)  unless changes are made in  the dc operating points of the phase elec- 
trodes. This is illustrated in Figure 7, which shows the maximum signal vs. 

dose for the initial dc conditions and for conditions adjusted for maximum signal. 

No serious degradation in full-well signal is observed if  adjustment is made. 

While this 

Figure 8 shows t ransfer  inefficiency vs. dose for n-channel BCCDs. 
5 rads  (Si), indicating that no in te r -  

No 

significant increase in c is observed up to 10 

face trapping is occurring. Some increase is observed at 3 X 10 rads, but the 

absolute level remains satisfactory for most  applications. Finally, Figure 9 
shows dark current  vs. dose for several  different devices as measured by con- 

tinuous operation and i n  an integration mode. 

observed up to 3 Y l o5  rads  (Si). 

ment  damage may adversely affect dark current, however. 

IV. SUMMARY AND CONCLUSIONS 

5 

No serious increases  a r e  

Neutron irradiation and the resulting displace- 

Typical MOS radiation effects were observed: oxide charge and fast i n t e r -  

face state density buildup. 

degraded transfer efficiency in surface-channel devices but had little o r  no effect 

on buried-channel devices. 

operating points to maintain signal level. 

nally accessible, it appears  feasible to automatically adjust dc levels .using 

on-chip threshold tracking circuits,  

channel devices, it appears that CCDs can be as radiation hard as adjacent 

MOS circuits and should maintain satisfactory performance at least  to the 

5 X l o 5  rad (Si) level. 

increase dark current  levels and should be experimentally investigated. 

The increased interface state density severely 

Oxide charge buildup required adjustment of dc 
Since all gates of CCDs a r e  exter- 

If this is done in conjunction with buried- 

Displacement damage caused by neutron damage could 
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