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THE ACCURACY OF FAR-FIELD NOISE OBTAINED BY THE MATHEMATICAL EXTRAPQLATION OF
NEAR-FIELD NOISE DATA

Karren F, Ahtye
Ames Research Center, NASA, Moffett Field, California 94035

and

Steven Karel
U.S. Army Element NASA, Washington, D.C. 20546

Abstract. This paper describus the results of an

analytical study of the accuracy and limitations of

a technique that permits the mathematical extrapola-
tion of near- field neoise datn to far-field condi-
tions, The effects of the following variables on
predictive accuracy of the far-field pressurc were
examined: (1) number of near-field microphones;

{2) length of source distribution; (3) complexity of
near-field and far-field distributions; (4) source-
to-microphone distance; and (5) uncertainties in
microphone data and imprecision in the jocation of
the near-field microphones, It is shown that the
most important parameters describing predictive
accuracy are the number of microphones, the ratie of
source length to acoustic wavelength, L/4, and the
error in location of near-field microphones. If
microphone messurement and location errors are not
included, then far-field pressures can be accurately
predicted up to L/x values of 15 using approxi-
mately 30 microphones, For maximum microphone loca-
tion errors of *1 cm, only an accurncy of *2-1/2 dB
can he attained with approximately 40 microphones
for the highest L/» of 10. Hewever, this restric-
tion can be lifted to a lavge depree if more precise
measurement techniques are used.

INTRODUCTION

The measurement of the effects of forward speed
on the noise generated by a full-scale propulsion
system can be done by two complementary techniques.
The first is testing of the propulsion system in
large-scale wind tunnels such as the NASA Ames
40- by 80-Ft Wind Tunnel (1,2). The second tech-
nique is flight testing of aircraft containing or
carrying the propulsion system {3). The major por-
tion of these forward speed measurements should be
made in wind tunnels because of lower costs, shorter
times for configuration changes, and most important,
a precise control of aircraft and engine parameters
that results in more accurate and consistent noise
data.

However, there are certain limitatiens in using
wind tunnels with closed test sectiopns, These limi-
tations can be attributed to the following factors:
(1) limited size of the test section; (2) large
reflectivity of the enclosing surfaces; (3) extrane-
ous noisc¢ arriving at the microphone from the tunnel
drive fans; and (4) extroneous noise generated at
the microphone itself by turbulent fluctuations om
the microphone body, The finite dimensions of the
test section physically limit the maximum source-to-
microphone distance for a given directiom. Under
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certain clrcumstances, the last two facters can
restrict this distance even more., The larpe
reflectivity of steel walls in large-scale wind
tunnels results in the formation of a reverberant
field that is relatively uniform within the test
section (4). The noise within the test section
that comes from the wind tunnel drive fan and the
noise generated at the microphone are also inde-
pendent of test section location. This Is in con.
trast to the direct field from the propulsion
system, .anich falls off rapidly as source-to-
microphone distaace increases, Under certain cir-
cumstances, diagnostic techniques can be used to
minimize the effects of reverberant naise or other
extraneous noises, so that the physical size of the
test section would be the only restriction on the
source-to-microphone distance, These diagnostic
techniques are described by Soderman (5).

When the usefulness of these diagnostic tech-
niques becomes marginal, then the only solution
remaining is to minimize the reverberant and other
extraneous noises by moving the microphones closer
to the primary source (i.e., the propulsion system).
Under these conditions the microphones are located
in the near-field of the primary source.* However,
far-field acoustic data are required for comparison
with flight test data. As a consequuence, an ana-
lytical technique is required to permit the extrap-
olation of near-field data to far-field conditions.
This paper describes the accuracy and limjtations
of one such technique.

PREVIQUS INVESTIGATIONS

Theoretical Investigations

The problem of predicting far-field pressures
from near-ficld measurements has received consider.
able attention from theoretical acousticians. Ini-
tially, the Helmholtz integral and Green's function
approaches were used for situations where there was
a specification of the continuous distribution of
near-field pressures on a surface surrounding the
source., However, these approaches are not suitablce
for wind tunnel applications where measurements are
taken at discrete points. Suitable approaciies do
exist that utilize the numerical solutions of par-
tial differential equations at discrete boundary
points. One of the simplest of these is the
boundary-collocation method, applied to the predic-
tion of far-field pressures from near-field data,
by Meggs (6) and Butler (7).

*The distinction between near-field and far-
field is discussed in the appendix.
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The most comprehensive application of this
method is deseribed by Butler (8,9). Butler
applied the method te coherent sources {each mono-
pole emitting in phase with the other monopoles)
ond partially coherent sources {each monopole emit-
ting with differing phase, but with defined spoce
corprelations between phases from the other moneo-
poles). Butler used two stightly different
approaches., The first (8) requires the simultane-
ous measurement of near-field pressure amplitudes
and phases, whereas the second (9) requires the use
of magnitude only, but with an attendant increase
in the number of microphones. Butler's calcula-
tions are move applicable to underwater acoustics
than aireraft propulsion nolse because of the range
of wavelengths used. For example, his source
lengths are of the order of 2A, where ) is the
acoustic wavelength., In contrast, aircraft propul-
sion systems have ratios of L/X ranging from 0.2
to 100,

The approach Butler took was to assume a dis-
tribution of three monopoles in line as his source,
From this known distribution, both the exact near-
field and far-field pressures are calculated, with
the exact near-field pressures taking on the role
of error-free microphone data. Boundary colleca-
tion is then applied to the near-field data to yield
the approximated far-field pressures. The latter is
compared with the previously calculated exact far-
field pressures to determine the accuracy of the
methad. On the basis of his results (8), for the
simple monopole configuration and limited wave-
lengths, Butler (B) came to the following conclu-
sion: MA reasonable criterion for a good prediction
[of the far-field pressures] would be that N [num-
ber of near-field microphones] must be at least XL,
where L is the length of the line or roughly
N » 6L/a", In addition, Butler showed that for a
given source configuration and a given number of
microphones, the accuracy of the prediction for the
partially coherent source is only slightly better
than that for the coherent source.

Experimental Investigation

An experimental verification of Butler's
boundary-collocation methed was attempted by Bies
and Scharton (10). They used a complex noise source
consisting of a loudspeaker covered with a perfo-
rated faccplate. The overall dimension of the
source wa’ 1,5k, A total of 15 microphones was used
to measuwe U.e magnitudes of the near-field pres-
sures at a distance of approximately A and tle
magnitudes of the far-field pressures at 11x. The
sound source was excited with pure tone at 5 kHz
and wit® 1/10 octave pink noise centered at 5 kHz.
They used Butler's second approach (9) utilizing
amplitudes of the near-field microphones for the
collacation caleulation, rather than the more accu-
rate amplitude and phase approach (8).

In each case the calculation rasulted in non-
sensical values of the collocation coefficients
which characterize the source. Bies and Scharton
attributed this failure to either an insufficient
number of microphones or inherent inuccuracies in
the microphones measurements of the near-field
amplitudes, No attempt was made to investigate
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the effects of these two varinbles, In any event,
they came to the conclusion that 'Analvtical tech-
niques for caleculating the far field girectivity on
the basis of near-field acoustic datn do not appear
promising". In n subsequent scction we will
attempt to show why Bies and Scharton did not

succeed,

APPROACH TO PROBLEM

General Approsch and Scope

The appronch we used in this work is similar
to the one used by Butler (B), In the first phase,
we assume a lipear distribution of multipoles,

From this known distribution, both the exact near-
field and for-fleld pressure amplitudes and phases
are calculated. The exdact near-field pressure
amplitudes and phases at peints corresponding to
microphone locntions are used as input data in the
boundary-collocation computation of the far-field
pressures, Thesc approximated far-field pressures
arc then compared with the previously calculated
exact far-field pressures to determine the accuracy
of the method. llowever, the scope of this study is
much wider than that of reference 8; for example,
it covers the range of acoustic wavelengths that is
of primary interest in the examination of full-
scale aircraft propulsion noise (A from I m to
0.05 m}. In addition, we investigate the changes
in the accuracy of the method due to changes in the
following parameters: (1) the number of necar-field
microphones; {2) the length of the source distribu-
tion; (3) soui.e-to-microphone distance; and

(4) the types of multipoles (e.g., dipoles, quadru-
poles). In une respect, the scope is more limited
than that of ref'rence 8., TFor all cases described
in this paper the wultipoles were assumed to be
emitting coherently. Butler's comparison of coher-
ent and partialiy coherent sources indicutes that
this restriction would give us a measure of predic-
tive accuracy that would be stightly lower than that
based on partially coherent sources for his con-
figurations. In the second phase, we investigate
the changes in the accuracy of the extrapoiation
due to the presence of random crrors in near-field
microphone data and in the locations of these
microphones.

Mathematical Background

The success of the boundary-collecation method
hinges on an accurate solution of tne colleocation
coefficients that are characteristic of the noise
source., These complex coefficients are used in the
direct computation of the approximate far-field
pressure amplitude and phase., Before we can mean-
ingfully discuss the results of the collocation
method, we must have a general idea of the mathe-
matical bases of thes. coefficients. The governing
field equation for harmonic waves emanating from a
distribution of sources is the Helmholtz equation

v2p + k3p =0 (1)
where p is the complex pressure at any field
point, and k is the wave number, cqual to 2=n/A.

An exact solution of this equation can be obtained
by the standard technique of separation of
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variables for certain eoordinate systems. For the
special case of on axisymmetric distribution, the
expansion series for the complex pressure at any
given field point is

w

pr,0)= 3 agl, (cos e)hrsl)(kr} (2)
n=0
in terms of spherical coordinates. Here Pp{cos 8)

is the Legendre polynomial of order n, and hél) is

the spherical Hankel function. The pressure at any
field point can be approximated by the finite sum

) {1)
p(r,8) 8 35 apP,(cos e)h 7 (kr) 3
n=o

if the remainder term

w

Dx(r,8) = | X apPnlcos 8)h{M (k) (4)
n=N

is small for the entire space.

At this point the boundary-collocation approxi-
mation is made. Let us assume that the acoustic
pressure amplitude and phase are known at N speei-
fied roints (i.e., specified 0f and ry, i =1, 2,

v s e, N), giving uﬁ values for p(ry,8i),
Pp(cos 84), and hﬁl (kri). Then the approximatiocn

is made that

N-1
p(ri.ai) = 2 apPy (cos Gi)hlgl)(kri}, i=1,2,..., N

n=o
(5}

where a; 1is the complex collocation coefficient.
These coefficients can be found by solving the
finite set of simultaneous lincar equetions (eq. (3)).
Whereas aj, in equation (2) is an exact character-
ization of the noise source, &), in equation (5) is
only an approximation. Once the N values of ap
are found from the near-field data, these celloca-
tion coefficients, aleng with the far-field coordi-
nates, are wsed in equation (5) to find the
far-field pressure.

An analysis of the rate at which the series
(eq. (2)) converges (which tells us how fast Dy
goes to zerc) would be the proper approach to deter-
mine the accuracy of the collocation method. How-
ever, this approach is rendered infeasible by the
complicated nature of the functions involved.
Therefore, it is necessary to employ the less pre-
cise, but more practical, techniques described in
this paper.

Computational Limitations

At the beginning of this study we reproduced
some of the results of reference 8 in order to
check our computer program. The standard Gaussian
elimination subroutine for the computation of
the collocation coefficients was used. We
encountered no difficulty with the relatively simple
configurations of reference 8., When we progressed
to more complicated configurations (e.g., 31 multi-
poles encircled by 30 microphones} the computer pro-
gram yielded nonsensical values for the collecation
coefficients. An analysis of our computer program

by Galant (11) showed that the problem could he
nttributed to the fuet thar the set of linear cqua-
tions containing the collocation coefficients was
neir-singular. Gnlant suggested that we replace
the Goussian elimination subroutine with a rela-
tively new subroutine using the concept of singular
value decomposition (12,13). We subsequently did
use this new subroutine nnd the resulting values of
the far-ficld pressures became reasonable. On the
basis of our experience, we strongly recommend the
use of singular value decomposition for any appli-
cation of the collocation method to configuratiens
that are not extremely simple.

Our computer program contains another poten-
tial npumerical limitation, The subroutines for
computing spherical Bessel functions by recurrence
relations become inaccurate when j, (kr) approaches
1078, This limitatjon interfered with our calcula-
tions for only o few unimportant cases. llowever,
this factor should be noted by those wishing to
conduct further investigations,

RESULTS

Basie Configuration

The basic source-microphone configuration used
for the greater part of the analysis is shown in
figure 1. The 3-m length of the source was chosen
to correspond to the lengrh of the majer noisc
producing region of o typical jet exhaust. This
hypothetical source is made up of 6 monopoles, as
well as 13 dipoles and 12 lateral quadrupoles with
their axes aligned parallel to the line joining the
multipoles. The strengths of these multipoles were
chosen at random with the source strengths varying
by a factor of 10. The near-field microphones are
arranged in a semicircular arc of 2-m radius with
0 ranging from 5° to 175°, unless otherwise spec-
ified. The far-field pressures are always taken at
peints along a semicircular arce of 50-m radius,
w%th & ranging from 5° to 175° ip increments of
57,

Before we determine the accuracy of the collo-
cation method, we should compare the shapes of the
exact far-field and near-field pressures for the
base configuration in order to give us some indi-
cation of the predictive task that will be imposed
on this method. Both sets of exact data are com-
pared in figure 2, for a range of wavelengths.

Both sets have been normalized so that they have
the same peak value. For the longest X {1 m) the
shapes are similar for angles greater than 20°,
with both distributions exhibiting four distinct
peaks of varying size. In contrast, the distribu-
tions at lower XA are not similar. For example,
at a X of 0.2 m the exact near-field has one pre-
dominant peak at approximately 3°, whereas the
exact far-field has five major peaks of approxi-
mately the same magritude. It is obvious from
these plots that the shorter A will present a
greater predictive challenge.

Measure of Predictive Accuracy

We must have some criterion for determining
the predictive accuracy of the collocation method.
In this study we used a simple mran predictive
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error that is determined as follows. The loecal

predictive error is defined us

8SPL7(8ggr) = 20 108, 4 (Peoytocation’Pexact)  (6)

where Dootiocation @M Pexnct 8Te local values,
The quantity &SPL; can have both positive and
negative values, %he mean predictive error, &SPL,
is simply the mean of the absolute values of the
local errors at the 35 far-field points.

The mean predictive error can give misleading
indications, as it gives equal welght to errors in
peak regions of the distribution and to errors in
valleys, where the pressures may be orders of magni-
tude smaller than the peak pressures, This occurs
more frequently for large values of the mean pre-
dictive error, Comparison between exact and pre-
dicted far-field pressures, for cases where
4SPL > 5, shows relatively small discrepancies in
peak regions, but extremely large ones in valleys.
An example of this situation will be shown in a
subsuquent section. A measure of accuracy which
would circumvent this problem is a weighted mean
using the following weighted local error:

_ Pexact
Gsle(BEar)"ﬁ;;;;zgg' 20 - 108, (Pcollocation’Pexact
"
where L pT
Puverage =T t‘; chact do (8)

Although we did not use such a weighted mean
because of increased computational time, we Tecom-
mend it for future investigations,

Number of Microphones

One of the obvious questions is, for a given
source configuration, how does the predictive accu-
racy change #s the number of microphones is
increased? First, we should loock at several com-
parisons of exact and approximated far-field pres-
sures for the basic configuration (fig. 1). The
cases are shown in figure 3. A pgood oxample of the
predictive capability of the collocation methed is
shown in figure 3(a) where &SPL 1is essentially 0.
The mean predictive error in figure 3(b) is 9.9 dB.
There is very little agreement for any angle., In
figure 3(c), 6SPL is still relatively large at
5.5 dB. However, the comparative results would be
acceptable except for 8 below 20°, The predictive
accuracy for the basic configuration is summarized
in figure 4, where 4&SPL is plotted against the
number of near-field microphones, N. For all , .ve-
lengths below 0.2 m, there is an error of approxi-
mately 10 dB if only 10 microphones are used. As
N 1is increased, there is no discernible improve-
ment, but just a slight fluctustion due to the
changing near-field coordinates, as the microphone
locations are changed. For all wavelengths, a
point is eventually reached where &S5PL begins to
decrease. This transition point decreases with
inereasing A. The decrease in 6SPL is rela-
tively slow for the shorter A and extremely rapid
for longer A. At wavelengths below 0,10 m, there

is o breakdown for large numbers of microphones
This may be due to an inadequacy of the

{e.g., 86).

A b | YRR ET
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computer subroutine for selving & system of linear
cquations of large order,

From figure 4 we can determine the number of
near-field microphones required to reach a certain
level of accuracy by cross-plotting, Figure 5
shows the required N as s function of wavelength,
with predictive cerrors of | JdB and 3 dB.  Super-
imposed on this Ffigure is the curve N = 0L/,
indicating the lower limit of Butler's approximate
criterion for the required number of near-field
microphones. 1t is a good e¢riterion at values of
L/% smaller than 1.5, which is the rapge of source
dimensions used by Butler in reference 8, but at
shorter ) it considerably overestimates N.

Source_Length

In the previous sectioh we looked at the
effects of changing acoustic wavelength on the
required number of microphenes for a fixed source
length. To complete the analysis we should look
into the effects of changing the length of a given
number of multipoles, keeping the acoustic wave-
length and radius of near-field microphones fixed.
The results are summarized in figure 6, whise N
required for } dB accuracy is plotted against the
length of the source distribution, L. The source
distribution is composed of 31 random multipoles
arranged in a rixed order. This figure shows that
as L 1is expanded, more information (i.e., micro-
phones) is needed to give an accurate extrapolation
from the near ficld to the far field. Superimposed
on figure 6 is the curve N = 6L/A. 1t aprees with
our data only at L/} = 1.5, which is close to the
dimensions of the source that Butler used to deduce
his requirement of 6L/).

On the basis of figures 5 and 6, we used curve
fitting procedures that give us the following rela-
tionship for the required N for 1 dB accuracy

Npin = 6+ L7 7/20:8 (9)

This relationship holds down to conditions where
Nmin = 10. For lomger X or smaller source
lengths, or both, the lowest number should never be
less than 10. There are tvy restrictions that
should be emphasized. First, this relationship is
for applications where both amplitude and phase
information are available., For partially coherent
noise sources the requirement is probably less than
Nmin. Second, this relationship is based on the
configurations using discrete multipoles. If noise
sources with radically different pressure distribu-
tions are used, then a similar analysis should be
made to determine the dependence of Npij, on L
and XA,

Source~to-Microphone Distance

The source-to-microphone distance is another
variable that was investigated. The linear dis- :
tribution of 31 random multipoles of 3-m length was i
chosen as the noise source, The far-field points
were taken on a semicircular arc of 50-m radius,
with © ranging from 5° to 175° at 5° increments,
The microphones were also placed on a semicircular

arc, but with @ (other than 5° and 175°) ¢“asen i

not to coincide with these used in the calculation
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of the exact far-field pressures. Microphone arc
radii of 2, 5, 10, 20, 30, 40, 49, and 50 m were
used. The results are shown in figure 7. In gen-
eral, the increase in microphone radius has only o
slight effect on predictive accuracy. Note that
the only significant decrense in &SPL.  occurred
for the case where A = 0,1 m and N = 40. lere,
any increase in N for the smallest rodius of 2 m
would have probably resulted in a substantial
decrease in 6SPL  as indiecated in figure 4. Even
here, a 25~fold increase in the microphone distance
reduces &SPL from 9.7 dB to only 4.7 dB., For all
other cases theve was a gradual, but not signifi-
cant, decrease in 4&SPL.

We can interpret these results in torms of
far-field and near-field pressurec distributions
such as those shown in figure 2. As the microphone
radius increases, the shape of the pressure distri-
bution measured by the srray of microphones
approaches that for the far field. Consequently,
the insignificant changes indicate that the large
digparity between shapes in the ncar field and far
field is not of primary importance. Rather, it is
probably the complexity in the puttern measured by
the array of microphones and the resulting large
number of significant terms in the expansion of
equation (5) that require the large N.

Complexity of Pressure Distributiopn

It has been suggested that the complexity of
the near-field patterns at shorter X (fig. 2(b)
and 2(c)} with their numerous valleys and pcaks,
may be responsible for the requirement of large N.
To test this hypothesis, we used two different dis-
tributions of multipeles which would give us con-
trasting pressure patterns. The assumption of a
linear distribution rf 31 mepopoles with randomly
selected amplitudes gives us a pattern with many
peaks and valleys (fig. 8); the assumption of a
linear distribution of 31 lateral quadrupoles with
randomly selected amplitudes gives us a pattern
with fewer peaks and valleys (fig. 9).

The mean predictive errors for both configura-
tions are shown in figure 10, Surprisingly, fer
small and moderate N, the mean predictive error is
much larger for the less complicated distribution.
An inspection of the values of 6SPL for the dis-
tributed quadrupoles revealed several sbnormally
high values (25 to 50 dB) in the viecinity of 6=90°
Flgure 9 shows that the exact far-field pressures in
that region are very close to zero, Consequently,
even small overestimates (compared with peak values)
would result in large values for 6&SPL. In light of
this situation, we modified the averaging process to
give us a more realistic comparison. Based on the
far-field patterns of figures 8 and 9, the local
errors for 6 between 80° and 110° were omitted
from the averaging process for the quadrupole dis-
tribution; the local errors for € between 100° and
110°, as well as 70° were omitted for the monopole
distribution., The revised &SPL, compared in fig-
ure 11, show better predictive accuracy for the
quadrupole distribution, However, the difference is
net so large that we can unequivocally state that
complexity in field patterns and the need for numer-
ous ncar-field microphones go hand-in-hand.

AR TREAA TR AN eI A

What is needed is an analysis using a source
configuration with a much smoother distribution
than that shown in figure 9, onc ip which the sharp
valleys are absent even at small values of X; lhow-
ever, it may not be possible to find a finite dis-
tribution of point sources that will yield this
type of pressure distribution. A continuocus dis-
tribution of sources must be used. Consequently,
one of our future gonls is to conduct a similar
analysis with a continuous distribution of sources
modeled so that the resulting far-field pressure
distribution will npproximate that of a typiral jet
exhaust.

Microphone and Location Uncertainties

The second phase of our study is concerned
with the coffects of scatter in microphone data and
imprecision in the location of the near-field
microphones., We used the following approach to
determine the effects of these errors. Again, we
assume a linear distribution of multipoles so thar
we may calculate the exact near-field and far-field
pressure amplitudes and phases. Then we assume a
random distribution of errors in the near-ficld
amplitudes, as well as errors in the coordinates of
the near-field microphones. These errors are sub-
stitut<. into the near-field data, The modified
near-field data are then used in the boundary-
¢ollocation computation of the far-field pressures.
Finally, these approximated far-field pressures are
compared with the previously calculated exact far-
field pressures to determine the acecuracy of the
mathod. The predictive accuracy is again cxpressed
in terms of the mean predictive error,

The scatter in microphone dato was randomly
chosen, with & maximum value of £1 dB (approxi-
mately 8 12% change in the pressure amplitude}.
This figure of 1 dB is based on our experiences
with noise measurements in the Ames 40- by BO-Ft
Wind Tunnel (1,2}, Larry Russell (14) estimated
that the microphones could be located within 1/4 in.
in the Ames 40- by 80-Ft Wind Tunnel using canven-
tional (i.e., non-coherent) optical equipment.
Accordingly, we assume random errors in the radii
and polar angles of the near. field microphone loca-
tions with a2 maximum of %1 cm for the radius and
+1/3° for o,

The results of this portion of the study are
summarized in figures 12 through 14, At longer 2,
the effects of microphone and location errors are
relatively constant as N is increased. The
microphone and location errors result in & 1-1/2 dB
rise in &SPL at A =1m, and & 2-1/2 dB rise in
éSPL at X = 0.5 m, indicating that the colloca-
tion coefficients become more sensitive to these
errors as the wavelength is decreased. The oscil-
latory nature of the curve with both errors
included (fig. 13}, is caused by the random fashion
in which these errors were introdiuced as the number
of microphones was changed (values of &SPL  were
calculated for values of N in increments of 2
from 20 to 42).

The results shown in figure 14 for a wave-
length of 0.2 were unexpected, The mean predictive
error, due to microphone and location errors, no
longer remained constant as N increased. At
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N = 40, the comblnation of errors incrensed &SPL
by 2 dB., But at N = 58, the combination of orrors
rvaised 65PL by 11 dB. Apparently, the crucial
factor is the large order of the system of linear
equations that lcaves them vulnerable te an accumu-
lation of errors. The small errors accumulate in a
multiplicative sense, rather than an additive sense,
completely destroying the predictive accuracy.

The question {s, which error is responsible
for the inecrease in 65PL, the microphone error or
the location error? We calculated the effects of
microphone errvor alone and the effects of location
crror alone for o few selected conditions. These
results are also shown in fi,ures 12 through 14.
Before we discuss the results, we should point out
that random errors are not additive. For example,
if the randomly distributed errors due to the
effects of one variable acting alone are much
larger than those duc to a sccond variable acting
alone, then the random errors duc to both variables
acting together are only slightly larger than the
errors due to the first variable acting alone.

For the longer wavelength, A = ' m. (fig. 12)
the mean predictlive error due to micr phone error
is larger than &SPl due to location error., Con-
sequently, at longer wavelengths, it is the micro-
phone error that is the source of the increased
§5PL. At X = 0.5 m, the microplone error and loca-
tion error have roughly the same effect. For the
shortest wavelength, A = 0.2 m (fig. 14), the effect
of location error is much larger than that for
microphone error.

The situation at the shorter wavelengths can
be improved in several different ways. One of these
is to simply increase the near-field radius so that
the relative location error is reduced. In fig-
ure 15, we compare the effects of location errors
for a near-field radius of 2 m with that for a
radius of 10 m. In the second case the maximum
radial error is still ] cm, but the maximum angular
error was reduced to t1/18°. Figure 15 shows that
this change has considerably reduced the mean pre-
dictive error for 58 microphones. Another method
for reducing location errors is to use a dual laser
system (14}, wherecby the location errors can be
reduced to a few millimeters as compared to centi-
metors with non-coherent optical systems. The
scatter in microphone data can also be reduced to
+1/2 dB by using longer time averaging.

Application

We will apply the results of our analysis to
estimate the number of near-field microphones that
should have been used for the Bies and Scharton
experiment (10). In addition, we will estimate the
effects of microphone and position errors. Bies anl
Scharton did not state the criterion that they used
in choosing the number of microphones. However,
their figure of 15 microphones is sliphtly greater
than Butler's eriterion of N = 6L/% (8). It should
be pointed out that this criterion is only valid
where simultancous measurement of pressure amplitude
and phase are made. For the casc where only ampli-

tude measurements are made, a larger number of
microphones must be used.
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In order to ostiw te the number of microphunes
required for near-field measurements of umplitude
alone, let us make the following assumptions.
First, the functional dependence of N on source
length and wavelength, as given in equation (9), 1

unchanged. Sccond, we will account for the redog-
tion in the number of measured variubles by chang-
ing the constant of prouortionality. [In other
words

Nmin & K+10.7,0.8 (10

We can determine K from Butley's results in
referonce 9 for coheront sources. Predicted amd
exact far-field prossures were compared for two
configurations. The first consisted of three mono-
poles of equal amplitude, emitting coherently, and
separated by 0.25)1. We calculated the &SPL to be
5.6 dB. 1In the sccond configuration, the spacing
between monopoles decrensed to 0.1254. For this
configuration, we calculated aon acceptable level
for 4SPL of 0,26 dB using nine microphones.

Since this second combination of N and L/} glves
an acceptable value of &6SPL, we will use the vari-
ables from this configuration to determine K.

The resulting constant, K, is 24, What this,
admittedly empirical, approach says is that if the
number nf measured variables is reduced by a factor
of two, then the number of microphones must be
incrcased by a factor of four to maintain a given
level of predictive accuracy. Using this constant,
and applying equation (10) to the variables of
reference 10 we find that Npip = 26 microphones.
Figure 13 shows that microphone and location errors
have not destroyed the predictive accuracy since
the value for L/A of 1.5 is still low. In our
analysis in the previous section, we assumed a
location error of 1 ¢m in a 2-m radius, or an errov
of 0,5%. Assuming the same level! of locational
accuracy for the experiment of reference 10, we
should be able to predict the far-field pressures
to within 21 dB.

CONCLUSIONS

From the snalysis presented here, the follow-
ing conclusions can be made if we assume no uncer-
tainties in microphone data or in the microphone
location:

1. The only limitation on an accurate predic-
tion of far-field pressures is the accuracy of
presently available subroutines for selving systems
of linear equations of large order, and for the
computation of spherical Bessel functions.

2. Source-to-microphone distance has little,
if any, effect on predictive accuracy.

3. Smaller numbers of microphones are
required if the field patterns become less complex;
however, the full extent of this improvement cannot
be determined by the type of analysis described in
this paper, where discrete point sources were used.

For the complex sources used in this study we have
the following additional conclusions:
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4. Where simultancous measurements of near-
fleld pressyre amplitudes and phases are made, the
minimum number of microphones required for mccurate
prediction is piven by the empirical expression

Nmin ® GLO‘.’/AO'a

with a minimum of at least 10 microphones for very
large A or very small L.

5. For an acceptable number of microphones,
say 50, accurate predictions are limited to values
of L/A no greater than 15.

If we assume imprecision in microphone data
and in the location of those microphones, then we
have the following conclusions;

1. dImprecision in the location of near-field
microphones has a very large effect on predictive
error. If we use standard wind tunnel instrumenta-
tion, then acceptable (£2-1/2 dB) predictions of
far-field pressures can only be obtained for L/X
up to 10.

2. This restriction can be lifted to a large
degree if we use more precise measurcment techniques,
such as dual laser arrangements, to locate the
microphones.

3. ‘The previous conclusions were based on the
us¢ of coherent sources. Partially coherent sources,
which are typical of aircraft noise, are indicated
in a previous study to be less restrictive in that
fewer microphones are required to attain a given
level of predictive accuracy. Consequently, the
rosults of this paper indicate a lewer limit to the
predictive accuracy,

Acknowledgements: The authors cxpress their
sincere thanks to Mrs. Geraldine McCulley for the
initial computer work, and to Mr. David Galant for
his advice on the application of singular value
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APPENDIX

DISTINCTION BETWEEN REGIONS GF NEAR FIELD
AND FAR FIELD

There is no precise boundary between the near
field and the far field. There is only a precise
definition of the far field. As the distance, R,
from the source to the field point is increased, the
far field is characterized as that region where:

(1) the pressure amplitude decays as 1/R, and

(2) the shape of the pressure distribution (i.e.,
the variation of p with 8 for a fixed R), does
not change as R is increased from one value to
another.

However, pressure distributions at varying
radii are not always readily available. As a con-
sequence, we are sometimes forced to use imprecise
criteria. The one commonly used is that R is in
the far field if: (1) the ratio of R to the
acoustic wavelength is larger than some number, ny,
and (2) the ratio of R to the source length is
larger than aneother number, np, where the n's are
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larger than unity. The question is, how lorge are
the n's? There s no unique answor. The two num-
bers depend on the complexity of the sound source,
a5 measured by its distribution, and the particular
polar angle in that distribution. The numbers also
depend on how precisely we want to approach the
exact for field (R = «), since actual pressures
npproach the /R variation osymptotically.

We can get some iden of the magnitudes of ny
and n, by inspecting the data for the configura-
tions of this study. We will first determine nf
from figure 16. This figure shows the sound pres-
sure level plotted ogainst the rotio R/L for
three different polor angles. The configuration
was chosen such that R/M s 15 times largey than
R/L, so that the far-field criterion is not deter-
mined by wavelength considerations. For cach polar
angle, a 1/R variation is superimposed upon the
exact pressures using the 50-m point (R/1ls 16.67)
as a reference.

We will attempt to find some corrclation
between the shape of the near-field pressure dis-
tribution and the magnitude of the difference
between the calculated pressure and the 1/R varia-
tion of pressure, For the top set of curves in
figure 16, where 8 = 34.8°, the difference is reia-
tively small with a 4SPL of 3-1/2 dB at R/L=1.
For all practical purposes, the difference has dis-
appeared at R/L = 10 ({,e., np = 10}, For this
case, figure 2(b) shows that the near-field pres-
sure lies near a peak in the distribution. As @
is increased to 70.6°, the near-field pressure
approaches a valley, Values of ASPL for the
center set of curves become larger, although the
difference still disappears at R/L = 10. At
6 = £1.2°, the bottom of a near-field valley is
reached (fig. 2(b)). The resultant ASPL is
extremely large with o value of 21-1/2 dB at
R/L = 1. The calculated pressures do not reach
far-field conditions until R/L=250. From a strict
interpretation, a value of R/L =250 would be
required for this configuration to completely
attaln far-field conditions. From a practical
viewpoint, we should use a value of R/L = 10,
which is more indicative of regions in the pressurc
distribution other than the valleys, as it is the
pressures in these regions which are of importance
in the subjective assessment of propulsien noise.

We will now leok at a configuration In which
wavelength considerations are more important than
source length. The configuration was chosen such
that R/L is 33 times larger than R/A. Since
the wavelength is much greater than the source
length, the near-field and far-field distributions
for this casc are much smoother than those used in
the previous case. The distributions are shown in
figure 17. Note that there is only one valley of
moderate depth for both distributions, The com-
parison of the calculated pressures and the 1/R
variations in pressure are shown in figure 18, for
three different polar angles, 7The 1/R variations
used the 50-m point (R/} = 8) ns a reference. For
the top two sets of curves (6 = 23.9° and 6 = 156.1%),
the values of ASPL are very small. For all
practical purposes, the difference in both cases
has disappeared at R/A = 3 (i.e., ny = 3],
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Figure 17 shows that the pressures are not teoo far
from peak values for both polar angles. The bottom
sot of curves in figure 18 shows larger values of
ASPL. These larger vdlues or 45, are the result
of the near-field pressuro lying iu the bottom of
the valley as shown in figure 17. However, the
magnitudes of ASPL (1-1/2 dB at R/X = 1) are not
too large as the valley is shallow. The difforence
in the cnlculnted pressures and thr 1/R  variations
has disappeared again at L/A = 7 Decause of the
much smoother shape of the near-Jield distribution,
we find that n, is smallor than n,.
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31 MONOPOLES, DIFOLES, AND QUADRUPOLES IN LINE

Figure l.- Basi¢ sourco-microphone configuration.
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Figure 2.~ Comparison of oxact near- and far-field
pressures.,
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Figure 3.- Comparison of exact and predicted far-
field pressures.
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Figure 13,- Effect of microphone and location errors

on predictive accuracy at A = 0.5 m.
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Figure 14.- Effoct of microphone ond location errors

on predictive nccurocy at A = 0.2 m,
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Pigure 15,- Effect of location crrors on predictive

accuracy.
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RATIO OF SEPARATION DISTANCE TO SOURCE LENGTH, R/L
ure 16.- Comparison of exuct pressures with 1/R
variation for source length dependency.

St K i

AelGm
31 RAKDOM MULTIPOLES
Lsounce * 0.3

135

N : |
PRESSURE AMPLITUDE= Ar . «RARY UNITS

——— EXACT NEAR FIELD Re2 m

== — EXACT FAR FIELD R+ 50 m

Figure 17.- Comparison of oxact near field and
far-field pressures.
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Figure 18.- Comparison of exact pressures with
variation for wavelength dependency.
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