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PREFACE 

In 1966, Dr. Charles E. Poulton, Rangeland Resources Progrqm, 
Oregon State University, and Mr. Edwin Roberts, University of California, 
Berkeley, examined a frame of Gemini IV photography of southeast Arizona 
and determinl:.d that n.atural vegetation and associated features could be 
related to space photo images. That effort raeulted in a research grant 
at Oregon State University for studying, "The feasibility of inventory­
ing native vegetation and related resources from space and high altitude 
photography." Tne remote sensing expe.rtise and vegetation resources 
knowledge gained by the research team led to our ERTS-l involvement. 
The following objective and scope of work statements reflect the prob­
lems and approaches which provided the basis for the ERTS research. 
Also include~ are succinct concluding and recommendation statements 
which resulted from the research activity. Our purpose was to examine 
the comparative feasibility of and develop procedures for utilizing ERTS 
and high altitude imagery in gathering vegetational resource information. 

OBJECTIVES AND SCOPE OF WORK 

Imagery Comparisons (Objective 1) 
Compare the amount of vegetation pertinent information which is 

available on photographic ERTS, Apollo 6, and Gemini IV imagery. 
Compare the relative success of vegetation type interpretations from 
two kinds of intermediate scale aircraft photography that logically 
could be used in conjunction with space imagery. 

The approach involved photo interpretation which was designed to 
minimize area familiarity and use of associated photo images as inter­
pretive evidence. In the case of the space imagery, a single color 
photo of each type was chosen for comparison. From these, image samples 
representing known macrorelief classes were drawn'for subsequent "inter­
preter" unrestricted (no image standards) and restricted (with image 
standards) sorting. For the aircraft imagery, a single date of black 
and white photography was compared to a single date of color infrared 
photography. Both were presented to interpreters as stereo pairs which 
represented known vegetation types. Sorting was restricted. The 
approach not only expedited the procedure for accomplishing the desired 
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analysis, but provided test results that were more comprehensible than 

those which might have come from mapping comparisons. 

Terrain Variable-Vegetation Relationships (Objective 2) 

Continue ongoing terrain variable-vegetation relationship studies 

and compare the usefulness of ERTS photography with other available 

photography for identifying terrain features. 

Data was collected from 250 field sites. Floristic data collected 

consisted of species cover and prominences. Terrain variable data 

included elevation, parent materials~ macrorelief, landform type, slope, 

aspect, solar radiation index, and drainage density. Analysis involved 

graphic and tabular determinations of associations between species and 

terrain variables as well as between 25 vegetation types and the terrain 

variables. A stepwise discriminant analysis was used to show which 

species could best discriminate groups of terrain variables and which 

terrain variables could best discriminate the vegetation types. 

Ter1~ain Variables Interpretation Testing (Objective 3) 

Determine the comparative accuracy with which interpreters can 

determine elevation and macrorelief from ERTS and other available 

imagery. 

Monoscopic interpretability of elevation was tested for ERTS and 

high altitudp. photography. Interpreters established contour lines on 

the photography from a restricted number of known elevation points. 

Stereoscopic versus monoscopic macrorelief interpretation was conducted 

with Apollo 9 photography. Finally, macrorelief was interpreted on ERTS 

photography using a low sun angle stereoscopic format. 

Seasonal Vegetation Change Detection (Objectives 4 & 5) 

For selected vegetation types, determine patterns of signature 

changes appal'ent from a chronological sequence of ERTS imagery (Obj. 4), 

and evaluate multidate versus single data differentiations of types 

(Obj" 5). 

Apparent spectral radiance of selected vegetation types was 

extracted from multidate ERTS imagery utilizing both digital processing 

and densitometric procedures. Three types were selected to typify pat­

terns of signature change from summer, through winter, and into spring. 
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The three types were dissimilar in that one was composed of evergreens, 

another of winte~ dormant species, and the third of species dormant in 

the winter and spring. The mu1tidate signature of each was unique. 

Several procedures for classifying representatives of the three types 

were explored including classification by spectral radiance, band 

ratios, ratios of band differences over band sums, date-to-date change 

factors of ratios, and direction of date-to-date changes. Standards 

based on these three vegetation types were not useful for successfully 

classifying other vegetation types having greater mixtures of species 

and much higher percentages of exposed ground. Alternative standards, 

more typical of the greater majority of vegetation types, were used in 

successful classification of test sample locations. Additionally, mu1ti­

date signatures of 97 test sample locations representing 10 vegetation 

types were dp.termined by densitometric sampling of ERTS reconstituted 

photographs. Classification was successful for the three categories, 

winter dormant, winter and spring dormant, and I.=vergreen. 

Two Stage Sampling (Objective 6) 

Compare the use of ERTS-l imagery to that of other available space 

photography for the first stage in a sampling technique. 

As determined from results of Objective 1, the beet non-ERTS space 

photography, Apollo 6, was compared to ERTS photography for relative 

suitability of vegetation sampling in a two stage probability scheme. 

Objective space photo stratification at the first stage was accomplished 

by "image pairings" of the unrestricted sorting done for Objective 1. 

Sampling was confined to the generally hilly and mountainous portions of 

the study area. The second stage, common to both space photos, was pro­

vided by two dates of high altitude, color infrared photography, on 

which image classes were developed. Proportional helicopter ground 

checking was used to identify image classes as to vegetation type. From 

this, vegetation areal estimates were made for the two space photo 

sampling schemes. 

Digital Data Analysis (Objective 7) 

Utilize selected digital MSS data for determining spectral signa­

tures for some '~egetation systems in an arid environment. 
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Activity was concentrated in a restricted portion of the study area 

where a detailed hierarchical vegetation classification existed. Data 

was analyzed with a maximum likelihood discrimination procedure (CALSCAN) 

which required training field establishment of vegetation classes before 

testing of the c?mputer classification. The objective was extended by 

utilizing parts of the CALSCAN program to indicate the level of vegeta­

tion classification appropriate for ERTS digital data extraction. 

CONCLUSIONS 

Objective 1 

An imagery comparison procedure was developed and tested for space 

and intermediate scale photography. In the space photo comparisons, 

image complexity was greater for Apollo 6 than for a single date ERTS-l 

color reconstitution or Gemini IV. Greater ground subject detail is 

inferred from greater image complexity. Image grouping for macrorelief 

class discrimination was variable among the three, with Gemini usually 

worse than Apollo or ERTS. The imagery complexity procedure can be used 

as d base for objective photo stratification. The imagery comparison 

procedure was applied to an intermediate scale of panchromatic photog­

raphy and to one of color infrared. Under conditions of the test, 

interpreters were better able to detect similar patterns of vegetation 

with the panchromatic photography. Results were believed to be adversely 

influenced by unusual test constraints; therefore, extreme caution is 

urged in any attempt to extrapolate beyond these test conditions. 

Objective 2 

Analysis showed that individual plant species had broader terrain 

variable amplitude than did vegetation types. Consequently, plant 

species ar"e not as closely related to terrain variables as are vegeta­

tion types. A f2w species were closely related to terrain variables. 

Stepwise discriminant analysis revealed that vegetation types were more 

closely related to elevation and macrorelief than to the other terrain 

variables. 

Objective 3 

Elevation interpretations on ERTS photography and on high altitude 

photography were not statistically different. Differences were detected 
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among interpreters. Macrorelief interpretations on ERTS photos 

revealed that low sun angle monoscopic interpretations were not as 

accurate as high sun angle stereoscopic interpretations. Macrorelief 

interpretations on space photography were successful, although from 

Apollo interpretations, stereoscopic enhancement was superior to mono­

scopic observations. 

Objectives 4 & 5 

Multidate spectral radiance from vegetation can be influenced by 

the pnenol(lgical status of the plants. Some vegetation types can be 

characterizeci in terms of patterns of signature change. This attribute 

could be useful if utilized to produce a stratification of an ERTS scene 

into three groups of vegetation: (1) evergreen, (2) winter dormant, and 

(3) winter and spring dormant. The stratification could be accomplished 

with automatic data processing techniques, would provide an ecological 

grouping, and would be presumed useful for allocating samples in a pro­

cedure for inventorying natural vegetation. 

Objective 6 

Apollo 6 and ERTS-I photos were compared for relative suitability 

as first stage strata bases in the two stage proportional probability 

sampling. Sampling efficiency gains over equal probability sampling 

were small; however, the three main benefits which resulted from the 

space photo stratification were that it (1) enabled high altitude photo 

image classification which was an integral part of the sampling scheme, 

(2) created a base suitable for small scale vegetation mapping l and (3) 

provided a means of cluster sampling which substantially reduced heli­

copter ground sampling expenses. Sampling variation was generally 

smaller for Apollo than ERTS sampling; however, both photo types were 

judged satisfactory. Mapping from Apollo-derived statistics provided 

greater information than from ERTS. Helicopter ground sampling was a 

highly satisfactory technique for gathering the type of information 

needed in the inventory. 

Objective 7 

The ERTS MSS digital data used in the CALSCAN program satisfactorily 

discriminated vegetation classes at the association level when these 
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classes had high contrast images. For classes with low contrast, 

discrimination appearep possible at about the alliance level. The 

results suggest that the detailed hierarchical vegetation classification, 

which was based in part on annual species, may need to be reevaluated 

for some possible regrouping • 

RECOMMENDATIONS 

Based on results from Objectives 1 and 6, there is substantial evi­

dence to suggest that the quality of vegetation resource information is 

positively and directly correlated with the quality of the space photog­

raphy used to gather that information. This appears to be the case 

whether one is interested in directly interpreting subjects, or in using 

the space ph0tography for sampling. Therefore, future earth resources 

satellites u~,ed for vegetation applications, should have photo resolu­

tion capabilities that equal or exceed those of ERTS-l. 

Further use is encouraged for image complexity and groupability 

testing of space and aerial photography (Objective 1). However, consid-

erable caution must be exercised in planning, conducting, and analyzing 

these tests. 

Positive relationships were seen to exist between vegetation and 

terrain vari2bles (Objective 2); because it was discovered in Objective 

3 that two o( the terrain variables employed in the research of Objec­

tive 2 could be accurately interpreted on space imagery, it is seen tha~ 

an analysis of the interpretability of additional terrain variables 

could be conducted. A combination of several of those terrain variables 

might then be employed in determining their applicability in vegetation 

interpretations. 

The technique of using spectral reflectance patterns which are 

influenced by plant phenological changes (Objectives 4 & 5) needs to be 

tested in th~ production of a natural vegetation inventory. Greatest 

applicability would likely result for vegetation types which character­

istically have relatively high ground cover. 

Based on the success of the vegetation inventory sampling (Objec­

tive 6), encouragement is extended for further use of space imagery in 

conjunction with aerial photography and ground sampling. Further 
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refinement of the "image classification" approach in photo sampling is 

e.ncouraged as an alternative to more traditional "subject interpretation" 

of photography. 

From digital data analysis activity (Objectives 4, 5, and 7), digi-­

tal tapes as originally received were thought to have some bad scan 

lines in the MSS. Bad lines interfered with training site selections, 

and may sometimes have resulted in spurious classifications. For subse­

quent systems, the desirability of having "clean" digital data is 

apparent. 
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CHAPTER 1 

INTRODUCTION 

HISTORICAL PERSPECTIVEl - ll 

In late 1965, the National Aeronautics and Space Administration 
(NASA) and the U.S. Department of Agriculture (USDA) entered into agree­

ment to authorize the USDA to undertake remote sensing research in 
agriculture, forestry, and range management. Funding was from the 
Supporting Research and Technology Program of NASA, Contract Number 
R-09-038-002. The Forest Service was designated by the USDA to admin­
ister the research through the Pacific Southwest Forest and Range 
Experiment Station. As a result of that contract, personnel in the 
Rangeland Resources Program, Oregon State University, were funded to 
conduct vegetation resource research in southern Arizona. Dr. Charles 
E. Poulton was principal investigator. The major highlights of the 
research effort "'hich contributEld directly toward accomplishment of our 
subsequent ERTS-l research follow. 

(1) Using Gemini IV photography, rangeland ecosystem interpreta­
bility was determined for space photography (Carneggie, Poulton, an.d 
Roberts, 1967; and Poulton, Schrumpf, and Garcia-Moya, 1968). 

(2) The value was recognized in having small scale photography 
for multistage use in vegetation resource inventory; conceptual 
approaches were developed for multistage sampling of vegetation types 
(Poulton, Schrumpf. and Garcia-Moya, 1971). 

(3) The need for understanciing the impact of seasonal vegetation I 

changes on small scale imagery prompted investigations into plant pheno-
logical pattern analysis. This gave an insight into the usefulness of 

I sequential imagery (Poulton, et_ al., 1969). 
(4) Because landforms are among the most salient features imaged 

in arid regions by small scale photography, an evaluation of landform­
vegetation relationships was begun on Apollo 6 photography for the 

I-II 
Much of the information in this section was gleaned from Poulton (1972). 
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purpose of e(.ilancing vegetation interpretations (Poulton, Johnson, and 

Mouat, 1970). 

(5) A hierarchical legend system was developed for mUltiple levels 

of interpretation and mapping display. It included natural vegetation, 

land use, and selected physical features (Pet.tinger, 1970; and Poulton, 

1972) • 

(6) For purposes of demonstrating compatibility with large scale 

imagery, a detailed natural vegetation classification was developed from 

numerical taxonomic-plant sociological considerations (Garcia-Hoya, 

1972). 

(7) An ecological resource and land use inventory of Maricopa 

County, Arizona, was conducted by using the legend system with Apollo 9 

and high altitude photography (Poulton, Johnson, and Mouat, 1970). 

Mapping was displayed on a mosaic of 1:120,000 high altituue photography. 

From this, the value was demonstrated for broad scale vegetation mapping 

in land use planning (Poulton, et al., 1970; and Poulton~ Schrumpf, and 

Johnson, 1971). 

(8) Photo interpretation accuracy checking was successfully 

accomplished by use of a helicopter. Unrestricted access was gained to 

photo selected sites for rapid vegetation type identification (Poulton, 

et a1., 1971). 

OBJECTIVES 

As a result of the above-mentioned research activity, the Arizona 

research tearr.., (1) gained a considerable amount of knowledge about the 

vegetation r~sources of the area, (2) developed an understanding of 

remote sensing approaches in vegetation resource investigations, and 

(3) recognized resource problems that appeared solvable by remote 

sensing. The team had the desire to contribute to the evaluation of 

the, then, upcoming ERTS-A program through a continuation of our remote 

sensing research effort. The result was that we proposed a research 

package which was accepted and is the basis f01: this report. The 

scope of the research effort is shown in Figure 1-1. The need for work­

ing from an understanding of vegetation is illustrated. The three boxes 
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Figure 1-1. Interrelationships of tasks for research conducted in southern Arizona. 
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on the far right side of the figure are products or goals of operational 

remote sensing activities, and were not a part of this research. Some 

of the objectives and approaches, as originally accepted, were modified 

during the course of the research as provided in the contract (NAS 

5-21831, Article I, Phase III-Continuing Data Analysis, b). However, 

the intent of the original objectives remained the same and the objec­

tives were accomplished. The remote sensing technology which we are 

developing is intended to provide at least part of an ecological base 

suitable for many types of land use decisions. The research ap?roach 

and objectives are consistent with those of the Earth Resourc(~s Tech-

nology Satellite Program which is ". designed as a research and 

development tool to demonstrate that remote sensing from space is a 

feasible and practical approach to efficient management of the earth's 

resources" (NASA, 1972, p. 2-1). 

Objective 1: Imagery Comparisons 

Compare the amount of vegetation pertinent information which is 

available on photographic ERTS, Apollo 6, and Gemini IV imagery. 

Compare the relative success of vegetation type interpretations 

from two kinds of intermediate scale aircraft photography that logi­

cally could be used in conjunction with space imagery. 

Objective 2: Terrain Variable Relationships 

Continue ongoing terrain variable-vegetation relationship studies 

and compare the usefulness of ERTS photography with other available 

photography for identifying terrain features. 

Objec~ive 3: Tnrrain Variable Interpretation Testing 

Determine the comparative accuracy with which interpreters can 

determine elevation and macrorelief from ERTS and other available 

imagery. 

Objectives 4 & 5: Seasonal Vegetation Change Detection 

For selected vegetation types, determine patterns of signature 

c:hanges apparent from a chronological sequence of ERTS imagery (Obj. 4), 
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and evaluate multidate versus single date differentiations of types 

(Obj. 5). 

Objective 6: Two Stage Sampling 

Compare the use of ERTS-l imagery to that of other available space 

photography for the first stage in a sampling technique. 

Objective 7: Digital Data Analysis 

Utilize selected digital MSS data for determining spectral signa­

tures for some vegetation systems in an arid envirorunent. 

THE STUDY ARBA 

The region between latitudes of about 320 N and 320 S was first 

imaged from space platforms. The study area (Figure 1-2) is a part of 

Arizona that has been photographed frequently from space. Boundaries 

of the 3,200 square mile area are approximately 320 0S'N latitude on the 

north, 3l0 30'N on the south, 111olO'W longitude on the west, and 1090 

50'W on the east. The towns of Tucson, Willcox, Bisbee, and Nogales 

lie just outside the four corners of the area as indicated in the figure. 

The historic community of Tombstone falls wj.thin the boundary, as do 

several small communities, notably Benson, St. David, Ft. Huachuca­

Sierra Vista, Sonoita, and Patagonia. Parts of three counties are in 

the area. They are Cochise,'Pima, and Santa Cruz. 

The general region of the study area was chosen because it repre­

sents an extremely good example of diverse envirorunents in a semiarid 

region characterized by the Basin and Range physiographic province 

(Fenneman, 1~3l). Few other spatially restricted areas in the United 

States possess as much diversity in physiography, climate, and vegeta­

tion in such a small area as does the study area. The economy of the 

area is based chiefly upon agriculture, cattle ranching, mining, retire­

ment communities, tourism, defense, and astrophysics (the clear air of 

the desert combined with a low regional population have resulted in the 

region's being a major center for the location of astronomical observa­

tories.) 
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Climate 

The importance of the influence of climate on vegetation of arid 

and semiarid regions was summarized well by Hastings and Turner (1965, 

p. 10): 

Climate remains the single most important determinant for the 
plant life of an arid region, and to climate one must look to 
explain the uniqueness of the Sonoran vegetation: to precLpL­
tation, its amount, its variability, its spatial and temporal 
distribution; to temperature; to the various components of the 
heat balance. 

The study area occupies a unique climatic situation in that it is 

affected by two quite different and distinct air masses and wind circu­

lation systems. In winter t the area is influenced by the southward 

migration of the westerlies, bringing with them frontal precipitation. 

The high pressure known as the "Pacific high" produces an extreme 

drought in late spring and early summer. By the end of May, however, a 

tongue of warm moist air intrudes into northeast Mexico occasionally 

reaching as far as southeast New Mexico. Toward the beginning of July, 

a global reanjustment of the subtropical highs occur. Moisture-laden 

winds coming clockwise around these highs from the Gulf of Mexico 

intrude into southeast Arizona and the Sonoran Desert bringing with them 

the summer monsoons (Hastings and Turner, 1965). Occasionally, tropical 

storms spawned in the east Pacific Ocean off Mexico veer northward and 

move up the Gulf of California. These storms can bring extremely heavy 

rains to southeast Arizona in late sumlner and early fall. 

Because of the altitude of the study area, ranging from 2500 feet 

to 9500 feet, temperatures are moderated somewhat compared to those of 

the lower desert to the northwest. In addition, annual precipitation 

figures are higher in the study area than in the lower desert region 

(Green and Sellers, 1964). Both rainfall and snowfall amounts increase 

significantly with an increase in elevation. These amounts are most 

noticeable in the isolated mountain blocks or ranges (the "island moun­

tains") that are interspersed throughout the study area. 

The low latitude of the study area affects the region in two ways: 

it moderates the region's temperature regime on an annual basis, and 
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situates the study area under the influence of the suhtropical highs -
the effects of which have already heen discussed. 

A final climate control, continentality, affects the study area 
quite markedly. 

Pacific Ocean. 

The study area is approximately 400 miles from the 
~hus, storm systems occasionally coming in off the 

California coast are greatly dissipated by the time they reach the study 
area. The great distance from the ocean tends to produce a greater 
seasonal temperature variation. Temperatures of the study area are 
quite moderate. The hottest temperatures occur on the low desert floor 
in the vicinity of Tucson. There~ daily maxima during the summer fre-

o 0 quently exceed 100 F and may exceed 110 F. The average daily maxima in 
July at Tucson are near 100oF. Those temperatures, though, are ten 
degrees cooler than stations located further to the west and northwest 
(for example, Gila Bend). Winter temperatures are mild with warm days 
and cool nights, resulting in an extremely popular climate during the 
winter months. Only a vague relationship exists, though, between eleva-
tion and temperature in the winter. Generally~ temperature decreases 
with elevation; however, many stations have warmer temperatures (both 
mean monthly and mean monthly minima during January) than stations at 
lower elevations, 

Precipitation is generally lowest in the low elevations of the 
northwest (Tucson has 10.91" annually) and highest in the higher eleva­
tions of the southeast (Bisbee has 18,44" annually). There exists a 
biseasonal distribution in the annual precipitation regime of climate 
stations wittin the study area. The principal peak occurs in the middle 
to late summer, while a lesser but still pronounced peak occurs in 
winter. The summer rain occurs usually as mid- to late afternoon 
thundershowers, small in areal extent (one or two miles across) and of 
short duration. These rains are generally associated with the warm, 
moist unstable air which circulates about the Bermuda high emanating 
from the Gulf of Mexico. Orographic lifting typically increases the 
amount. The winter rains are normaliy lighter in intensity,of longer 
duration, ana generally cover a much wider area. The main cause of the 
winter precipitation is frontal. It generally comes from the cyclonic 
systems which are brought over southeastern Arizona by the westerlies. 
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While precipitation in desert areas is often thought of as being 

extremely intense on occasion, with very high amounts during a 24-hour 

period once every several years, maximum 24-hour rainfall totals are 

not very great. For the entire state of Arizona, the maximum 24-hour 

total is les~ than 6 inches. Within the study area, Bisbee received 

4.25" on July 22, 1910, between 4 P.M. and 5:10 P.M. 

Landforms, Geology, and Soils 

The general topographic character of the study area is one of 

short, narrow, isolated mountain ranges (or "island mountains") scat­

tered over extensive basins or bolsons consisting of bajadas, valley 

fill, and occasional lacustrine deposits. With the exception of the 

northeast corner of the study area where a portion of the Sulphur 

Springs Valley drains into Willcox Playa, drainage is external. Figure 

1-2 illustrates major topographic features of the study area. The major 

mountain systems are the Santa Rita, Whetstone, Huachuca, and Dragoon 

mountains, while the major drainage networks are the Santa Cruz and San 

Pedro rivers. The topography of the study area is extremely varied. 

Maximum local relief is over 5,000 feet within a horizontal distance of 

less than two miles. In other areas, the topography is essentially 

level and smcoth with local relief less than one foot. General geomor­

phic descriptions of the study area region usually distinguish four 

broad geomorphic surfaces: mountains, old alluvial surfaces, young 

alluvial fans, and river floodplains (for example, Hendricks and Havens, 

1970). Pediment surfaces· should be added to that list. 

We recognize that edaphic factors comprise an integral part of 

physical environmental interrelationships. For this research, soil 

properties were not directly employed to assess relationships between 

vegetation aId related factors, such as terrain variables. Soils in 

the rugged terrain areas are often thin and poorly developed; on more 

gentle slopes, soils are sometimes deeply developed. Parent materials 

in the area include igneous, sedimentary, and metamorphic types, further 

contributing to diversity. In the drier reaches, soil development is 

often minimal; except that petrocalcic accumulations are common. In 

more moist areas, organic matter influences and clay movement are 

apparent in vpper horizons. 
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Vegetation 

A single reference, Interagency Technical Committee, Range (1963), 

provided the information necessary to give a perspective of the vegeta­

tion-topographic-soils relationships in the arel:L. Information from that 

report was used to prepare the following descriptions. Occasional refer­

ence was made to Western Land Grant Universities and Colleges (1964). 

Inferences for soil orders COlne from the Soil Survey Staff (1960). 

Succulent Desert Shrub: In the lowest and one of the drier reaches 

of the study area (northwest corner, less than 3,000 feet), vegetation 

from the Sonoran Desert has its greatest impact. The unit is found on 

upper, middle, and lower bajadas. Complex soil patterns consist of 

zonal and azonal Red Desert, Reddish Desert soils, and Lithosols 

(Aridisols and probably Entisols). Soils are generally deep, gravelly 

to cobbly, moderately coarse to medium textured with fine textured sub­

soils. Some are underlain by indurated caliche. The aspect of the 

unit is microphyllous shrub with cacti. Characteristic species are 

littleleaf Faloverde, brittlebush, creosotebush, mesquite, burroweed, 

cholla, prickly pear, and saguaro. 

Coronado Coniferous Forest: This unit is restricted to the highest 

elevations (6,500-9,500 feet) in the Santa Rita and Huachuca mountains. 

The unit normally occurs on steep, stony mountain slopes. Soils have 

not been classified. This representative of the montane forest is 

primarily cha.racterized by ponderosa pine, but also by Chihuahua pine, 

Mexican whitr. pine, and Ceanothus spp., among many other woody and 

herbaceous representatives. 

Coronado Chaparral: Foothills and lower mountain slopes (4,000-

6,500 feet) provide the habitat for this broadly described unit. It 

occurs in the Santa Rita Mountains, extending south and east in a broad 

belt to the Huachuca Mountains. Elsewhere, examples occur in the Rincon, 

Whetstone, and Dragoon mountains. Slopes are generally steep. Granite, 

schist, basa~t, and limestone provide the parent material and contribute 

to the stony and rocky nature of the shallow soils. The generally 

neutral soils are classified as Reddish Browns and Lithosols (mostly 

Aridisols although some Mollisols may be present on alluvium of the more 
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gently sloping drainageways). This heterogeneuus unit has an aspect of 

mixed large shrubs and trees, but often with such openness as to create 

a savanna-like appearance. Trees of the unit include Arizona white oak, 

Emory oak, alligator juniper, and Mexica,n pinyon. Grasses, especially 

the grama grasses, are well represented as are some of the acacias. 

Sonoita Dese~t Grassland: The Sonoita Desert Grassland occurs pri­

marily in the 4,500-5,500 feet range of a basin surrounded by mountains-­

namely, the Sant~ Ritas on the west, the Canelo Hills on the south, the 

Whetstones on the east, and the Huachucas on the southeast. An arm of 

the grassland extends along the eastern flank of the Huachucas. The 

general occurrence is on gently rolling to hilly valley fill and some­

times on deeply dissected alluvial fans. The often deep soils are 

mostly moderately fine to fine textured representatives of Reddish 

Brown and Reddish Chestnut soils (probably mostly Aridisols) although in 

localized areas, Calcisols (Calciu6tolls) occur. The vegetational aspect 

is one of a tnid-grass prairie, dotted with mesquite, and local patches 

of bearg'rass and soap tree yucca. The grasses are prominently gramas, 

although other genera, especially threeawns, common to the region, are 

well represented. 

Apache Dese'rt Grassland: This "grassland, II for the portion which 

occurs in the study area, is primarily on alluvial fans atld :JPper to 

mid-bajadas in a band that stretches from near Benson to the southwest, 

around the western fringe of the Whetstone Mountains, then southeast 

through the middle of the San Pedro basin between Ft. Huachuca and 

Bisbee. Thus it flanks the Sonoita Grassland along its eastern boun-­

dary. In the northeast corner of the study area, north of the Dragoon 

Mountains, tbe unit is again present. Elevation ranges 4,000 to 5,000 

feet. Most of the area is gently sloping, with minimal dissection; 

however, on the west side of the Whetstones, parallel drainageways are 

deeply entrenched. Soils are deep, medium to fine textured and mostly 

Reddish Browns (Aridisols), often highly calcareous and with indurated 

pans. Physiognomy of the unit is mostly that of a grassland with scat­

tered large and small shrubs, although that portion in the San Pedro 

River basin takes on a grass-shrub aspect with influences from 
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Chihuahuan shrubs. Characteristic grasses are rothrock grama, black 
grama, sacaton, tobosa grass, curly mesquite, and Lehmann lovegrass. 
Whitethorn, soap tree yucca, ocotillo, and prickly pear are common. 

Sonoran Desert Grassland: This unit is found in the 3,000-4,000 
feet range along the western edge of the study area, from Nogales to the 
Rincon Mountains, and flanking the Santa Rita Mountains to the north, 
west, and south. In the study area portion of Arizona, this unit repre­
sents the eastern-most extension of primary Sonoran Desert influence. 
The unit is found throughout the valley fill, adjacent bajadas, and hills 
of the Santa Cruz Valley. Valley soils are deep with coarse to medium 
textured topsoils. Some soils a~e highly calcareous. Most are Reddish 
Browns (Aridisols). The aspect of the type is a mixed shrub-scrub grass­
land. Characteristic shrubs include mesquite, burroweed, and ocotillo. 
The common succulents are,prickly pear an.d cholla. Several grama grasses, 
threeawns, dropseed, and curly mesquite are also present. 

Chihuahuan Desert Shrub: This unit occupies practically all of the 
San Pedro River basin between 3,500 and 4,500 feet. In fact, in the 
study area it has greater occupancy (ca. 25 percent) than any other 
unit. The valley fill and bajadas on which it occurs are severely dis­
sected and moderately to strongly sloping. Except for vegetation of 
mountainous areas, the unit is bordered primarily by the Apache Desert 
Grassland. Soils are complex, deep, mostly moderately fine and fine 
textured, and often highly calcareous. They are generally classified 
as Reddish Browns and Calcisols (Aridisols). Vegetation physiognomy is 
shrub-scrub with the characteristic shrubs being whitethorn, tarbush, 
creosotebush, mortonia, mesquite, ocotillo, and catclaw. Grasses are 
common, but not prominent. 
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CHAPTER 2 

VEGETATION CLASSIFICATION 

There is no single "best" vegetational classification and legend 

system. Classifications and legends are developed for utilitarian 

purposes; that is, there mus t be some reason to classify or it would 

not be done. No classification system of natural vegetation can suit 

all needs, thus numerous classifications exist - each with its 'own set 

of merits. ~ll of these thoughts are clearly illustrated in the book 

by Kuchler (1967) and probably more thoroughly and emphatically ex­

pressed than in any other English publication. Culver and Poulton 

(1968), Poulton and Isley (1970), and Martin (1970) found that it was 

necessary to develop natural classifications and legends in eastern 

Oregon vegetation resource research. This resulted from a lack of 

information relating to vegetation and, therefore, a lack of existing 

classifications amenable for use with remote sensing techniques. 

From the wealth of Poulton's and associates' experiences, it was 

evident that legend development would be of fundamental importance as 

others of his associates began to use remote sensing for "ecological 

resource inventoryll in southern Arizona. A few references (Humphrey, .. 
1963; Interagency Technical Connnittee, Range, 1963; Kuchler, 1964; 

Shreve, 1942; and Shreve and Wiggins, 1964) provided descriptive in­

sights to the vegetation of southern Arizona. These works served 

only as a starting point for our research, generally because the 

available vegetation descriptions and maps were highly generalized. 

For example, Shreve (1942) described nine types. of vegetation for .. 
the entire state and Kuchler's map (Kuchler, 1964) showed six types 

within the study area boundaries. Another map, which by contrast to 

Kuchler's is limited to the State, showed seven "vegetative units" 

for the study area (Interagency Technical Committee, Range, 1963). 

From the beginning, Poulton, Schrumpf, and Garcia-Moya (1968) found 

it necessary to develop a legend system compatible with information 

needs and remote sensing in southern Arizona. As the bank of resource 

information grew, the vegetation classification and legend was pro­

gressi ve1y improved (Poulton, et al., 1969). By late 1970, a degree 
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of maturity had been achieved (Poulton, et al., 1970) and in 1973 the 

vegetation classification for the study area was finalized (Schrumpf, 

Johnson, and Mouat, 1973). 

Details of association table preparation and discussion relating 

to table val~dity in vegetation classification are expressed ~y Becking 

(1957), Moore (1962), and Kuchler (1967, p. 227-256) in their explana­

tion of the classification procedure used by Braun-Blanquet. According 

to Moore (1962, p. 761-762), the approach is widely used in continental 

Europe, at least as to basic principles; "Only the Anglo-American 

ecologists have stood aloof, although there is developing desire to 

understand and learn. II The ease with which the approach is applied 

L£ the field made it an extremely attractive choice in Arizona where 

several people were involved in gathering information. Quadrats were 

located 

.• in what seemed to be a typical portion of the community; 
(with)atyp~.cal sections • • • carefully avoided. The size of 
the quadrat should be large enough to encompass all species 
which belong to the particular community •.. (Ki.ichler, 1967, 
p. 227). 

Further, the stands were considered for classification in a straight­

forward manner; that is " ••• units of vegetation are obtained solely 

on the basis of comparing the tables on which the species (for each 

stand being compared) are listed. Hence, this is a purely floristic 

procedur~1I (K~ichler, 1967, p. 21.6). The reason this approach was 

particularly desirable for the southern Arizona research is because 

it did not require a thorough knowledge of successional seres and 

climax representatives as a prerequisite to vegetation classification. 

Daubenmire, who relies heavily on a climax approach to the under­

standing of vegetation, has stated that, 

• • • it is usually possible to cons truct a useful key to 
ecosystems or habitat types (which, by necessity, infers 
that some speculation relative to climax is operative) 
based on a few readily observable features of vegetation 
and environment .•• (Daubenmire, 1968, p. 267). 

It is our belief that the vegetation classification we have developed 

does serve, in fact, a useful function - especially in that we were able 

to use it to demonstrate the potential applicability of remote sensing 

to the natural vegetation resource with which we were working. 
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FIELD APPROACH 

Sample locations in the field were to represent photographic 

image classes recognized on Gemini IV (Poulton, Schrumpf, and Garcia­

Noya, 1968), and later on Apollo 6, and NASA high a1ti tude aircraft 

photography (Schrumpf, Johnson, amd Mouat, 1973). Similar techniques 

were employed and refined in the Phoenix, Arizona, area as well 

(Poulton, Johnson, and Mouat, 1970) where some of the same vegetation 

systems occur as are found in the Southern Arizona Test Site. Choice 

of sample locations was somewhat restricted as a result of inadequate 

accessibility, This was especially true for rough terrain areas. 

However, this was partially overcome by use of several reconnaissance 

flights with fixed wing aircraft, and to a more limited extent by 

helicopter reconnaissance (Poulton, et al., 1971). 

Throughout the history of the project, sever.a1 personnel gathered 

vegetation information that was used in developing the vegetation 

classification. Through field training sessions, observers learned 

to "read the vegetation" in acceptably similar fashions. Details of 

these techniques are to be found in Poulton, Faulkner, and Martin 

(1971). At each location, plant species characteristics were re­

corded, as well as other relevant features of the landscape. Species 

information lo,as taken in an area of indefinite size (ca. 100-100 feet 

in diameter) in an attempt to adequately represent the major spc.cies 

in the stand being sampled. Care was taken to avoid "edge effec.t." 

Aspect photographs were obtained for most locations. Information was 

presented on record cards, including for each species: relative prorni­

nence~ cover, and sociability or gregariousness. Least prominent spp.cies 

were indicated by 1, ranging to most prominent, 4 or 5. Cover classes 

range from 50-75 percent cover (class 4) to 0-5 percent cover (class 1). 

Species approaching random distribution were indicated by sociability 

class 1. Details of these expressions are presented in Appendix A. 

This type of information was often necessary in legend development 

and identification of specific vegetation-soil systems by legend class. 

A total of about 500 field location samples were used in developing 

the vegetation classification for the study area. 
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LABORA10RY PROCEDURE 

Classification of v,:<;~tation was undertaken in an attempt to 

create ecologically similar vegetation classes. The classification 

procedure waG described by Schrumpf, Johnson, and Mouat (1973) and 

is reproduced here with little alteration: 

A first approximation of a vegetation classification 

was based on ~\ reconnaissance of the area and a review of 

literature ~Darrow, 1944; Humphrey, 1960a,1963; Interagency 

Technical Committee, Range, 1963; Lowe, 1964; Nichol, 1952; 

Pond and Bohning, 1971; Shreve, 1942; Shreve and Wiggins, 

1~64). On the basis of that review~ short lists were ~om­

piled of those plant species which seemed to best typify 

the broad vegetation classes [Sonoran and Chihuahuan D~sert 

shrub, grassland, chaparral, mixed needleleaf aUG broadleaf 

woods, and needleleaf forests]. Approximately 500 field 

samples were then sorted into those six broad classes as 

approp=iate according to the match of species listed in 

each sample with those in the short list for each class. 

In this manner, the total number of samples were divided 

into more manageable groups for analysis, and the sorting 

brought similar samples together. When warranted, samples 

were further sorted within the six broad classes to pro­

duce subgroups by the similarities and differences among 

the samples. The criteria for sorting were species 

presence and species prominence. Woody species tended to 

receive greater consideration than succulent or herbaceous 

species; however, there are some notable exceptions to 

this (gel~E!ganteus, Ferocactus wislizenii, Opunti~ 

spp., No-':Lina micro.:-.arpa, Yucca baccata, Y._ elata, Sporobolus 

wrighti~, and Hilaria mutica). Vegetation classification 

w07k by Garcia-Moya (1972), for a small portion of the 

test site, provided some useful guidelines for this sort­

ing activity. During this process, several field samples 

were shifted from one broad class to another. As sub­

groups became evident, association tables were prepared 

which provided the means for finalizing decisions about 

the validity of the subgroups. The resulting classification 

is based primarily upon the presence or absence of the 

more common plant species and, secondarily, on the prominence 

of those species. Each association table showed the species 

present and their prominence raL.:.ngs for all field samples 

belonging to one subgroup. These tables provided the com­

piled data for the vegetation descriptions which follow. 

TI1e subgroups established in this manner number 31 and are 

called vegetation types. The name of each type is part of 

a "technical vegetation legend" for the test site; each 

description is a part of the "descriptive legend" (Poulton, 

Johnson~ and Mouat, 1970; Poulton, et al. $ 1970; Poulton, 

Faulkner, and Martin, 1971). 
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THE VEGETATION TYPES 

The classif:'cation has been published previously (Schrumpf, Johnson, 

and Mouat, 1973) and is presented here as Figures 2-1 through 2-31 

with minor revision. Table 2-1, which precedes the figures, is intended 

Table 2-1. Reference table of vegetation types and corresponding 
figure numbers. 

Figure 
Number 

2-1 
2-2 
2-3 
2-4 
2-5 
2-6 
2-7 
2-8 
2-9 
2-10 
2-11 
2-12 
2-13 
2-14 
2-15 
2-16 

Type 
Number 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 

Abbreviated 
:.upha Ti tIe 

Latr-annuals 
Latr-Prju 
Atca-Prju 
Cemi-Cegi-Enfa 
Coca-Zipu-Fosp 
Acve-Latr 
Acve-Latr-Rhmi 
Alwr-Fosp-Acco 
Mosc 
Mosc-Rhch 
Prju-Hate-Cholla 
Prju-Hate 
Acco-Prju 
Caer-Acco-Prju 
Caer-Prju-Mimosa 
Caer-Ep tr-Yucca 

Figure 
Number 

2-17 
2-18 
2-19 
2-20 
2-21 
2-22 
2-23 
2-24 
2-25 
2-26 
2-27 
2-28 
2-29 
2-30 
2-31 

Type 
Number 

17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 

Abbreviated 
Alpha Title 

Bout-Arist 
Prj u-Bout 
Bout-Arist-Nomi 
Prju bosque 
Himu-Prju 
Spwr-Prju 
Prju-Quercus-Jude 
Come 
Quercus-Homi 
Quercus-Mimosa 
Quercus-Arpu-Mibi 
Quercus-Arpu-Pice 
Cebr 
Pofr, Ph-Jr, Chli 
Pinus 

as a reference table for later discussion. The type descriptions conform 

to a format of elaborated discussions about the plant species. The 

physiognomy of a group is given first, followed by a discussion of the 

primary character species. The physiognomic terms are from a technical 

legend provided in Appendix B. A list of scientific and common names 

is presented in Appendix C. 

The "vegetation types," as they are called, are not structured in 

this presentation by a hierarchical arrangement. Hierarchical consid­

erations become necessaryias vegetation is coordinated throughout a 

region (Kuchler, 1967, p. 252). Thus no attempt has been made to as­

sign them to a rank. For purposes of orientation, it is worthwhile 

to consider likely ranking of some of the types. The Prju-Hate Types 

(11 and 12 from Table 2-1) might well be at the habitat-type level of 

Daubenmire (1968, p. 259) or the association level of Braun-Blanquet 

(Schallig, ca. 1970). Based on the discussions by Schallig, the Mosc 
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Types (9 and 10) might be i:lubasHociatlons of the same assoc:Lation while 

the Pinus Typa (31), as a more generalized type, probably represents 

an alliance. 
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F' gure 2-1 . Larrea triden ata with or without annuals . 

This vegetation type has a "shrub-scrub" physiognomy , specifically 
"microphyllous, non-thorny scrub generally wi h s ucculents . " 

s nds 
during 
and 

Larrea tridentata occurs regularly spaced in nearly pure 
giving a uniform appearance. However , annuals may be pres en 
periods when sufficient mo sture is available. Zinn ' a pumila 
Tr i dens pulchellus may be present in low prominenc • 

This v ge tation type app ars closely related to the "Larrea 
tridentata with Prosopis juliflora and/or Opuntia (cholla)" type . The 
two are often f ound i n c ose proximity . 
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Figur e 2-2 , === 7-==;;-.;;n""t..;:;a""t=a w h Pr osopis ...... i""u===..;:;o_r=a and/or Op un ia 

The phys'ognomy of he typ s descr'bed n en ral as "shrub­

scr ub:' and in speci ic as "microphyllous, non-thorny scrub, generally 

w' h succulen s." 

Larrea tridentata almost always maintains a high prominence value 

(5) n this type ; how ver, other sp c'es of similar s t a tur are presen 

and often conspicuous , Prosop's iuliflora s one 0 thes. Cac i , 

esp cia1ly cho1la (mostly Opun ia fulgida ) are also usua ly present nd 

occasionally high in prominence . 

o her tall shrub species are commonly present, bu generally in 

l ow prominence (1-2). These include Fouguieria sp1endens, Acacia 

constricta, Cercidium floridum and ~ microphyllum , among others. The 

l ow statured Zinnia pumila is nearly ubiqui ous and is often joined by 

Haplopappus tenuisectus and/or Coldenia canescens. 

Stem succulen s as previously m ntioned are a charac er's ic 

f ea ure of the type. The chollas (Opun ia fulgida a~d/or ~ spinosior) 

are usually present in mid-prom nence (2-3). Ferocac us wislizenii is 

a lso common but in low prominence (1-2). 

Grasses are a consp cuous component 0 

pulchellus is normally p esen and n s ubs n a 

whole uhlenb rgia porteri is comm n and has low 

(1-3), 

sands , Trid ns 

prom'n nce ( 3-4) 

o mid-pr 

The type appear s r ela t ed to "Larrea trident ta wi th or w t hou 

annuals ," 
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Figure 2-3 . Atriplex canescens and Prosopis juliflora . 

The physiognomy of this vegetation type is "shrub-scrub , " 
especial ly "microphyllous saline tolerant and relat ed scrub types ." 

Atri plex canescens and Pr osopis juliflora occur together in 
r estrict ed areas . The prominence values of the two species are quire 
variable (2-5) , but in general one or the other or bot h t end to rank 
highest in prominence values . . 

The variety of other shrub species is gene r ally limited , but may 
i nclude Lar rea trident ata, Haplopappus tenuisectus , Zinnia pumila 
cholla (Opuntia spp .), and Fouguier ia splendens among others . Gr ass 
prominence gener ally is no t high, but sever al gener a ar e of t en 
r ep r esented including Muhlenberg' a , Spor obolus , and Andropogon . 

28 



) 

• J 

) 

Figure 2-4 . Cercidium microphyllum and Cereus gigant us of en wi h 

Encelia farinosa and Opuntia spp., and wi hou 

delto·dea. 

This vegetation type has a "shrub-scrub" physiognomy, specifically 

"microphyllous, non-thorny scrub, generally wi h succulents ." 

Cercidium microphyllum is usually prominent or coprominent (4) and 

is generall] accompanied by Cereus giganteus, Encelia farinosa and a 

variety 0 cacti. For purposes of ype recogni ion he absence 0 

F anseria del to dea n ed also be recognized. 

A variety of shrub species m~y be present in this rather floris­

icaJly r ich type including Prosopis juliflora, Acac'a ~~~~~, 

eel is ~llida, Zinnia pumila, and Larrea tridentata. Mos 

occur with high prominence values, but Larrea can achieve 

4) in a few stands. 

ran 

Several cacti species contribute to th 

occurring in each s and . Prominence values 

ost to least common, th cacti a e Opuntia 

ype, with a least on 
ra e mid to low. Fr m 
spp . (pr ckly pea , choll 

and Ferocac tus w slizen i. 
An immense varie y of forbs and grasses bo h annu Is nd 

per nnials, make a marked seasonal floral imp ession . 
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Figure 2-5 . Coldeni canescens , Zinnia pumila Fouguieria spl ndens, and Tridens pulchellus . 

The vegetation 0 the type has a "shrub-scrub" physiognomy. Co denia canescens and Zinnia pumila c1ea ly are the pr ominent shrubs n this ype giving a low shrub aspec . Other low shrubs that may be present include Calliandra eriophylla ]Ehed a trifurca, Psi ostrophe cooperi , and Condalia ycio des. h Or p ominences end to be low. Ta er shrubs a e common, particu ar Y ou9u e a splendens, Prosopis ju1·flora, and Acacia constricta, but they are never abundant enough to crea e a tall shrub aspect. 
Succulents are also common including som 0 all of the various Opun ia (cho1las and prickly pear) and Yucca . Grasses, other than Tridens pulchellus and Muhlenbergia port ri are not ceably spa ceo 
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F'gure 2-6 . Acacia vernicosa , Flourensia cernua and Larrea tridentata, 
w hout Rhus microphylla and Dalea ormosa . 

The physiognomy of this type is "shrub-scrub, " speci ically 
"microphyllous thorn scrub ." 

The hr ee sp cies which characterize the type ar e the shrubs, 
Acacia ve r nicosa , Flourens'a cernua, and Larrea tridentata. All three 
a r e usual ly presen with one of the hre being mos promin nt or at 
least two of the sp c'es shar ing prom nence . The absence of Rhus 
microphyl l a and Dalea formosa needs to be recogn'zed 0 prevent con­
fusion with a similar type . 

In addition to the shrub species mentioned, several others may be 
present including but not limited to, Zinnia pumila, Parthenium 
incanum , Fougu e r a splendens and Prosop ' s ju 'lora. These species 
usually have mid- to low prominence values , 

The primary lea succu nt is Yucca ela a wh'ch is present only 
occasionally. S em succulents are not common in he type, wi h Opuntia 
phaeacantha most often present. 

Perennial grasses are usually present, and usually in mid­
prominence , Bou eloua eriopoda and Muhlenberg 

nd oc s'onal y, Bi l ar a mu Th 
l y 
i losel y 
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F'gure 2-7. Flourens a ~r~ 
l a . 

of 

m crocarpa. n s are rare. 
Perennial grasses are common w h th 

and Muhlenbergia most frequently rep res nt 

the mos common grass sp ci s nd it is u u 

values of ndi dual grass spe i s cover th 

mid- to low range (3- ). 
Th type's rela ed t and 

and Larrea trid nt ta w thou 
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Fi ure 2-8 . 

.. 

ype has a "shrub-scrub" phys ognomy and va es 
scrub" 0 " icrophy lous , non- horny scrub, 

nc 

correIa ed . Toward he sou h as 

ar e a 
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Figu e 2-9. o tonia scab ella withou Rhus cho la o 
';;';';:';;";;;='=":;.L,.;;;= 

Stands of this vege ation ype have a "shrub-sc ub ll phys 
ion of his ype i s iden ified by he p 

sc he absence of Rhus cho iophy 
fo 

Nol n microcarpa. 
spp . occur in fewer 

Gr asses are abundant, espec ally species of 
and Tridens pulchellus . A1 hough grass promin nce 
stands normally ma n ain a shrub aspec • 

This typ ' s we 1 d f ned and occurs i n c os proximity 0 

e ated and simi l a r app ar i ng ype IIMor onia sc br 11a wi h _ _ u_ 
chor ophy l a . " 
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F gur 2-10. ortonia scab ella with Rhus cho iophyl1a. 

succu en s a e common mas equen ly 
exh·bit mid-prominence va ue . The more common species a e olina 
mic ocarpa, Dasy1irion whee1e i, and Yucca . 

Grasses are most commonly represented by Aristida and Bouteloua. 
In some stands grass prominence values rank hi h enough to give a 
shr ub-grass aspect . 

Th s vegetation yp is wel defined, occu s ·n limi ed habita s, 
and is ound adjacent 0 and is closely rela ed to he a h r or onia 
type I I or onia scabrella wi hout ~ cho iophylla ." 
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F gur 2-11 . 
:..;.;;..;;;..;;.~ 

a . 

This vegetation type is classified as "shrub-scrub" and 
"microphyllou8, non-thorny scrub generally with succulents ." 

i h 
and 

Prosopis 1uliflora and Haplopappus tenuisectus are the usual 
prominen (4-5) species of the type, with Prosopis he more common 
sole promin nt (5) when he t wo are not coprominen (4) . The con­
siaten occurrence of Opuntia [cholla and pric ly pear in m d- to 
10 prominence (3-l)J and frequen occurrence but 10 prominence 
(2-1) of Ferocactus wislizenii fur ther characterize the type. To 
distinguish from other types, the absence of Acacia cons ric a nd 
Calliandra eriophylla needs to be noted . For the 

ow presence of Yucca elata is important. 
Several shrub species in addition to those mentioned above 

re found in many of the stands , but none of hese species occur fre-
quen ly or with high prominence values . The more s ar 
Acacia e i i , Atriplex can scens, C r cidium 10 is pallida 
Ephedra trifurca, and Fougui ria splendens. 

Although ra s s nd fair y prom n 
r is ida and Boutelou d c ded y 

related to 
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Fi gur e 2-12 . Prosopis julifl ora and Haplopappus t enuisec us ; wi hou 
Acacia cons ricta Opuntia (cholla), and Calliandra 

r iophylla. 

The 
mi croph 

In 

nearly absent , especiall y Opun ia 
Opunt ia (pr· ckly pear), when 
Yucca el ata · 5 common with mid-
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F'gure 2-13. Acacia constricta and Prosopis ju1iflora usual y wi h 
Opuntia· without Ca11iandra eriophy11a . 

The physiognomy of this type ·s "shrub-scrub . " 
Acacia constricta is a lways present n his type which is f urth r 

characterized by almost always having Prosop's iuliflora. These two 
species are generally the most prominent . Opunt'a (cholla and/or 
pr ickly pear) contribute to the type . Th absence of Calliandra 
er 'ophylla needs to b recognized to distingu 'sh th s typ f r om s m 

'mi lar t ypes . 
A no able feature of the type is its extreme floristic diversi y , 

particularly among shrubs. Some of these a r e Acacia gr ggi ' , Celtis 
pall ' da, Cer c'dium floridum, ~ microphyllum, Ephedra trifurca, 
Fouguieria splendens, and Larrea tridentata . In most cases , these 
species are ' present and have mid- to low prominence valu s (3- ) . 

Grasses , like the shrubs, are present in variety , bu generally 
not in high prominence.. The genera Arist ' da and Bouteloua a r e bes 
rep r es nted along wi h the species Tridens pulchel lus and uhlenbergia 
porteri. 

This vegetat on type 's similar 
wi th Acacia constricta , Fouguieria splendens, 
and wi thout Cold nia canesc ns." 

38 



Figure 2-14. Calliandra eriophylla usually with Acacia cons r 

Fouguieria sp endens , and Prosopis juliflora and 

wi hout Coldenia canescens . 

Stands of this type a ways have a "shrub-scrub" physiognomy . 

Al though this type is characterized by Call·andra eriophylla, 

this species is seldom prominent and, in fact, may occupy a posi ion 

o low prominence . The aspect of the type is most 0 ten on of 

mix d tall shrubs. Acac ' onstricta , Fougu ' eria spl ndens, and 

occasionally Prosopis 1ulif ora share, or al erna ely sol ely occupy, 

he most prominent position. In some stands anyone 0 he hree 

spec'es can be absent . Except for the species mentioned above few 

other shrub species contribute substantially to the ype , although 

several can be present. The more common of these are Zinnia pumi a 

Acaci a greggii, and Lycium spp. The near absence of Haplopappus 

tenuisectus nd complete absence of Coldenia canesc ns a d in dis­

tinguishing this type from oth rs. 
Opuntia spp. (primarily prickly p ar and some cho la) is he 

primary succulent. Prickly pear is present On mos sands in mid­

prominence. Ferocactus wislizenii, although in low p omin nce , is 

commonly a component. 
Grasses are common , and frequen y cha 1 nge the shrubs for 

hi h s prominence rat ngs. As is often he case species from he 

genera Aristida and Bouteloua are abundant. Two of the most common 

species are Bouteloua curtipendula and Hilaria belangeri. 

This type is closely relat d 0 "Acacia constricta and Prosop 

lora usually with Opuntia ° w' hou Calliandra er iophyll .. ' It is 

~o considered similar to the other yp s which have Call . ndra 

~ t o Jhylla as a charac r species . 
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Figure 2- 15. Calliandra eriophyll~ and Bouteloua usually wi h any 
or all of Fouguieria splendens , Acacia gr eggi' , imosa 
biuncifer a , ~ dys ocarpa, Ferocactus wisl'zeni' and 
without Acacia constr icta . 

The structural characteristic of the type 's primarily an 
intergradation of "scattered tall shrubs over herbs." 

This vegetation type tends to be three layered with tall sh ubs , 
low shrubs , and grasses all ' n high prominence. Calliandra e iophylla 
is always pr esent i n the type in wi dely l uc u i ng prominence (5-1 ). 
The most conspicuous shrub is normally Prosop's juliflora which is 
usually presen in mid- to high prominence. Acac ' a greggii, Fouguieria 
splendens, Haplopappus tenuisectus, Mimosa biuncifera and ~ dysocarpa 
are present in a number of stands in mid- to ow prominence. The 
presence of any or all of t hese five species in onj unction with th 
oth r cha r acter species s uggests the type. Acacia const r icta is not a 
component . Relatively few other shrub species a r e fo und in he ype . 

Some succulents are represented in rather low prominence in the 
t ype. One, Ferocactus wislizenii, is fairly commo~ and is useful n 
dist inguishing this type from a similar one which also con ains 
Cal liandra . 

Of the grasses, Bouteloua is best repr sen ed of en with high pr o­
minence values (5-4). ~ curt pendula is he mos common grass spec es . 
The genera, Aristida and Andropogon, are a so well represent d. 

The other vegetation types containing Cal ~ dra are cons'dered 
s 'milar t o t his typ especially "C ll'andra r'ophyll and Bou eloua 
with any or 11 0 Eph dra trifurca , Yuc a b opis 
juliflora, and without A acia constr' ta." 
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Figure 2- 16 . Calliandra eriophylla and Bouteloua wi h any or all 0 

Ephedra trifurca Yucca baccata, ~ elata , Prosopis 

juliflora, and without Acacia constricta . 

The physiognomy of the type fluctuates between "herbaceous" types 

and an in ergrada ion of "scattered tall shrubs over herbs ." 

As in some other types, Calliandra eriophylla and Bouteloua are 

present and subs tan ially contribute to the herb ace us aspect of the 

type even though Calliandra is not herbaceous . Prosopis j uli l ora is 

the most common tall shrub species, and when presen i 00 influences 

the aspect of the type. Haplopappus tenuisectus and Ephedr a trifurc 

are important in type identification . Not'ng the absence of Acacia 

cons ricta, and near absence of Acacia greggii, Fouguieria splendens, 

Mimosa biuncifera , and M. dysocarpa is important for the same r eason . 

The latter group, when present , has low prom'nence values . 

YUt:ca elata and ~ baccata ar e importan succu en s . The n ar 

absence of Ferocac us wislizenii is also cha ac ristic . Several other 

stem and l eaf succulents occur in the type . 

Grasses abound and usually have high prominence (5) . The genus, 

Bouteloua, has many species represented inc uding ~ cu tipendula, ~ 

r'opoda and ~ rothrockii . Aristida and Andropogon rank nex 0 

Bouteloua in frequency of occurrence and p 01 owed close y 

by uhlenbergia and Panicum. 
In addition to being related to ypes th's v g -

ta 'on type is similar to the others espec ally 

II C lliandra eriophylla and Bouteloua, usual y with any or all of 

Fouquieria sp l end ns , Acacia gregg sa biuncif ra , ~ dysocarpa , 

F r ocactus w' sliz n'i, and without ------== 
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Figure 2-17. Boute10ua and Aristida without large shrubs , ol'na 
microcarpa, Yucca, and Ca11iandra eriophy11a . 

This "herbaceous" vegetation type fits into the class of II sodgrass 
and mixed sodgrass-bunchgrass steppe and prairie ." 

Perennials of Boute10ua and Aristida combine to give his ype its 
herbaceous (grassland) aspect. However, presence of the gr asses a lone 
is not sufficient to separate the type from others . In addition to he 
general observation that there are nearly no large shrubs or succ u1en s , 
it is meaningful to specifically notice that there is an absence or near 
absence of Prosopis juliflora, Calliandra eriophylla, Hap10pappus 
t enuisectus, Nolina microcarpa, and Zinnia pumila in addition 0 species 
of the genera Acacia, Agave, and Yucca. Small shrubs are often presen 
in high prominence, but because of their low stature they do not inter­
rupt the grass aspect of the type. Mimosa biunci era and ~ dysocarpa 
are the small shrub species most often present , 

As a group, perennial Bouteloua usually has the highest prominecce 
value (5). The most common species are Boute10ua curtipendu1a ~ 
gracilis , ~ chondrosioides , and ~ eriopoda . Perennial A 'stida is 
is present in nearly all stands, but highly variable in prominence . 
Although 0 her perennial grass species can be occasionally abundant , 
h only one consistently present in Andropogon barbinodis. 

Several types are similar to this one with the majo dis ngu ' shin 
fea u es being the presence of absence of associated shrubs . 
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Figur e 2- 18 . Prosopis ju1iflora and Bouteloua w hou 
Quercus and Juniperus. 

~~~ micr oc rpa, 

The physiognomy of the type is best expressed as an in r gr ada 'on 
between a "shrub-scrub" and "herbaceous" type. 

Grasses and P osopis ju1iflora combine to cr ea e the her baceous or 
grass-shrub aspec of the type. Thus, Prosopis normally is not i n h h 
prominence (mostly 3) and other tall shrubs and trees are nearly abs n . 
The s uccul ent Nolina m'crocarpa , is also absen 'n the type . Two low 
shr ubs , Haplopappus tenuisectus and Ca11iandr a er' ophy11a are a so 
absent . 

Mimosa biuncifera is occasionally present and sometimes in high 
prominence but because of its stature, it does not interrup the 
aspect . The only succulent which is fairly common is Yucca e1ata . 
Opuntia (prickly pear and cho11a) when presen s in low p omiennce 
(2-1) . 

Spec es 0 Boute10u~ generally rank highest ' n prominence in the 
s t nds of the type , w'ith 1h. eriopoda 1h. curt' pendu1a, 1h. gracilis , 
and 1h. hirsuta being the mos prominent and common . Aristida is nor ­
ma 1y present and sometim s ranks highest . Occas ona11y, stands can 
h ve unusually high prom:tnences 0 Eragros is , H' 1aria be1anger , and 
Andropogon ba binodis . 

There appear 0 be s ver a1 types 0 wh ';h t h i ve at on yp s 
r 1a ed . They include the grasslands without shr ubs as we as 0 her 
Pr osop 's-Boute1oua types. 
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Figur e 2-19. Boute1oua, Aristida, and No1ina microcarpa without 
Ca11iandra eriophy11a. 

Even tho\.L, __ ~- a few tall shrubs may be present in he ype he 
physiognomy is "herbaceous." The vegetation subclass is "sodgrass 
and mixed sodgrass-bunchgrass steppe and prairie ." 

The type is characterized primarily by the presence of Nolina 
microcarpa in either the most prominent position 0 coprominent wi h 
gr asses . Thus , although some shrubs can be presen they do not con­
tribute greatly to the aspect because of their rather low abundance. 
The more common shrub species are Prosopis 1u1if10 a , Ephedra trifurca, 
Baccharis pteronioides, and Rhus microphy11a. Ca11iandra er'ophy1la 
is bsent . 

Succulents other than No1ina which are commonly present include 
Yucca baccata, ~ elata, and Dasylirion wheeler' . 

Bouteloua curtipendula, ~ hirsuta, and ~ er iopoda , in hat order 
tend to be the most common and abundant grama g asses . As a g oup , 
per ennial species of Aristida tend to rank second . A1 hough seve al 
other grass species can be present, they are seldom abundant . 

This vegetation type is similar to other herbaceous ypes which 
have an abundance of Boute1oua . The differen a ing ea u s 
primar ly based on associa ed shrubs, trees 0 succu en s. 
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Figure 2-20. Prosopis 1uliflora bosque. 

Prosopis 1uliflora is the most prominen rna 0 

drain geways at aining tree-like proportions 0 near 
pr mary river channels and becoming smaller on loodplains . However 
the sta ure of Prosopis on the floodplains qualifies he type as 
"woods ." Although associated shrubs and unders ory vege a ion 
pr esen in the bosque, the aspect is comple ely domina d by ~p~~~~ 
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Figure 2-21 . Hilaria mu ica and Prosopis jul'flora . 

The physiognomic charac e istic fo mos sands 0 he type is an 
intergrada ion 0 "scattered tall shrubs ove herbs . " 

H la~ia mutica occurs as he promin nt or coprominen 
Prosopis juliflora usually in and along drainageways . Al hough s v r 
other species can be present in the type, hese wo comple ely con 
the aspect. Some of the more common shrub spec es tha occu . but g n 
lly in low prominence , are Acac a cons ricta Haplopappus tenuisec us 

Eph dra rifur ca , and Zinn a pum·la. A few succulen s can also be 
present, especially Yucca and Opuntia (cholla and prickly pear). The 
mos common associated g ass genera are Bouteloua Aristida uhlenbe gia 
and E s. 

4 



F gure 2-22 . Spo obolus wrightii often with Prosopis juliflora. 

the physiognomy of he p is an 
in ergrada ion of "SC e ed all shrubs ove h rbs . " Wh n ab en 
he physiognomy is "he baceous ." 

Sporobolus wrightii holds the most prominen or cop om nen 
posi ' on n this vegetation type which is confined 0 d ainageways. 
When coprominen , the other species is Prosopis juli 10 a . Thus 
d pending on the pr sence or absence of Prosop 's he y e has a 
grassland aspec 0 shrub-g ass asp c . Few oth hrub con r i bu e 
consis ent1y to the type, and succulents, when pr n 
In addi ion to Sporobolus, Aristida and Boute10ua e CClmmon g ass 
components. 
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Figure 2-23. ~~~c~u~s (usually 

The vegetation type is represented by a variety of physiognomic 
forms, primarily undifferentiated intergrada ions . The mos consis en 
structural characteristic is the presence of a well dev loped herbaceous 
layer. 

The character species of the type are Prosopis juliflora, Bou eloua , 
and Quercus oblongifolia or Juniperus deppeana. P ominenc 
vary greatly for these species from stand to ~tand . How ver , in mos 
stands , one species is either prominent or at least one shares promi­
nence with other sp cies. 

In addition to the Quercus mentioned, ~ emoryi may be pres nt. 
Mimosa biuncifera and/or ~ dyaocarpa are often present, and the genus 
repr~sents the only shrub form 0 her than Prosopis tha is commonly 
presen . 

Leaf succulents (Agav palmeri and/or ~~p~a~~~. 
wheeleri Nolina microcarpa and Yucca spp.) 
as are stem succulents of the genu par) . 
Agave schottii is seldom present . 

There are several other vegetation types 'nvolving F osopis 
Bou eloua 0 which h s ype appears closely r la ed . Th p s nc 
an overs ory of Quercus and/or Juniper is th m s distinguish 11 

cha acteris ic. There are how ver less consis en cha ac er s cs 
which support the dis inction . These other charac is tics cons's 
of he less commonly associa ed plant species wh ch a e mo e common 
n . he ores and wood phys ogno c ype . 
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Figure 2-24. Cowania mexicana usually with Junipe us. 

This typ usually has the appearance of an "in rgr de typ " 0 

"sca red tall shrub over herbs" or "evergre n scle ophyll shrub" 

(" shrub-scrub") • 
Cowania mexicana is the species which determines th character of 

this vegetation type. In most cases, Cowania ranks high in prominence 

(5-4) . 
Trees are common to the type but seldom in high prominence . 

Juniperus spp. (Juniper) and several species of Que cus a e about 

equally common with both genera occasionally represented in a stand. 

In addition to Cowania, several shrubs con ribute to the type 

mostly in mid- to low prominence. The more common being Cercocarpus 

breviflorus, Mimosa spp. and Rhus choriophylla. 

Succulents are a very common component, espec 

(0 he han ~ schot ii), Dasy irion wheeleri and olina mic oc rpa . 

The herbaceous layer is generally well developed and usually 

includes Andropogon barbinodis Aristida spp. Bouteloua curtip ndula 

H· a ia belangeri, and uhlenbergia spp. 
This type is not taxonomically closely related to other types n 

h a ea. 
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Figure 2-25. Quercus and Nolina micrJcarpa; without Cercocarpus 

breviflorus, Arctostaphylos pungens, and Mimosa 

biuncifera. 

The physiognomy of this vegetation type is usually that of "woods" 

or occasionally, "intergrades." 
Oaks are the most conspicuous genera of the type and are generally 

prominent (5-4). Nolina microcarpa is the other characteristic species; 

it has a wide range of prominence values. Shrubs not present in the 

type include Cercocarpus breviflorus, Arctostaphylos pungens and 

Mimosa biuncifera. 
The usual oak species is Quercus emoryi. Others are not frequent, 

but include ~ arizonica, Q. hypoleucoides, ~ oblongifolia, and ~ 

reticulata. Juniperus deppeana is occasionally present but normally 

in mid- to low prominence. 
Shrubs may be present, but usually ~~ th low prominence values and 

number of species. 
Other than Nolina, Yucca schottii is the only other leaf succulen 

consistently present, although occasional species of Agave do occur. 

Stem succulents are not common. 
The herbaceous layer is usually well developed. The most common 

genera are Andropogon, Aristida, Bouteloua, Eragrostis, and 

Muhlenbergia. 
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Figure' 2-26. .Qupr~~~. dnu t\imos<:!. wirilcllt !!!.s:.L2..~t.ClJl..!!ylos ~I.]£~ .1l1\.: 
~~~S;3I.r!.~ bn~Vl.nnrlls. 

Represl'ntatives of this type are ei.tb\.:c "Houds" In' "intergrades" 
havinp, "scattE!ced trees 0 '(>1:' an h<>rbac('. us l:1Y('l". " . In either ~3SP, th£' 
hprhil~(!01.n lnyec I:; well. devp}oped. 

The odk, Quercus ~!Y!., is the most l'har<ll't('risU~ tree specit'~ 
of the type, being almost ahvays plcsent and wj dl <l high IHominen~e 
valUE! (5-4). Mimosa biuncifera is the usual Mimos[l present and it has 
widely varying prominences. To distinguish from other types, the 
,1bsPllce of .Ac£'=S~stajJ..b.y.Jos eunge112. and C~"?"!E!!.§. brcvifl-2Eus. Is note­
worthy. 

nth?l' tr', species which are common include 9~1f~ arizonica and 
~ gblongifolia, although evidence suggests that they an'! not found 
togeth r. Junip~~_ deppeana and ~ !!l.o...!!2EP.~ . ..r..!!§ may also be pre5en . 

Shrubs, other than Mimo a, are not an important component. Leaf 
sll\.!cuJentb, however, are common in most st:Juds. The more common suc­
'ulellt are Agave spp. (other than fu.. .§..chotti:!), Dasylirion wheeleri. 
~olina microc_a1.p.!!., and Yucc~ schottii. 
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Figure 2-2 7. Quercus and ~~~~~~~~~~~ with imosa 
biuncifer a; 

Th's vege t a ion type is express~d in several phys ognomic forms 
including "' ntergrades" (bo h scat ered tree and shrub over grass) 
"shrub-scrub " and "woods . 11 

The most character istic oak is Quercus emoryi (prominence values 
mostly 5- 3) and it is almost always present . Arctostaphylos pungens is 
always pr esen most often in mid-prominence . }i mosa biuncif ra and/or 
~ dysocarpa are also normall y present and contribu 
ization of he type even though they ha're low prominence . 
of Pinus cembroides further distinguishes th s type. 

absence 

Juniperus deppeana occurs frequently in mid-promin nce in several 
stands of the type and J ._ monosperma in a few . Two additional oaks are 
not frequently pr esent, bu they can be conspicuous. Th yare Quercus 
oblongifoli_ and ~ arizonica . Several shrub species can also be 
pr esen , but none of them are cC'nsi~i..ent and th y seldom exhibi high 
prominence values . 

Leaf succulents are usually presen~ in mid- to low prominence. 
Dasylirion wh ele! ·. and No ina microcarpa a most common . Agave 
species including ~ schottii are a so common . Yucca schot ii is 
s 1dom presen . 

Pe ennial grasses are 
prominence . Bou loua ~c~u~r~~~~= 

r stida , and uhlenbergia m 
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Figure 2-28 . Quercus , Arctostaphylos pungens ?inus cemb r oides , 

Juniperus deppeana ' without imos a biuncifera . 

The phys iognomy of he typ is general y that of woods but som . 

s t ands may have a "shrub-scrub" or "intergr de" asp c of It s atte d 

t r ees over shrubs . " 
The trees of the type include Pinus cembroides in mid- to low 

prominence and Juniperus deppeana with mid-prominence. Quercus ~~~ 

and ~ arizonica are he most common oak species and they usually 

exhibit mid- to h gh pr om ' nence . The characteris t ic shrub of th t ype 

s Arctostaphylos pungens . It exhibits mid- 0 high prominence (3-5) . 

Othe r shrub species are only occasionall y presen t and usually do no 

exhibit high prominence. For purposes of type recognition, the absence 

of Mimosa biuncifera needs to be noted . 
Two leaf succulents ar e common to the type . They are Nolina 

micr ocarpa w h mid-prominence and Yucca schot " which usually has 

l ow pr om'nence . Agav spp . and Dasylir ion wh e l ri ar only occas'on­

al y present . ·:;tem succulents are uncommon . 

Per enn'a grasses are usual l y pr es ent a l hou h h h rbaceous 

layer is seldom strongly expr essed . 
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Figure 2-29. Cercocarpus breviflo us with -=-=====- -=====- and/or 

p'nus cembroides and 

The physiognomic expression of this type is quite var'able . 

Stands appear as "forest and woods," "shrub-scr ub ," and "in ergrades" 

o several types. 
An overstory is always present although it some i mes cons'sts of 

widely scattered trees over tall shrubs and may be quite inconsp'cuous . 

The more common oaks are Quercus arizonica , ~ emory , and ~ reticulata . 

J uniperus deppeana is usually present with Pinus c mb ro'des and's near 1 

always present when the pine is absent. The cha ac r species Cerco­

carpus breviflorus, usually has a prominence value of 5-3 . 

Garrya wrightii, Rhus choriophylla and ~ trilobata are fre­

quently associated shrub species . Species of Ceano hus in addi ion 

to Cercarpus breviflorus, may also be present. 

Leaf succulents are always present · Nolina m'crocarpa and Yucca 

schottii are the mos consistent . When presen , Dasylir 'on wh leri 

and Pinus cembroides usually occur togeth in h s ype . pp, 

re only occasionally pres nt . 
P rennial grasses are always presen ' Bou lou urt p ndu s 

th most common . 
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Figure 2-30. Populus fremontii Fraxinus velutina , Platanus ~rightii 
and/or Chilopsis linearis. 

Stands of the type normally havf. a "forest and woods" physiognomy . 
The type is riparian. The more common trees are Populus fremon ii 
Fr axinus velutina, Platanus wrightii, and Chilopsis linearis. They do 
not however, necessarily occur together as the type is broadly defined . 
Sever al species of oak (Quercus arizonica, ~ emoryi ~ hypoleucoides 
and ~ re t iculata) and Jun'perus deppeana may also be found in the type . 
Shrub and tree forms of Prosop s jul'flora a e also presen , This type 
is unique to riparian situations and is not closely associated with 
other types described . 
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Figure 2-31. Pinus, wi h or without ~ cembroides, often i h 
Pseudotsuga ~ziesii, Quercus hypoleucoides and 
.Q.:.. gambelii. 

Physiognomically, representatives of this type are members of 
"mixed forests of needleleaf-broadleaf ." 

Several species of pine may be present in a stand of this broad 
type, although pines do not have to hold positions of highest ~rominence. 
Either Pinus ponder osa or Que~ hypoleuco des s usually the mos 
promi nent spec·es . Ot her species which may be mos t prominent or co­
pr ominent are Pinus engelmannii ~ strobiformis , Quercus arizon ca 
.Q.:.. emoryi , and ~ reticulata. Other pines and common tree species 
include Pinus cembroides, ~ leiophylla, Pseudotsuga menziesii, 
Juniperus deppeana , and Quercus gambelii. Scat ered sh ubs and 
grasses especially Muhlenbergia, can be common in he understory . 

This b roadly described type is found in he highest eleva 'ons 
of the study area and on a site-to-site basis may be related 0 any 
of the generdl y lower elevation vegetation types which commonly con­
tain oak and juniper. Included within this typ may b inc usions 
o vegetation types which contain he species Populus remulo des , 
Rob n a neomex cana, Qu r eus gambel i nd pe s commonly 
' n moun t a ' n meadows . 
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CHAPTER 3 

IMAGERY COMPARISONS 

OBJECTIVE 1 

INTRODUCTION 

Because photo interpretation often involves a considerable 
amount of subjective judgment, it is commonly referred to as 
an art rather than an exact science . . • the interpreter must 
know how to use the scientific tools of methodology of the 
photogrammetric engineer; yet these objective findings must 
often be supplemented with deductive reasoning . • . the 
skilled interpreter must have a large store of information 
at his fingertips to adequately perform his exacting task • 
he should have a sound general background in geography, geology, 
forestry, and other disciplines ••. the value of experience 
and imagination can hardly be overemphasized. (Avery, 1968, 
p. 65). 

The above quoted excerpts give an insight into the difficulty, or 

impossibility, of isolating the human factor when the goal is to com­

pare different types of imagery. By minimizing the amount of image­

subject judgments, it would seem that the reliability of imagery 

comparisons would improve. However, if we remove the interpreter 

altogether, Tye are left only with differences in photograph quality; 

nanely, tone (or color) contrast, sharpness, and stereoscopic: parallex 

(Colwell, 1960, p. 52). With no inferences, we have lost the ability 

in image comparisons to consider the "interpretable" features of an 

image, that is, the characteristics of the subjects (shape, height, 

relative position, etc.) which go to make up the image. It should 

follow that in order to compare images (or imagery) with the intent 

of having that comparison bear directly on the subjects in the imagery, 

the interpreter must playa role. 

an the thought of being able to interpret natural vegetation from 

ERTS, Nichols (1973, p. 1205) stated: 

The human h::ls the ability to quickly delineate gross differences 
in land classes, such as wildland .•• in the wildland areas, 
delineations can also be made, based on tone and texture, which 
represent general vegetation systems, such as grasslands, brush, 
trees, and barren areas. 
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In more directly addressing the question of image comparisons, Lauer 

and Krumpe (1973, p. 98-99) first conducted a quantitative interpreta­

tion of ERTS-1 imagery and showed that vegetation type identification 

could be made at 65-70 percent accuracy for features in the northern 

California Feather River Water.shed. The resource types they "Jere 

looking at were coniferous forests, hardwood forests, mountain chap­

arral, xeric grassland, etc. In another test for ERTS imagery in the 

Watershed, they performed a quantitative interpretation on several 

ERTS-~ color composite frames (scene-dates) and one single black and 

white (band 5) ERTS-l frame. 

In no case were interpretation results derived for the three 
vegetation types significantly diff~~ent than from those 
derived from another for the three vegetation types identified 
(conifers, brush, and dry site hardwoods). 

This contrasted to their Northern Coastal Zone Test Site results ,.here 

23 resource mapping units were delineated by photo interpretation on 

the ERTS color cornposj.te as compared to five mapping units interpreted 

on the ERTS band 5 imagery. Details of the test procedures were not 

given in the report, nor was an explanation offered for differences in 

test results between the two sites. 

"An objective evaluation of stratification boundaries in a wildland 

environment is often impossible," (Lauer, Goehring, and Benson, 1972, 

p. 73). This, the authors explain, is a result of gradual boundary 

changes between types. They further report that one of the more ob­

jective ways of evaluating boundary placement (stratification) is by 

comparing variances in timber volume estimates when the stratification 

is related to timber volume. As a means of evaluating the boundary 

placement problem, they conducted a forest type identification experi­

ment where t~e identifications were made on two types of aerial photo­

graphy of the same scale. By selecting a large number of points from 

a grid, they were able to compare the forest type identifications at 

each point for the two interpretation jobs. By inference, accuracy in 

boundary placement corresponded to accuracy of type identification as 

determined by point checking. This enabled a relative evaluation of 

boundary placements for the two tasks. 
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One means of objectively evaluating interpretation testing is 

through tables of commission-omission (Carneggie, 1971; Poulton, ~ al., 

i97l; and Schrumpf, Johnson, and Mouat, 1973). The concept is directly 

analogous to that in statistics where outcomes of decisions represent 

(1) no error; (2) a wrong decision, Type I error (omission); or (3) a 

wrong decision, Type II error (commission). A Type I error is made when 

the experimenter rejects the null hypothesis and it is true. A Type II 

error is made when the experimenter accepts the null hypothesis and the 

alternative is true (Steel and Torrie, 1960, p. 70). As applied to 

interpretation testing, comparisons are made between interpretation 

(expected units) and some standard (observed units). The manner in 

which calculations are made is given in Poulton, et al. (1971, p. 19): 

Interpreted units (denoted A) are compared to the standard 
units (denoted B) with the following calculations: 

Correct (no Error) = A agrees with B 

Omission (Type I Error) = A is like B, but it was rejected as B 

Commission (Type II Error) = A is not like B, but it ,,,as 
accep ted as B 

% Correct = Number of A's that agree with B's X 100 
Total number of B's 

% Errors of 
Omission 

% Errors of 
Commission 

Number of A's like B's that were rejected 
Total number of B's X 100 

Number of A's not like B's but were accepted 
Total number of A's 

SPACE PHOTO IMAGE CONTENT COMPARISON 

Photo Selection and Preparation 

Prior to the advent of ERTS, two cloud free space photographs 

imaged the Southern Arizona Test Site (Table 3-1). Both of these 

photographs, Gemini IV and Apollo 6, were chosen for photo image con­

tent comparisons with an ERTS-l photographic reconstitution. 

The decision as to which ERTS-date (or dates) to use was based 

on several considerations. First, it was necessary to give as fair 

a representation of ERTS as was practical. Second, at the time the 

comparison was initiated, three dates of ERTS cloud free imagery were 
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Table 3-1. Space photo images available for comparison in the Southern 
Arizona Test Site prior to January 1973. Those with 
asterisks were used in the comparison. 

Satellite name Image date Image LD. T::me of image 
*Gemini IV Jun 65 S-65-3468l Photographic, color 
*Apollo 6 Apr 68 AP6-2-l442 Photographic, color 
ERTS-l 22 Aug 72 1030--172 71 Pho tographic rec:on-

stitutions, 4 bands, & 
simulated color infrared 

ERTS-l 2 Nov 72 1102-17280 
*ERTS-l 26 Dec 72 1156-17280 

available. This compelled a consideration of the use of more than one 
date of ERTS imagery because of the potentially greater information 
content of multidate imagery versus single date imagery. Third, an 
image format which could be obtained easily and rapidly ,vas necessary. 
The format also needed to be compatible with those of the other space 
imagery types in order to conduct uniform comparisons. Fourth, 
following a visual comparison of color composi tes for the three 
available dates of ERTS imagery, the need for color was apparent 
if maximum information content were to be made available. 

In consideration of all these factors, it was decided that a 
meaningful comparison could be made by using a single date diazo 
composite accompanied by a black and white photo print of ERTS band 
5 of the same date. The reason for utilizing a black and white print 
in addition to the diazo composite was to provide a format with near 
maximum visu&l resolution potential. Diazo composites suffer some 
resolution loss. 

Photographic methods of producing color composites are also 
available, and they produce composites of higher resolution than is 
possible with a diazo process. However, it was judged that the 
expediency of composite production via diazo, including the generally 
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greater availability of diazo equipment, plus the additional judgments 

that the diazo composites were of acceptable quality, prompted mw of 

diazo composites over the more sophisticated photographically produced 

composi tes . 

To minimize scale variation, all three space photo images were 

photographically reproduced to give working copies at a scale of about 

1:1,000,000. The reproduction process was intended to maximize work­

ing copy resolutl.on, and in the case of Gemini and Apollo, this approxi­

mated the color balance and resolution of early generation, NASA 

produced, photographic prints. 

For the BRTS working copies, a simulated color infrared trans­

parency (composite) was first produced from three multispectral ERTS 

transparencies using diazo film transparencies as intermediates. 

A commercial diazo machine was used to prepare the transparencies. 

The diazo transparencies were yellow, magenta, and .cyan. They were 

formed respectively by exposure from ERTS bands 4 (green), 5 (red), 

and 7 (infrared) of the electromagnetic spectrum. When simultan­

eously registered, they produced a simulated color infrared composite. 

For all three space images, color working prints were prepared 

by a commercial photo laboratory from 120 mm Kodacolor-x negatives. 

The negatives were produced with a Polaroid MP-3 copy camera having 

a built-in strobe as the light source. Similarly prepared reduced 

scale prints are shown in Figure 3-1. The purpose of the figure 

is to give a v~sual impression of the nature of the photographs 

compared. 

Test Material Preparation 

As pointed out in the introduction, the development of the space 

photo testinJ procedure constitutes a major achievement of the research. 

Detailed discussion of the effectiveness of the procedure is reserved 

for the "Results and Discussion" section except as necessary in this 

section to describe methodology. The method, which might be called 
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Figure 3-1. 

. i;· 

Reduced scale (1:1,066,000 copies from top to 
bottom of Gemini IV, Apollo 6, and 26 Dec 72 
ERTS-l space images. Relative differences in 
quality are comparable to quality differences 
of the test materials. Test materials were 
in color at scales of about 1:1,000,000. 
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3-1/ 
"imnge.' groupabl1ity"·-- testing was designed to (1) mlnim:Lz~ human 

interpretation induced error; and (2) enable effective statistical analy­

ses of apparent information content among photographs being compared. 

Three basic requirements of photo image selection had to be met in 

order to conduct the image groupability testing. First, an objective 

means had to be achieved for selecting image samples of the study area. 

Within this requirement was the need to have images which represented 

a reasonably complete range of subjects. Each image sample needed to 

represent a single subject. Second, each image sample had to be of suf­

ficient size to permit unmagnified visual inspection. Third, image samples 

from each space photo type necessarily represented the same pieces of land. 

The outgrowth of these requirements was that image selection ~vas 

based on a macrorelief mapping job which earlier had been conducted for 

the study area. The mapping was displayed on a 1:120,000 scale high al­

titude photo mosaic. A mock-up of that display is shown as a part of 

Figure 3-2. The mapping was done by David A. Mouat, a student of geomor­

phology, by using a three way combination of stereo photo interpretation, 

ground observations, and high reliance upon his ability to "read" 1:120,000 

USGS topographic maps. This he translated into macrorelief classes of 

which six are described for the study area (Table 3-2). Appendix D pro­

vides a more detailed description of the macrorelief classes. All clas­

ses except "2.1: gently rolling, undissected" were present in J,arge 

enough areal extent in the study area to allow representation by the 
I 

image samples. 

Justification for utilizing macrorelief classes as the basic 

stratification from which to select image samples rests with the 

observation that landform features, including macrorelief classes, 

are among the more salient resource features visible on space photo­

graphy in arid regions (Morrison, 1969). Furthermore, single l'Jacro-

3-1/ The terminology "image groupability" is coined here to dis­
tinguish froTP "photo interpretation." In photo interpretation testing, 
the observers are required to predict the relationship between the photo 
image and ground subject and from such predictions (interpretations), 
image samples are grouped. In image groupability testing the observers 
need not know what subjects are represented in the images. Images are 
grouped based on inherent image characteristics rather thp.:.n on an inter­
pretation of what subjectp are thought to be represented by the images. 
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Figure 3-2. Image selection scheme used in space photo 
comparison. Image samples were drawn based on 
macrorelief mapping of high altitude photography. 
All image samples from each space photo represent 
the same piece of land. 
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relief classes often occupy extensive areas, making it possible to 

select image samples from space photos of about 1:1,000,000 scale that 

primarily contain a single macrore1ief class. In total, 45 image 

samples in addition ~o 13 image standards were drawn from each of the 

three space photo types (Table 3-2). This represented the maximum 

number of samples which could be drawn from the areas of uniform 

macrore1ief whi1t minimizing sample overlap to prevent neighboring 

sample recognition. The restricted number of image samples (45) also 

served in a desirable way by limiting the time required to take a test 

to usually less than 20 minutes. The highly variable number of image 

samples drawn from each macrorelief class served to minimize observer 

prediction of c1~ss size. 

Image samples and standards were. approximately 0.5 inch sCjuare, 

with some deviation due to variation in photo scales. Each was in­

dividually mounted on a 2x2 inch card and number coded. For ERTS, a 

pair of images of the same area was mounted on each card, one from 

the color composite and the other from Band.5. The small size of the 

images and their mounts was intended to facilitate sorting and thereby 

minjmize observer fatigue. 

Table 3-2. Image sample representation. Macrorelief provided the 
basic strata from which to draw spar'e photo image samples. 

Macrorelief C1a.ss1/ Number of 
Numerical Technical I~s-nrawn 
---sy:mbor-- Description Sample Standard 

1.1 Flat, smootp topography 11 2 
1.2 Flat, slightly dissected 4 2 
2.1 Gently rolling, undissected 0 0 
2.2 Moderately dissected 9 4 
3 Hilly, lOaf. to 1000' relief 12 4 
4 Mountains, > 1000' relief 9 1 

Total 45 13 

1/ See Appendix D for more detailed macrore1ief class descriptions. 

Testing Procedure 

A total of 13 observers were chosen for the testing. Selection 

was based on (1) the desire to have represented a cross-section of 
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photo interpIetation experiences; (2) an expressed interest by the 

observers to participate; and (3) the need to have a large number of 

observers such that differences detected in image groupability results 

could assuredly be ascribed to something other than a lack of adequate 

replication (observer variation). 
, 

Each observer took two tests for each of the three types of space 

photography, or a total of six tests apiece. The same set of image 

samples was used for the two tests in each space photo type. 

The first test (unrestricted) was designed to determine to what 

extent observers could similarly group the images when there was no 

res triction on the number of groups allowed nor on the number of image 

samples within a group. The second test (restricted) requi.re,d that 

observers place image samples into one of five groups by matching the 

samples to image standards (see Table 3-2). The groups represented 

the macrorelief classes from which the image samples and standards 

were originally drawn; however, this was not known by the observers, 

except. that those who were experienced photo interpreters undoubtedly 

recognized a correlation between groups and some landform changes. 

Test scheduling was designed to minimize the effect of learning 

or memory from one photo type to the next. Observers were divided 

into three nearly equal sized groups with each group having a cross 

section of experience levels. As originally envisioned, each group was 

to start testing on a different type of space photography, and there 

was to be a minimum of two weeks between each test. Observers were to 

complete both tests for a space photo type before proceeding to the 

next. Due to photo processing problems and observers' personal 

scheduling conflicts, test scheduling was altered but not in a detri­

mental way. 

Analysis 

Test I (unrestricted) was analyzed by analysis of variance (ANOVA), 

to examine the mean numbers of image groups established. This provided 

an estimate cf image complexity. Apollo and ERTS were further analyzed 

by constructj,ng a matrix of image sample pairs. For each observer, if 

two image samples were placed in the same group, the occurrence of the 
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"pair" was recorded in the appropriate matrix cell. By tallying the pairs 

which occurred most regularly, nearly mutually exclusive image sample 

groups were established. These then provided an objective means of strat­

ifying the Apollo and the ERTS space photographs. The stratification pro­

vided the first stage in the two stage sampling in Chapter 7. 

Test 2 (restrh:ted) yTas analyzed primarily in a 3x5x13 factorial 

ANOVA (photo types x macrorelief classes x observers). Ratios established 

from "correct responses:expected responses" provided the mean values from 

the ANOVA. Several non-orthogonal, single degree of freedom comparisons 

were drawn from the ANOVA. In addition to the tables and the charts de-

rived following the AN OVA , tables of omission and commission were also 

developed to illustrate the nature of the errors made in Test 2. 

Concept Development and Its Value 

In the erea of photo interpretation testing, two questions of major 

concern are (1) can photo interpreters do a comparable job in inter­

pretation; and (2) can imagery of different types be visually compared 

to assess relative differences in information content? Solutions to 

these problems appear to be straightfo~Tard; however, there are logistic 

problems of considerable dimension. 

Although the primary concern addressed here is one of imagery infor­

mation content, the problem of photo interpreter capability differences 

can have a profound impact on imagery comparisons. In fact, in comparing 

imagery through photo interpretation, testing procedures can have so many 

uniso1ated extraneous variables that meaningful comparisons of the im­

agery itself may be impossible. As an example, the traditional approach 

to image comparison has been to assess human interpretation results of 

"ground subjects" as imaged in the photography of concern. This can be 

accomplished as long as the interpreters can bridge the gap between photo 

image and app~rent ground subject. However, for some types of photo 

image comparisons it may not be necessary for the "interpreter" to infer 

ground subject. Another part of the same traditional approach often in­

volves photo image delineation. The difficulty in comparisons involving 

delineations is obvious, i. e. $ in terpre ters do not delineate identically. 

In photo interpretations, ,or more generally, image comparisons, it would 

appear that a combination of area and boundary similarity determinations 
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would be ideal. However, the difficulty of conducting meaningful quali-

tative, and more especially quantitative, analyses using a combination of 

the two calculations is difficult and of questionable value. Furthermore, 

testing procedures that rely on subject identifications cannot easily 

isolate interpreter experiences and subject familiarity factors. In 

the setting of image comparisons, these factors would seem to mask quali­

tative analyses and confound statistical analyses • 

For these reasons a concept and procedure in photo image comparisons 

were developed and may constitute a worthwhile contribution in the field. 

The concept involves "image groupability" testing and was initiated to 

give a comparative evaluation of image variation among photographic images 

of Apollo 6, ERTS-l, and Gemini IV. An underlying contention is that 

there is a direct and positive correlation between the number of distinct 

images in a space (or aerial) photograph and the potential mapping detail 

of that photogra~hy. Therefore, in the approach no mapping exercises 

were conducted; rather, assessments were made as to the facility with 

which observers (net necessarily trained photo interpreters) could group 

photo images into similar classes and into classes which represented simi­

lar ground subjects. When done in this way, it was not necessa17 for 

observers to know what subjects were represented or for that matter that 

the photographs were even dtsplaying earth resources. 

The image groupability concept, especially when applied in the 

form of image sa'1lple grouping, serves several desirable purposes: 

(1) It minimizes differences in interpreter experience and 
area familiarity by limiting, insofar as is practical, 
the use of associated evidence.3- 2/ Although the use of 
associated image evidence is an essential portion of 
operational photo interpretation and mapping, it can 
di~guise differences in image comparisons. 

3-2/ Associated evidence in photo interpretation is that knowledge 
which can be gained about a photo image of interest from an examination 
of neighboring images. With appropriate inferences drawn from the 
examination, the image of interest can be identified as to subject with 
a higher degree of certainty than it could if neighboring image infer­
ences were not made. 
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(2) It enables the use of a large number of observers and does 

so without undue concern about differences in experience 

levels. 

(3) It avoids the problem of area and boundary determinations 

common to some approaches in photo interpretation. 

(4) It enables ready statistical comparisons by ANOVA and, 

depending on the nature of the test, it is also suited for 

entry into tables of commission-omission. 

(5) It provides a means of directly comparing one type of 

imagery to another in terms of apparent interpretable 

subject content. This is accomplished for the imagery 

of interest by selecting image samples which represent the 

same ground area in each type of imagery being examined. 

(6) It is suitable for photo image testing when the image 

groups developed are intended to represent ground sub­

jects described in a hierarchical manner. 

(7) It can be designed to test the image grouping capabilities 

of prospective interpreters. This might be suggestive of 

th~ native photo interpretation capabilities of observers. 

(8) It does not depend on observer established subject-image 

relationships; therefore, image samples can be considered 

for grouping on the basis of image characteristics alone, 

and not on a consideration of interpreted subjects. For 

many types of image comparisons this is desirable. 

The advantages listed above are not all necessarily limited to 

image groupability testing. That is, except as noted, established photo 

interpretation testing procedures can also list the same or similar 

desirable characteristics. 

Macrorelief Class (Res tricted) Tes ting and Commission-Omission Analys is 

For each type of space photography, results of macrorelief class 

testing were expressed as count data. Table 3-3 compares Apollo, ERTS, 

and Gemini count data itl an easy to read form. Perhaps the greatest 

value in commission-omission tables is that the nature of the errors 

which were made can be determined easily. The tables represent an 

application of the statistical sampling expression of errors in drawing 

conclusions about a stated hypothesis (RO
): 

(a) Type I error (error of omission)-reject the RO when it is true. 

(b) Type II error (error of commission)-accept the HO when it is 

false. 
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[n~able 3-3, the columns headed by "macrorelief class identification" 

indicate those classes as determined from the 1:120,000 high altitude, 

macrorelief map. Each row headed by "observer created groupings" 

begins with a macrorelief class symbol, and the values along the row 

represent the placement of image samples. By way of an example, in 

the Apollo portion of the table the row headed by macrorelief class 

"1.1" show a total for all observers of 113 image samples in this 

group. Of these, 83 were correctly called "1.1" and the remaining 

30 (11+17+2) actually belonged to other classes making them Type II 

errors (commission). In the column headed "1.1," the total number of 

image samples in this class is 143. Of these, observers collectively 

and correctly placed 83, but a eotal of 60 (9+43+8) which should have 

been called "1.1" were not. The 60 were erroneously omitted from the 

"1.1" class and are Type I errors (omission). Throughout the table, 

the values in the darkened diagonal boxes contain the correct repol~'13es. 

In an inter-photo comparison of results, one of the striking 

features is that the total number of correct responses for each space 

photo is nearly the same with 235 for Apollo, and 241 each for ERTS 

and (~mini. However, distinct differences are apparent among the 

photos 0'i1 a r.lass by class comparison. This is particularly true for 

the flatter terrain types, 1.1, 1.2, and 2.2. The primary observer 

c,:mfusion among classes was centered around difficulty in properly 

grouping image samples of class 2.2. The tendency was to place in­

correctly a large number of class 1.1 samples into the 2.2 class. 

Further, large numbers of samples from classes 1.1 and 2.2 were placed 
I '/ 

incorrectly in class 1.2. 

At the other end of the scale, groupings into classes 3 and 4 were 

rather accurate among photo types. In general, the errors were less 

for these two classes as compared to errors in most other classes. 

Macrorelie:,f Class (Restricted) Testing and Analysis of Variance 

Accounts of sample variability approach a highly meaningful level 

when variation is isolated and especially when it can be statistically 

tested. This was possible in the image. groupability testing where 

observers werp. forced to group all images into one of five categories 
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(which represented macrorelief classes) based on image standards. Every 

image sample was corre'ctly or incorrectly placed making it possible to 

establish proportions of correct responses for each of the image sample 

groups created by the observers: 

Number of image samples correctly placed 
Number of image samples belonging to the group 

The values thus established were utilized to generate means for a 

factorial analysis of variance (ANOVA) (Table 3-4). 

Table 3-4. Analysis of variance showing sources of variation in image 
grQupability testing of 45 image samples placed in five 
categories. 

Source of Va'riation DF 

Observers (R) 12 

Photo type (P) 2 

R x P 24 

Macrorelief Class (M) 4 

R xM 48 

P xM 8 

R x P xM 96 

Total 194 

ns Not significantly different 

* Significantly different (P<0.05) 

** Significantly different (P<O.Ol) 

Mean Squares 

0.036 * 
0.007 ns 

0.018 ns 

1.642 ** 
0.034 ** 
0.184 ** 
0.016 

One of the more obvious features of the ANOVA is that there was 

no difference (P>O.5) in groupability of image samples among the space 

photo types. This, or course, was expected from the "Total number 

corrt::ct" box tallies of Table 3-3. Virtually all of the variation 

(P<O.Ol) in groupability was due to macrorelief classes alone or to 

interactions involving macrorelief. 

Early ill the study, the realization was made that information as 

general as that derived from ANOVA in Table 3-4 would not shed suffi­

cient light on the exact nature of variation in image groupability 
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tes ting. For that rcason, Rev('ral s i nglp rl(~grC'(' of freedom cornpnT isons 

werc pLanned, tile resul.ts of which <Ire shown In severnl tahle.s whLch 

follow. In all of these tables, the single degree of freedom compari­

sons are essentially lsd comparisons and should be different at least 

at P<0.025 in order to place much reliance on having detected real 

differences. 

From Table 3-4, it is apparent that most of the variation was 

associated with differences in macrorelief groupability. This is even 

more evident in the main effect single degree of freedom comparisons 

of Table 3-5. However, within the macrorelief classes category (M), 

the classes as grouped gave variable results. The grouping, "1.2 & 

2.2 vs 1.1,3 & 4" was an attempt to maximize the likelihood of 

Table 3-5. Single degree of freedom comparisons for main effects 
derived form ANOVA for image groupability testing. 

Source of Variation 

Observers (R) 
Inexperienced vs. experiencedll 

Photo type (p) 
ERTS vs. Apollo 
ERTS vs. Gemini 
Apollo vs. Gemini 

Macrorelief class (M) 
1.2 & 2.2 vs. 1.1, 3 & 4 
1.1, 1.2, 2.2 vs. 3 & 4 
1.1 & 1.2 vs. 2.2 
3 'liS. 4 

Two-way interactions 

RxPxM 

Total 

ns 

*** 
Not significantly different (P>0.025) 

Significantly different (P<O.005 

DF 

12 

2 

4 

80 

96 

194 

Mean Squares 

1 0.051 ns 

1 0.013 ns 
1 0.001 ns 
1 0.006 ns 

1 2.372 *** 
1 7.134 *** 
1 0.287 ns 
1 0.002 ns 

0.016 

II Based on observers' statements (Appendix I). Observers list­
ing "none" and "limited" experience were considered inexperienced. Those 
listing "moderate" and extensive" experience were considered experienced. 
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detecting differences among macrorelief classes. Although successful 

(P<0.005), a greater difference existed between the flatter vs. moun­

tainous grouping (1.1, 1.2, 2.2 vs 3 & 4) as one looks at the corres­

ponding mean squares, 2.372 and 7.134, respectively. Although it is 

academic for purposes of this test, the comparison shows that the suc­

cess in grouping class 1.1 image samples was more nearly like the 

success for classes 1.2 & 2.2 than it was for classes 3 & 4. The point 

in creating the groupings, flatter vs. mountainous, flat vs. rolling 

(1.1 & 1.2 vs 2.2), and hills vs. mountains ( 3 vs 4) is that even the 

most general level of macrorelief discrimination (flatter vs mountain­

ous) can be =elated to broad differences in the occurrence of natural 

vegetation and other resource features. This has implications when 

space imagery is used for sampling in earth resource related surveys, 

Even though diffe~ences among macrorelief class grouping were 

evidenced in Table 3-5, the same table shows that each of the indivi­

dual comparisons for photo type (p) was not significantly different 

(P>O.025). However, the photo type x macrorelief class interaction 

(P x M) of Table 3-4 was different (P<O. 01) and these realizations 

led to another set of individual degree of freedom comparisons. The 

results of the detailed photo type x macrorelief ~lass comparisons are 

in Table 3-6. The pattern of significant differences in Table 3-5 is 

strongly paralleled in the Table 3-6 pattern. The information content 

of the table at first may appear to be difficult to translate. By way 
I 

of explanation, in the first comparison of the table, the groupability 

of image samples for 1.2 & 2.2 vs 1.1, 3 & If was different (P<O.005) 

between ERTS ~nd Apollo. 

Table 3-·7 is presented as an example of a method for dra~ving to--

gether the information expressed in Tables 3-4, 3-5, and 3-6~ that is 

the PJilOVA. It's advantage over: the other three tables is that the di-

rectionality of differences can also be shown. For example, in the 

ERTS vs. Apollo column, the predicted "easier" to group macrorelief 

classes were, in fact, easier or better grouped than the "harder" clas­

ses (symbolized as 12Easier>Harder"). Further, directionality and rever-

sal interact jon inferences for comparisons not tested can be shown. For 
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Table 3-6. Sing:e degree of freedom comparisons for photo type x 
macrore1ief class effects derived from ANOVA for image 
groupab ill. ty tes ting. 

Source of va~iation 

1.2 & 2.2 vs. 1.1, 3 & 4: 

ERTS vs. Apollo 

ERTS vs. Gemini 

Apollo vs. Gemini 

1.1, 1.2, 2.2 vs. 3 & 4: 

ERTS vs. Apollo 

ERTS vs. Gemini 

Apollo vs. Gemini 

1.1 & 1.2 vs. 2.2: 

ERTS vs. Apollo 

ERTS vs. Gemini 

Apollo vs. Gemini 

3 vs. 4: 

ERTS vs. Apollo 

ERTS vs. Gemini 

Apollo vs. Gemini 

RxPxM 

Total 

DF 

96 

194 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

ns Not significantly different (P>O.025) 

*** Significantly different (P<0.005) 

77 

Mean squares 

1. 517 **~'t 

1.461 *** 
1.846 *** 

4.491 *** 
6.006 *** 
3.414 *** 

1.040 ns 

0.650 ns 

0.302 ns 

0.228 ns 

0.041 ns 

0.144 ns 

0.016 
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Summary and inferences from the ANOVA, Tables 3-4, 3-5, and 3-6. 

-, 
Photo Comparisons I 

.fQ Tested components of ANOVA ERIS vs. Apollo ERTS vs. Gemini Apollo vs. c"emini ERIS vs. Apollo vs. Gemini I 

Over all macro relief classes ns ns ns I ERIS=Apollo-Gemini ns 1 

1.2 & 2.2 vs. 1.1, 3 & 4 (hatder to group vs. easier)ll Easier> harder (p > 0.01) 
i 

Easier> harder (P > 0.0l) Easier> harder (P > 0.01) Easier> harder (P> 0.01) 

For harder classes (1.2 & 2.2) ERIS > Apollo nt ERTS > Gemini ot Apollo" Gemini ERTS > Apollo ~ Gemini tit 

I l 

For easier classes (1.1, 3 & 4) Apollo> ERTS nt Gemini> ERTS nt ! Apollo> Gemini Apollo> Gemini> .ERTS 01: 

Ll~ 1.2, 2..2 vs. 3 & 4 (flatter VB. mountainous) Mountainous> flatter (P > 0.01) Mountainous> flatter (P> 0.01) I Mountainous>flatrer {P>O.Ol) I Mountainous> flatter (P>O.Ol); 

Foc flatter classes (1.1, 1.2 & 2.2) Apollo> ERIS nt Gemi ni > ERIS nt 

For mountainous classes (3 & 4) ERIS > Apollo n t ERTS =- Ge~ini nt 

],1 & 1.2vs. 2.2 (flat "s. rolling) Flat> rolling (p> 0.05) Flat> rolling (P> 0.05) 

For flat classes (1.1 & 1. 2) Apollo> ERIS nt Gemini> ERTS nt 

Fm: rolling class (2.2) ERIS> Apollo nc ERTS :> Gemini ot 

3 VS. 4 (hills vs. mountains) Hills:> mountains ns Hills,. mountains ns 

For hill class (3) ERTS > Apollo nc ERTS > Gemini nt 

For mountain class (4) ERIS > Apollo nt ERTS > Gemini nc 

.!J Based on the author' 5 experiences of interpreting Diacrorelie£ classe~ on several different types of 
space and aerial photography. 

ns 110 significant difference at the 5% level of probability. 

nt No statistical test. was made for this compat'isono 

(P> ••• ) Significantly different (p> ••• ) at the iudicated level of i'rohabihty (0.01 ar 0.05) 

>or ~ Can be translated to mean that for [he components, one type of phoi..ography \.las better (» or 
slightly better (~) tharl another 1n terms of observers' ability to group together image samples 
of the components o. 

I Apollo> Gend.t,1 nt Apollo> Gemini> ERIS nt 

Gemini> Apollo nt ERTS '> Gemini> Apollo nt 

Flat:> rolling ns Flat> roll i.ng os 

Apollo> (;\'::11n1 nt Apollo> Gemini> ERTS n t 

Apollo> Geoini nt ERTS > Gemini= Apollo nt 

!fountains"'" hills ns Hills = mountains ns 

Gemini" Apollo nt ERIS :> Gemini> Apollc nt 

Gemini> Apollo nt I ERTS > Gemini> Apollo nt 
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example, in the "ERTS vs. Apollo" column at the "harder class" row, 

the groupability of ERTS is greater than for Apollo. Just the oppo­

site is true for the "easier·c1ass" in the next row down. 

Infonnation such as that in Table 3-7 can also be read to suggest 

which type of photography mIght be best for inteI'1?reting selected 

features, say macrorelief classes. By looking at the last collUIlIJ., 

"ERTS vs. ApolJ.o vs. Gemini," one can see that given the image format 

constraints used in testing, ERTS and Apollo were generally the bet-

ter imagery types. More specifically, Apollo was more successful on 

flat land subjects and ERTS was better in hilly and mountainous subjects. 

It should be remembered that these comparisons are based on inferences 

and not statistically tested. The differential success can be related 

to original imagery quality. In the mountains, Apollo was too dark to 

see much image detail; on the flat lands ERTS was ''washed out" and 

lacking in de tail. 

The nature of these differences is illustrated in Figure 3-3. 

Relative differences are seen among imagery types for each macrorelief 

class. However, the greater differences would appear to be among 

macrorelief classes than among imagery types. Significant differences 

among macrorelief classes have previously been discussed. Following 

a cursory examination of imagery types within macroreli~f class, ad­

ditional single degree of freedom comparisons were extracted from the 

factorial ANOVA. These are shown in Table 3-8, and from these com­

parisons there is only one that approaches a statistically significant 

difference (ERTS vs. Apollo within class 1.1). 

The final extraction which was made from the ANOVA was an image 

groupability comparison between the "inexperienced" and "eXperienced" 

observers for individual macrorelief classes (Table 3-9). No dif­

ferences were detected in the comparison. Earlier, .significant values 

were determined among macrorelief classes (Tables 3-4, 3-5, and 3-6). 

The suggestion from these results is that the testing procedure was 

successful in eliminating differences among observers while allowing 

expressions of differences in macrorelief. Thus, the image sample 

approach appears to have eliminated observer differences due to factors 

of experience and/or subject familiarity_ 
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Figure 3-3. Image groupability testing of space photo images by 
macrorelief class. 
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Table 3-8. Single degree of freedom comparisolls for photo type within 
macrore1ief class effects derived from ANOVA for ima~e 
groupabi1ity testing. 

Source of variation DF Mean squares 

Within class 1.1: 

ERTS vs. Apollo 1 0.860 ns 

ERTS vs. Gemini 1 0.168 ns 

Apollo vs. Gemini 1 0.267 ns 

Within class 2.2: 

Apollo & Gemini vs. ERTS 1 0.229 ns 

Within class 3: 

ERTS & Gemini vs. Apollo 1 0.205 ns 

Wi thin class 4: 

Apollo & Gemini vs. ERTS 1 0.046 ns 

RxPxM 96 0.016 

Total 194 

ns Not significantly different (P>0.025). 
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Table 3-9. Single degree of freedom comparisons for macrorelief 
classes between experience level effects derived from 
ANOVA for image groupability testing. 

Source of va~iation DF Mean sql'ares 

1/ 
Inexperienced vs. experienced:-

class 1.1 

class 1.2 

class 2.2 

clJiSS 3 

class 4 

RxPxM 

Total 

96 

194 

1 0.012 ns 

1 0.004 ns 

1 0.036 ns 

1 0.019 ns 

1 0.089 ns 

0.016 

1/ Based on observers' statements. Observers listinJ!; "none" 
and "limited" experience were considered inexperienced. Those listing 
"moderate" and "extensive" experience were considered experienced. 
Observer statements are summarized in Appendix I. 

ns Not significantly different (P>0.025) • 
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Imagery Complexity Testing and Analysis of Variance 
A portion of the image groupability testing was designed to 

compare relative photo complexity among Apollo, ERTS, and Gemini imagery. 
As noted in the methods section, the same image samples for macrorelief 
class testing were used for testing image complexity. Observers were 
not restricted to a set number of groups. Testing was based on the 
contention that the relative number of groups established is an index 
of image coreplexity, which is directly and positively correlated with 
photo image information content. Photo information content can be 
expected to be I'elated to potential for mapping detail. 

In a testing scheme in which image samples are drawn from photo­
graphs in such a way that identical pieces of land are represented for 
each type of photography, direct comparisons of image complexity are 
possible (Table 3-10). From the table, it is apparent that the mean 

Table 3-l0~ Analysis of variance and lsd comparisons showing sources of variation by photo type in image groupability testing. Test involved 13 observers, 4S image samples, and an 
unrestricted number of image groups. 

Source of variation 

Photo type 

Error 

Total 

DF 

2 

36 

38 

* Significantly different (P<O.OS). 

Photo type lsd comparisons from above ANOVA 

Apollo _ >ERTS _ (P<O.OS) 
X X 

Apollo _ >Gemini (P<O.OS) 
X X 

ERT.S -Gemini (P>O .10) 
X X 
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number of groups es tablished varied by photo type. The nature 0 f the 
differences was detected by lad comparisons (Steel and Torrie, 1960). 
The mean number of image groups established for the space photos is 
presented in Table 3-11. Modal and range statistics suggest that 

Table 3-11. Results of image groupability testing with an unrestricted number of image groups. 

Image group established Apollo > ERTS = Gemini 

Mean 10.0 7.8 7.5 
Range 6-16 5-12 5-11 
Mode 6,10,11,12 5,6,9 8 

there was more variation among observers for Apollo and ERTS than there 
was for Gemini. 

Proceeding with the caution that the image classes established 
might not be resource relevant, one can conclude that under the condi­
tions of the test, Apollo had greater information content than either 
ERTS or Gemini which were not different from each other. Of greater 
importance is the possibility that the concept of image groupability 
may be of substantial benefit in comparatively judging imagery as to 
content for subject relevant information • 

It would appear that for judging photography suitability, image 
complexity testing and image groupability by subject testing both have 
value. For example, from Table 3-12, Apollo is seen to have the great­
est image diversity. Yet when image samples were related to a resource 
subject (in tbis case macrore1ief), there was no clear advantage for 
either Apollo or ERTS, except that both were apparently superior to 
Gemini. This would suggest that image complexity evaluations alone 
may not yield the best index for selecting photography. Rather some 
evaluation which indicates the relative degree of image-subject 
relationship may be essential. Therefore, the selection of the most 
suitable photography may often be based on specific image-subject 
examinations. 
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Table 3-12. Ranking of space photo types as generalized from ANOVA. 

Photo Type 

Compon.en t 1/ Apollo ERTS Gemini 

-----------,<',.,.., -----------------------
Image complexity + o o 

All macrore1ief classes o o o 

Flat classes (1.1 & 1.2) + o 

Flatter classes (1.1, 1.2 & 2.2) + o 

Harder classes (1.2 & 2.2) o + + 

Rolling class (2.2) o + o 

Easier classes (1.1, 3 & 4) + o 

Hill class (3) + o 

Mountainous classes (3 & 4) + o 

Mountain class (4) + o 

1/ For any row, the best to wors t discrimination is indicated 
respectively by "+, 0, -". With the exception of "Image complexity" 
statistical significance cannot be inferred directly. 
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Photo Stratification 

In resource inventories, one of the primary values of having more 

than one scale of photography is realized in multistage sampling. In 

comparing th~ relative value of photography in sampling, it is neces­

sary to stratify objectively th€ photography bein~ compared if an 

unbiased estimate of the photography is to be realized. 

Image complexity testing discussed above provided for an objective 

stratification of the Apollo and ERTS photographs. The 13 photo ob­

servers who sorted the 45 image samples, in effect, established photo 

image sample pairs, many pairs of which overlapped to create image 

groups. For both the Apollo and ERTS photos, a matrix of the 45 image 

samples was developed (Table 3-13). The number of image sample pairs 

created by the 13 observers was recorded in a dot-line tally. The 

table enabled ready recognition of image sample pairs. This led to 

the establishment of nearly mutually exclusive groups of image samples 

based on the collective image pairings. For both ERTS and Apollo, the 

image groups resulted from image sample pairs which seven or more 

observers had recognized. 

Each imege group basically represented a distinct type of image. 

Because there is a relationship between photo image and ground subject, 

each image group was considered as being composed of image samples 

drawn from a unique stratum. Thus each group could be considered a 

sample of a stratum. By plotting the image of a group (now identified 

as to stratum) on the space photos from which they were originally 

drawn, it was a relatively easy matter to objectively draw new strata 

boundaries which reflected not only the image groups but the image 

contrasts on the space photographs as well. The nature of the strati­

ficati.ons thus achieved can be seen in the values given (Table 3-14) 

and in Figure 3-4. Althought number of strata and number of mapping 

units are similar, major differences in the nature of the strata are 

apparent in the figure. 
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Table 3-13. Partial matrix of ERTS image samples. Dot-line 
tallies indicate image sample pairs created by 13 
photo observers. A single dot or line segment 
represents one observer's pairing. 

I mage Sample Numbers 

1 2 3 4 5 6 7 8 9 10 11 12 13 1415 1617 1819 20 . . . • 45 - ]3' EJ' · · · . · · 1 .- . . . - · · · · · · • · 2 . · · - · . . . · . · . 
3 · C · · · [) ..-
4 · . . · . · · · · . · · • 
5 · · · · · · · · · · I,g · --6 · · .. · · · -- · . · · · · · · . . -7 . . · . · · . · · · · · . · · · . . CII' 8 c: . 
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Figure 3-4. Objec,t.ive1y developed, space photo stratification from 
image groupabi1ity testing involving 13 photo observers. 
The top sketch illustrates the areas which were sampled 
in two stage sampling comparison of Apollo and ERTS. 
The middle (Apollo) and bottom (ERTS) sketches represent 
the entire study area stratifications. In these, the 
unshaded portions represent the areas involved in the 
two stage sampling • 
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Table 3-14. A comparison of the number of new strata and mapping 
units created as a result of imagery complexity testing 
on space photography for the Southern Arizona Test Site. 

Apollo ERTS 

Number of new strata 13 10 

Number of mapping units 38 40 

INTERMEDIATE SCALE AERIAL PHOTO IMAGE COMPARISONS 

Using the same concepts and similar techniques as reported above 

for space photo image comparisons, two types of aerial photography 

were tested to determine (1) the facility with which images could be 

similarily grnuped, and (2) the accuracy with which images could be 

matched to standard images that represented known vegetation asso­

ciations. An abbreviated report of that research (Ross, 1973) is 

given here. 

Approach 

Testing was restricted to the Tombstone portion of the Study Area. 

Vegetation. for the 164,000 acre tract had been classified to a very 

detailed level (Garcia-Moya, 1972). This classification is not to be con­

fused with the broader scale c1ass~~ication presented in Chapter 2 and 

which is applicable to the entire Study Area. The vegetation associa­

tions had been photo mapped for the Tombstone area. Ground records 

used for developing the vegetation classification were available. 

A scale of photography was selected that was suitable for vege­

tation association interpretations. The panchromatic minus blue 

filtered photography was taken by conventional aircraft in September 

1971, on 9" x 9" format and at a scale of 1: 34 ,000. The available 

color infrared was from December,1972, as 9" x 9" transparencies, at 

1:114,000. ~e panchromatic film was print copied at contact scale 

and the infrared was duplicated as prints at 1:32,000. Stereomodels 

of known vegetation associations were prepared for both types of photo­

graphy. Candidate stereogram locations Aere chosen based on several 

screening considerations: (1) Each was a reasonably typical example 
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of one of Garcia-Moya's associations; (2) Each major photo image type 

corresponding to an association had to be represented in the samples; 

(3) lbe association example of interest in the image type h,ad to be 

documented by ground samples and present in at least one-third of the 

area of the stereo pair; (4) Stereo pairs could not overlap other 

stereo pairs if they represented ,:he same association. A total of 

43 stereo pair samples were selected from 13 associations for both 

types of photography. 

Testing was conducted with volunteer interpreters representing 

a wide range of experiences. One part of that test is of particular 

interest and is reported here. In it, interpreters were required to 

group the 43 samples according to the standards that represented the 

13 associations. 

Results and Discussion 

Based on Student's t-test comparisons, interpreters more accurately 

grouped image samples by image standards fur the panchromatic compared 

to the color infrared photography. 

panchromatic, group 1 > colot infrared, group 1 (P<O.Ol) 

panchromatic, group 1 > color infrared, group 2 (P<O.Ol) 

color infrared, group 1 = color infrared, group 2 (P>O.05) 

Groups one and two represented different groups of interpreters. 

Interpreters from group one first interpreted the panchromatic stereo 

pairs and then most of them interpreted the color infrared pairs. 

Tnere was some concern that a bias might be imposed in the color 

infrared interpretation because it was interpreted after the panchro­

matic. As a check, a Second group of interpreters with similar back­

grounds also interpreted the color infrared but without first having 

interpreted the panchromatic pairs. There was no significant difference 

between the two groups of color infrared interpretations; however, 

overall correct interpretation for group one was 52 percent as con­

trasted to 44 percent for group two (see Table 3-15) suggesting a 

learning influence. 

The nature of the successful interpretations is shown in Table 

3-15. Throughout the panchromatic and color infrared interpretations 
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Association A 
A&sociation B 

Alliance II 
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\0 Association F N 

Alliance III 
Association I 
Association J 
Association K 

Individual Asso. 
Association G 
Association H 
Association L 
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Table 3-15. Comparative accuracy of aerial photography stereo pair sample 
placement based on vegetation association standards. Count 
values are test totals for interpreters. 

Panchromatic Color Infrared 
Interpreta~ion Group One Interpretation Group TWo 

Correct Sample Grouping Correct Sample Grouping Correct Sample Groupiug 
Number Percent Number Percent Number Percent 

52 72 17 28 12 29 
27 75 15 50 10 48 
25 69 2 7 2 10 

89 62 66 55 45 54 
23 64 21 70 16 76 
26 72 27 90 14 67 
24 67 10 33 8 38 
16 44 8 27 7 33 

70 65 66 73 35 56 
26 72 20 67 5 24 
20 56 18 60 13 62 
24 67 28 93 17 81 

44 92 30 75 14 50 
6 13 14 35 11 39 

12 25 3 8 4 14 
37 77 26 65 11 39 

12 10 7 
310 222 132 
516 430 301 

61 52 44 
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the accuracy with wh:f,:~h the samples were matched to the vegetation 
starldards is highly variable. Neithe:r film type provided displays a 
consistent advantage for interpreting at either the association or 
alliance level. Given the specified test conditions, the vegetation 
association level of identification, the scale of the photography, and 
the generally sparse vegetation, interpreters were better able to de­
tect similar patterns of vegetation arrangement with panchromatic 
photography than with the color infrared test prints. 

For the panchromatic photography, the decisive features for the 
interpreters appeared to be the landforms on which the vegetation was 
located and the pattern of the vegetation which was strongly influenced 
by the amount of non-vegetated ground. 

For the colQr infrared photography, landform again appeared to 
be the major influencing factor in the interpretation, particularly 
where ~~getation was sparse. Pattern was again the major influencing 
factor where vegetation cover was dense. The influence of pattern 
was diminished somewhat due to inconsistency of color balance which 
may have introduced variability (color) that confounded real pattern 
variation and image contrasts. Soil differences were much more dis­
tinct in color than in panchromatic photography. Thi~ negatively 
influenced the i:'lterpretability of the two vegetation associations 
(B and L) which had among the least ground cover. 

1he tests in this study were designed to evaluate the inter­
pretability for vegetation at the association level of vegetation 
classification. In many cases where vegetation test classes were not 
individually well separated from each other, the classes which were 
mixed were of the same physiognomic ,type. Therefore, the errors that 
were made most often were errors relating to level of classification. 
At a higher physiognomic level of classification the accuracy of the I r; 
interpretation improved • 

Beyond the specifit results of the tests, the image go .upability 
concept appears to have demonstrated an objective approach to photo 
image comparison that is applicable with coO\rentional scales of 
aerial photography. 
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SUMMARY 

A proceaure was developed and tested for objectively comparing 

photo images. The procedure consisted of two parts, image groupability 

testing and image complexity testing. The procedure was designed to 

eliminate the need for "interpreter" inferences of ground subject. 

The image group ability concept which was developed serves several 

desirable purposes: 

(1) It minimizes differences in interpreter experience and 
area familiarity; 

(2) It enables use of a large number of observers (interpreters) 
without major concern over differences in experience levels; 

(3) It avoids the problem of area and boundary determinations; 

(4) It enables statistical comparisons by analysis of variance, 
and is sometimes suited for commission-omission analysis; 

(5) It provides a means of directly comparing one type of 
imagery to another in terms of apparent interpretable 
subject content; 

(6) It is suitable for photo image testing when image groups 
are intended to represent ground subjects hierarchically 
de\'eloped; 

(7) It can be designed to test the image grouping capabilities 
(and photo interpretation capabilities) of prospective 
int,erpreters; 

(8) It does not depend on observer established subject-image 
relationships. 

In comparing space photos of Apollo 6, ERTS-l, and Gemini IV, 

image complexity was greater for Apollo than for the other two. Image 

grouping for macrorelief class discrimination was variable among the 

three, with Gemini usually worse than Kpollo or ERTS-I. Image com­

plexity was used to demonstrate a method for objectively stratifying 

small scale photos. The Apollo and ERTS photos were stratified in 

this manner for a two stage sampling comparison. The use of image 

complexity was extended to a comparison of intermediate scale aerial 

photography, where image samples represented examples of a detailed 

vegetation classification. 
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CHAPTER 4 

TERRAIN VARIABLE - VEGETATION RELATIONSHIPS 

OBJECTIVE 2 

The study of relationships among landforms and vegetation is Qf 
paramount importance in the understanding and classification of environ­
mental systems. Such studies provide resource planners and managers 
with an ideal base for gathering information with which to conduct re­
gional planning. Vegetation distribution frequently provides an 
excellent indicator of geologic variables which may serve as restric­
tions in land use as well as .indications of agricultural potential. 
Landform variables provide restricted information on a host of other 
land use potentials. Together, physiographic variables including 
climate and soils information and vegetation present a precise envi­
ronmental m~del. Equivalent environments can be determined and a 
subsequent land conversion potential scheme for a fairly large and 
diverse area can be adequately presented. 

The principal theme of this objective is an. assessment of the 
feasibility of utilizing small-scale aerial and satellite photography 
in the interpretation of vegetation. Easily recognized images on such 
photography are' physiographic and pedologic variables. The interpre­
tation of ve~etation, therefore, can be accomplished only if convergent 
and associative evidence is directly employed in the interpretation 
process. In thiS, the interpreter usually makes his best estimate as 
to the type of vegetation he encounters. A thorough understanding of 
the relationships which exist between vegetation and physiographic 
variables would greatly facilitate the interpretive process. Objective 
3 entails an attempt to arrive at the interpretability of some of those 
physiographic variables. 

This study was undertaken to provide much-needed information on 
the relationships between terrain variables and vegetation. The ob­
jectives of this research allo~1 for a greater understanding of those 
natural vegetation resources. They are: 
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(1) 

(2) 

(3) 

(4) 

(5) 

To supply background information for an ecologically based 
classification of natural resources in an arid and semiarid 
environmen t. 

To assess the correlation between individual plant species 
and various terrain variables including elevation, parent 
material, landform type, macrorelief, drainage density, 
slope angle, slope aspect, and solar radiation. 

To isolate those plant species which might be considered 
as reliable indicators of the above-mentioned terrain 
var.iables. 

To assess the relationships between the vegetation types 
determined from the classification and the terrain variables 
sludied. 

To isolate specific vegetation types which might be con­
sidered as reliable indicators of the terrain variables. 

Pertinent Literature Review 

This literature review will cover only the aspects of terrain 

variable - vegetation relationships pertinent to this study. While it 

is recognized that other type'S of studies have been conducted in the 

general -field of terrain variable -vegetation relationships, those 

studies seem largely, with one exception, irrelevant to this particular 

study. 

An important study on terrain variables and vegetation was conducted 

by Kassas, et a1., in Egypt. That study has considerably influenced! the 

thinking of this author. Kassas' major effort was on habitat and plant 

co~unities in the Egyptia~ ~esert (for example, Kassa~, 1952 and 1961; 

Kassas and El-Abyad, 1962; Kassas and Girgis, 1964; and Kassas and 

Imam, 1959). 

Kassa:; felt that each "community type" needs to be referred to a 

discrete habitat type as a prerequisite to its identity. The community 

type is a unit of an ecosystem--an "ecocoenosis" (see, for example, 

Kassas and Girgis, 1964). Kassas found that the vegetation of Egypt 

was affected by water availability which, in turn, is influenced by 

landforms. As a result, 'the vegetation follows rather discrete pat­

terns of landforms and concomitant moisture availability. Kassas 

recognizes three basic geomorphic divisions in northeastern Egypt (his 

study area): drainageways (wadis), sand and gravel deserts, and hard­

rock erosional surfaces (hamadas) generally comprised of limestone. 
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Each of those geomorphic divisions has an array of community types or 

ecogeomorphic systems dependent upon the degree of succession, frequently 

a function ~f soil development, and moisture availability. 

In sout.heastern Arizona, terrain variable-vegetation studies can 

be considered in the context of the types of individual variables 

studied. 

One of the most common terrain variable associates with vegetation 

has been elevation and exposure (slope aspect). Those two terrain char­

acteristics are considered together as they have been studied in that 

manner by so many workers. The observation that vegetation changes with 

elevation he.s essentially resulted in the 1ifezone concept (Lowe, 1964). 

Shreve (1915) stated that the upper limits of species was considerably 

higher on north-facing slopes than on south-facing slopes. He showed 

that the influence of slope exposure was greater with increasing ele­

vation. He felt that the effect of altitude on vegetation was through 

moisture factors, temperature factors, and light factors. Whittaker 

and Niering (1965, 1968a, and 1968b) arrived at similar conclusions. 

They showed that ravines depr.essed e1evationa1 ranges of species by a 

couple of thousand feet. Species tended to occur approximately one thou­

sand feet lower on north-facing slopes than on south-facing slopes. 

Cumming (1951), in a study on The Effect of Slope and Exposure on 

Range Vegetation in Deser·t Grassland and Oak Woodland Areas of Santa 

Cruz County, Arizona found that both perennial grass as well as shrub 

density was greater on north aspects than on south aspects. Annual 

grasses had low densities on all sites. 

Several studies on relationships between vegetation and parent 

materials and/or 1andfo~s in southeastern Arizona have been conducted 

(for example, Bradbury, 1969; and Zimmermann, 1969). 

Bradbury (1969), in Ii study on Vegetation as an Indicator of Rock 

Types in the Northern Swisshelm Mountains. Southeastern Arizona, con­

cluded that eight species were not only reliable indicators of rock 

type but were also relatively common in his limited (approximately twO 

square miles) study area. Those species were Ceanothus greggii, Condalia 

'spathu1ata, £owania mexicana, Da1ea formosa, Mortonia scabrella, 
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Parthenium incana, and Quercus pungens on limestone, and Quercus toumeyi 

on rhyolite. 

Zimmermann (1969) undertook a study of Plant Ecology of an Arid 

Basin, Tres Alamos - Redington Area, Southeastern Arizona. Half of his 

750 square mile study area lies within the north-central portion of the 

study area. Zimmermann found striking variations in the vegetation 

occurring at similar altitudes. He attributed those variations as being 

caused by differences in moisture regimens in different substrates. He 

noted that on undissected slopes, the soils supported small trees (mainly 

Prosopis juliflora and Acacia spp.) and a grass cover, lY'hile dissected 

slopes supported only stands of shrubs (mainly Larrea tridentata) with­

out grasses. Zimmermann noted that drainage area, geology, and flow 

regimen are probably the three most important controls in the distri­

bution of valley floor vegetation. 

METHODS 

Data Collection 

Prior to the specific collection of data for the analysis of the 

relationships between terrain variables and vegetation, several recon­

naissance transects of the study area were conducted. The purpose of 

these trips la.~as to acquire ge,neral knowledge of possible vegetation 

types, to become familiar with the flora, and to consider the terrain 

variables. 

In order for these relationships to be objectively studied, it was 

felt that data should be collected from samples drawn from a stratifica­

tion of one or more of the variables to be examined. Those variables 

were chosen f~om the terrain features rather than from the vegetation. 

The reason for this sampling was because one of the ancillary purposes 

of this objective was to infer vegetation from the terrain variables. 

It was decided that the most objective and readily mapped terrain 

variables were elevation and parent materials. Although elevation per 

se is objective and mappable, it also correlates well with precipitation 

and soil moisture, which in turn correlate well with vegetation. 

Parent material information was obtained from geological maps avail­

able for the study area (Arizona Bureau of Mines; 1959, 1960, 1969). Five 
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classes of parent materials were chosen and they were then mapped at 

a scale of 1:250,000. 

The con~ept of macr~relief entails the general gross relief of a 

local area. Local relief, relative dissection, and slope angle comprise 

the concept. Generally speaking, regional slope combines with local 

relief in determining classes. 

The descriptions for landforms were listed and classes developed 

to handle them. It is recognized that the landform classes were non­

parametric and therefore it was not possible to use them in a meaningful 

way in analyses that considered data in a parametric fashion. Classes 

of landform type were selected on the basis of environmental significance, 

facility for remote sensing interpretation, and acceptance by other 

geomorphologists. The landform type classes describe either the mor­

phologic charactar of a particular surface, a morphogenetic character 

of the surface, o~ a relative position of that surface with respect to 

other similar surfaces. 

Drainage density is the ratio of total lengths of drainageways c:>'C 

a sampled site to the area of that sampled site. It is a ~~asure of 

relative dissection of a landscape as well as a relati'\;' indicator of 

.internal drainage characteristics. An area having a hi8~ drainage den­

sity tends to be better drained than an area with a low drai.~~~e denf,ity. 

Drainage density values in the study area ranged from 0 to 14.3 miles 

per square mile. Classes of drainage density values we.re established 

so as to assign interpretations of low, medium, and high values to the 

quantitative indicators of drainage density. 

Slope angles measured in the field (with a Brunton compass) ranged 

in value from level to over 100 percent. As values of slope angle were 

not evenly distributed throughout the range, classes were devised in 

order to reflect basic geomorphic differences within the study area. 

The classes fell into an approximate geometric progression. Values of 

slope aspect were rounded to the nearest 1/8 compass point. Values 

were ordinated with respect to their relative moisture condition. The 

southwest cl~ss was considered to be the most xeric (Geiger, 1965; and 

Whittaker, 1365) and therefore was assigned a value of "1." The north­

east class was considered to be the most mesic and therefore was assigned 
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a value of "9." The level class was developed to include slopes of less 

than 3~ percent. It was considered intermediate in moisture condition 

and was placed in the middle. 

Values of potential solar beam irradiation at the surface were 

assigned to each site (after Frank and Lee, 1966). These values are 

obtained from slope aspect and slope angle data. One of the chief in­

fluences of slope angle and slope aspect on vegetation is through its 

determination of solar radiation incident on the vegetation. An index 

of solar radiation indicates that combined effect. The solar radiation 

index, in this report expressed as a percent, is the ratio of the total 

annual potential insolation to the maximum potential insolation at the 

site. In the study area, the maximum value on steep south slopes is 

60~, while the minimum value observed on steep north slopes was 24. 

The value on a level surface is 52.7 (Frank and Lee, 1966). Table 4-1 

illustrates the classes of terrain variables in this research. 

Field Data Collection Techniques 

A sampling system was needed in order for field data collection to 

begin. Initially, the map showing elevation classes was superimposed 

with the map showing parent material types. The result was a combina­

tion of elevation and parerlt material units. A fine dot grid was placed 

over the resultant map for purposes of calculating the areas of eleva­

tion and parent material units. The area of each unit was then recorded 

and a percentage of total area attached to each unit. The total number 

of field samples chosen, 250, was arrived at on the basis of two primary 

considerations. The first was that there would be approximately 25 

different vegetation types (that figure was determined from previous 

field reconnaissances, and advice from my colleagues). 250 field samples 

would allow for ten samples per type. The second consideration was that 

time and financial constraints limited field work to an interval in which 

some 200 to 300 field samples could physically be gathered. The 250 

potential field samples were divided and assigned to elevation and parent 

material units on the basis of the area of each unit. The minimum number 

of potential field samples was three. 

Potential field samples were selected on the basis of relative 

access by pick-up truck. They were plotted on 1:120,000 scale aerial 
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Table 4-1. TerrainF~aturE!~Clas~es. 

Elevation Class and Range 

Elevation Class Range 

1 2,600 feet to 2,999 feet 

2 3,000 feet to 3,499 feet 

3 3,500 feet to 3,999 feet 

4 4,000 feet to 4,499 feet 

5 4,500 feet to 4,999 feet 

6 5,000 feet to 5,'999 feet 

Drainage Densities and Value 

Drainage Density 
Class 

1 (low Dd) 

2 (medium Dd) 

3 (high Dd) 

Value 

<5.0 mi/mi2 

5.0 - 7.2 mi/mi2 

>7.2 mi/mi2 

~ 

Class 

1 

2 

3 

4 

5 

6 

Class 

1 

2 

3 

4 

5 

" 
~ .. 

Parent Materials and Classes 

Parent Material 

Alluvium 

Sedimentary (other than limestone) 

Limestone 

Intrusive igneous (and metamorphics) 

Volcanics 

SloEe Angle and Significance 

SloEe Angle 

o - 1% 

l~ - 3% 

3~ - 10% 

11 - 25% 

26 - 50% 

Over 50% 

Geomorphic Significance 

Level surfaces (playas, valley-fill) 

Undissected bajada surfaces 

Upper bajadas and pediment surfaces 

Gentle hills; some side slopes of 
dissected bajadas 

Hill slopes; typical side slopes of 
dissected bajadas 

Steep hill slopes, talus, bare rock 
surfaces, cliffs, and some of the 
steeper side slopes of dissected 
bajadas 
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Table 4-1. Terrain Feature Classes, Continued. 

Macrorelief Glasses 

Flat Lands - A gener~ll¥ flat landscape with prominent slopes <10%. 

1 - Essentially smooth. Dissection is minimal. The regional slope 
is nearly always between 0 and 3%. 

2 - Relatively flat •. However, dissection has progressed to a notice­
able point. Dissection is either widely spaced (in which case, 
side slopes may be over 10%) with sharp angles, or more closely 
spaced with a gently rolling topography. Where side slopes 
exceed 10%, local relief is generally less than ten feet. 

Rolling and Moderately Dissected Lands - Prominent slopes 10 to 25% 
(side slopes may exceed that figure in the case of dissected planar 
surfaces). 

3 - A moderately to strongly dissected planar surface (i.e., pediment, 
baaada, valley-fill, etc.). The regional slope is generally 
between 2 and 6%; side slopes must be steeper than 10%. If side 
slopes are steeper than 25% (which is relatively common in the 
study area), relief must be less than 100 feet. The drainage 
network is generally finer than that of class No.2. 

4 - Rolling or hilly. A regional slope is not readily apparent unless 
it is between 10 and 25%. Relief must be less than 100 feet. 

Hilly Lands 

5 - Hilly to submountainous. Slopes are moderate to steep, usually 
exceeding 25%. Relief is generally over 100 feet but less than 
1,000 feet. Where relief approaches 1,000 feet, the topography 
appears fairly homogeneous. 

Mountainous Lands 

6 - Mountainous, having high relief, usually over 1,000 feet. Slopes 
are moderate to steep, frequently exceeding 50%. The landform 
system appears quite complex and heterogeneous. The drainage 
networks usually have base levels independent of one another. 
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Table 4-1. Terrain Feature Classes, Continued. 

Class 

01 
02 
03 
04 
OS 
06 
07 
08 
09 
10 
11 
12 
13 
14 
15 
16 

Class 

21 
22 
23 
24 
25 
26 
27 
28 

Landforms Developed Upon 

Non-Consolidated Materials 

Landform 

swale 
floodplain 
narrow floodplain 
alluvial terrace 
valley-fill 
dissected valley-fill 
lacustrine plain 
sand dunes 
wash 
undifferentiated bajada 
upper bajada 
lower bajada 
undifferentiated dissected bajada 
convex slope of dissected bajada 
midslope qf dissected bajada 
interfluve (area between adjacent drainageways, 
not includ.ed in other classes) 

~~dforms Developed Upon 

Consolidated Materials 

Landform 

upper convex hills lopes 
upper-middle hills lopes 
middle hills lopes 
lower-middle hills lopes 
lower concave hillslopes 
interfluve 
drainageway 
pediment 
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Table 4-1. Terrain Feature Classes, Continued. 

1 

2 

Slope Aspects 

Aspect 
Class 

1 

2 

3 

4 

5 

6 

7 

8 

9 

Aspect 

Southwest 

South 

West 

Southeast 

Level 

Northwest 

East 

North 

Northeast 

Solar Radiation Index 

Class SR Index 

(low SR) < 51% 
(medium SR) 51 - 54% 

3 (high SR) > 54% 
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photographs. Field sample points were trllnsf('rrt'c1 L'o topographIc maps 

at a scale of 1:62,500. Final selection on the topographIc maps took 

into account slope aspect. 

Field data were collected on macrorelief, landform type, and soils. 

Slope aspect was measured with a Brunton compass and recorded to the 

nearest 1/8 compass point (i.e., north, northeast, east, etc.). Slope 

angle was also measured with a Brunton compass and recorded to the 

nearest 1 pe~cent. Slopes gentler than 3~ percent were recorded to 

the nearest ~ percent. Elevation was estimated from topographic maps 

while in the field. Parent material was also determined in the field. 

Soil pits were dug at each site and soil samples were collected near 

the surface, at six inches depth, and at twelve inches depth. Surface 

soil color (primarily dry hue, value, and chroma) was recorded using a 

Munsell soil color chart • 

Values cf drainage density were determined and assigned to each 

field sample. The axea chosen to compute the drainage density value 

was a circle with a one mile radius. Drainageways were photointerpreted 

at a scale of 1:120,000 with stereoscopic reinforcement. All interpre­

table drainageways were included in the compilation of the drainage 

density values. If the one mile radius circle included landform types 

different from the type at the field sample site, that portion of the 

circle would be deleted from the computation. Values of potential 

solar beam itradiation (after Frank and Lee, 1966) were assigned to 

each field sample site in the office. 

Vegetation data included the ~'ecording of prominence and cover 

values for all species observed at the time of the field data collection. 

The ground observations were taken from homogeneous units of vege­

tation in a plotless method. In terms of area, the "stand" sampled 

would be approximately 25 to 50 meters in diameter. 

Included in the preparation of the data for analysis was the classi­

fication of the vegetation • 

The Vegetation Classification 

Two general analyses of vegetation and terrain variables were 

conducted in the report research. The first series of analyses involved 
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the relationships between individual species and terrain variables. 

Numerical values for species in this series of analyses consisted of 

values for cover classes. 

The second series of analyses involveu the determination of relation­

ships between vegetation types and terrain variables. This necessitated 

the prior de,'elopment of a vegetation classific.ation, as none was avail­

able and thiB research partially rests upon the use of that classification. 

That vegetation classification is located in another section of this 

final report. 

Throughout the remainder of this objectiV'e the term "vegetation 

type" will be used to indicate the final set of vegetation units arrived 

at by the classification scheme. 

Data Analysis 

As was mentioned previously, two general analyses were ~vnducted 

on vegetation and terrain variables. One of those involved the rela­

tionships between individual plant species and terrain variables. The 

other involved the relationships between vegetation types and terrain 

variables. 

One of the methods used in both analyses involved the construction 

of graphs and tables showing the distribution of the values (which in­

cludes cover and presence) of the individual species with regard to the 

separate terrain variables. Other tables and graphs illustrated the 

manner in which vegetation types were arranged with respect to one 

another according to values of specified terrain variables. The inter­

pretation and assessment of those charts and graphs constituted one 

method in the data analysis • 

Another method of data analysis involved the use of stepwise dis­

criminant analysis. Stepwise discriminant analysis was used because it 

could determine which terrain variables could best discriminate the 

vegetation types, the differences among vegetation types according to 

their terrain variables, the individual species which could best dis­

criminate groups of individual terrain variables, and the differences 

among groups of individual terrain variables in terms of species ob­

served as occurring with them. 
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Stepwise discriminant analysis is a program (BH1)07M; Sampson, 1968) 

whic:h performB a multiple-discriminant analysif'l in a stepwise manner. 

At t!IH'/l Rcep tn the program, a variable 1s entered;'.nto the set of dis-

The variable 
('dUllIH.t llllLt Vttf llihh" (for exampb. terrain variables). 

e'"tl't'N\ ltoa ~t;>\t.>,·tt>lI H It hnu lilt' Iflrg~111 I" vallll', 'I'ld H I H t he same as 

the variable which gives the greatest decrease j" tllf.' 1<tlio fIr wl'hlll Itl 

total generalized variances. A variable is deleted if its F value be-

comes too low. This never happened in the analyses conducted. The program 

also computes canonical correlations and coefficients for canonical cor-

relations. This is important as the program includes the plotting of the 

first two canonical variables to give an optimal two-dimensional picture 

of the dispersion among observations (this is referred to as a "scatter 

diagram" in the Results and Discussion section). Each canonical variate 

is a function of all the original variables. In this study, the only 

use of the canonical variables produced by the program was the produc­

tion of th,e above-mentioned two-dimensional picture of the dil3persion 

of observat;.ons on the basis of the variables employed. 

The prllgram also produces a classification matrix of the groups. 

Observations are placed into a particular program-derived group on the 

basis of the values of the set of variables noted for the observation 

(field sample site). Illustrating with an example considering vegeta­

tion types as groups and terrain variables as "variables," the classi­

fication matrix considers floristically-defined vegetation types (groups) 

and terrain variable-defined vegetation types (groups) to define the 

matrix. A 1ie1d site (or observation) identified as a certain floris­

tically-defined vegetation type is then placed in a terrain variab1e-

defined vegetation type. Often the selected terrain variable-defined 

vegetation type is different from the floristically-defined vegetation 

type to which the observation had originally been assigned. A sche­

matic Venn diagram shown on Figure 4-1 can be used to aid the reader 

in understanding how sets of terrain variables are better correlated 

with one vegetation type than with another. 'fwo hypothetical vegetation 

types, A and B, are used in the illustration. An accurate illustration 

depicting the interaction of all twenty-five vegetation types would 

require a graphic portrayal of twenty-five dimensions. The scatter 

ORIGINAL PAGE.lS 
III POOR QuALTN 
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Vegetation type A defined by 
the terrain variables - 7 
stands (a1 to a

7
) 

Vesetation tYP(l B defined by the 
terrain variables - 6 stands 
(b

l 
to b

6
) 

Core of vegetation type A, 
not much like vegetation type B. 

Core of vegetation type B, 
not much like vegetation type A. 

Intersection of vegetation types A and B 
Stands a6 , aI' bS and b6 share a similar 
set of terra n variables. 

Fig~re 4-1. A schematic Venn diagram of two hypothetical vegeta­
tion types according to their sets of terrain variables. 
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diagram produced by the program is essentially a projection of that 

twenty-five dimensional diagram onto a two-dimensional surface (see 

Figure 4-21). In the Venn'.Diagram (Figure 4-1) are two vegetation types, 

A and B, which have been restructured into program-derived terrain 

variable-defined vegetation classes. The set of terrain variables, A, 

includes all possible combinations of terrain variables which could 

theoretically exist for the hypothetical vegetation type A. The set 

of terrain variables, B, includes all possible combinations of terrain 

variables which ~ould theoretically exist for the hypothetical vege­

tation type B. The overlap between the two sets means that for that 

particular subset of terrain variables, two vegetation types can theore­

tically exist. In Figure 4-1, vegetation type A is considered to have 

seven stands s while type B has six stands. Stand Al has a set of terrain 

variables th&t is most like the typical set of A terrain variables. It 

is not very much like type B. Stand A3 is on the very fringe of terrain 

variables that can have a vegetation type A. l:ts set of terrain variables 

is actually more like the "typical" B set. 

Stepwise discriminant analyses discussed in this research which used 

individual plant species artd individual terrain variables can be under­

stood in a similar context, with respect to their classification matrices, 

as the above example. 

RESULTS AND DISCUSSION 

As was indicated previously, the research involved two fundamental 

types of relationships between vegetation and terrain variables: rela­

tionships between individual species and terrain variables, and relation­

ships between vegetation types and terrain variables. Toward achieving 

an understanding of those relationships, solutions and partial solutions 

were obtained of ancillary objectives. Those objectives included sup­

plying backgr.ound information for an ecologically based classification 

of natural resources in an arid and semiarid environment and in assessing 

the accuracy of photo-interpretation in recognizing the vegetational 

pattern within my study area. 

Another ancillary objective involved in studying relationships 

between individual species and terrain variables included isolating 

109 

r,:~ 
., 

.J 

l 



,F:' . W':"71"'±::;: '"'" .« " :: .•. , 

J 

11 c~ 

•• 

; .. 

• 

- -I 
J 

_. ____ --b,2~~ .. ~._ 

ir.dlcator species. These species would indicate not only specific parent 

materials, but also other terrain variables. 

Relationships Between Individual Species and Terrain Variables 

Results of analyses performed indicated two basic sets of informa­

tion. One wns the determination of the amplitude or range of physiogra­

phic conditions over which each species was found. The other involved 

the degree to which particular species discriminated groups or classes 

of terrain variables. 

Of the 160 species in the sample sites, 106 had frequencies of five 

or more. Those 106 species were then used in the computer analyses 

described earlier. They were subsequently reduced to 41 on the basis 

of frequency and on preliminary results obtained for the 106 species. 

These 41 spedes will be discussed in this chapter (Table 4-2). 

Elevation 

Elevational amplitudes for the species revealed that some species 

occurred over a wide range of elevational values. Other species appeared 

to be narrowly restricted. Most, however, are limited or restricted to 

moderate ranges of elevation. Figure 4-2 illustrates the distribution 

of species by elevation. 

The e1evationa1 ranges of the species may be considered to fall 

into approximately seven groups or categories. Table 4-3 illustrates 

the distribut.ion tendenci.es of species among elevation groups • 

Parent Materials 

Species exhibited a wide range of occurrences on parent materials. 

Five basic sets of observations can be drawn from the observed frequen­

cies of species on each of the parent materials. Some species are 

virtually restricted to alluvial parent materials, while others are 

Virtually reetricted to non-alluvial parent materials. Some species 

occur on all parent materials but are noticeably absent from one. 

Some species favor neither alluvial nor non-alluvial parent materials. 

Finally, some species occur on all parent materials but are limited by 

one. Figure 4-3 illustrates the range in disbribution of species ac­

cording to the types of parent material they were assvciated with. 

Species in that figure are listed in the same sequence l;.<S they were 

listed in Figure 4-2, the illustration of elevationa1 ranges for species. 
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Table 4-2. 

(/) 

Alpha 
title 

Jude 

Jumo 

Pice 

Quar 

~ Quem 
~ 
~ Quob 

Acco 

Acve 

Alwr 

Arpu 

Caer 

Cef1 

Cem 

Cebr 

Co1y 

Come 

F1ce 

(/) Fosp 
.g 
~ Hate 

..c:: 
en 

Latr 

Mibi 

Midy 

Mosc 

Pain 

Prju 

Rhch 

Zipu 

Agpa 

Plant species used in the data ~na1yse8 (for complete list 
of plant species see Appendix C ). Scientific names are from 
Kearney and Peebles (1964) and Benson (1969). Common names 
are from Benson (1969), Benson and Darrow (1954), and 
Kearney and Peebles (1964) 

Scientific 
name 

Juniperus deppeana 

J'. monosperma 

Pinus cembroides 

Quercus arizonica 

o. emoryi 

0:. ob1ongifo1ia 

Acacia constricta 

A. vernicosa 

Aloysia wrightii 

Arctostaphylos pungens 

Ca11iandra eriophylla 

Cercidium floridum 

C. microQhyllum 

Cercocarpus breviflorus 

Condalia lycioides 

Cowania mexicana 

Flourensia cernua 

Fou9uier~a splendens 

Hap10pappus tenuisectus 

Larrea tridentata 

Mimosa biuncifera 

M. dysocarpa 

Mortonia scabrella 

Parthenium incanum 

Prosopis juliflora 

Rhus choriophylla 

Zinnia pumila 

Agave parryi 

A. palmeri 
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Common 
name 

Alligator juniper 

One-seed juniper 

Mexican pinyon 

Arizona oak 

Emory oak 

Mexican blue oak 

Whitethorn 

Mescat acacia 

Wdgh t t s lippia 

Manzanita 

Fairy duster 

Blue palo verde 

Foothill palo verde 

Mountain mahogany 

Gray-thorn 

Cliffrose, Quinine-bush 

Tarbush 

Ocotillo 

Burroweed 

Creosotebush 

Wait-a-minute bush 

Velvet-pod mimosa 

Sandpaper bush 

Mariola 

Mesquite 

Woodland sumac 

Desert zinnia 

Mescal 

Mescal 
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Table 4-2. ConCihuud. 

til 
+J 
s:: 

~ C1l 
cOr-i 
C1l ::l 
~ 0 

0 
::l 

Cf.) 

til 
+J 

S m 
alr-i 
+J ::l 
Cf.) 0 

0 
::l 

Cf.) 

CIl 
aI 
CIl 
til 
cO 

"'" c.,o, 

Alpha 
title 

Agsc 

Dawh 

Nomi 

Yuel 

Cegi 

Fewi 

Opfu 

Opph 

opsp 

Bocu 

Boro 

Himu 

Spai 

Scientific 
name 

A. schottii 

Dasylirion wheeleri 

Nolina microcarpa 

Yucca elata 

Cereus giganteus 

Ferocactus wislizenii 

Opuntia fulgida 

O. phaeacantha 

O. spinosior 

Bouteloua curtipendula 

B. rothrockii 

Hilaria mutica 

Sporobolus airoides 
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Amole 

Sotol 

Common 
name 

Beargrass (Sacahuista) 

Soap tree yucca 

Suguaro 

Barrel cactus 

Jumping Cholla 

Prickly pear 

Cane cholla 

Sideoats grama 

Rothrock grama 

Tobosa 

Alkali sacaton 
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U) Mibi 
Alwr 
Agsc 
Mosc 
Bocu 
Quob 
Dawh 
Jude 
Agpa 
Midy 
Nomi 
Quem 

III If I 1II~lIlfIIllI~ IfllfNI' 11111 11111 

Arpu 
Quar, 
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Pice 
Corne 
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II I I 

x = mean value 
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Each vertical bar = one observation 

a Alphametric correspondence given in Table 4-2. 

Figure 4-2. Distribution of species by elevation. 
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Table 4-3. Distribution tendencies of species among elevation groups. 

Low Elevation 

mean: 
range: 

Species: 

3,300 to 3,500' 
primarily 2,700' to 3,800' 
Opfu, Cefl, Cemi, Cegi 

Low & Middle Elevation 

mean: 
range: 

Species: 

Middle Elevation 

mean: 
range: 

Species: 

3,800' to 4,000' 
primarily 2,700' to 4,900' 
Acco, Coly, Fewi, Hate, Latr, Zipu 

4,100' to 4,500' 
primarily 3,500' to 4,900' 
Acve, Caer, Flce, Jumo, Mibi, Pain, Yuel, 
Boro, Himu, Spai 

Upper Middle Elevation 

mean: 
range: 

Species: 

4,600' to 5,000' 
primarily 4,300' to 5,300' 
Agsc, Arpu, Jude, Midy, Mosc, Quem, Quob 

Middle & Upper Elevation 

mean: 
range: 

Species: 

High Elevation 

mean: 
range: 

Species: 

4,700' to 4,900' 
primarily 4,000' to 5,950' 
Agpa, Dawh, Bocu 

5,000' to 5,400' 
primarily 4,500' to 5,750' 
Cebr, Come, Nomi, Pice, Quar, Rhch 

Wide Range in Elevation 

Species: Alwr, Fosp, Opph, Opsp, Prju 
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C = one observation 

Figure 4-3. Distribution "r species by parent materials. 

ORIGINAL PAGE lEI 
OF POOR QUALlTI 

115 



,) '. ,hi 
• !Ill 

~ 
~{ 
~1 

~, 

il ~: , :~. 
1.-.' r; , 
1 r ~ 
I Ii,", ' $-, 

: .; 

:, ' 
t") 

,a 

• 

'" ~''> _. __ ._ •• ~,.". • ____ ;- __ --0'\""- -', __ ".'--"" __ ~ ~ -, -- - - __ T:~--;''''''''''''''''''''''--'''' __ . _. ,"'-"7' -~ - • -~"'-""""""--'7'::'"_i-;r--"'I'"'T ""-~~_'""'-~'''''''''-'''-~'""V'---''~ .",.:"-.~.-.-~ .... ~-~, 
,. .'~~,., 

Parent material is not uniformly distributed with elevation. At 

the lowest elevations within the study area, below 3000 feet, alluvial 

pa~ent materials comprise nearly all of the area. Above 5000 feet, 

however, alluvial parent materials comprise only a small percentage of 

the area. Thus, it is not a simple task to disc'ern whether or not 

species are limited to alluvial or non-alluvial parent materials, for 

example, or to high or low elevations. Table 4-4 illustrates the 

distribution tendencies of species among parent materials. 

Two sets of stepwise discriminant analyses were performed at this 

point: species and parent materials; and species and elevation-parent 

material units. Elevation-parent mgterial units were chosen for two 

reasons. First was the difficulty of ordinating parent materials on 

a continuum or meaningful numeric gradient and the subsequent problem 

of not being able to average values for parent materials. Secondly 

was the impo~tance of elevation to plant growth (through moisture and 

temperature) and the distribution of parent materials with elevation. 

To explain the function of the analyses, species and parent materials 

will be considered. In this analysis, the stepwise discriminant pro­

gram considers species as variables and parent materials as groups. 

The species were considered together to discriminate the groups (analo­

gous to classes) of parent materials. An identification of species 

observations (an observation that a particular species occurred on a 

parent mate!ial at a given field sample site) with those parent material 

groups (= classes) that the set of species is most closely aligned with 

is the result of the stepwise discriminant analysis. Stepwise discrimi­

nant analysis identifies with each group of parent materials an array 

of the species that best correlates as a set with the particular class 

of parent materials. The program analyzes the species of an observa­

tion (species in a field sample site) and then classifies that obser­

vation into the parent material group with which it best correlates. 

If the obse~7ation is placed into the parent material group which was 

identified as such in ,thelfield, then a correct match was made. An 

overall evaluatioIl can be made of the ability of the parent material 

classes to be discriminated by the plant species. 

each parent material can be judged in this manner. 
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Table 4-4. Distribution tendencies of species among parent materials • 

Species occurring primarily on alluvium: 

Acve, Boro, Cef1, F1ce, Hate, Himu, Latr, Opfu, Spai, Yue1 

Species occurring primarily on non-alluvial parent materials: 

Primarily limestone: Alwr, Cebr, Come, Mosc, Rhch 

Primarily igneous: Arpu, Pice 

Undifferentiated: Agpa, Dawh, Nomi, Opph 

Primarily on limestone and igneous parent materials: Agsc 

Species occurring on all parent materials but absent from one: 

Absent from volcanics: Cegi, Cemi, Fosp 

Absent from limestone: Arpu, Quob 

Species not favoring either alluvial or non-alluvial parent: 
materials: 

No preference: Bocu, Caer, Co1y, Jude, Midy, Opsp, Pain, 

Prju 

Species limited by volcanics: 

Acco, Fewi, Zipu 

Species limited by limestone: 

Mibi, Quar, Quem 

Primarily on alluvium and sandstone: Jumo 
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analysis also groups the variables, in this case the species, into the 

order in which they aid in the discriminating process: that is, the 

best discriminants of the parent materials. 

Results of the two sets of stepwise discriminant analysis were 

similar. Cer.cocarpus breviflorus, Rhus choriophylla, Agave spp., 

Acacia constricta, .Opuntia phaeacantha, Agave schottii, Aloysia wrightii, 

and Mortonia scabrella were among the best discriminants of groups of 

elevational-parent material units. Likewise, Agave spp. (not including 

~ schottii), Cercocarpus breviflorus, Aloysia wrightii, Mortonia 

scabrella, Agave schottii, Bouteloua curtipendula, Acacia constricta, 

and Quercus emoryi were the top discriminants of parent materials. 

Among the poorest discriminants of elevational-parent material units 

were Pinus cembroides, Dasylirion wheeleri, Bouteloua rothrockii, and 

Acacia vernicosa. ~ vernicosa was the only species which was also a 

poor discriminant of parent material classes as well as of elevational­

parent material units. Other species poor .for discriminating parent 

materials were Prosopis juliflora, Quercus arizonica, Zinnia pumila, 

Opuntia spinosior, Mimosa biuncifera, Haplopappus tenuisectus, and 

Flourensia cernua. Figure 4-4 bears out these relationships, indicating 

that those species are, indeed, distributed over a wide range of parent 

materials. It is to be remembered that the stepwise discriminant 

analysis programs take into account not only the presenc~ of the species, 

but also the cover values as well. 

An interesting observation drawn from these results indicates that 

grass species were either very good discriminants of parent material 

classes and elevational-parent material units, or else they were very 

poor discriminants. Few were intermediate. 

Species ~ppeared to separate parent material classes more effec­

tively than ~~asses of elevational-parent material units. However, on 

further examination and consideration this is probably due, at least 

in part, to the fact that there were five classes of parent materials 

as opposed to twelve classes of elevational-parent material units. In 

patent. material analyses, four runs were performed. The final run 

included those species which were the best discriminants among the 

first three. In the final run (using 41 species), 214 of the 250 

_,"._. __ M_" , __ •• ____ ~,,_,_.~ __ .~ __ ._ .... .,. , ...... ........----..._.1' ___ ~ __ .. ~~-. ----.-" ," 
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Figure 4-4. 
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Symbol 

A 

S 

L 

I 

v 

~ 

o 

Parent Material 

Alluvium 

Sedimentary other than limestone 

Limestone 

Igneous 

Volcanics 

Group mean values (e.g., A) 

Overlap of values 

aA linear transformation of the original variate 

which maximizes the discrimination among the groups. 

a A scatter diagram of the first two canonical variates 
where groups are from parent materials and variables 
are individual plant species. 
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Figure 4-4. Continued. 
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observations (field sample sites) were placed in the correct parent 

material class on the basis of the species information. The alluvial 

group was especially well identified with 139 of 152 observations (or . 
field sample sites) placed correctly. Among the non-alluvial parent 

materials, the igneous parent material class was the poorest discrimi­

nant with 23 of 32 observations placed correctly. 

The twelve classes chosen for the classes of elevational-parent 

material units included four elevational classes of alluvial parent ma­

terials and two elevational classes for each of the non-alluvial parent 

materials. Results of the two stepwise discriminant analysis runs (41 

species in each run) indicated a correct placement of 165 and 175, re­

spectively, of the 250 observations (field sample sites) for each run. 

The four alluvial groups did not appear to be well classified; 65 per­

cent were accurately placed, in comparison to the other parent materials 

(73 percent for limestone, 72 percent for sandstone, 67 percent for 

igneous, and 80 percent for volcanics). However~ the figure is raised 

to 90 percent when results of all alluvial classes are combined regard­

less of elevation. 

The above discussion suggests the relative indicator value of 

species with res~ect to parent materials as well as for the classes of 

elevational-parent material units. Figures 4-4 and 4-5 represent a 

graphic protrayal by the stepwise discriminant analysis of the separa­

tion of classes of parent materials and of elevational-parent material 

units by species. They summarize what was discussed above. 

Macrorelief 

Plant species had a fairly widespread distribution on different 

typ~s of macrorelief. Figure 4-6 illustrates this distribution. Some 

speeies appeared to occur only on specific macrorelief types while 

others appeared to be uncontrolled or unaffected by it. Upon examina­

tion of Figure 4-6, categories of relationships become apparent. Table 

4-5 illustrates the distribution tendencies of species among macro­

relief classes. In it, five categories of d:f.stribution tendencies are 

given. 
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Symbol Elevation-Parent Material Unit 

A Low elevation alluvium 
B Lower middle elevation alluvium 
C Upper middle elevation alluvium 
D Upper elevation alluvium 
S Lower elevation sedimentary other than limestone 
z Upper elevation sedimen tary other than limestone 
L Lower elevation limestone 
M Upper elevation limestone 
I Lower elevation igneous 
G Upper elevation igneous 
V Lower elevation volcanics 
U Upper elevation volcanics 

~ Group mean values (e. g., A) 
0 Overlap of values 

Figure 4-5. A scatter diagram of the first two canonical variates 
where groups are from twelvE elevation-parent material 
units and variables are individual plant species. 
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Figure 4-5. Continued. 
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Figure 4-;8. Distribution of species by macrorelief classes. 
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Table 4-5. Distribution tendencies of species among macrorelief classes. 

Macrorelief Class 1 (primarily flat) 

Species: Himu, Spai 

Macrorelief Classes I, 2, & 3 (flat and dissected) 

Species: Yuel, Hate, Opfu, Cefl, Latr, Boro, Acve, Flce, 
Fewi 

Macrorelief Classes 3, 4, 5 & 6 (dissected and hilly) 

Species: Cemi, Caer, Pain, Fosp, Mibi, Quar, Quem, Quob, 

Jude, Jumo, Midy 

Macrorelief Classes 4, 5, & 6 (hilly and mountainous) 

Species: Arpu, Rhch, Agsc, Agpa, Alwr, Dawh, Nomi, Come, 

Cebr, Mosc, Pice 

Wide range of Macrorelief Classes 
I 

Species: Prju, Cegi, Zipu, Opsp, Coly, Acco, Opph, Bocu 
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Drainage Den~ity 

The distribution of plant species according to drainage density is 

graphed in Figure 4-7. wtiile at first glance results appear to be 

vague, when groups of values are considered, results are more apparent. 

Table 4-6 illustrates the distribution tendencies.of species among 

drainage densities. 

Drainage density values ranged from zero to 14.3 mi/mi 2 with most 

values occurring between 4.0 and 8.0 mi/mi2. Three classes of drainage 

density were developed. Those observations which were considered to 

have low drainage densities had values ranging from zero to 4.9 mi/mi2. 
2 

Medium drainage densities ranged from 5.0 to 7.2 mi/mi. The high 

drainage density category consisted of those values over 7.2 mi/mi2. 

Drainage density tended to vary directly with elevation. Low elevation 

observations had low drainage densities on both alluvial and non-allu­

vial parent Tllateria1s. High elevation observations had relatively high 

drainage densities. Of the non-alluvial parent materials, limestone had 

the lowest values. The highest drainage densities occurred on alluvial 

parent materials in high elevations. 

Landform 

The associations of landforms and species indicates a range from 

species occurring on one specific landform type to species occurring on 

a wide variety of landform types. In the preliminary data analysis, 

landform tyPf!S occur'ring with each species (according to species) were 

t"ioted. As t~e list of landform types associated with each species was 

quite long aud certainly tedious to examine, the list was reduced to 

j.nc1ude only the principal landform types associated with each species. 

That list has be.en transformed into Table 4-7 which shows the distribu­

tion tendencies of species among landform types. Only those species 

which would most likely be associated with the landform types have been 

listed. 

Slope Angle 

It would be expected that relationships "bett.reen slope angles and 

plant species would be somewhat similar to the relationships between 

macrorelief and ~lant species. Species that occur predominantly on 
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Figure 4-7. Distribution of species by drainage density. 
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Table 4-6. Dist~ibution tendencies of species among drainage densities. 

2 Low Dra'inage Density (Dd generally < 6.0 mi/mi ) 

Species: F1ce, Latr, Opfu, Hate, Spai, Cegi, Cemi, Himu, 
Mosc 

Wide Range of Drainage Density but with Concentration on Low 
Values (Dd generally < 7.0 mi/mi2) 

Species: Acco, Prju, Yue1 

Wide Range of Drainage Density but with Concentration on Middle 
Values (Dd generally 4.5 to 8.0 mi/mi2) 

Species: Agpa, Agsc, Caer, Dawh, Fewi, Fosp, Opsp, Opph, 
Zipu 

Wide Range of Drainage Density 

Species: Acve, Cef1, Co1y, Pain, Boro 

Wide Range of Drainage Density but with Concentration on High 
Values (Dd generally> 5.0 mi/mi2) 

Species: A1wr, Arpu, Bocu 

High Drainage Density (Dd generally> 6.0 mi/mi2) 

Sp~cies: Jude, Cebr, Come, Rhch, Pice, Quob, Quem, Quar, 
Jumo, Midy, Mibi, Nomi 
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Table 4-7. Distribution tendencies of species among landform types. 

Alluvial Landforms 

Floodplains & terraces 

Smooth alluvial surfaces 
(other than floodplains 
& terraces) 

Alluvial interf1uves 

Side slopes of dissected 
bajadas 

Alluvial in general 

Non-Alluvial Landforms 

Upper convex slopes 

Middle or undifferentiated 
slopes 

Lower concave slopes 

Pediments 

Aceo, Cefl, 

Acco, Acve, 
Himu, Latr, 

Acco, Acve, 
Fosp, Hate, 
Opph, Pain 

Acve, Bocu, 
Zipu 

Boro, Cef1, 

Agsc, Come, 

Acco, Acve, 
Bocu, Boro, 
Come, Dawh, 
Mosc, Nomi, 
Quar, Quem, 

Fewi, F1ce, 

Cegi, Opfu 

129 

S~eeies 

Co1y, Hate, Himu, Opfu 

Cegi, Fewi, Flee, Hate, 
Nomi, Opfu, Opph 

Boeu, Cemi, Fewi, Flee, 
Himu, Jumo, Latr, Opfu, 

Cemi, Jumo, Latr, Pain, 

Fosp, Mibi, Opsp, Prju 

Dawn, Opph 

Agpa, Agsc, A1wr, Arpu, 
Caer, Cebr, Cemi, Co1y, 
Fosp, Jude, Mibi, Midy, 
Opph, Opsp, Pain, Prju, 
Quob, Zipu 

Pice 
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flat topography would also tend to occur on slopes of low angle, while 

species occurring on hilly and mountainous topography would also tend to 

o~cur on slopes of high angle. Figure 4-8 illustrates the distribution 

of species according to' slope angle class. The array of species accord­

ing to slope angle class was grouped into five classes or categories of 

relationships of species among slope angle classes. Table 4-8 repre­

sents the distribution tendencies of the species among slope angles. 

Table 4-8. Distribution tendencies of species among slope angles. 

Low Slope Angles (averaging < 5%) 

Species: Cefl, Hate, Himu, Opfu, Spai, Yuel 

Wide Range of Slope Angles (primarily lower slope angles 
averaging 8-25%) 

Specie~: Acco, Acve, Boro, Cegi, Cemi, Fewi, Flce, Latr, 
Prju, Zipu 

Wide Range of Slope Angles (primarily higher slope angles 
averaging 20-40%) 

Species: Arpu, Bocu, Caer, Coly, Fosp, Jude, Mibi, Opph, 
Opsp, Pain, Quar 

Moderately High Slope Angles (averaging 37-50%) 

Species: Agsc, Come, Jumo, Pice, Rhch 

High Slope Angles (averaging > 45%) 

Species: Agpa, Alwr, Cebr, Dawh, Midy, Mosc, Nomi, Quob 

130 

""1 

,,_ ... , ... ,~' .. __ 'c ...... " __ " .. _._ ... ,,,_~ ,,_ .. __ ~ __ .. , ___ ~_.~,,~,,~~-__ .• ~,, __ ,,~_. ____ ."., __ .,_ ._~_.l 

I 

"'l 

. _ .. ....IIi! 



• 

•• 
! 
, , 

; , 
! 

• , 
t, i 

i 
t ! , , 
~i 
it! 
)\': 

1 .t} . . 
~r, 

Slop" Angl<. Classes 
1 2 3 4 5 6 

Spai rrrrnx 

Hate 8111 lIn 1111111 II I II " Ii I 

~~~~u m:: :~:";: n 

Yuel m 111111111 Lilli!!" II' n 

Ceil 

Boro 

Fewi 

nlldnmlll~OIlIIIIIiIII 
m I I rrrrn III 1m I I ffill I I 

Flee un I m I I II I I I arm I I II rn 

Latr m" n IIIII1 1,m IIII1111 I I 

~ Quem n n an IJ I I I mm IIII, 
U 
~ Acve 8 I: I I HT3 I n I II IJITllI I I rn 

U) Prju illIlIIlIIIIIIIlJIIlflIllIl"', 
Zipu ITIl:r:ffilI m II. III, "" 

Acco n I I 101 I I m I I fflm 11111" III 
Cegi m en ern n )( m an 

Opsp m"O!!.11111I1 l(lffillill 

Cemi m n rrrn m {D DID 

Pain rrm an m 1113 I" " I I I 

Opph am ffill n III flIIIlllllllllll 
Coly , "'.11111111,1' I m II RJ I,D II i i 

Fosp ern 

Caer 
Qllar n 

BOCll m I 

Slop(~ Angle Classes 

2 '3 4 '3 6 

ffi'IFIB,Blllltlllllllll 

rrrnFilllmlllLllllllll1 
m m run IT)1TI rrrrn 

mllmnffilllllih 
Jude n m ~ I I I I I fffib I I I I I 
A rpu m DTD R 1)# I II I 
Come __________ ~on~_4nTl~~ __ _ 

Mihi 
Jumo L1- rm==run~~an~~rrneCI~II~II~I' ~= 1I11I11I ~III 

U) Agsc 
~ 

lTD ~ 

n fftru'lill 
..... 
URhch 
~ P' p.. lce 

rrn 
n 

U) 

Agpa 

Cebr 

Alwr 

pawh 
Mosc 

Nomi 

Quob 

Midy 

n 

an 

n 

an 

n 

am m'Il#111 

ITEdllllllllll 

1IIIIffinJIIIII 

n an mil [HE 
LEG2ND 

1 - 0 - 1 % 5 - 26 - 50 '10 

2-1-1/2-3% 6->50% 

3 : 3-1/2 - 100/0 x = mean value 

4 - 11 - 250/0 [J = one observation 

Figure 4-8. Distribution of species by slope angle classes. 
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Slope Aspect 

The association of slope aspect with species proved to be rather 
dieappointint (see Figure 4-9). Although only higher slope angle obser­
vations were placed in an aspect class other than level, species still 
tended to occur over a wide range of slope aspects. Most species which 
occurred most often on high average aspect values (indicating a tendency 
toward northeasterly aspects) or low average aspect values (indicating 
a tendency toward southwesterly aspects) had a number of observations 
on the opposite aspect classes. In considering the distribution tenden­
cies of species among the aspect classes, the species were grouped into 
only three c~tegories of slope aspect: southerly aspects, northerly 
aspects, and little aspect preference or primarily level, see Table 4-9. 

Table 4-9. Distribution tendencies of species among aspect classes. 

Southerly Aspects 

Species: Agsc, Caer, Cegi, Cemi, Come, Fewi, Midy, Pain 

Little Aspect Preference or Primarily Leve~. 

Species: Acco, Acve, Agpa, Alwr, Arpu, Bocu, Boro, Cefl, 
Coly, Dawh, Flce, Fosp, Hate, Himu, Jumo, Latr, Mibi, Opfu, Opph, Opsp, Prju, Spai, Yuel, Zipu 

Northerly Aspect 

Species: Cebr, Jude, Jumo, Mosc, Nomi, Pice, Quar, Quem, 
Quob, Rhch 

Solar Radiation 

Since the solar radiation index (described at greater length in 
"Methods") is a function of slope aspect and slope angle, one would 
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expect low values for observations occurring on steep northerly slopes 

and high values for obaervatiotlS (field sample sites) occurring on steep 

southerly slopes. The species occurring at each field sample site are 

attributed the value of the solar radiation index for that site. Rela­

tive indices of solar radiation were grouped into three categories: 

low, average, and high. The distribution of the species according to 

those classes is illustrated in Figure 4-10. The distribution tenden­

cies of the species among the solar radiation classes are given in 

Table 4-10. 

Table 4-10. Distribution tendencies of species among solar radiation 
index values. 

Low Solar Radiation Index 

Species: Cebr, Jude, Jumo, Mosc, Nomi, Pice, Quar, Quem, 
Quob, Rhch 

Average Solar Radiation Index 

Species: Acco, Acve, Agpa, Alwr, Ar.pu, Bocu, Boro, Cefl, 
Coly, Dawh, Flce, Hate, Himu, Latr, Mibi, Opfu, 
Opph, Opsp, Prju, Spai, Yuel, Zipu 

Hiah Solar Radiation Index 

Species: Agsc, Caer, Cegi, Cemi, Come, Fewi, Fosp, Midy, 
Pain 

The final stepwise discriminant analysis involving plant species 

was an analysis which included slope angle and slope aspect classes. 

Observations were separated as to parent material: alluvial versus 

non-alluvial parent materials. rhe categories were as follows: 

Low slope angle (classes 1 and 2) on alluvium 
High slope angles (classes 3, 4, 5, and 6), on alluvium, and on 

northerly aspect@ 
High slope angles (classes 3, 4, 5, and 6) on alluvium, and on 

southerly aspects 
High slope angles (classes 3, 4, 5, and 6), on non-alluvial parent 

materials, and on northerly aspects 
High slope angles (classes 3, 4, 5,.and 6), on non-alluvial parent 

materials, and on southerly aspects 
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Figure 4-10. Distribution of species by solar radiation index classes. 
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A low angle, non-alluvial class W2.i3 not included because of the 

limited observations in this class. 

Stepwise discriminant analysis resulted in an excellent separation 

of alluvial and non-alluvial parent materials, as Figure 4-11 illustrates 

(obseryations classed into groups L, S, and N fr:)m X and M). It also 

produced a good separation of the three categories of alluvial parent 

material observations (that is, groups L, S, and N). Considerable mix­

ing of observations within the two classes of non-alluvial parent 

materials is illustrated in the scatter diagram. 

Ttle species which were determined to be the best discriminants of 

the categories of parent material, slope aspect, and slope angle 

included Agave spp. not including !. schott~i, ~eloua curtipendu1a, 

Fouguieria splendens, Prosopis ju1iflora, No1ina microcarpa, Opuntia 

phaeacantha, and Juniperus monosper~. The poorest discriminants 

included Opuntia fulgida, Juniperus deppeana, Feroc~ctus wislizenii, 

Dasylirion wheeleri., Hilaria mutica, and Yuc8!. elata. 

Relationships E~tween Vegetation Types and Terrain Variables 

The relationships of vegetation types with terrain variables will 

be considered in a similar fashion to the relationships of the individ­

ual plant species with the terrain variables. The ecological amplitudes 

of the vegete.tion types for the terrain variables are included in this 

section. In addition, the ability of terrain variables to discriminate 

vegetation types will also be discussed. 

The range of vegetation types across the individual terrain 

variables is narrower in most instances than are the ranges of individ­

ual plant species. A probable explanation for this observation is that 

the community or vegetation type, being a socially compatible group of 

specie~present8 an integration of the ecological amplitudes of all its 

component species. Many of those species are members of other vegeta­

tion types. Thus, each vegetation type reflects a narrower ecological 

amplitude by truncating that part of the species amplitude that repre­

sents its occurrence in other vegetation types. 

In the following discussion, each vegetation type is identified by 

a number. g description, and an abbreviated name (see Table 4-11). The 

numbers ~~~ used in tables and fi&ures and the abbreviated names in the 

text. 
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M 

L = low slope angle alluvium 
S = south aspect high slope 

angle alluvium 
N = north aspect high slope 

angle alluvium 
X = south aspect high slope 

a!lgle non-alluvium 
M = north aspect high slope 

angle non-alluvium 
@= mean values 
0= overlap among observations 

Figure 4-11. A scatter diagram of the first two canonical variates where 
groups are from parent materials, aspect, and slope angle, 
and va:dables are individual plant species • 
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Table 4-11. 

Identifier 
Number 

2 

4 

6 

7 

8 

9 

11 

12 

13 

14 

15 

16 

=I--'~·'\~-~~'-·r~r.~r'" .... ,." 

,1 

Ve8etation types used in the analysis of relationships between ve8etation types and terrain variables. 

Descriptive Name and Short Title 

~ tridentata with Prosopis juliflora and/or 
Opuntia (cholla). = ~ tridentata with 
Prosopis juliflora 

Cetcidium microphyllum and ~ giganteus often with 
~~ farinosa and Opuntia, (without Franseria 
de1toidea). = Cercidium microphyllum 

A~acia vernicosa, Flourensia cernua, and Larrea 
tride'iitata (without ~ micr~a and Dalea formosa). 
~ vernicosa (without ~ microphylla) 

Acacia vernicosa, Flourensia cernua, Larrea tridentata, and Rhus microphylla. = AcaciavernicOS'"B'WTth ~ 
microphylla 

Aloysia wrightii usually with Fouquieria splendens, 
~ constricta, and Opuntia (prickly pear). = 
Aloysia wrightii 

Hortonia scabrella (without Rhus choriophylla). 
Hor-tonia scabrella 

Prusopis luliflora and Haplopappus tenuisectus with Opuntia (cholla), (without ~ constricta and 
Calliandra eriophylla). Prosopis luliflora with 
Opuntia spp. (cholla) 

Prosopis juliflora and Haplopappus tenuisectus, (without 
~ constricta, Opuntia (cholla), and Calliandra 
eriophylla). z Prosopis juliflora (without Opuntia spp. -cholla) 

Acacia constricta and Prosopis juliflora usually with ~a, (without Calliandra eriophylla). -~ 
constricta (without Calliandra eriophylla) 

Ca~liandra eriophylla usually with ~ constricta, youguieria splenderts, and Prosopis 1u1if1ora, (without GOldenia canescens). -~ constricta with Calliandra !'!r1ophy11a 

Calliandra eriophylla and Bouteloua usually with any or all of Fouguieria sp1endens, ~ greggii, ~ biuncifera, tl. dysocatpa, and Ferocactus wis1izenii, (without ~ constricta) •• Boute1oua spp./Fouguieria sp1endens 

Calliandra eriophy11a and Boute1oua with any or all of Ephedra trifurca, ~ baccata, X. ~, and Prosopis 1u1if1ora, (without ~ constricta). - Bouteloua 
spT" /Yucca ~ 
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Abbreviated 
Alpha Title 

Latr-Prju 

Ce8i-Enfa 

Acve-Latr 

Acve-Latr-Rhmi 

Alwr-Fosp-Acco 

Nosc 

Prju-Hate-Cho1la 

Prju-Hate 

Acco-Prju 

Caer-Acco-Prju 

Caer-Prju-Himosa 

Caer-Eptr-Yucca 
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Table 4-11. Contip.ued 

Identifier 
Number 

17 

18 

19 

21 

22 

23 

24 

25 

26 

27 

28 

29 

30 

Bouteloua and Aristida (without large shrubs, No1ina 
microcarpa, ~, and Calliandra eriophylla).--.---­
Boute1oua spp. (without ~ microcarpa) 

Prosopis 1u1iflora and Bouteloua, (without ~ 
microcarpa, Quercus, and Juniperus). = Prosopis ju1iflora/ 
Bouteloua spp. 

Bou~e1oua, Aristida, and ~ microcarpa, (without 
~1~ eriophylla). = Bouteloua spp./~ microcarpa 

Hil,lria ~ and Prosopis juliflora. = Hilaria mutica 

Sporobo1us wrightii often with Prosopis juliflora. 
Sporobo1us wrightii 

Prosopis iu1if1ora and Bouteloua with Quercus (usually 
~. oblor.gifolia) and/or Juniperus deppeana. = Prosopis 
1u1iflora/Bouteloua spp. with Quercus spp. 

Cowania mexicana usually with Juniperus •• Cowania 
mexicana 

Quercus and Nolina micro carp a (without Cercocarpus 
brevif1orus, Arctostaphylos pungens, and ~ 
~~ •• Quercus spp./~ microcarpa 

Que~cus and Mimosa (without Arctostaphylos pungens 
and Cercocarpus breviflorus) •• Quercus spp./Mimosa 
biuncifera 

Quercus and Arctostaphylos pungens usually with ~ 
biuncifera, (without Pinus cembroides). - Quercus 
spp./Arctostaphylos pungens with ~ biuncifera 

Quercus, Arctostaphylos pungens, Pinus cembroides, and 
Juniperus deppeana, (without ~ biuncifera). '"' 
Quercus spp./Arctostaphylos pungens (without ~ 
biuncifera) 

Cercocarpus breviflorus with Juniperus deppeana and/or 
~ cembroides and usually with Quercus. -
Cer.cocarpus brevif10rus 

Populus fremontii, Fraxinus velutina, Platanus wrightii, 
and/or Chilopais linearis •• riparian 
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Abbreviated 
Alpha Title 

Bout-Arist 

Prju-Bout 

Bout-Arist-Nomi 

Himu-Prju 

Spwr-Prju 

Prju-Quercus-Jude 

Come 

Quercus-Nomi 

Quercus-Himosa 

Quercus-Arpu-Mibi 

Quercus-Arpu-Pice 

Cebr 

Pofr, Plwr. Chli 

-'I~-""·". 
' 1" ~ .. 

<'l····,i 

, 

~ 

1 

1 

~~ 

J 

\ 
.~\ 
'Of-

-l ., 
• ..;; 

) 
~" 
i 
~ 
'j: 

4 ;t 



! ' 

• 

'. 

\. 

~~ ( 

3 
k' 

ir' 

" 

.', 

* 

• 

~~:-=>.''''_CC~' . ~" __ "'~_~I~"_~ 
,. "." " 

Elevation 

The dis~ribution of vegetation types on an e1evationa1 gradient is 

shown in Figure 4-12. Mean e1evational figures in addition to the ele­

vational location of individual sites are included in the figure and 

show that some vegetation types have broad ranges while others are nar­

rowly defined. In Table 4-12, the elevational distribution of the vege­

tation types have been grouped into four elevation classes. 

Parent Materials 

Unlike the relationships between the individual species and terrain 

variables, vegetation types appeared to have quite definitive associa­

tions with parent materials. Most vegetation types had a strong associa­

tion with just o~e or two parent materials. Figure 4-13 illustrates the 

relati,;:ln of vegetation types with respect to parent materials. Table 

4-13 illl1strates the distribution tendencies of vegetation types among 

parent materials. 

Twelve vegetation types occurred primarily on alluvial parent 

materials. Two vegetation types occurred primarily on sandstone parent 

materials, and three vegetation types occurred primarily on limestone 

parent materials. Limestone was observed to be the most restrictive 

parent material of vegetation types in the study area. Two vegetation 

types occurred primarily on igneous parent materials. No vegetation 

types were observed as occurring primarily on volcanic parent materials. 

The six remaining vegetation types, those which did not occur 

primarily on a single parent material, had a rather diverse range of 

tolerances and intolerances of various parent materials. 

Macrorelief 

Although an examination of macrorelief data indicates fairly wide 

ranges of distributions of vegetation types with respect to macrorelief 

(see Figure 4-14), it does indicate better relationships than those that 

exist between the individual species and macrorelief. The best rela­

tionships were for the vegetation types occurrin~ on flat topography 

(macrorelief class 1) and for vegetation types occurring on hilly and 

mountainous ~opography (macrorelief classes 4, 5, and 6). Table 4-14 

illustrates the distribution tendencies of vegetation types among macro­

relief classes and vegetation types. 

140 

~ 
~ 

r 



Jf
~'

 '
\iI

ZS
Ii"

:;:
:+

 
..

..
..

, 
.
-

-
-

~
 
~
.
 

-
"
"
l
l
.
~
 

-
.
;
.
"
"
-

'y
"'-

- . 
':

:~
'*

,'
j 
II

U
 !I:

lI
i'
ll
ii
i'
.'
_i
li
ii
ii
li
:i
li
ii
ij
T;
il
ii
ri
ir
'"
''
''
''
''
''
~·
iJ
 t'

j't
il"

:i
it

iil
e

i[
!l

ii4
lii

B
ill

'ji
ilP

iI
Il

i·
ri

lit
,'"

c'
;V

W
n

,3
iin

f?
iii

'Ii
I-

T
6

 ·.
"'

·-
--

~;
il

iT
Il

II
,,

.c
;:

&,
~r

,;
;;

;;
,,

; .
.. ~
.
 

~'
 r
~
 

~ I' ~ I ~ I, I
,
 I " i rl 

• 
• 

~
 
~
 

~
 

"" .... CI
II c: P1
 

CD
 

-I
'- I ~
 

~
 

t:1
 ... II

I ... "I
 ... 0"
 

~
 ... 0 ::s 0 .....
 

<
 

CI
l 

(J
Q

 
CD

 .... III
 .... ... 0 ::s ... '<
 

'0
 

CI
l 

ti
l 0"
 

'<
 

CD
 .....
. 

CI
l <
 

III
 .... ... 0 ? 

• 

N
 

N
 

N
 

N
 

\0
 

\.
II

 
-I

'-
oc

 

CI
l 

x 
~ 

/I
 

::1
"3

 
<

 
CI

l 
CD

 
III

 
~
 

::s 
o· 

~ 
III

 
....

.. 
....

.. 
s:;

 
O

"C
Il

 
III

 
"I

 

1/
 

0 ::s CI
l 

0 0"
 

II
I CD
 

"I
 <
 

,Il
l ... o· ::s I I 

(I
t 

$ 
'1 

V
e
g

e
ta

ti
o

n
 T

y
p

e
 

.... 
N

 
.... 

... 
N

 
N

 
.... 

IN
 

\C
 

.... 
.... 

'" 
IN

 
'" 

0
0

 
N

 
0 

\0
 

I 
I 

I 

.... 
... 

\.I
I 

0
0

 

;. 
, """
 '" 

.... 
N

 
-I

'-
N

 

u 

t.
' 

... 
... 

IN
 

-I
'-

N
 

1 

'., ,
 

" 

~'
!E
''
''
''
''
'~
~:
II
I~
''
 _

 
~
-
"
'
;
;
H
.
!
l
l
l
!
!
M
 ,

 

CI
 

..
 

..
 

J 

fe
e
t 

r .. 
et

co
:s

 

2
6

0
0

 
-

8
0

0
 

2
7

0
0

 
~ 

2
8

0
0

 

I 
2

9
0

0
 

3
0

0
0

 
3

1
0

0
 

3
2

0
0

 -
1

0
0

0
 

,~
 

3
3

0
0

 
" 

3
4

0
0

 
,-,

 

3
5

0
0

 
3

6
0

0
 

3
7

0
0

 
3

8
0

0
 

t'
l 

r-
' 

3
9

0
0

 -
1

2
0

0
 

~
 

4
0

0
0

 
~
 

4
1

0
0

 
.... 

4
2

0
0

 
0 z 

4
3

0
0

 
4

4
0

0
 

4
5

0
0

 
4

6
0

0
 -

1
4

0
0

 
4

7
0

0
 

4
8

0
0

 
4

9
0

0
 

5
0

0
0

 
5

1
0

0
 

5
2

0
0

 -
l6

0
0

 
5

3
0

0
 

5
4

0
0

 
5

5
0

0
 

5
6

0
0

 
5

7
0

0
 

5
8

0
0

 
5

9
0

0
 -

1
8

0
0

 '
 

6
0

0
0

 

L 
.' ,__

 
. 

: I.-II
 

..
 "_.

_ '
,,1.1'

_,
 .. '

.', '
---.

-.-.
.. '~. jl~
.~-ll.I

,I,.I .. ,I"-I. 
-
]
 .
.
.
 ,1/:

in 
:.

n
W

lil
ll!

lI!
Il!

I..
!1

M
 • 

.!!I
lL!

:!!!
 J

r.
!!

!!
!!

!!
 l'_

l!.!
!1t

!!4
tiW

 1'
)1

1'
 

~""IIi
.!'. i

JU
J1

.:J
Q

1.n
_lI

l1M
1n

u i
n .

. 



I" 

; , 

i. 

1 ' 

Table 4-12. Distribution tendencies of vegetation types among 
elevation groups. 

Low Elevation 

mean: 2,900' to 3,400' 
range: primarily 2,700' to 3,600' 

vegetation types: 2, 4 (very low) 

mean: 3,600' to 4,000' 
range: primarily 3,000' to 4,500' 

vegetation types: 13, 11, 21 

Lower Middle Elevation 

mean: 4,100' to 4,500' 
range: primarily 3,700' to 5,200' 

vegetation typer: 22, 14, 6, 18, 15, 9, 30, 7, 12, 8 

Upper Middle Elevation 

mean: 4,750' to 4,900' 
range: primarily 4,200' to 5,500' 

vegetation types: 26, 23, 16, 17, 27 

HiSh Elevation 

mean: 5,050' to 5,350' 
range: primarily 4,750' to 5,750' 

vegetation types: 19, 28, 24, 25, 29, 30, 23 
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materials. 
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Table 4-13. Distribution tendencies of vegetation types among parent materials. 

Alluvium 

Occurring 2,4,6,7,8,11, 
two or 12,13,14,15,16, 
more times 17,18,19,21,22, 
on: 23,25,26,27,30 

(/) 
(21 types) 

Q) 
t:lo 
>. 

E-l 

s:: Occurring 2,6,7,11,12,13, 
0 primarily 16,17,19,21,22, 

..-4 

""' 30 Cd on: 
""' (12 types) 
Q) 
00 
Q) 
:> 

Absent or 8,9,14,24,25, 
nearly 28,29 
absent on: (7 types) 

Sandstone 

8,13,25,29 
(4 types) 

14,25 
(2 types) 

2,6,7,9,11, 
12,15,16,17, 
19,22,23,26, 
28,30 
(15 types) 

.... ".""" 

Parent Material 

Limestone 

8,9,24,29 
(4 types) 

9,24,29 
(3 types) 

2,6,7,11,12,13, 
14,16,17,18,19, 
21,22,25,26,27, 
28,30 
(18 types) 

....... ,.~'. ".,-' . .,,;-., ',," 

Igneous 

4,8,13,14,15, 
23,27,28 
(8 types) 

27,28 
(2 types) 

2,7,9,11,16,17, 
18,21,22,24,29 
(11 types) 

~'-' 
,Ii> 

~ --. 

.... 

.. ~:...:-.:=~z:!: ::.::~-:'~":i:~::':::: 

~ ~ 

Volcanics 

8,18,23,26,28 
(5 types) 

none 

2,4,7,9,11,12, 
13,14,15,17, 
19,21,22,24, 
25,29,30 
(17 types) 
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Figure 4-14. Distribution of vegetation types by macroreHef classes. 
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Table 4-14. Distribution tendencies of vegetation types among macro­relief classes. 

Macrorelief Class 1 (primarily flat) 

Vegetation Types: 22, 2, 21, 11, 12 

Macrorelief Classes I, 2, & 3 (flat and dissected) 

Vegetation Types: 13, 17, 6, 30, 16 

Macrorelief Classes I, 4, & 5 (flat and hilly) 

Vegetation Type: 18 

Wide Range of Macrorelief Classes 

Vegetation Type: J.5 

Macrorelief Classes 2, 3, & 5 (dissected and hilly) 

Vegetat:ton Types: 4, 23, 25 

Macrorelief Classes 4, 5, & 6 (primarily hilly or mountainous) 

Vegetation Types: 14, 8, 19, 28, 27, 26 

Macrorelief Classes 4. 5. & 6 (exclusively hilly or mountainous) 

Vegetation Types: 9, 24, 29 
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Drainage Density 

Observations of vegetation types according to drainage density 

values indicate wide ranges for most vegetation types (see Figure 4-15) • 

When the vegetation types are reordinated into low, medium, and high 

drainage densities (less than 5.0, 5.0 to 7.2, and over 7.2 mi/mi2 , 

respectively), results appear to be more understandable (see Figure 

4-16). Vegetation type distributions according to drainage density 

fall into seven basic groups of observations (see Table 4-15) • 

Table 4-15. Distribution tendencies of vegetation types amcng drainage 
densities. 1 

Low Drainage Density (Dd generally < 5.0 mi/mi2) 

Veg~tation Types: 2, 4, 9, 22 

2 Low & Middle Drainage Density (Dd generally 2.5-7.0 mi/mi ) 

Vegetation Types: 21, 11 

Wide Range of Drainage Density 

Vegetation Types: 12, 6, 7, 27, 30 

Very Wide Range of Drainage Density 

Vegetation Types: 23, 15 

Middle Drainage Density (Dd generally 4.5-8.0 mi/mi2) 

Vegetation Types: 14, 13, 29 

Middle & High Drainage Density (Dd generally 5.0-10.0 mi/mi2) 

Vegetation Types: 8, 18, 16, 28, 24, 26 

High Drainage Density (Dd generally> 7.0 mi/mi2) 

Vegetation Types: 19, 25, 17 

1 Drainage density is the ratio of the length of streams in a 
given area to the area (miles/square miles). 

147 

I 

i 
# 

, 

1 

1 
1 

,,;,.,,~ .. y , _,,_ ''''-''''''''';''="" __ d~,_~,~~"=,,;.l_,, ., '"~''''~''''' 



~&+ ...,..- - .... ~' • ..-.......--. ---. ~ ~, - 'ft..:~·1 

""'.I,F, ifJ~ ' __ JiII 1~~!JJII!W','J,~.t~ij~4f!j@j!!l!j~:~'-'~I!.j:Jj i!!?i""",!J::i2E.!f<i' .. l!J?~" '~~",'~::"i""-"" 

Wi Wi • .. .. • 
t 

F_,~, 

, 
''\f';~J::.-

~ 

/-<J "r"--
"' ~., 

6--<= __ '1.- _.~~ __ _ 

~ 

"';' . , ' 

~~ 

~_-i 

~ 
! 

I 
I' 

! 
~ 

t 
I 

i 
~ 

s. 
• ? I
~· 

, i 
~' 1: 
~ I, 

~, 1; f 'j; 

r-J 
~: , 

~ 

2 
22 

4 
21 

9 
11 

12 
7 
6 

14 
C1I 

~ 30 
~ 27 

I-' 
s:: 13 
0 

~ .... 
fXl 

~ 29 
t1I 
~ 8 'll 

~ 16 
:> 28 

24 

18 
23 

19 

15 
25 
26 
17 

.0 .5 

DRAINAGE DE~SITY 

J. 4 6 8 10 12 14 16 18 20 22 km/km2 

I 'I 1 I I I 

to 1.5 20 2.5 3.0 3.5 4.0 4.5 5.0 55 6.0 6.5 7.0 7.5 8.0 
I " I '1 1 2 

85 9.0 9.5 10.0 10.5 11.0 1!.5 120 125 13.0 13.5 14.0 mi/mi 

H I I( II ~ 

-r--.,----, 

• II( 

I I II II lit III I 
Itl 

I III II Itl I I 

I I It 

I It 

II II I I III I I I 1 1 II 

II fI I I 
)( 1 

I )(1 I I 

I " • I I 
I HI)(I I 

I 1IIIltil I III I 

I 11)( II I 
II( I -I 

It 

J I --..... , ---7-- ----,------, 

" III 1/ 
I II 

I- I f II 

I iii II 

" It , I 

x = mean value; each vertical bar:: one observation III 

Figure 4-15. Distribution of vegetation types by drainage density. 
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Vegetation types exhlbltNJ IJ wide rnn~(' of oO(,l1rrt'I)("'f~ 1111 lilt f('n~nt 

landform types, although they were more narrowly restrLcted to a given 

landform than were the individual species. Table 4-16 illustrates the 

distribution tendencies of the vegetation types among the landform types. 

Only the stronger associations between the vegetation types and the 

landform types are listed in that table. 

Table 4-16. Distribution tendencies of vegeta.tion types among landform 
types. 

Alluvial Landforms 

Floodplains 

Terraces 

Valley Fill 

Smooth Baj adas 

Side Slopes of Dissected 
Bajadas 

Interf1uves 

Non-Alluvial Landforms 

Upper Convex Slopes 

Middle of Undifferentiated 
Slopes 

Low~r Concave Slopes 
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21, 22, 26, 30 

21, 30 

2, 12, 21, 22 

7, 11, 12, 13, 18, 21, 22 

2, 6, 16, 19, 23, 26 

2, 4, 11, 13, 14, 16, 17 

9, 14, 16, 24, 27 

4, 8, 9, 14, 18, 23, 25, 26, 27, 30 

4, 19, 28 
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Slope Angle 

The degree of the relationships between slope angle classes and 

vegetation types was about the same as between slope angle classes and 

individual plant species. Figure 4-17 illustrates the distribution of 

vegetation types with respect to the slope angle classes. Observations 

on that figure were later reordinated into low, medium, and high slope 

angle categories (less than 10%, 10% to 25%, and over 25%, on the 

average, respectively). Table 4-17 illustrates the distribution 

tendencies of the vegetation types among slope angles. 

Table 4-17. Distribution tendencies of vegetation types among slope 
angles. 

Low Slope Angles (averaging less than 10%) 

Vegetation Types: 
Vegetation Types: 

22, 17, 21 (very low slope angles) 
2, 11, 12, 30, 13 

Middle Slope Angles (averaging 10-25%) 

Vegetation Types: 7, 6, 16, 15 
18, 28, 19, 24, 4 

~igh Slope Angles (averaging over 25%) 

Vegetation Types: 26, 14, 25, 8, 27, 23, 9, 29 

Slope Aspect 

Better relationships existed between vegetation types and slope 

aspect than between individual plant species and slope aspect. Figure 

4-18 illustrates the distribution of vegetation types according to 

slope aspect. Those observations were later reordinated into three 

general aspect classes: southerly; little aspect preference or pri­

marily level; and northerly. See Table 4~18. 
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Figure 4-17 . Distribution of vegetation types by slope angl~ classes. 
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Figure 4-18. Distribu-::ion of vegetation types by slope aspect. 

153 

'1 

, .. ,,'7, ·"C"~,,-·~,c~" '-~-~-'- .. ,',", 

,~.cJuL, 



;=--. ~''''f'.'' .. r·· ...................... ~-- - '~":";"-~' . '. _. 

n 
~ I.; 

Ii 
1.1 

• 

i) 

Table 4-18. Distribution tendencies of vegetation types among slope 
aspect classes. 

Southerly Aspects 

Vegetation Types: 15, 4, 14, ,27, 16, 24 

Little Aspect Preference or Primarily Level 

• 
Vegetation Types: 18, 13, 9, 11, 8, 6, 21, 2, 12, 22, 25 

Northerly Aspects 

Vegetation Types: 30, 7, 28, 26, 17, 23, 29, 19 

Solar Radiation Index 

The final terrain or environmental variable to be discussed in 

relation to vegetation types is solar radiation index. This, together 

with elevation is a good moisture correlate. Figure 4-19 illustrates 

the range of occurrences of the vegetation types according to classes 

of the solar radiation index. That distribution was reordinated into 

groups of low, average, and high distribution tendencies (see Table 

4-19). 

Table 4-19. Distribution tendencies of vegetation types among solar 
radiation index-values. 

Low Solar Radiation Index 

Vegetation Types: 
Vegetation Types: 

19, 29, 23 (very low solar radiation index) 
26, 7, 28 

Average Solar Radiation Index 

Vegetation Types: 25, 30, 2, 13, 21, 11, 9, 18, 17, 16, 
22, 24 

High Solar Radiation Index 

Vegetation Types: 12, 8, 6, 15 
Vegetation Typ~s: 4, 27, 14 (very high solar radiation index) 
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Analysis of the Relationships Between Vegetation Types and Terrain 
Variables Using Stepwise Discriminant Analysis 

In the stepwise discriminant analysis programs that analyzed the 

relationships be~een vegetation types and terrain variables, the vege­

tation types were considered as groups and the terrain variables as 

"variables." All terrain variables were considered together and anal­

yzed to assess the vegetation types. The stepwise discriminant analysis 

program determined the order in which the terrain variables could dis­

criminate or differentiate the group of vegetation types. The vegeta­

tion types, themselves, are then classified or plotted in a two-way 

table to show the relative separation among types. It is to be remem­

bered that the program analyzes only numerical values of the variables • 

Hence, if a particular variable is relatively non-parametric (for 

example, parent material), it's association with vegetation types will 

not be as accurately determined as would the association between more 

highly parametric variables (such as elevation). 

The first program employing stepwise discriminant analysis to 

examine relationships between terrain variables and vegetation types 

was a run which employed only six vegetation types. Those vegetation 

types were determined prior to the vegetation classification which 

resulted in thirty-one vegetation types being identified in the study 

area. It was decided that the six types would be chosen from among the 

three widely separate physiognomic types in the study area region: 

grassland, shrubland, and woodland. Within each of these three physiog­

nomic types, two vegetation units were chosen. The six vegetation types 

were: from the grassland, a Sporobolus wrightii type and a Hilaria 

mutica type; from the shrubland, a Fouguieria splendens type and a 

Mortonia scabrella type; and from the woodland type, a Quercus emoryi 

type and a Juniperus deppeana type. Those six vegetation types do not 

coincide with any of the thirty-one vegetation types determined by our 

vegetation classification. 

The results of the run indicated a nearly perfect separation of the 

three physiognomic types on the basis of the terrain variables employed. 

Figure 4-20 illustrates the scatter diagram produced by the program and 

indicates the separation of the physiognomic types. 
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Figure 4-20. A scatter diagram of the first two canonical variates where groups are from six vegetation 
units and variables are terrain variables. 

~ :j 

~ 
! 

"'.,' ,t:t,il __ UiiUI mfi<;.'!'. i4rfiMlt •• f"lii~hli*~I'~~~;':~;"H~~~i;'':'''''ff·~!:-:'''~''''':~'~;'':C'''' . ,'.', ' " . ,-,< • , 

;.c.:l.ri'tb twas". 'WghYS.b' iM'N tf .. ""'mt*w;Uf!~!H?te'¥t He". WI 52 I j 4rls '-deHi" (,4'& .. 4.(% ., '1 't 'iJ..1At.. dh. Obf. ·>~~~w-~;...L __ " .... , ....... ~_..L"""';'~I""L-,i-a-u.-~_,*~,,,,,->~~,",,,,-,",,-,,,,,,,,"<,,,,,-,,,.~t..,,,,,,",,~, ...... ..".... ....... .....,.!, ..... "<:.....Ia~ ............. '"~-" . ....::. ..... ___ '""'.=,,.'""'_,_~, __ ....... :,. " .. ..:.d:--___ . ._ .: : -....._ ~ 



~I 
'~ 
~i 

I) , 

i 
( 

i;" 

·~~~,:~'=~' ___ :_' _".'~~_~_ "~~ __ " ... '-_T~-.. '~.~~- ,---,.'-.~,.._._.,.... . .--'~'-~'--~~ ... ~, ~~~'I"'-~-"--~.I!":":" .-~ 

') 

» 

• 

.1,. 

The terrain variables listed in order of declining ability to dis­

criminate the six vegetation types were macrorelief, drainage density, 

elevation, solar radiation index, slope angle, parent material, landform 

type, and slope aspect. In general, the Sporobolus wrightii type and 

the Hilaria lI',utica type occurred on sites having low elevation, low 

drainage densitYh and low macrorelief (therefore, a tendency toward 

flat topography). The Fouguieria splendens type and the Mortonia 

scabrella type tended to occur at middle elevations, medium drainage 

dens! ties, and medium to high macrorelief (a tendency towal'd dj ssee ted 

and hilly topography). The Quercus emoryi type and the Juniperus 

deppeana type had a tendency to occur on sites with high elevations, 

high drainage densities, and high macrorelief (a tendency toward hilly 

to mountainous topography). 

In this particular analysis, stepwise discriminant analysis identi­

fies for each vegetation type an array of values of the terrain varia­

bles that beat correlates as a set with that particular vegetation type. 

The program then analyzes the terrain variables of a given observation 

(or field sample site; there were 51 in this run) and then classifies or 

identifies that observation into the vegetation type with which it best 

correlates on the basis of the values of terrain variables at that site. 

If the observation is placed into the vegetation type which was identi­

fied as such by field observation (and then subsequent classification), 

then a correct match was made. An observation can, however, be placed 

into a vegetation type other than the one identified by the field obser­

vation. The program perfectly discriminated the grassland types from 

the other two physiognomic types (as Figure 4-20 illustrates). In fact, 

of the six Sporobolus wrightii type occurrences, only one was considered 
, 

to be more like the Hilaria mutica type than the Sporobolus wrightii 

type in terms of its terrain variables. Based on distance measures,of 

the ten Hilaria mutica' type occurrences, two were considered to be more 

like the Sporobolus wrightii type than the Hilaria mutica type. 

Of the fourteen shru~land occurrences, one was more like a woodland 

type than a shrubland type; while of the twe~ty-one woodland occurrences, 

two were more like a shrub land type than a woodland type in terms of 

their respective terrain variables. Of the seven Fouguieria splendens 
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type occurrences, one was more like a Mortonia scabrella type than a 

Fouguieria splendens type. Of the seven observations placed into the 

Mortonia scabrella type, two were more like a Fouguieria splendens 

type, and one was more like a Juniperus deppeana type than a Mortonia 

scabrella type in terms of the terrain variables observed for the type. 

Of the fifte€',n Quercus emoryi type occurrences, one was more like a 

Fouguieria §j)lendens type than a Quercus emoryi type, one was mO.re like 

a Mortonia scabrella type than a Quercus emoryi type, and two were more 

like the Juniperus deppeana typ3 than the Quercus ~oryi type in terms 

of observed terrain variables. Finally, among the six Juniperus 

deppeana type occurrences, only one was more like another type (the 

Quercus emoryi type) than like the Juniperus deppeana type. 

This preliminary analysis indicated the efficacy of the method 

(Mouat, 1972). The vegetation types r,eported were not the same as the 

types arriven at by our more ey.tensive vegetation classification, but 

they nevertheless illustrated the use of the program. 

The real test in using stepwise discriminant analysis in the study 

of the relationships between terrain variables and vegetation types came 

when all vegetation types and all observations were included. In those 

analyses, elevation and macroreli@f '>\I'ere the best discriminants of the 

vegetation types. Elevation had nea~ly twice the F statistic value that 

macrorelief 'Gad, indicating the discriminating ability of that variable • 

The next best discriminant was the incident Bolar radiation index. That 

was followed closely by drainage density and then parent tJlB.terial. The 

poorest discriminants were landform type, slope angle, and slope aspect. 

On another run using all vegetation types, it was decided to delete the 

landform types because of their being non-parametric. Figure 4-21 

illustrates the scatter diagram produced by the program and indicates 

the separation of the 25 vegetation types by the terrain variables. 

Results of the stepwise discriminant analysis show that of the 242 

observations included in an analysis of twenty-five vegetation types, 

120 were placed by the program into the correct vegetation type from the 

standpoint of the terrain variables. the program neither "agrees" nor 

"disagrees" with the vegetation classification. It does, however, state 
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\ Symbol Vegetation Types Names 

Identifier 
Number I J I-

, ! 
A 
B 
C 
D 
E 
F 
G 
H 
I 
J 
K 
L 
M 
N 
o 
P 
Q 
R 
S 

Larrea tridentata with Prosopis juliflora 
Cercidium microphyllum 

( 2) 
( 4) 
(11) 
(12) 
(14) 
(13) 
( 6) 
( 7) 
( 8) 
( 9) 
(18) 
(23) 
(19) 
(17) 
(16) 
(22) 
(21) 
(29) 

I! 

\~ I 

... 
1 

I 

+ t. 

! ' 

• 

• 

T 

u 
V 
W 
X 
Y 

Prosopis juliflora with Opuntia spp. (cho11a) 
Prosopis ju1if1ora (without Opuntia spp. - cho11a) 
Acacia constricta with Ca11iandra eriophy11a 
Acacia constricta (without Ca11iandra erioyhy11a) 
Ac.;acia vernicosa (without ~ microphylla 
Acacia vernicosa with Rhus microphy11a 
Aloysia wrightii -----
Mortonia scabrel1a 
Prosopis ]u1if1ora/Boute1oua spp. 
Prosopis Ju1if1ora/Boute1oua spp. with Quercus spp. 
Boute1oua spp./No1ina microcarpa 
Boute1oua spp. (without No1ina microcarpa) 
Boute1oua spp./Yucca e1ata 
Sporobo1us wrig~ 
Hilaria mutica 
Cercocarpus brevif10rus 
Quercus spp./Arctostaphy1os pungens (without 

Mimosa biuncifera) 
Quercus spp./Arctostaphy1os pungens with 

Mimosa biuncifera 
CowanIaiii'e'Xicana 
Quercus spp./Mimosa biuncifera 
riparian 
Quercus spp./No1ina microcarpa 
Boute1oua spp./Fouquieria sp1endens 

~ Mean values (e.g., A) 

() Overlap of values 

(28) 

(27) 
(24) 
(26) 
(30) 
(25) 
(15) 

Figure 4-21. A scatter diagram of the first two canonical variates 
where groups are from twenty-five vegetation types 
and variables are terrain variables. 
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Figure 4-21. Continued. 
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the degree of cohesion within and among groups from the standpoint of 

terrain variable interaction. 

The classification can be considered in its two-way format as 

follows: it determines which observations placed by the vegetation 

classification into a particular vegetation type have terrain variables 

most like that vegetation type or most like some other type. 

Figure 4-22 summari,zes the classification (or identification) per­

formed by the program; it is a two-way matrix. On the left side of the 

matrix is th~ floristically-defined vegetation type. Along the top of 

the matrix are listed the analogous vegetation type classes. However, 

instead of the~r being floristically defined, they are defined by the 

set of terrain variables which were observed to occur for those sites 

that comprise the type. The "program-derived terrain variable-defined 

vegetation types" represent an ordination of the v~getation types based 

upon the set of terrain variables which are identified with each vege­

tation type. Thus, field sites (or observ'ations) listed below each of 

the program-aerived terrain variable-defined vegetation types indicate 

that a site (or observation) has terrain variable associations more 

closely aligned with a given floristically-defined vegetation type than 

with any other vegetation type. The chief criterion for "closeness" is 

a measure of Mahalanobis distance as defined and determined by the step­

wise discriminant analysis. The number of field sites placed in the 

boxes along the diRgonal of the matrix indicate observations that have 

been classified the same way by the two different methods. Field sites 

which are not listed on the diagonal indicat2 that a program-derived 

terrain variable-defined vegetation type is more like some other floris­

tically-defined vegetation type than like a vegetation type derived by 

the program from terrain variable classes. Field sites (or observations) 

placed on the same horizontal line as a floristically-defined vegetation 

",. ··typ~.l>~.long to .. ,that. vegetation type, thus there are seven sites belonging 

to vegetation ty.pe 2 = Latr-Prju. The floristic classification indicates 

that seven stands (similar to observations) were placed in that type 

(that is, 2 = Latr-Prju). The classification indicates that all seven 

stands are Ir.ost l~_ke the program-derived terrain variable-defined vege-. 

tation type 2' with which it is analogous. However, when the vegetation 
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Figure 4-22. A two-way classification matrix of floristically-definl'd vegetation rYJ)('n and terrain 
variable-defined vegetation types. 
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types are considered from the standpoint of the terrain variables, two 
stands are cl&ssified which were floristically defined as in vegetation 
type 11 = Prju-Hate-Cholla, and seven stands were correctly placed into 
the type 2 = Latr-Prju. Using floristically-defined vegetation types to 
determine terrain variable "classes or associations of stands, results 
using the Larrea tri~entata with Prosopis juliflora and/or Opuntia 
(cholla) (2 = Latr-Prju) as an example would be most favorable. 

As a second example, consider the Aloysia wrightii type (8 ~ Alwr­
Fosp-Acco). Twenty stands were floristically identified as belonging 
to the type. The program-derived terrain variable-defined classifica­
tion indicates that only five stands are most like the terrain variable­
defined type 8'. Fifteen other stands are more like other terrain 
variable-defined vegetation types. From the standpoint of floristics, 
five stands were most like the floristically defined vegetation type 8 = 
Alwr-Fosp-Acco, while three other stands were more like som(~ other 
floristi.:ally .... defined vegetation type. 'l'hose eight stands had a terrain 
variable asso~iation that coincided with the terrain variable-defined 
vegetation type 8'. 

SUMMARY AND CONCLUSIONS 

A study to determine the relationships between plant species and 
eight terrain variables and between thirty-one vegetation types and 
the terrain variables was conducted in a 4,000 square mile area south 
and east of Tucson, Arizona. The eight terrain variables included 
elevation, parent material, macrorelief, landform type, drainage den­
sity, slope angle, slope aspect, and solar radiation index, a deri­
vative of slope angle and slope aspect. The term "terrain variable" 
was chosen to describe several easily measured and identified properties 
of the landscape. 

Data were collected from 250 field sample sites which were selected 
on the basis of parent material and elevation from within the study 
area. Floristic data collected consisted of a listing of species at 
the sampled site and estimates of species cover and prominence. Eleva­
tion, parent material, macrorelief, landform type, slope angle, and 
slope aspect were also determined at each field sample site. Drainage 
density and solar radiation index were determined in the laboratory. 
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The data were analyzed qualitatively using graphs and tables in 
order to determine general associations between the species and terrain 
variables, and between vegetation types and the terrain variables. 

Stepwise discriminant analysis (BMD07M) was also used to quanti­
tatively analyze the data. Computer runs employing stepwise discrimi­
nant analysis used individual species to discriminate groups of terrain 
variables and terrain variables to discriminate vegetation types • 

Conclusions Regarding Plant Species 
Plant species that appeared to be closely correlated with elevation 

include, 1) Opuntia fulgida, Cercidium floriJum, Q. microphyllum, and 
Cereus giganteus, all of which occurred primarily in the lower eleva­
tions (that is, below 3,800 feet); 2) Sporobolus airoides and Flourensia 
cernua, which occurred primarily in the middle elevations, 4,000 feet to 
4,800 feet; and 3) Pinus cembroides, Cowania mexicana, and Cercocarpus 
~~florus, which occurred primarily only at higher elevations, above 
5,100 feet. Several species, notably Prosopis juliflora, Opuntia spino­
~, Opuntia phaeacantha, and Fouguieria splendens, occurred throughout 
a wide range of elevations, primarily between 3,000 feet and 5,500 feet~ 
Plant species are found to be closely associated with parent materials. 

Cercocarpus breviflorus, Aloysia wrightii, and Mortonia scabrella 
are clearly defined by floristic analysis as well as by results of the 
stepwise discriminant analysis as being closely associated with lime­
stone parent materials. Aloysia wrightii, while observed to occur over 
a wide variety of parent materials, is included as an indicator of lime­
stone on account of its much higher covet' values on limestone than on 
the other parent materials. Agave schottii is considered to be a good 
indicator of limestone and of igneous parent materials. Yucca elata and 
Cercidium microphyllum are nearly limited in their occurrence to alluvial 
parent materials and can be considered as good indicators of alluvium. 

Two species, Sporobolusairoides and Hilaria rnutica, are closely as-
sociated with flat topography (macrorelief class 1). Several species, 
including Arctostaphylos pungens, Agav~ schottii, Aloysia wrightii, 
Mortonia scabrella, and Cercocarpus breviflorus, are closely associated 
with hilly and mountainous topography (rnacrorelief classes 4, 5, and 6). 
Most species, however, are not closely associated with ni8crorelief. 
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Species relationships with drainage density, likewise, are not 

particularly close. Most species had fairly wide ranges of drainage 

density distributions. Drainage density was felt to represent a close 

correlation with elevation since low drainage densities were strongly 

related to low elevations, and high drainage densities were strongly 

related to high elevatiuns. 

Species tend to occur over a fairly wide variety of landform types. 

Aloysia wrightii, Cercocarpus breviflorus, and Mortonia scabrella, are 

generally restricted to non-alluvial hillslopes. Pinus cembroides 

occurs predominantly on the lower concave hills lopes on non-alluvial 

parent materials. Acacia vernicosa, Haplopappus tenuisectus, and Yucca 

elata tend to occur only on smooth alluvial surfaces. Most other 

species occur over a fairly wide range of alluvial surfaces. 

Sporobolus airoides, Haplopappus tenuisectus, Cercidiu~ floridum, 

Hilaria mutica, and Yucca elata can be considered as good indicators of 

low slope angles. Cowania mexicana, Juniperus monosperma, Agave 

schottii, Pinus cembroides, ~ choriophylla, Mortonia scabrella, and 

Cercocarpus breviflorus occur primarily on moderate slope angles. 

Aloysia wrightii, Dasylirion wheeleri, Nolina microcarpa, Quercus 

emoryi, ~. oblongifolia, and Mimosa dysocarpa, occur predominantly on 

the steepest slopes. The remaining species occur over a fairly wide 

range of slope angles. 

~pecies do not relate as well to slope aspect as was expected. The 

best species for discriminating slope aspect classes were Cercidium 

microphyllum, Calliandra eriophylla, and Cereus giganteus, for southerly 

aspec ts, and Quercus oblongifolia, Pinus cembroides, and Juniperus ~­

sperma for northerly aspects. Those species which related well to slope 

aspect also related well to incident solar radiation index, 

Table 4-20 illustrates the relationships of the forty-one more 

important species to terrain variables. The Table represents a subject­

ive summary of the relationships. Excellent relationships are indicated 

by a "5" and the poorest ones are indicated by a "1". Numbers in 

between represent relationships ranging from good to fair. While many 

species exhibit little or no relati0nship to many of the terrain vari­

ables studies, most bear a strong relationship to at least one or two. 

165 



r QJ~,,' '=<:.,? - ~~-

J .::::' -'if 

fj " ~ 

,....- ... c't--~--'·~· ~-

,<. . ' 

<. 
1:.:::. ' 

~ ( 

; 

~. 
i 
~, 

rl Table 4-20. Degree of relationships between species and terrain variables based upon subjective 
evaluation of the data available. 
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Numerical entries I through 5 correspond respectively to values of poor, fair, moderate, 
good, and excellent relationships. 

Solar 
Ele- Parent Slope Slope Radia- Land- Macro- Drainage 

Species vation Material Aspect Angle tion form . relief Density 

Acacia constricta 2 2 , 3 I 3 I 2 
.L 

Acacia vernicosa 3 5 2 2 I 2 3 I 

Agave palmeri and/or parryi 4 3 2 4 I 4 5 2 

Agave schottii 4 4 3 4 2 5 5 I 

Aloysia wrightii 2 4 1 4 1 4 5 3 

Arctostaphylos pungens 4 4 2 4 I 3 4 2 

Bouteloua curtipendula 3 2 2 3 I 3 :3 3 

I-' Bouteloua rothrockii 3 3 2 2 1 1 2 1 
0\ Calliandra eriophylla 3 3 2 3 
0\ I 3 3 2 

Cercidium floridum 4 5 2 3 1 3 3 3 

Cercidium microphyllum 4 2 5 2 3 3 I 4 

Cercocarpus breviflorus 5 5 4 4 3 5 5 4 

Cereus giganteus 4 3 3 I 3 3 2 4 

Condalia lycioides 2 2 3 3 2 2 2 2 

Cowania mexicana 5 5 2 4 4 5 5 4 

Dasylirion wheeleri 3 4 3 4 2 4 5 3 

Ferocactus wislizenii 3 2 4 3 3 2 2 2 

Flourensia cernua 4 4 I 2 2 4 2 1 

Fouquieria splendens 2 2 I 2 3 2 2 2 

Haplopappus tenuisectus 2 2 1 4 3 3 3 I 

Hilaria mutica 3 4 I 4 3 4 4 3 

Juniperus deppeana 3 2 4 3 4 3 3 3 

Juniperus monosperma 3 4 4 4 5 3 4 3 

Larrea tridentata 2 4 1 1 2 2 2 2 

Mimosa biuncifera 3 3 3 3 2 2 3 1 

Mimosa dysocarpa 4 1 3 5 4 4 4 3 
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Table 4-20. (Continued) • 

Species 

Mortonia scabrella 
Nolina microcarpa 
Opuntia fulgida 
Opuntia phaeacantha 
Opuntia spinosior 
Parthenium incanum 
Pinus cembroides 
Prosopis juliflora 
Quercus arizonica 
Quercus emoryi 
Quercus oblongifolia 
Rhus choriophylla 
Sporo"iolus 'airoide8 
Yucca elata 

¢'i 

.. ~-..- . ~ ---- ~.-: 

"",-,,,--,-/1'"-' _.so ';-'·'~:=:-::.r:--"'''· 

~.¥ 

Ele- Parent 
vation Material 

4 5 
4 3 
1 4 
1 1 
1 1 
4 2 
5 2 
2 1 
4 2 
4 4 
4 2 
4 4 
5 5 
3 5 

'~7'~'--'~'-

~ 

t, 
.;j' 

Slope 
Aspect 

3 
3 
1 
1 
1 
3 
5 
I 
3 
4 
5 
4 
5 
1 
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Solar 'I t 

Slope Radia- Land- M.!lcro- Drainage 
Angle tion form relief Den'sity ~~ 

5 4 5 5 5 
4 3 2 5 3 
3 1 1 2 2 
3 1 1 1 2 
2 1 2 1 1 
3 3 2 4 1 ~ 

4 4 5 4 5 
3 I 2 1 1 
2 3 3 4 3 
4 3 3 4 4 
5 5 3 4 2 
4 2 4 5 4 
5 5 5 5 5 
4 2 3 4 2 
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Conclusions Regarding Vegetation Types 
Vegetation types were determined from data collected from several 

hundred observations of floristic characteristics within the study area. 
Twenty-five vegetation types of the thirty-one identified have frequen­
cies of three or more among the 250 sample sites considered in this 
report. 

Vegetation type amplitudes of terrain variables are found to be 
narrower in most instances than the amplitudes for individual species. 
With a couple of exceptions (for example, the Aloysia wrightii type - 8) 
vegetation types display neatly defined elevational ranges. Examples of 
vegetation types with restricted elevation ranges include the Larrea 
tridentata type (2), the Cercidium microphyllum type (4), the Prosopis 
juliflora/Bouteloua spp. type (18), the Acacia vernicosa with Rhus 
microphyllum type (7), the Bouteloua spp./Nolina microcarpa type (19), 
the Bouteloua spp. (without Nolina microcarpa) type (17), the Cowania 
mexicana type (24), and the Cercocarpus biev_it~ type (29). 

Vegetation types are found to have quite close associations with 
parent materials. Nineteen vegetation types occur primarily on one 
parent material. Twelve vegetation types occur predominantly on alluvial 
parent materials of which five occur exclusively on it. Two vegetation 
types occur primarily on sandstone parent materials, three types occur 
primarily on limestone, and two types occur primarily on igneous and 
metamorphic parent materials. No vegetation types occur predominantly 
on volcanic parent materials. 

The mos~ positive relationships between vegetation types and macro­
relief are for those types which occur on flat topography and for those 
types which occur primarily on hilly and mountainous topography (macro­
relief classes 4, 5, and 6). The Sporobolus wrightii type (22) and the 
Larrea tridentata type (2) are examples of vegetation types which occur 
predominantly on flat topography (macrorelief class 1). Examples of the 
vegetation types which occur extensively on hilly and mountainous topog­
raphy include the Mortonia scabrella type (9), the Cowania mexicana type 
(24), and the Cercocarpus breviflorus type (29). 

Vegetation types do not appear to have particularly strong rela­
tionships with drains.ge density. Four vegetation types: the Larrea 
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tridentata type (2), the Cercidium microphyllum type (4), the Mortonia 

scabrella type (9), and the .§Rorobc1us wrightii type (22), occurred 

mainly on low drainag~ densities. Three vegetation types: the Boute­

~ spp./No1ina microcarpa type (19), the Quercus spp./No1ina micro­

carpa type (25), and the Bouteloua spp. (without No1ina microcarpa) 

type (17), occurred primarily on the high drainage densities. The 

remaining eighteen vegetation types have scattered relationships with 

drainage density. 

The vegetation types exhibit a wide range of occurrences on land­

form types, although they have closer relationships with landform types 

than do the individual species. 

The vegetation types have a fair association with slope angles. 

Eight vegetation types occur predominantly on low slope angles (less 

than 10%), eight vegetation types occur predominantly on middle slope 

angles (11-25%), and nine vegetation types occur predominantly on the 

higher slope ang1eu (greater than 25%). 

Closer associations were discovered between vegetation types and 

slope aspect than between species and slope aspect. Six vegetation 

types occur primarily on southerly aspects while eight vegetation types 

occur primarily on northerly aspects. 

Six vegetation types have good relationships with low solar radia­

tion index values while seven vegetation types have good relationships 

with high solar radiation index values. 

Table 4-21 lists the degree and type of relationships existing 

between each vegetation type and each terrain variable in much the same 

manner as the table illustrating the relationships between individual 

plant species and terrain variables (see Table 4-20). A highly general­

ized cross-section of terrain utilizing the terrain variables employed 

is presented in Figure 4-23 to summarize relationships between terrain 

variables and vegetation types. 

The use of stepwise discriminant analysis to analyze relationships 

between terrain variables and vegetation types was most illul!1linating 

and accomplished two things. It determined which terrain variables were 

the best discriminants of vegetation types. It also determined which 

field sample sites (or observations), placed by the vegetation 
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Table 4-21. Degr,eeo£.r.e1ationships between vegetation types and terrain variables based upon subject­
ive evaluation of the data available. 

Numerical entries 1 through 5 correspond respectively to values of poor, fair, moderate, 
good j and excellent relationships. 

Solar 
E1e- Parent Slope Slope Radia- Lan.i- Macro- Drainage 

Vegetation Type vation Material Aspect Angle tion form relief Density 

2 = Latr-Prju 5 5 1 4 3 4 4 4 

4 = Cemi-Cegi-Enfa 5 3 4 3 4 3 3 4 

6 = Acve-Latr 3 5 1 2 3 3 3 1 

7 = Acve-Latr-Rhmi 4 5 4 2 4 4 3 1 

8 = A1wr-Fosp-Acco 2 3 2 4 2 4 4 3 

9 = Mosc 3 5 2 4 2 5 5 4 

11 = Prju-Hate-Cho11a 2 5 2 4 4 4 4 3 

12 = Prju-Hate 4 5 2 4 3 4 4 1 

13 = Acco-Prju 3 4 3 3 3 3 3 3 

14 = Caer-Acco-Prju 3 4 4 3 4 2 3 3 

15 = Caer-Prju-Mimosa 3 4 5 2 3 2 1 1 

16 = Caer-Epti-Yucca 4 4 4 3 1 4 2 2 

17 = Bout~Arist 4 5 4 4 3 3 3 3 

18 = Prju-Bout 4 4 3 2 1 2 2 3 

19 = Bout-Arist-Nomi 5 3 5 4 5 2 3 4 

21 = Himu-Prju 3 5 2 4 4 4 4 3 

22 = Spwr-Prju 4 5 2 5 4 4 5 3 

23 = Prju-Quercus-Jude 3 3 4 4 4 2 3 2 

24 = Come 5 4 3 4 1 5 5 4 

25 = Quercus-Nomi 3 4 1 4 3 4 3 3 

26 = Qu.ercus-Mimosa 3 3 3 3 4 2 4 2 

27 = Quercus-Arpu-Mibi 3 3 4 4 4 4 4 2 

28 = Quercus-Arpu-Pice 4 4 3 4 3 4 3 4 

29 = Cebr 5 4 5 5 5 4 5 4 

30 = Pofr-P1wr-Ch11 3 4 3 3 3 4 2 2 

*The symbology for the vegetation type is an abhreviation of the principal species characterizing the 
vegetation type. A full list of the vegetation types is given in Chapter 2. 
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classification into a particular vegetation type, have terrain variables 

most like that vegetation type, and which field sample sites belonging 

to that particular vegetation type have terrain variables more like 

other types. 

The terrain variables which were found to best discriminate vegeta­

tion types were, in order: elevation, macrorelief, solar radiation, 

drainage density, and parent material. 

What is ultimately hoped for in this type of study is a set of 

terrain variables that are sufficient in themselves to enable accurate 

inferential identification of vegetation types. One of the methods for 

enabling inferential identification of vegetation types is through the 

use of stepwise discriminant analysis. It is theoretically possible 

that one terrain variable would perfectly discriminate the vegetation 

types. However, in this study, that was not the case. In fact, all 

eight terrain variables interacting together did not perfectly discrimi­

na~e the twenty-five vegetation types. Part of the reason for the 

"failure" was the similarity among vegetation types. Different vegeta­

tion types might represent different successional stages of similar 

habitat types, for example, and thus result in sets of terrain variables 

being nearly identical for two different seral types. Another reason 

for the failure of the eight terrain variables to perfectly discriminate 

the twenty-five vegetation types is that those terrain variables did not 

include all of the important environmental variables which result in 

differences in vegetation distribution. 

Thus, while relationships have been shown to exist betw~en plant 

s~ecies and terrain variables, and between vegetation types and terrain 

variables, they are not perfect relationships. Perfect relationships 

probably do n9t exist. A better understanding, however, of other vege­

tation considerations (such as succession) and of other environmental 

variables might result in an apparent increase in observed relationships. 
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CHAPTER 5 

TERRAIN VARIABLES INTERPRETATION TESTING 

OBJECTIVE 3 

The purpose of Objective 3 was to show the facility with which 

interpreters could interpret terrain variables. The idea behind this 

is consistent with our goals: if positive relationships exist between 

terrain variables and vegetation, how accurately and consi~tently can 

those terrain variables be identified and interpreted on various types 

of imagery? Concomitantly, with what facility can ERTS be employed to 

interpret those variables vis-A-vis other small-scale photographic 

products'l 

To help solve that problem we decided to interpret two of the best 

terrain variable discriminants: elevation and rnacrorelief. 

INTERPRETATION OF ELEVAtION 

An ERTS black and white print and a high altitude photograph mosaic, 

both at a scale of 1:250,000, were employed in the task of interpreting 

elevation. Three skilled photo interpreters were asked to draw 500 foot 

contours for the entire study area. They delineated the ERTS photo 

first and then a month later delineated the high altitude photo mosaic. 

Transects were placed on the ground truth map and contours were marked 

on those transects. Contours delineated by the interpreters were super­

imposed over the ground truth. Errors by elevatiop category were tabu­

lated according to image type and interpreter. A two-way ~nalysis of 

variance was employed to analyze the data. Table 5-1 illustrates the 

raw data and the results of the analysis of variance. Interpretation 

of elevation on ERTS resulted in less error than on high altitude imagery 

(image type = "A"). However, the results indicate that the difference 

is insignificant. That is, image type does not significantly affect the 

ability to delineate elevation. The most consistent aspect of the test 

lay in the interpreters themselves. Interpreters tended to judge each 

image ina similar fashion. 
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Table 5-1. Elevation interpretation errors according to photo type and 
interpreter. 

Raw Data 

Photo 
type 

Hi-flite 

ERTS 

Interpreter 

1 

2 

3 

1 

2 

3 

A B 

12 24 

88 37 

21 33 

36 6 

17 18 

18 2 

Transects 

C D E F 

10 11 0 2 

14 0 0 10 

6 0 1 4 

5 0 0 3 

3 80 4 34 

308 3 

Analysis of Variance 

Source of variation 

Photo type (A) 

Interpreters (B) 

Transects (C) 

AB 

Error 

Total 

ns Not significantly different 

nt No test 

** Significantly different (P<O.Ol) 

DF 

1 

2 

9 

2 

45 

59 

175 

G H 

15 3 

19 85 

0 0 

5 48 

11 16 

o 1 

I 

1 

8 

7 

J 

21 

7 

8 

Total 
Errors 

99 

268 

80 

447 

3 7 112 

11 22 216 

17 0 52 

380 

Mean squares 

74.8 ns 

1705.6 ** 
520.1 nt 

53.6 ns 

318 
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Figures 5-1 and 5-2 illustrate how the interpreters delineated each 

image type. Three of the ten transects have been reproduced to indicate 

how th~ i~terpreters perceived the terrain. 

Results 

According to data taken from the transects, the interpreters were 

88.3 percent accurate in delineating elevation on the high altitude 

photo mosaic and 89.7 percent accurate in delineating elevation on the 

ERTS imagery. Individual interpretive accuracies ranged. from 82.3 to 

95.8 percent for the ERTS inteLpretations to 79.5 to 93.9 percent for 

the high altitude photo mosaic interpretations. Thus the interpretive 

accuracy for elevation for either image type is quite high. 

INTERPRETATION OF MACRORELIEF 

One of the principal terrain feature variables, the interpretation 

of which was studied, was.macrore1ief. Macrore1ief is a gross measure 

of local e1evationa1 differences and slope angle. Appendix D describes 

the macrore1ief classes. Macrore1ief is one of the more salient features 

on space photography, consequently, it has been the subject of numerous 

interpretation tests (Poulton, Johnson, and Mouat, 1970). The inter­

pretability of macrore1ief on ERTS imagery forms the basis of this 

section. 

High Sun Angle Stereoscopic vs. Low Sun Angle Monoscopic Interpretation 

An assumption is made that there is an angle of illumination which 

affords the greatest contrast among different relief types in arid areas. 

This angle of illumination might produce shadows on the steepest slopes 

and grazing light (relatively dark tones) on moderate slopes of the 

study area. Higher angles of illumination would lessen the contrast 

while lower angles would obscure the terrain with excessive shadowing. 

It was assumed, therefore, for the slope angles of the study area that 
o an angle of illumination of 30 might prove to be ideal. Another assump-

tion is made on the method of viewing this imagery. That is, stereo­

scopic interpretation of relief affords more accurate identification 

and delineation of subject types than monoscopic interpretation. 

Accordingly, it was decid~d that a test would be devised, the purpose 

of which was to compare low sun angle monoscopic interpretation and 
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Figure 5-1. Interpretation of elevation along transects on ERTS-l imagery. Results from interpreters 1. 2, and 3 are plotted in conjunc­tion with the plot (solid line) which shows the true elevationsl transect. (On inch along the horizontal axis equals four miles on the ground.) 
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high sun angle stereoscopic interpretation of ERTS imagery. This would 

determine if the relief accentuation afforded by low sun angle overcomes 

the disadvantage of not having stereo viewing. 

Accordingly, an interpretation test was set up for an area for 

which ground truth was not. known by the interpreter. The area chosen 

is situated in southern Maricopa County, Arizona, east of Gila Bend and 

containing Rainbow Valley. ERTS imagery used for the high sun angle 

stereoscopic interpretation test was the Mesa frame of 23 August 1972 

(NASA ERTS 1031-17325) and the Gila Bend frame of 24 August 1972 (NASA 

ERTS 1032-17382). The elevation angle of the sun over the test area 

on those dates of imagery was 560
• The ERTS imagery used for the low 

sun angle monoscopic interpretation test was the Mesa frame of 21 November 

1972 (NASA ERTS 1121-17333) on which date the elevation angle of the sun 

was 310. A 250 difference in sun elevation angle was noted between the 

two dates of imagery. Those ERTS frames were chosen on account of their 

availability, clear coverage, selection of relief forms, and relative 

lack of knowledge of the ground truth by the interpreter. MSS Band 5 

was used for the tests. Interpretation materials were prepared at an 

approximate scale of 1:500,000. A study area was chosen consisting of 

most of the overlap area between the Mesa and Gila Bend frames. This 

study area covered an area having dimensions of approximately 35 by 50 

miles (56 by 80 km). 

The low sun angle imagery of 21 November 1972 was interpreted first, 

monoscopical1y. An attempt was made to map the macrorelief solely on 

the basis of the appearance of the terrain as it was imaged on the print. 

The test area was mapped as accurately as practicable. The high sun 

angle imagery of 23 and 24 August was interpreted, stereoscopically, 

one month later. The reasoning behind the time delay was to allow the 

interpreter time to forget the identification of the delineations. After 

the stereoscop.ic interpretations, a "ground truth" map was compiled from 

1:62,500 USGS topographic maps. Results of each of the interpretation 

tests were compared to the ground truth map using a geometric dot g~id 

as a sampling scheme. Ninety samples were used. 

Results of the interpretation test comparisons are shown on Table 5-2. 

The percent accurate interpretations are shown along the bottom and right 
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Table 5-2. Macrorelief interpretation with high sun angle stereoscopic and low sun angle monoscopic viewing. 

High Sun Angle Stereoscopic Interpretation Results 

.", 
~ 

4.J Identifications from "" .... 
r-l ~ H til () topographic maps C\J I-< I-< ~ w 0. ~ 0. I-< o I-< 0.1-< I-< E-< ~ »1-< 0. 

4.J E-< ~ u 1.1 1.2 2.1 2.2 3 4 ~ 
'M "'" iN! 

s 1.1 33 8 0 2 0 0 43 10 77 0. 
I-< 

""' ~ 1.2 12 4 0 2 0 0 18 14 22 til ~ 
~ tILl 
0. III 2.1 0 0 0 0 1 0 1 1 0 'M S 
4.J'M 
C\J 
4.Jr-l 2.2 0 1 0 1 0 0 2 1 50 ~ I 
I-< en 
o.E-< 
I-<P:: 3 0 0 0 0 23 0 23 0 100 ~"-l 
4.J 

~ 4 0 0 0 0 0 3 3 0 100 
Total in sample 45 13 0 5 24 ~3 90 26 71 
1/ Type I errors 12 9 0 4 1 0' 26 

% Correct 73 31 - 20 96 100 71 

Low Sun Angle Monoscopic 'Interpretation Results 

.", 
~ 

4.J 4.J H Identifications fro.m r-l ~ .... til () 
C\J I-< I-< ~ topographic maps 4.J 0. W 0. I-< 
0. I-< 0.1-< I-< 

E-< ~ »1-< 0. 
4.J E-< Q) U 
~ 

iN! 1.1 1.2 2.1 2.2 3 4 'M "'" 
E! 1.1 14 4 0 0 0 0 18 4 78 
0. 
I-< 

1.2 20 3 0 4 0 0 27 24 11 ""' » 
~ 

til 81, = 2.1 0 0 0 0 0 0 0 0 --0. ." 
~ E! 
4.J~ 
." 

2.2 11 6 0 1 0 0 18 17 6 4.Jr-l 
~ I 

~ ~en 
o.E-< 
~P:: 
~"-l 

3 0 0 0 0 24 0 24 0 100 
4.J 

= 4 0 0 0 0 0 3 3 0 100. H 

Total in sample 45 : 13 0 5 24 3 90 45 50 

II Type I errors 31 10 0 4 0 0 45 

% Correct 3;1. 23 - 20 100' 100. 50 I I 
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hand edges. Numbers of Type I and Type II errors are given in the next 

row up or next column over. Type I errors are considered to be errors 

of omission. They are errors caused when a given sample point should 

have been classified one way but was not. Type II errors are considered 

to be errors of commission resulting from classifying a sample point one 

way when it should not have been. 

It can quickly be noted that high sun angle stereoscopic interpre­

tation of ERTS imagery is more accurate in identifying macrorelief than 

low sun angle monbBcopic interpretation - 71 percent and 50 percent 

accuracy, respectively. It must be remembered, though, that "accuracy" 

in these cases refers to the ground truth map as delineated and ~denti­

fied from topographic maps. 

The table indicates the relative accuracy of identifying indivi-

dual macrore~ief types. The ground truth macrorelief classes 1.1, 1.2, 

and 2.2, were poorly interpreted on the low sun angle imagery (less than 

1/3 of the identifications were correct). The ground truth classes 1.2 

and 2.2 were poorly identified on the high sun angle interpretation test 

(also less than 1/3 accurate identifications). Images that were identi­

fied as 1.1, 3, and 4 on the low sun angle imagery were accurately 

identified (78, 100, and 100 percent, respectively). Concomitantly, the 

same interpretations on the high sun angle interpretations were accu­

rately made (77, 96, ana 100 percent, respectively). The high sun 

angle interpretation identified more images in class 1.1 than did the 

low sun angle interpretation. Both modes of interpretation were, there­

fore, highly successful in accurately identifying hilly and mountainous 

terrain. This accuracy might be a reflection of the sharp transition 

between hilly or mountainous terrain and flat planar surfaces. That 

feature of terrain diversification is characteristic of most arid regions. 

It appears, therefore, that from the basis of this prelimir.ary 

interpretation comparison test, that low sun angle monoscopic interpre­

tation of macrorelief is not as accurate as high sun angle stereoscopic 

interpretation for relatively flat topography. 

Interpretation of Macrorelief on Apollo 6 Photography 

During the summer of 1970, field work was conducted by the investi­

gator in the study area. Among the results of that field work was the 
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compilation of a ground-truth map delineating the study area according 

to macrorelief classes. This map was constructed at a scale of 

1:250,000 using U.S. Geological Survey topographic sheets as a base. 

This ground truth map was next generalized and plotted on the Apollo 6 

frame AS-6-l442. 

The macro relief legend was adapted for use as an interpretation 

key so that the classes might be accurately delineated on the Apollo 6 

frame. This adaptation was intended to enable experimental interpreters 

to understand the legend system and hopefully to reach the right inter­

pretive decision. Six people, all having had experience with photo 

interpretation but having varying degrees of acquaintance with the 

study area, "dth space photography, and with the macrorelief legend 

system, were selected to delineate the classes. The interpreters were 

given the same written instructions for making the delineations. In 

addition, an area identified by the investigator as being representative 

of each of the classes was circled outside the study area on frame 

AS-6-l443 and given to the interpreters. 

The interpreters used frames AS-6-l44l, AS-6-1442, and AS-6-l443 

to insure full stereo coverage. They all used magnifying binocular 

stereoscopes. Care was taken to insure that there was no discussion 

among interpreters and that no extra information was given to any par­

ricular interpreter. In this way, it was hoped that results would be 

independent. The length of time required for each interpreter to com­

plete his task was recorded to give us an idea of the time required for 

such tasks. One of the purposes was to'evaluate interpretation accuracy 

when working without group training and to discover the kinds of inter­

pretation problems that would need emphasis in subsequent training 

sessions. 

Results 

Data on the completed maps were compiled by determining the areas 

of each delineation with an electric area calculator. The delineations 

were summed and the percent area of each class charted. The results of 

the six interp,retation maps are illustrated and compared with the ground 

truth data on Table 5-3. Also included in that table are the raw summed 

results of the relatively flat land categories (la, lb, 2a, and 2b) and 
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Table 5-3. Interpretation results. 

Percent total area in following classes: 
l 

1 
I 

!. 
I 

Relatively flat topography Hilly-mountainous 1! 

, 1 
1a 1b 2a 2b 3 4 

1 35 3 20 17 14 11 
~ 

CJ) ... 2 30 17 10 16 22 5 Q) 
+oJ 

~ 3 9 24 0 41 10 16 r 

fr4 
Q) 

20 42 2 17 15 4 
+oJ 
I=l 5 5 38 0 31 15 11 H 

6 9 29 7 29 12 14 

Ground 
truth 25 13 <1 28 26 7 

3 
~ i ; 

Alteration on account of 

1 
principal obviated error 

(see text) 

I 

: ! 

I 

, i 

Relatively flat Hilly or Relatively flat Hilly or ~ 
1 

topography mountainous topography mountainous 1 
~ 

I; 
1 75 25 68 32 

CJ) ... 2 73 27 66 34 Q) 
+oJ 
Q) 3 7~ 26 67 33 ... 
p.. 

• 
... 4 81 19 74 26 Q) 
+oJ 
I=l 5 74 26 67 33 H 

6 74 26 67 33 

Ground 
truth 67 33 67 33 
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the hilly and mountainous categories (3 and 4). In addition, an ob­

viated error has been compensated for by adding or subtracting, as the 

case may be, 7 percent from the results. 

Summarizing the actual macroreliefof the study area, it can be 

seen that about 25 percent is essentially smooth (Willcox Playa falls 

into that category) and 41 percent of the area belongs to the remainder 

of the relatively flat land categories (lb, 2a, and 2b). Most of that 

land represents dissected planar surfaces. It is interesting to note 

that less than 1 percent of the area is rolling topography not developed 

from a planar surface. Just over 25 percent of the study area is 

strongly hilly while the remainder, approximately 7 percent of the 

study area, ca.n be considered mountainous land. 

The interpreters varied quite widely amongst themselves in deline­

ating the macrorelief and, at first glance, the results seem quite 

unsatisfactory. Principal errors occurred where very shallow drainage 

systems have a strongly contrasting vegetation associated with them 

than as found on the interfluves. This pattern suggests much rougher 

topography. Many interpreters had difficulty differentiating classes 

within the two principal categories. If the data of the individual 

classes are compiled in the two categories, the deviation among inter­

preters is not great (see Table 5-3). In one large area just west of 

the Whetstone Mountains, in the center of the study area, a bajada is 

dissected to such a degree that it falls into the "3" class. That 

area plus one other similar situation comprises 7 percent of the study 

area. Those dissected bajadas appeared on the imagery to belong to 

the "2b" class. If that obviated error is accounted for, the results 

among interpreters compared to the ground truth data are remarkably 

similar. From the results, it can clearly be seen th~t the interpre~ 

tations of the macrorelief of the study area differed quite widely in 

terms of areal percentage of the classes. However, the results are 

quite similar when only the two major categories of relatively flat 

lands and hilly/mountainous terrain are compared. When the individual 

classes are compared, it must be remembered that errors of commission 

and omission appear to be twice as great. Macrorelief interpretation 

on space photography is a relatively subjective process. It is therefore 
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essential, ~n lieu of the research reported in this section, to make the 

instructions given to the photo interpreters more clear. 

In swmnary, we accomplished four things i.n this study: 

(1) We adapted the resource analysis symbolic mapping legend 
to geomorphic considerations inhert::nt in southern Arizona. 

(2) We constructed an accurate macrorelief map for the study 
area on AS-6-l442. 

(3) We discovered that photo interpreters exhibited a moderate 
variance in mapping the macrorelief from a written set of 
instructions • 

(4) We identified training problems in the interpretation 
" : process. 
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INTRODUCTION 

CHAPTER 6 

SEASONAL VEGETATION CHANGE DETECTION 
08JECTIVES 4 ANI) 5 

A plant's growth and development involve periodic biological changes 
which in a year's time constitute its phenology. Phenological phenomena 
may include foliation, stem elongation, blossoming, frui ..... ing, and leaf 
senescence. The order in which these developments occur may be character­
istic of a species or a group of species. The timing of developments may 
vary from year to year due to annual climatic variations. Thus, the se­
quence of change may differ among plant species, as well as the time of 
year when an analogous change occurs. However, for anyone species, the 
sequence may remain fairly constant with timing subject to local climatic 
conditions. 

Foliation, dropping of leaves, and retention of green leaves or 
needles through a year are sonte of the more visible phenological phe­
nomena in plants. Plants in leaf are usually predominately green, and 
those without leaves are the color of their stems and branches. These 
colors are manifestations of the various spectral reflectivities plants 
may exhibit. They can be observed and are usually easily recorded with 
a camera and film, which provides the opportunity to monitor some changes 
of plant spectral reflectivity. 

The following thoughts are pertinent to a study of plant phenolo­
gical phenomena in relation to remote sensing with synoptic imagery: 
1. Natural vegetation types are usually a mixture of plant species, 
rather than monospecific; 2. Plant cover of the ground varies within 
and among vegetation types and can, therefore, vary from one location 
to another; 3. Individual plants are not usually discernable in the 
imagery; 4. The smallest portion of the landscape that can be resolved 
in the imagery could include plants, soil, gravel, stones, .rocks, litter, 
animals, water, and man-made objects; 5. Spectral signatures (reflect­
ed and emitted electromagnetic energy) can be an integration of energy 
from some or all of the landscape cJmponents; 6. At some locations, 
the spectral signature is primarily from plants, and may provide an in-

I 

dication of the phenological status of those plants; 7. Each stage of 
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annual development (phenological status) may have a unique spectral sig­

nature; 8. The integrated radIant energy from a vegetatiOlI. type observed 

at specific stages of annual development mayor may not show a definite 

pattern of change which can be found repeated annually and spatially 

wherever that type occurs; 9. The degree to which a definite pattern 

can exist may depend on such pa1:ameters as the heterogeniety of the spe­

cies mixture which constitutes the vegetation type, the growth form, and 

ground cover exhibited by those species, and the phenology of each. 

Consideration of the foregoing discussions of multispectral, synoptic, 

and repetitive remote sensing, plant phenology, and the inherent variation 

in natural vegetation raised the following two questions: 1. Can vege­

tation types be characterized in terms of phenological patterns of change 

detected with multidate remote sensing? and 2. Can apparent phenological 

patterns be utilized for stratifying synoptic, multidate remotely sensed 

imagery? This investigation explored the answers to those questions, and 

included the following: 1. Observation of selected plant species to de­

termine patterns of phenological ch9ng~s, particularly those changes asso­

ciated with leaf development and senescence; and 2. Analysis of ERTS-l 

imagery for phenological patten. recognition and image stratification 

technique. 

If both of these questions can be answered in the affirmative, then 

the opportunity may exist to monitor variations in spectral reflectivity, 

di.stinguish patterns of change that can be related to plant phenology, 

and to utilize this capability in natural vegetation inventory. If vege­

tation stands of the same type are found to exhibit similarly appearing 

phenological patterns on multidate imagery, then the detection of patterns 

could be used to delimit areas of the imagery which represent unique 

groups of vegetation types. The optimum stratification would occur if 

(a) the multidate images of stands of one vegetation type were quite simi­

lar and therefore tended to fall into a few or a single image class; (b) 

if the images of closely related vegetation types were similar; and (c) 

if the images of distantly related or unrelated vegetation types were 

quite dissimilar. 
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METHODS 

Field Data Collection for Plant Phenology 

Phenological data were collected on 14 dates between April, 1969, and 

Narch, 1971. Nine people contributed to the effort at various times. 

Usually, a ground photograph was obtained, accompanied by a plant species 

list and notes pertaining to the state of development of leaves and flow­

ers when present. Those notes were recorded with the symbols present in 

Figure 6-1. 

On some of the dates, only a photograph was acquired. Each was 

interpreted for the required phenological information. Only the more 

prominent species at each location 'to'ere considered. Initially, 27 loca­

tions were visited. Seventeen were repeatedly visited in dates in 1969; 

of those, nine were continued through the 1970 and 1971 sampling periods. 

Locations that were eliminated were either essentially dup1icatory of 

others or were agricultural fields. From various combinations of 17 

naturally vegetated locations and 14 dates, 152 ground checks were made 

(Tables 6-1 and 6-2). Phenolgoical notes were gathered for 47 species. 

The field data were tabulated in chronological order to determine 

temporal patterns of phenological development for species. 

Leaves new: 1\ 1\ senescent: J\ 
Flowers bud: v 

mature: 

mature: o dry: v 

Examples: K X Leaves are present, most are mature, some 
are new. 

~--~A Leaves are present, equal amount of new and " senescent (perhaps persistent from the pre-
" vious ~eason). 

No leaves present. 

Figure 6-1. Symbols for recording simple observations of plant 
phenological development 
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Stop No. 

1. 

2. 

3. 

4. 

5. 

6. 

7. 

8. 

9. 

10. 

.1.l. 

12. 

13. 

14. 

15. 

16. 

17. 

Table 6-2. 

J 

1969 

1970 

1971 22 

T • .16 S., R.16 E., Sec 21 NW!t; SW!t; 

T.16 S., R.16 E., Sec 27 SE!t; SE~ 

T.17 S., R.17 E., Sec 1 NE!t; SW!t; 

T.17 S., R.19 E., Sec 18 NE!t; NE!t; 

T.17 S., R.21 E., Sec 5 SW!t; SW!t; 

T.16 S., R.22 E., Sec 15 SW!t; SW!t; 

T.16 S., R.22 E., Sec 14 SE!t; SE~ 

T.16 S., R.22 E., Sec 24 NW!t; NE!t; 

T.16 S., R.22 E., Sec 12 NE!t; SE!t; 

T.15 S., R.23 E., Sec 30 SW!t; SE!t; 

T.15 S., R.23 E., Sec 9 SE!t;NE!t; 

T.21 

T.21 

T.21 

S., ·R.2l 

S. , R.21 

S. , R.20 

E., Sec 11 SW~ SE!t; 

E., Sec 28 NE\ SW\ 

E., Sec 21 SE!t; SW!t; 

T.20 s., R.19 E., Sec 17 NE!t; NE!t; 

T.20 S., R.18 E., Sec 4 SE!t; NE~ 

T.19 s., R.16 E., Sec 26 SE~ NE~ 

Elevation 

Meters Feet 

998 3275 

1050 3445 

1097 3600 

1280 4200 

1152 3780 

1425 4675 

1440 4725 

1425 4675 

1433 4700 

1433 4700 

1349 4425 

1232 4040 

1311 4300 

1387 4550 

1433 4700 

1501 4925 

1463 4800 

Dates of field data collection for plant phenological 
development. 

F 

12 

Months: January - November 

M A 

23 

23 

4\ 

M 

21 

21 
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Cflta10g of ERTS-l Imagery of the Study Area 

The [1 T:i t da tc of gR'fS-1 imllgery acqul r.ed of the fl tudy art'u W(lS on 

22 Aug 1972. Eighteen additional dates of imagery were available for 

this study. 

Information for the 19 dates of imagery is given in Table 6-3. 

Snow cover was quite noticeably present on the areas of interest on 

26 March 1973. 

Table 6-3. ERTS-1 imagery acquired of the study area from 22 August 1972 

to 12 July 1973. 

Clouds over areas 

Scene ID Number Date E1ev. 
Sun 11 

Azimuth- of interest 

1030-17271 22 Aug 72 560 1200 no 

1048-17272 9 Sep 52 129 yes 

1066-17272 27 Sep 48 138 yes 

1084-17274 15 Oct 43 145 yes 

1102-17280 2 Nov 37 149 no 

1120-17281 20 Nov 33 151 yes 

1138-17281 8 Dec 29 151 yes 

1156-17280 26 Dec 28 149 no 

1174-17275 13 Jan 73 29 146 no 

1192-17281 31 Jan 32 143 yes 

1210-17282 18 Feb 36 139 no 

1228-17283 8 Mar 42 135 yes 

1246-17283 26 Mar 49 130 no Y 
1264-17283 13 Apr 55 124 no 

1282-17283 1 May 59 116 yes 

1300-17281 19 May 62 109 no 

1318-17280 6 Jun 63 102 yes 

13,36-17275 24 Jun 62 100 yes 

1354-17274 12 Ju1 61 102 yes 

};.I Measured eastward from north. 

:£1 Snow cover on the areas of interest precluded the use of this date 
of imagery for the desired purposes in much the same way that cloud 
cover did on several other dates. 
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Multidate Radiance DeterminationI'> for Pl:ant Phenological Classes 

Of the nineteen dates of im~gery lisced in Table 6-3, seven could 

be considered for this study. Other dates were rejected due to cloud or 

snow cover over areas of interest. Three dates were selected for analy­

sis! 22 August and 2 November, 1972; and 13 April 1973. This selection 

was based on an evaluation of the photographic formats of ERTS data. 

Known examples of the three phenological classes - evergreen (EVGN), 

winter dormant (WIND), and winter-spring dormant (WISP) - were evidently 

in leaf at the time of the 22 August 1972 imagery (see "Results and Dis­

cussion, Plant Phenology" in this chapter for explanation of phenological 

classes). Only EVGN showed any evidence of having green foliage on 

2 November 1973. On 13 April 1973, both the EVGN and WIND vegetation 

examples showed evidence of green foliage, however, the latter was pro­

bably in an early stage of foliar development. Thus, these three dates 

of imagery depicted the vegetation of the three phenological classes in 

the three possible combinations of being in leaf or not in leaf. 

Computer compatible tapes (CCT's) of ERTS-l MSS data for the three 

dates selected for phenological pattern analysis, plus one additional 

tape for 15 October 1972 were obtained. Facilities at the Center for 

Remote Sensing Research (CRSR), University of California, Berkeley, 

were used for extracting selected portions of the data from the tapes 

and for portions of the analyses. 

A color television console accompanied by appropriate hardware and 

computer software permitted rapid display of the ERTS-l data for visual 

assessment. By displaying three of the four MSS bands with different 

colors it was possible to recognize on the screen patterns of color rep­

resenting drainageways, mountainous terrain, shaded and insolated slopes, 

and associated vegetation. Some cultural features as city streets, 

airport runways, railroad lines, highways, and mine tailings were also 

discernab1e. By displaying bands from different dates, it was possible 

to superimpose those patterns representing landscape features and in 

that manner identify resolution elements from different dates of data 

that very closely represented the same area of ground. The three dates 

of data selected for phenological pattern analysis were overlaid using 

that technique, thus producing a three date multidate tape. Each area 
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was then represented by 12 channels of data: four bands from each of 

three dates. 

By associating the color patterns on the television screen with 

the photographic images of 1:120,000 color infrared aerial photography, 

blocks of resolution elements were specified which represented known 

portions of the landscape. A computer program was them employed to 

extract the radiance data for those blocks. In this way, the spectral 

radiance was determined for vegetation stands progressing through the 

annual sequences of phenological change ty~ica1 of each of the three re­

cognized phenological pattern classes. The vegetation stands selected 

were considered to exhibit the ultimate expression of phenological change 

representative of the three pattern classes. The chosen stands satis­

fied the following criteria: 1. vegetation ground cover was close to 

100 percent - high enough to minimize the spectral signal from subjects 

other than plants; 2. simple and homogeneous with regard to species 

composition; and 3. hom9geneous with regard to phenological develop-

ment of the species. The stands that were finally selected were inspected 

by at least 010 of the following methods: (a) from a h'elicopter; (b) on 

the ground; and (c) on aerial photography. 

The selected stands were: 

(a) Near the tops of the highest peaks in the Santa Rita 
Mountains, representing the evergreen phenological 
pattern class (EVGN) and belonging to the vegetation 
type Pinus, with or without P. cembroides, often with 
Pseudotsuga menziesii, Quercus hypoleucoides, and Q. 
gambelii. 

(b) On the flood plain of the San Pedro River between the 
towns of St. David and Benson, Arizona, representing 
the winter dormant phenological pattern class (WIND) 
and belonging to the type Prosopis ju1iflora bosque. 

(c) In the drainage bottom of Government Draw (near Tombstone, 
Arizona), representing the wint~r-spring dormant pheno­
logical pattern class (WISP), and belonging to the type 
Hilaria mutica and Prosopis juliflora. 

In addition, a fourth subject class named TAIL was also represented. 

This class was established to represent a "no change" subject, and was 

constituted by three piles of copper mine tailings. Radiance data were 

extracted for the three piles of tailings, however, data for only one 
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were used for most of the analyses. A study of aerial photography 

acquired over the mining area on 1 August 1972, 5 September 1972, 12 

December 1972, 20 March 1973, and 19 April 19736- 1 / revealed that only 

one of the three piles remained unchanged and of stable appearance 

throughout the sampling period. The images in the 1:120,000 color 

infrared photography showed that one "pile" was actually two completely 

enclosed settling ponds. Compared to the other two piles, the settling 

pond's bottoms were extremely highlY reflective in late summer and the 

following spring, but the December photography showed a darkened sur­

face presumably due to moisture accumulation. The other two "piles" 

were, in fact, tailing piles with very broad, horizontal tops. They 

supported little, if any, vegetation and were, therefore, not subject 

to changes of appearance due to foliar developments. However, during 

the fall of 1972, a substantial amount of new material was added to the 

east and north sides of one pile; the new material appeared more highly 

reflective than the old as represented on the photography. Consequently, 

only one of the three provided a suitable surface to represent "no 

change." It evidently retained highly consistent spectral reflectance 

over the dates of concern. 

Details pertaining to the location, slope, aspect, etc., of the 

ground areas chosen to represent· the phenological and "no change" 

classes are available in Appendix E. The EVGN class was represented 

by four ground areas represented by 361, 16, 135, and 35 ERTS resolu­

tion elements. The EVGN class was, therefore, represented by 547 

samples. Similar specifics for the other three classes were: 

WIND: Five ground areas of 9, 6, 14, 24, and 12 resolution 
elements for 65 samples. 

WISP: Five ground areas of 30, 28, 16,56, and 40 resolution 
elements for 170 samples. 

TAIL: Three groond areas of 85, 56, and 12 resolution elements 
for 153 samples. The ground area giving 56 samples was 
used to represent the class for most analyses except 
those accomplished with the CALSCAN/CLASSIFY subprogram. 
Data from all three areas were used with that subprogram. 
This variation in procedure probably had no effect on 
results because in either case the TAIL class was quite 
unlike any of the other three classes. 

6-1/ NASA Ames Research Center aircraft mission numbers: 72-129, 72-154, 
72-180, 72-213, 73-049, and 73-059, respectively. 
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The radiance data extracted for these blocks of resolution elements 

defined the spectral signature for the ground subjects represented by 

the blocks of data. A signature based on ERTS-1 data consisted of the 

four radiance levels by the MSS detectors. This concept was expanded 

to include radiance data gathered on several dates. The mu1tidate spec­

tral signature characterized a subject in terms of radiance levels in 

specific bands of wavelengths on specific dates (or at a specific stage 

of development or condition of the subject). 

MSS Data Classification Schemes 

The scherees utilized to classify the MSS data were of two types. 

One group of schemes was based on the classification of values at 

given points in time. The values were MSS CCT counts, and ratios of 

those values (e.g., MSS 5 values + MSS 7 values). The points in time 

were the moments of ERTS-1 overpass on the consecutive dates sampled in 

August, November, and April. The other group of schemes based classifi­

cation on the manner in which those values (counts or ratios of counts) 

varied among the points in time. 

Radiance Classification: MSS CCT counts selected from the three 

dates of ERTS-1 data were classified by using the CALSCAN automatic 

image analysis computer program which was available at the Center for 

Remote Sensing Research, University of California, Berkeley (Center 

for Remote Sensing Research, 1973). That program was a version of the 

discriminant analysis program developed at the Laboratory for Applica­

tions of Remote Sensing (LARS), Purdue University, West Lafayette, 

Indiana. Description of the program and the theory associated wi'th 

it were provided in the Laboratory for Applications of Remote Sensing 

(1970), Landgrebe (1973), and Swain (1972). A pattern (response values 

constituting the spectral signature of an area of the earth's surface) 

was assigned to a class according to which pattern class Gausian density 

function had the largest value (or maximum likelihood) for that set of 

response values. EVGN, WIND, WISP, and TAIL were, for example, pattern 

classes. The density functions for each of these classee; were developed 

from the response values from the resolution elements in the ground 

areas sampled to represent those phenological and "no change" classes. 

Density functions can be calculated with data from all MSS spectral 
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bands on all dates. In practice, the number of bands used is usually 

less than the total available, and limited to those bands which appear 

to be most useful for making the desired class discriminations. The 

selection of bands was accomplished with the' SELECT subprogram of CALSCAN 

which utilized a measure known as divergence to provide an indication of 

separability of classes within each band. 

Ratios of response values were also used for classifying spectral 

data from the given points in time. Two types of ratios were utilized: 

(1) MSS 5 values f MSS 7 values, the 5/7 or red/IR ratio; and (2) (7-5) 

f 0+5), sometimes called the "vegetation index." These bands were cho­

sen for ratioing because of the high absorption and reflection in wave­

lengths in Bands .5 and 7, respectively, by green vegetation, and the 

documented sensitivity of wavelengths in these bands to changes in ground 

cover, biomass, and plant maturity in specific cases (Colwell, 1973; 

Knipling, 1970). Tucker, Miller, and Pearson (1973) achieved good cor­

rela~ion between the ratio of reflectance of O.68~ and O.8~ and the green 

fraction of dry biomass in prairie grassland, and Rouse !t a1. (1973) 

found a good relationship between green biomass and a square root trans­

formation of the vegetation index for data for a relatively uniform 

grassland site. Also, ratio transformations of multispectral scanner 

data have proven useful for reducing variations in levels of irradiance, 

although ratios involving adjacent spectral bands were used (Kriegler, 

~ a1., 1969; Smedes, Spencer, and Thomson, 1971). 

Ratioed data were classified using the Euclidean distance measure 

(Soka1 and Sneath, 1963): 

~jk ~
n 

- L 
i=1 

where: ~jk = distance between two points in n-dimensional space, 

Xij 
= is the Xi standard for class j, 

Xik = is the Xi value for observation k, and 

n = the number of comparisons made between an observation 

and a class. 
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If 5/7 ratios were being classified, then each class had three 

standards: a 5/7 value for August, November, and Apl;";ll, calculated from 

class means. The comparable values were calculated for each observation; 

an observation was an ERTS-l MSS resolution element or small field of 

elements with associated radiance data in four spectral bands from three 

dates. A distance value was calculated between each observation and the 

classes EVGN, WIND, WISP, and TAIL; the observation was assigned to that 

class from which the distance was the least. 
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Classification of (7-5) f (7+5) was handled in a like manner. 

Change Evaluation: Given three dates of data, three changes may be 

considered: between the first and second dates, between the second and 

third dates, and between the first and third dates. The actual changes 

may be an increase, decrease, or no change in the values being compared. 

An idealization of the possible combinations of changes between the 

first and second, and second and third dates are shown in Figure 6-2 • 

Figure 6-2. Patt.erns of radiance variation among three dates. These 

idealized patterns show increase (arrow up), decrease (arrow 

down), and no change (arrow across) of radiation between the 

first and second, and the second and third dates. A third 

change, between the first and third dates, is achieved by 

connecting the end points. Values of band ratios may follow 

these same patterns of change. 
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The patterns suggest one method of change evaluation, a qualitative 

method that considers only the direction of change. 

A second approach utilized a quantitative measure. Possibilities 

included (a) actual difference, plus or minus; (b) percent change, plus 

or minus; and (c) change factor. The last was used in this study for 

quantitative change evaluations. The change factor for a feature (band 

or band ratio) incj,dates its change in value from one date to the next. 

It is merely the ratio of the value on the second date over the value 

on the first. Classifications were based on two change factors (August 

to November, and November to April) and three change factors (the pre­

ceeding plus August to April). 

Classification of Training Field Elements 

The blocks of resolution elements chosen to represent the phenolo­

gical and "no change" classes may be called training fields. This 

terminology results from their use for "training" the maximum likeli­

hood classifier (CALSCAN discriminant analysis computer program). The 

several classification schemes discussed in the previous section were 

used for classifying the data from the training fields. This was done 

to provide an evaluation of t~e merits of the various schemes in pro­

ducing correct classifications. 

The three phenological classes and the "no change!! class were rep­

resented by 17 blocks of resolution elements; 12 radiance variables, 

called features (MSS 4, 5, 6, and 7 counts from the three dates), were 

associated with each resolution element. The CALSCAN program was uti­

lized to classify each element of each field. This classification 

utilized the "best six" features, as determined by the SELECT subroutine 

of CALSCAN, for discriminating the four classes. All other schemes 

(ratios of radiance values, change factors, direction of change) were 

used to classify the mean radiance (feature) values' for each training 

field. The fields were characterized by the average values of their 

component parts, the resolution elemen.ts. 

Stratification of ~n E~TSTI Scene 

The word "stratification" was used in this study to imply the pro­

cess of partitioning the array of resolution elements into units that 

represented distinct subject classes. In this case, the classes were 

EVGN, WIND, WISP, and TAIL. Thus, a successful stratification would 
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result in recognition of those portions of the landscape supporting 

vergr~pn, winter dormant, and winter-spring dormant vegetation, plus 

a fourth type of landscape supporting little or no vegetation. 

Two areas of the region to the south and east of Tucson, Arizona, 

yere chosen for the evaluation of stratification techniques. Those 

areas are outlined on an ERTS-l scene in Figure 6-3. They were desig­

n ed as he Canelo and Rincon grid areas and were known to contain 

ex ensive areas which supported vegetation representing the three ph -

nological classes. The Canelo grid primarily contained WISP and EVGN; 

the Rincon grid, WIND and EVGN . These identifications were verified 

n the field, from aircraft , and through the interpretation of aerial 

and ERTS photography. 

Several stratification strategies were investigated which utilized 

the classification schemes discussed earlier, two sets of class standards 

der 'ved from different origins , and two methods of sampling the ERTS 

data. The classification schemes employed were: CAL SCAN , MSS 5 f SS 7, 

Three 5/7 Change Factor, Direction of 5/7 Change, and Vegetation Index. 

F gu e 6-3 . Portions of the ERTS- 1 MSS scene 1264-17283 used for 
s trati ication testing . 
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One set of class standards was derived from the radiance values for 

the EVGN, WIND, WISP, and TAIL training classes (Table 6-4). These were 

the primary standards because they were based on the radiance from vege­

tation types which provided the best examples of the phenological classes. 

However, those vegetation types were relatively unique in that most of 

the vegetation in the study area was more heterogeneous and had consid­

erably lower total vegetative ground cover. For this reason, an alter­

nate set of class standards was derived from the evergreen and winter­

spring dormant vegetation types of the Canelo grid, and from the winter 

dormant vegetation of the Rincon Grid (Table 6-5). 

The Canelo area was represented by a grid of ERTS data consisting 

of 206 scan lines, each with 229 resolution elements. The Rincon grid 

was 131 lines by 382 elements. The total number of elements in the two 

grids was 47,174 and 50,042, respectively. Rather than to classify every 

element in achieving a stratification, a systematic sample was extracted 

from each grid. One sample consisted of four by four element fields 

(called grid fields) spaced at regular intervals throughout the grids. 

Table 4. Radiance data for Primary standards. 

August November A~ri1 
Class MSS 5 MSS 7 MSS 5 MSS 7 MSS5 ,MSS 7 

EVGN 15.96 17.64 10.55 13.16 15.42 15.06 

WIND 22.42 24.29 i5.88 8.89 31.14 18.89 

WISP 24.20 27.38 24.08 13.84 46.57 21.32 

TAIL 93.58 34.93 67.76 25.97 96.99 37.55 

Table 5. Radiance data for Alternate standards. 

August November A~ri1 
C,lass MSS 5 MSS 7 MSS5 MSS 7 MSS 5 MSS 7 

EVGN 31.67 21.32 20.93 13.43 40.25 20.79 

WIND 45.16 24.27 31.45 16.80 45.19 24.77 

WISP 36.47 22.34 26.28 13.63 44.17 21.37 

199 

ri 

\ 
, . 

i'~ , 
., 
f 
,~ 

.1-.. 
.f 
! 
i 
~ 
.t , 
~ , 



Twenty-one lines and 21 elements separated each grid field; each field 

contained 16 elements and represented a ground area of approximately 6.4 

,.,' 'I ha. The Canelo grid was represented by an array of 90 fields; Rincon by 

96 grid fields. 

; i , 

;, 1. 

A second systematic subsample was extracted frorn the grids by taking 

every 25th element along every 25th line beginning with line one, element 

one, at the northwest corner of both grids. The elements thus defined 

were the northwest element of each of the 16 element blocks. This pro­

vided the same number fo fields per grid as before (90 and 96), except 

each grid field was only one element in size rather than 16 and repre­

sented 0.4 ha. or ground area (1.1 acres). 

The l6-element grid fields provided a three percent sample of each 

of the grids. The single element grid fields provided a 0.2 percent 

sample of all the elements in each grid. 

An acceptable stratification was judged primarily by whether each 

grid was partitioned into two major areas, and whether the major areas 

of each grid were correctly identified. This simply involved a visual 

assessment of each classification output. This procedure was chosen be­

cause the concept of "acceptability" was related to (1) the usefulness 

of the output for quickly producing a "map" on which the landscape was 

partitioned into phenologically distinct areas; and (2) similar areas 

were identified as being the same. Some amount of misclassification was 

acceptable if the output appeared to have utility. The percent correct 

and incorrect classifications were not as important as a successful block-

ing of grid fields in a pattern which approximated the known distribution 

of ground areas belonging to the EVGN, WIND, WISP, and TAIL classes. 

Classification obtained with the use of the Primary standards could 

be interpreted in relation to temporal radiance patterns. These, in turn, 

were attributable to plant phenological changes occurring in dense, rela­

vive,ly homogeneous stands. The Alternate standards were derived from 

* areas where the vegetation may have been heterogeneous and the percent 

of bare ground was high. There was a high percent of bare ground in the 

Rincon grid fields that were used for the WIND standards. There was 

usually a well developed herbaceous understory in those fields of the 

t Canelo grid that were chosen to serve for the EVGN standards. The date 

~ 200 

t 

l. , 



...... ~. "..,' 
""'- ", • ...1.< 

f • 
K if 

~;, 

1 I 1 

'~ '. " : .r 

t 

• 

• 

• 
<·::""::::;;'7" 

. .If 

to date variations in spectral signatures for those grid fields, therefore, 

could have been representing mixtures of phenological patterns and changes 

in the Hoil surface. 

Vegetatiou Stand Classifications 

Converting Density Measurements to MSS Counts: Computing time avail­

ability and the wide geographic distribution of the vegetation stands to 

be classified necessitated the use of a different method of data extrac­

tion than was used tor the grid field classifications. The second method 

involved the determination of radiance values from densitometric measure­

ment of the ERTS-I MSS photographic reconstitutions. Those photographs 

were in positive transparency form with a scale of 1:1,000,000. The 

proc.edure was modified from instructions given in the ERTS-l Data Users 

Handbook, Appendix F (National Aeronautics and Space Administration, 

1972). A density measurement of a portion of the transparency was made 

with a Welch Densichron-One. This instrument measured the diffuse den­

sity to white light. A one-millimeter lucite aperture was used which 

meant that each ineasurement represented approximately 75 hectares of 185 

acres on the ground. Each measurement was corrected by means of a cali­

brated step wedge, convert~d to a transmission value, and then converted 

to a scaled MSS sensor count by using a table such as the one given in 

Table 6-6. 

The gray scale provided with each ERTS-l MSS transparency is com­

posed of 15 steps of progressively decreasing transmission. A "rise" 

was taken to be the change in transmission from one step to another. 

Rise values varied among pairs of steps, but their corresponding MSS 

count differences were constant. That count difference between steps 

was 4.5 counts. There were 15 steps, 14 rises between steps, and there­

fore 15 x 4.5 counts ~ 63 counts represented by the density range of the 

gray scale. To calculate the MSS count value which corresponded to a 

measured transmission value, the rise number and fractional rise corres­

ponding to the transmission value were determined from the table and 

multiplied by 4.5 counts/rise. In practice, it was easier to expand 

the table to include an MSS count value for each consecutive transmis~ 

sion value calculated to the nearest tenth of a percent. A table was 

constructed for each date of ERTS-l data being analyzed. Gray scale 
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Table 6-6. Percent transmission and corresponding MSS counts for 
22 August 72, MSS 5 and 7. 

Gray Scale 
Step 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

Corresponding 
MSS Count 

63.0 

58.5 

54.0 

49.5 

45.0 

40.5 

36.0 

31.5 

27.0 

22.5 

18.0 

13.5 

9.0 

4.5 

0.0 

Rise 
No. 

8 

7 

6 

5 

4 

3 

2 

1 

% Transmission and rise values 
Band 5 rise Band 7 rise 

42.7 

43.2 

46.8 

45.7 

45.7 

43.2 

39.4 

36.3 

32.7 

29.5 

23.4 

17.8 

10.4 

2.8 

0.7 

3.1 

3.6 

3.2 

6.1 

5.6 

7.4 

7.6 

2.1 

45.7 

47.3 

47.9 

49.0 

49.6 

47.9 

43.6 

38.9 

35.5. 

3J ,3 

25.7 

18.2 

10.4 

2.7 

0.6 

4.7 

3.4 

4.2 

5.6 

7.5 

7.8 

7.7 

2.1 

steps one through six in Table 6-6 gave ambiguous transmission values. 

Had transmission values in the scene been encountered which exceeded 

39.4 percent for Band 5 or 43.6 percent for Band 7, they would have been 

ignored because they would have been in the range of the ambiguous first 

six steps. This situation was not encountered. This reversal was only 

found associated with gray scales on the earlier dates of ERTS-l imagery. 

Densitometric Sampling of Vegetation Types: Eleven vegetation types 

were chosen for evaluating the tendencies among stands of the same type 

to exhibit similar multidate signatures. Two of the 11 were grouped and 

considered as one type; they were the two types characterized by Mortonia 

scabrella. The vegetation types were chosen to represent the three phe­

nological classes and the variety of vegetation occurring within the study 

area. Stands from each type that were sampled with the densitometer were 

chosen by random number selection from the association tables that were 

constructed during the vegetation classification procedure. If the image 
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containing a stand fell in an area of the photograph having a highly com­

plex array of very small images, then that stand was rejected and the 

selcct1.on process went on to the next randomly sl.',lected stand. Only a 

few were rejected in this manner; this was done to minimize the possi­

bility of partially including an incorrect image in the field of view of 

the densitometer. Ten stands for each vegetation type were sampled. 

That involved six measurements for each stand (MSS 5 and 7 from three 

dates). During the sampling process, it became evident that some of the 

stands could not be sampled on all three dates. This was due to snow 

cover and a shift in ground coverag~ by the successive ERTS scenes. 

Consequently, three of the vegetation types were represented by nine, 

rather than ten, stands. 

Classification of Density Measurements: An MSS 5 f MSS 7 ratio was 

calculated for each vegetation stand for each of the three dates. These 

were classified by using the 5/7 classification scheme with standard ra­

tios derived fronl the Alternate standards. In order to utilize the 5/7 

values based on digital data for classifying 5/7 values bas'ad on density 

measurements, it was necessary to determine the correlation between the 

digitally derived values and their corresponding densitometrically derived 

values. 

From various portions of the study, there were available pairs of 

radiance measurements derived from the computer compatible tapes and the 

reconstituted photographs which represented, to greater and lesser degrees, 

the same ground area. The area sampled from the tape fell within that 

sampled on the on the photograph, the size of the former varied, the lat­

ter was fixed. There were 12, 12, and 10 pairs respectively for August, 

November, and April data. Two 5/7 ratios were calculated for each pair 

and linear regression analysis was used to determine the relation between 

the digital and density data. In this manner, a regression equation was 

es tab lished for data from each month. The equations were: 

22 Aug 72: y = .922x + .043 

2 Nov 72: y = .855x + .154 

13 Apr 73: y = .868x + .099 

The correlation coefficients were .99, .99, and .94, respectively. The 

standards used for classifying the densitometrically derived 5/7 values 

were converted from the Alternate standa1:ds for EVGN, WIND, and WISP, and 
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the Primary standards for TAIL through the use of the regression equations. 

For example, the 5/7 Alternate s.tandards for EVGN were substituted for "x" 

in the equations, and the equations were solved for "y" to provide the 

EVGN class standards for this classification. 

RESULTS AND DISCUSSION 

Plant Phenology 

Temporal Patterns of Change: The 47 species or genera for which 

phenological information was gathe"'ed included five tree, 19 shrub, eight 

leaf or stem succulent, and 15 grass species. Of these, Prosopis juli­

flora, a deciduous, leguminous shrub commonly known as mesquite, was most 

ubiquitous. Data for this species are used in Figure 6-4 to demonstrate 

the temporal nature of a plant species' annual development, variations 

among sites within a year, and variations among years. Prosopis juliflora 

is not portrayed as typical of other species. However, other species dis­

played similar temporal patterns of development; most also underwent year 

to year variations in the timing of their development. During the first 

quarter of the year, mesquite may have a few dried leaves persisting from 

the previous year. New leaves may begin to develop early in the second 

quarter and individuals can have combinations of new and mature leaves 

during April-June. Mature foliage is retained through the third quarter, 

although leaves may begin to dry and turn light brown in early and mid 

summer due to drought, and again in September. Combinations of mature 

and senescent leaves may be present from September into November. Plant 

phenology check locations one, two, and three were the lowest in elevation. 

Leaf development had usually progressed further at these sites during 

early spring than at the other more elevated sites. Notes from one field 

check indicated the presence of new leaves in late July following the on­

set of summer rains. The frequency of occurrence of new leaves at that 

time of year needs corroboration. 

Analysis of the phenology data indicated three classes to which 

species in the area could be assigned according to the presence of foli­

age at certain times of t~e year. The classes were: 1. those plants 

retaining green leaves or maintaining a relatively stable green app.ear­

ance throughout the year - evergreen (EVGN); 2. those in which foliage 

growth occurs primarily in the spring - winter dormant (WIND); and 
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Phenology 
Check 

Station 

2 

3 

6 

12 

13 

15 

16 

17 

1969 
'1970 
1971 

1969 
19;10 
1971 

1969 
1970 
1971 

1969 
1970 
1971 

1969 
1970 
1971 

1969 
1970 
1971 

1969 
1970 
1971 

1969 
1970 
1971 

1969 
1970 
1971 

JAN FEB MAR 
22 12 4 

--~ ----
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23 21 10 1 24 30 30 

~ -11- -".-

Figure 6-4. FoP~ge development and senescence for Prosopis ju1if1ora. 

205 

,. -f~~~- ---;~=~ -'l~~-" 

.~ '-. < ""' .... - !-l~._ i 1 

OCT NOV 
30 14 

i ~ 
~ ~ 
'f ; 



:' , 

fi 
~ ; 

'''''·tr==:=tc;~_,",," -'. ____ _ 

3. those in which foliage growth occurs primarily in the summer - winter-

spring dormant (WISP). Species and two genera reprc~enting each class are 

included in Figure 6-5 which summarized the qata collected for each species 

or genus at all locations where it occurred, and for the portions of three 

years that field not.es on phenology were taken. 

Classification of Species by Phenological Criteria 

The evergreen class includes conifers, several chaparral shrub species, 

and most of the oaks occurring in the study area. In the spring, both 

old and new leaves may be present, the old giving the plant a dull red­

dish or yellow-brown appearance. Quercus oblongifolia is a good example. 

Larrea tridentata (creosote bush), a desert shrub, has persistant leaves 

and is also included in this class. Plants of this species may undergo 

changes of leaf color from green to a yellow; the changes are apparently 

associated with drought. Leaf succulents (Agave, Dasylirion, Nolina, and 

Yucca species) are evergreens. The cacti are also placed in this class by 

virtue of the photosynthetic tissue present in their succulent stems. 

The winter dormant species includes plants that are in leaf during 

the spring, summer, and early fall. The principle time for leaf develop­

ment and growth is during the spring. This class inc.ludes some desert 

shrub species which leaf out in the spring, but may drop their leaves 

during a summer drought. They may leaf out again when moisture becomes 

available from the summer rains (e.g., Cercidium microphyllum). Species 

of Sporobolus occurring in drainages may put forth luxuriant growth in 

the spring. 

The winte~spring dormant species may not actually be dormant in 

the spring. They are considered in this group because their dramatic 

change in appearance due to foliage development comes in mid- to late 

summer following the onset of the summer rains. Species of Bouteloua, 

Aristida, and Hilaria comprise the bulk of this group. One desert shrub, 

Acacia vernicosa, also fits this phenological pattern. 

Year to year fluctuations of climatic factors, particularly preci­

pitation, apparently can impose considerable variation in the timing of 

phenological events and the color of leaf material. Given the availa­

bility of sufficient moisture and appropriate temperatures, perennial 

grass species which usually grow in the summer, me-' put forth considerable 
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Summary of phenological data for nine species and two genera representing evergreen (EVGN), winter dormant (WIND), and winter-spring dormant (WISP). The species are Larrea tridentata (Latr), Quercus emoryi (Quem), Cercidium floridum (Cefl), Flourensia cernua (Flce), Fraxinus velutina (Frve), Mimosa biuncifera (Mibi), Populus fremontii (Pofr), Prosopis juliflora (Prju), and Acacia vernicosa (Acve). The genera are Aristida (Arist) and Bouteloua (Bout); only perennial species were considered. Each symbol indicates that leaves at a specific state of development were present; no at,tempt is made in this figure to indicate relative proportions of leaves in different stages of development. Because cured leaves from the previous year were usually present on perennial grass plants the symbol indicating the presence of senescent leaves is omitted in this summary. 
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spring growth. Conversely, summer drought may severely hamper the growth 

of these same species during their usual active growth period. 

Figure 6-6 diagramatically depicts the time of year when plants are 

either dormant or have green leaves, and the timing of the two rainy 

seasons. The start and end of those seasons vary, as do the amounts of 

precipitation, in both space and time. There may be 'accompanying varia­

tions in the development and growth of many plants. Some of the varia­

tions and uncertainties are depicted by the figure: annuals mayor may 

not be present; there is variability in the timing of leaf growth and 

scenescence, and summer drought may cause some warm season deciduous 

species to drop their leaves. Evergreens usually have a period when 

both new and old green leaves are present on the plant. 

The species listed in Tables 6-7, 6-8, and 6-9 are those which re­

ceived a prominence rating of three or higher (see Appendix A for expla­

nation of prominence) at least once in the sampling accomplished for the 

vegetation classification. They are assigned to one of the three pheno­

logy categories according to results'of field o.bservations supplemented 

by the literature (Humphrey, 1960a, 1960b; Kearney and Peebles, 1964). 

Some species display phenological development characteristic of o.nly one 

class. Other species might qualify for more than one class, but are 

placed in the one where they appear to best fit. Ephedra trifurca and 

the cacti are placed with the evergreens. They maintain a relatively 

stable green color throughout the year which is little influenced by 

their development of reduced and modified leaves. The Cercidium species 

also have photosynthetic material in their bark, and therefore remain 

green or blue-green appearing through the year. However, they are 

placed in the winter dormant class because they do undergo a pronounced 

change in appearance when their leaves develop and expand. This change 

was noted from direct visual observation and a review of color infrared 

ground photographs. 

Multidate Radiance Standards for Phenolegical Classes 

ERTS-l MSS CCT co~nts\ for the three plant phenolegical classes plus 

the "no change" class are given in Table 6-10. These data were censidered 

to represent the ultim~te ,expression of phenelegical change and of "no. 

change. " Comparisens of the data contained in Table 6-10 can be conviently 
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Figure 6-6. Seasonal occurrence of precipitation and foliage development. Solid horizontal lines 

indicate periods when green vegetative material was most likely to be present; the 

associated dashes indicate that the onset of leaf initiation and senescence was 

variable. Annual species were sometimes present. The overlapping lines for evergreens 

indicate the time period when old and new green leaves were present. (Evergreen oaks 

are the principal group represented.) 
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Table 6-7. Evergreen plant species commonly occurring in the study area. 

Trees 

Juniperus deppeana 

J. monosperma 

Pinus cembroides 

P. enge1mannii 

P. ponderosa 

Pseudotsuga menziesii 

Quercus arizonica 

Q. emoryi 

Q. hypo1eucoides 

Q. ob1on'gifolia 

Q. rugosa 

Shrubs 

Arctostaphylos pungens 

Ceanothus greggii 

Cercocarpus breviflorus 

Coldenia canescens 

Cowania mexicana 

Ephedra trifurca 

Garrya wrightii 

Hap10pappus 1aricifolius 

Larrea tridentata 

Mortonia scabrel1a 

Quercus pungens 

Rhus choriophy11a 

210 

Leaf succulents 

Agave palmeri 

A. parryi 

A. schottii 

Dasylirion whee1eri 

No1ina microcarpa 

Yucca baccata 

Y. e1ata 

Y. schottii 

Stem succulents (cacti) 

Cereus giganteus 

Ferocactus wis1izenii 

Opuntia sp. (cholla) 

Opuntia sp. (prickly pear) 
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Table 6-8. Winter dormant. species commonly occurring in the study area. 

• . , .f 
Trees 

Celtis reticulata 

Chilopsis linearis 

Fraxinus velutina 

Platanus wrightii 

Populus fremontii 

Quercus gambellii 

Shrubs 

Acacia constructa 

A. greggii 

Aloysia wrightii 

Atrip1ex canescens 

Ca11iandra eriophy11a 

Cercidium f10ridum 

C. microphy11um 

Encelia farinosa 

Flourensia cernua 

Fouquieria sp1endens 

Gutierrezia 1ucida 

G. sarothrae 

Hap10pappus te~uisectus 

Mimosa biuncifera 

M. dysocarpa 

Parthenium incanum 

Prosopis ju1if1ora 

Psilostrophe cooperi 

Rhus microphy11um 

Zinnia pumila 

J:: -. ---'" . -::::;---~:::::;"".---- ·---::;::~-::-: .. c·,· 
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Grasses 

Heteropogon contortus 

Muh1enbergia montanus 

Sc1eropogon brevif10rus 

Sporobo1us airoides 

S. wrightii 

Tridens pulche11us 
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Table 6-9. Winter-spring dormant species commonly occurring in the study 
area. 

Shrubs 

Acacia vernicosa~/ 

Grasses 

Andropogon barbinodis 

A. scoparius 

Boute1oua curtipendula* 

B. eriopoda 

B. gracilis 

B. hirsuta 

B. rothrockii 

Eragrostis lehmannii* 

Hilaria belangeri 

H. mutica* 

Leptochloa dubia 

Lycurus phleoides 

Muhlenbergia porteri 

Setaria macrostachya* 

Aristida divaricata* 

A. glabrata* 

A. hamulosa* 

A. longiseta* 

A. purpurea* 

A. ternipes* 

~/ Those species marked with an asterisk (*) may show varying amounts 
of new leaf growth in the spring if favorable growing conditions (e.g., 
moisture and temperature) prevail. 
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Table 6-l0.Average ERTS-l MSS computer compatible tape counts for plant phenological and "no change" classes. The STATS subprogram of CALSCAN provides the class mean calculated to the hundredths position. 

CCT Counts 

Class Month MSS 4 MSS 5 MSS 6 MSS 7 

EVGN Aug 20.89 15.96 30.13 17.64 
Nov 17.50 10.55 23.44 13.16 
Apr 20.89 15.42 26.93 15.06 

WIND Aug 26 •. 91 22.42 43.11 24.29 
Nov 210122 15.88 18.80 8.89 
Apr 32,,74 31.14 37.26 18.89 

WISP Aug 28.99 24.20 48.01 27.38 
Nov 25.82 24.08 27.59 13.84 
Apr 42.66 46.57 45.42 21.32 

TAIL Aug 76.99 93.58 85.50 34.93 
Nov 60.64 67.76 62.35 25.97 
Apr 79.63 96.99 87.12 37.55 

made only among classes within a single band and date. For example, among 
the four classes, EVGN had the lowest MSS 4 value in August. The second 
lowest was WIND, then WISP; TAIL had the highest value. The same rela­
tionship held true for the MSS 5, 6, and 7 values. Also, the vegetated 
surfaces had much lower radiance values in the MSS 4, 5, and 6 bands than 
did the bare mineral surface, TAIL. 

However, a straightforward comparison among bands and dates is dif­
ficult because real radiance differences are modified by temporal varia­
tions in angle of incidence by solar radiation and'by atmospheric 
attenuation. Real differences are also obscured by differences among 
the response characteristics of the MS8 detectors and the scales on 
which the values are portrayed. In order to inspect the cha'~acter of 
the mu1tiseasona1 spectral signatures, the data were adjusted for the 
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variables just noted, plus an anomaly in the November data, which gave 

radiance values believed to be too high. Analysis of ERTS data, such as 

a classification of radiance values with CALSCAN, or a classification of 

ratios of radiance values with a distance measure, can cp;.~ence without 

regard for the variables noted above. Adjustments of the data usually 

retain the same relative diff~rences among those features which are used 

for classification. For this consideration of adjusted data, it was 

necessary to substitute the radiance values for two training fields in 

place of means for EVGN and TAIL classes. The two substitutions were 

made for different reasons. Of the three phenological classes, EVGN was 

the only one represented by ground areas having significant slopes and 

aspects (see Appendix E). The angle of incidence of solar radiation on 

a surface is a function of both the sun's position above the horizon 

(elevation and azimuth) and the slope and aspect of the surface (see cal­

culations for surface two in Appendix F). It was, therefore, necessary 

to select one of the EVGN training fields to represent the class because 

each of the fields in that class had different slope and aspect components. 

The training field selected to represent the TAIL class was that pile of 

mine tailings which remained unchanged and retained the same appearance 

throughout the sampling period (see discussion on pages 192 and 193). 

The values in Table 6-11 can be compared among subjects, bands, and 

dates. Differences among the values are due primarily to the reflectance 

characteristics of the subjects. The standard deviations associated with 

the mean radiance values i:!l this table are contained in Appendix G. The 

adjusted radiance values were used for constructing the three dimensional 

block diagrams in Figures 6-7 and 6-8. These figures enable a visual 

assessment of the patterns of change within and among dates and spectral 

bands associated with the mu1tidate, mu1tiband radiance values for the 

phenological and "no'change" classes. 

The spectral radiance of EVGN-4 on the three dates and that of 

WIND and WISP in August showed the multiband pattern of radiance typical 

of green foliage. Theoretically, the WIND April radiance should have 

exhibited a similar pattern, apparently the foliar development had not 

proceeded sufficiently to achieve the expected spectral radiance levels. 

The green foliage spectral radiance pattern consistently had the highest 

adjusted count in MSS Band 7, second highest in Band 6, third in Band 4, 
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Table 6-11. ERTS-l MSS computer compatible tape counts adjusted for 
angle of incidence, atmospheric attenuation, an anomaly 
in the November data, detector response, and data scale. 

Adjusted CCT Counts 

Subject Month MSS 4 MSS 5 MSS 6 MSS 7 

EVGN-4 Aug 49 34 52 151 

Nov 39 32 60 192 

Apr 34 18 35 104 

WIND Aug 56 37 63 187 

Nov 46 33 33 90 

Apr 66 51 54 142 

WISP Aug 60 40 71 211 

Nov 61 64 52 146 

Apr 86 16 65 160 

TAIL-3 Aug 157 157 127 272 

Nov 166 166 132 292 

Apr 160 159 125 284 

and the lowest adjusted count in Band 5. The'impact of chlorophyll 

absorption on the red\o1avelengths (MSS 5) is evident. The high MSS 7 

radiance values were characteristic of all the phenological classes, 

regardless of whether they had green leaves. The "no change" class also 

had a high MSS 7 radiance. If the radiance values from all detectors 

were expressed on a "per 0.1)1" basis, then Band 7 values would be reduced 

by two-thirds (see the one-third levels indicated in Figure 6-7). This 

would occur because the MSS 7 sensor detects over a 0.31-1 bandwidth. In 

the' green foliage radiance pattern, this would put the Band 7 level ap­

proximately even with that of Band 6 and, therefore, only slightly higher 

than Band 4. This adjustment does not clarify the issue however, because 

there was a substantia~ d~op off of Band 7 detector sensitivity in the 

longer wavelengths of the 0.6 to 1.11-1 spectral range. The spectral 

radiance pattern for TAIL-3, in strong contrast to the pattern for green 
I 
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Figure 6-7. Adjusted counts (see Table 6-11) for phenological and "no 
change" classes. The tops of Some columns are not visible. 
Radiance scale is the same for all graphs. 
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Figure 6-8. Adjusted counts for WIND and WISP phenological classes. 
The data in these graphs are the same as presented in 
Figure 6-7b and 6-7c~ only the arrangement has been altered. 
August radiance levels are displayed by the front row of 
columns; April by the back. This arrangement for these 
subjects made visible the tops of two columns that were 
hidden in Figure 6-7b, and two of three columns that were 
hidden in Figure 6-7c. Radiance is the same for both graphs. 

foliage, showed high radiance values in the visible wavelengths. This 

pattern bore semblance to the spectral distribution of global radiation 

as presented by Robinson (1966). 

The spectral radiance pattern described above for green foliage 

followed two different types of change as leaves were dropped, as was 

the case with WIND (principally a deciduous shrub, Prosopis juliflora), 

and as leaves and culms dried as occurred in WISP (principally grasses). 

The radiance levels decreased in all four bands in WIND, and especially 

in Bands 6 and 7, between August and November. In the absence of leaves, 

the radiance from the WIND subjects represented the dark, bare branches 

of Prosopis juliflora, shadows, the soil background, and litter. The 

radiance levels representing the ~HSP subject decreased in Bands 6 and 
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7, increased in Band 5 (visible red radiation) and remained virtually 

unchanged in Band 4, between August and November. From November to 

April, the radiance levels for this subject increased in all the spec­

tral bands detected by the MSS system. 

The decrease of radiance levels in all bands for EVGN-4 between 

November and April remained a puzzle. This temporal pattern of change 

was displayed by two of the ground areas chosen to represent the EVGN 

class (areas Three and Four). Areas One and Two displayed the opposite 

trend. There was also no answer evident for the increased Band 6 and 7 

radiance between August and November as exhibited by EVGN-4. 

Changes in radiance, as presented in Figures 6-7, 6-8, and Table 

6-11, were taken as indirect evidence of changes in spectral reflectance. 

Each phenological and "no change" class appeared to have a unique mu1ti­

date spectral signature as indicated by the adjusted radiance values. 

Classification of Elements Representing Class Standards 

Classifications of mu1tispect~a1 data are seldom conducted which 

utilize all available channels of data. It is usually necessary to 

identify the subset of features (the four bands of MSS data from the 

three dates equal 12 features) which provides the optimal trade-off 

between classification costs and classification accuracy. One method 

for identifying an appropriate subset is through the use of divergence 

measurements (Swain, 1972). 

Divergence is a measure of the dissimilarity of two data distribu­

tions. The dissimilarity depends upon the distance between the means 

of the two distributions and their variances. The divergence for two 

non-identical distributions is greater than zero, and the addition of 

more features never decreased the divergence. The measurements therefore, 

provide a means for assessing the ability of the "maximum likelihood" 

classifier (CALSCAN) to discriminate between classes (data distributions). 

Because divergence is defined for two classes, it was necessary to 

evaluate the merits of feature combinations for separating the classes 

in a pairwise fashion (Le., EVGN-WIND, EVGN-WISP', EVGN-TAIL, WIND-WISP, 

WIND-TAIL, and WISP-TAIL). One possible strategy was to consider the 

average divergence value. This procedure was followed in selecting the 

best six of 12 features for discriminating the four training classes. 

The six features selected in this manner were.; MSS Bands 5 and 7 from 

August; Bands 4, 5, and 7 from November; and Band 4 from April data. 
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All the ERTS resolution elements which constituted the training 

classes were classified with CALSCAN using the training class statistics 

for those six features. The resultant classification had an overall 

performance of 99.8 percent correct. In the EVGN class, one of 546 

resolution elements was misclassified as WISP. Of the 64 elements in 

the WIND class, one was also misclassified as WISP. All elements in 

the WISP and TAIL classes were correctly classified. This merely served 

to indicate that the four classes, as represli:nted by the ERTS-l MSS data, 

were distinct, and that the resolution elements were good representatives 

of their respective classes. 

The six features selected on the basis of average divergence probably 

were not, in fact, the best combination. The reason for this could be 

seen in Figure 6-9, a spectral plot showing the count intervals (mean ± 
one standard deviation) for each feature in each class. Within each 

feature, the TAIL class was distinct from the other three, with the one 

exception of WISP in the August Band 7 data. The best six features 

should have been selected on the basis of the separability of the three 

phenological classes without regard for the "no change" class. When 

the selection of bands was conducted in this manner, there were nine 

combinations of the twelve features that were better, in terms of aver­

age divergence, than the "best six" given above. Those combinations 

of features are given in Table 6-12. The values in the bottom row of 

Table 6-12 were the "best six" features when TAIL data were considered 

in the divergence calculations. 

The selection of the best feature combination may be additionally 

modified by a strategy' for maximizing the minimum divergence. From 

Table 6-12, it was evident that there was least dissimilarity between 

the WIND and WISP class r~gardless of the feature combination being 

considered, and that the divergence values for those two classes were 

considerably lower in every instance than the values for any other pair 

of classes. Table 6-13 cdntains several combinations of features which, 

if used for classification, would have provided a greater likelihood of 

discriminating the WIND and WISP classes. All of the combinations in 

this table provided a better divergence of the WIND-WISP pair than did 

any of the combinations of the previous table. 
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Figure 6-9. Spectral plots for EVGN (i), WIND (f), WISP (=), and Tail (+). Each plot indicates the mean count ± one 
standard deviation for data from the ERTS-I MSS system on 22 Aug 72, 2 Nov 72, and 13 Apr 73. 
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Table 6-12. Divergence between phenological classes with selected feature combinations. 

August 

MSS Bands 

Feature No. 

456 7 

1 2 3 4 

N 
N .... 

Feature 
Combination 

4,5,6,8,10,12 

3,6,8,9,10,11 

4,5,6,8,9,12 

4,5,6,7,8,9 

4,5,6,8,10,11 

3,5,6,8,10,12 

3,5,6,7,8,9 

4,5,6,8,9,11 

3,5,6,8,9,12 

2,4,5,6,8,9 
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EVGN/WIND 

224 

174 

227 

235 

217 

214 

227 

220 

215 

217 

~:. -~' ,~:~ 

November 

456 7 

5 6 7 8 

DIVERGENCE 

April 

456 7 

9 10 11 12 

EVGN/WISP WIND/WISP Average 

363 66 218 

408 69 217 

359 62 216 

354 60 216 

357 67 214 

360 64 213 

352 57 212 

354 63 212 

358 59 211 

344 66 209 
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Combinations of features which maximize the minimum pairwise divergence of WIND and 'HSP 

MSS Bands 

Feature No. 

Feature 
Combination 

2,4,6,8,10,11 

2,4,5,8,10,11 

2,4,8,9,10,11 

2,4,6,8,10,12 

2,4,5,8,10,12 

2,6,8,9,10,11 

'2,4,6,7,10,11 

2,4,5,7,10,11 

August 

456 7 

1 2 3 4 

EVGN/WIND 

182 

171 

110 

186 

176 

158 

124 

125 

November 

456 7 

5 6 7 8 

DIVERGENCE 

April 

456 7 

9 10 11 12 

EVGN/WISP WIND/WISP Average 

356 72 203 
341 72 195 
289 72 157 
362 71 206 
353 71 200 
364 70 197 
329 70 174 
307 70 167 
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There are eight combinations of six features listed in Table 6-13. 

Seventy-three percent of the features selected for these eight combina­

tions were either Ban4s 5 or 7 from the three dates; the other 27 percent 

were either Bands 4 or 6. Bands 5 and 7 are, perhaps, the most useful of 

the four bands for detecting changes in the development and cover of 

vegetative material. The energy in Band 5, the red wavelengths, is ab­

sorbed by chlorophyll; the n.ear infrared radiation of Band 7 is strongly 

reflected by green foliage. In contrast, the green wavelengths of Band 

4 are reflected by green leaves, but not nearly as strongly as are the 

near infrared wavelengths. And Band 6 includes a range of wavelengths, 

some of which are strongly absorbed by green leaves, others are strongly 

reflected. It would seem, therefore, that those bands containing wave­

lengths which were critically interacting with green. foliage were the 

most appropriate bands for use in discriminating among the three vege­

tation types considered here. Each of those types presented a nearly 

continuous cover of green foliage to the satellite's detectors on. one 

or more of the three dates from which imagery was acquired for analysis. 

Upon considering the tradeoffs between minimum and average divergences 

in Table 6-l3! it would seem that the combinations of features 2, 4, 6, 

8, 10, and 11, and features 2, 4, 6, 8, 10, and 12 are the best two 

combinations of six features. 

The divergence measurements provided further insights into the 

radiance data for the phenological types. For example (Table 6-l4)! 

the single feature which provided the best average divergence among the 

classes was the MSS Band 5 acquired in April. The April Band 4 provided 

the best (largest) minimum divergence with a single band. In contrast 

to those two features, the August Band 5 provided no separability of 

the WIND and WISP classes (divergence = 0). The mean radiance count 

for WIND in Band 5 for August was 22.42; that for WISP was 24.20. 

The best average and minimum divergence measurements with a pair of 

features were provided respectively by features eight and ten, and eight 

and nine. When the best pair was selected from one date, April data 

provided the best separability among classes. The best four features 

are similarly reviewed in Table 6-14. Also, as the number of features 

increased from one to four without regard to date, both the average 
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Table 6-14. 
Divergence values for various feature combinations. These combinations provide the best 
average or minimum divergences for classes EVGN, WIND, and WISP. 

MSS Bands 

Feature No. 

Feature Combination 

Best ave. w/single 10 
Best min. w/single 9 

Best ave. w/pair 8, 10 
Best min. w/pair 8, 9 

Best ave. w/pair 
from one date 10, 12 

Best min. w/pair 
from one date 9, 12 

Best ave. w/four 
features 5, 6, 8, 9 

Best min. w/four 
features 2, 4, 8, 10 

Best ave. w/one 
date (November) 5, 6, 7, 8 

Best min. w/one 
date (April) 9, 10, 11, 12 

Poorest date (Aug) 1 2, 3, 4 

August 

456 7 

1 2 3 4 

EVGN/WIND 

16 

19 

38 

40 

21 

23 

185 

96 

187 

27 

27 

November April 
4 5 6 7 4 5 6 7 
5 6 7 8 9 10 11 12 

Divergence 
EVGN/WISP WIND/WISP 

146 36 
143 31 

183 44 
180 41 

171 43 

147 32 

305 50 

199 59 

111 24 

187 47 

39 11 

AVERAGE 

66 

64 

88 

87 

78 

67 

180 

118 

107 

87 

26 
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divergence ana the minimum divergence values increased. However, when 

the best two or four features were restricted to one date rather than 

being selected from all the features from three dates, there was a 

definite decrease in the divergence values. This was particularly no­

ticeable in the comparison of the ave.rage divergence (180) by four 

features selected from three dates with the average divergence (107) 

by the four features of one date (Table 6-14). 

The August data was the poorest for discriminating among the three 

pheno~ogical types. This was reasonable because August was the season 

when the most prominent species of the three types had green foliage. 

There was, therefore, much greater similarity in the appearance of the 

three types in August than on either of the other two dates. The April 

data provided the best possibility for distinguishing WISP from EVGN and 

WIND when two or four features were considered. The November data pro­

vided the best discrimination of EVGN and WIND. 

In summary, where more than one feature was to be used for perform­

ing a classification of these EVGN, WIND, and WISP vegetation types, 

there was a definite advantage to be realized from utilizing radiance 

data from more than one date. A consideration of phenological change 

will definitely enhance the discrimination of some vegetation types. 

Classification of Training Fields 

Radiance data from the training fields representing the three pheno­

logical classes and the "no change" c~ass were classified using the 

schemes involving ratios of radiance values, change factors, and direc­

tion of change. The radiance data in Bands 5 and 7 for training fields 

and classes are given in Appendix H. The performance of the various 

classification schemes was apparent from the results contained in Table 

6-15. CALSCAN classification results were included to complete the 

comparisons among schemes. In addition to CALSCAN, perfect classifi­

cations were also achieved with the MSS 5 t MSS 7 and the Vegetation 

Index (V. I.) schemes. 

MSS 5 Count t MSS 7 Count: A 5/7 ratio was calculated from each 

mean training field response in Bands 5 and 7 for each of the three dates. 

In that manner, each training field was characterized by a triad of 5/7 

ratios: one each for 22 Aug 72, 2 Nov 72, and 13 Apr 73. Each ratio in 
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Table6-l5. Performance of classification schemes applied to training fields. The EVGN class included 
. four training fields; WIND, five; WISP, five; and TAIL, three. A field classified as EVGN 

was assigned the symbol (;). Symbols for the other classes were: WIND (/), WISP (=), and 
TAIL(+). 

Training Fields 

Classification EVGN(;) WIND(/) WISP(=) TAIL(+) 
Scheme 1 2 3 4 23456 1 2 345 2 3 4 

CALSCAN (best six 
features) / / / / / - - - - - +++ - - - - -
MSS 5 .. MSS 7 / / / / / = = = = = +++ 

Two 5/7 Change . +++++ +++++ . . , , , 
Three 5/7 Change ++ / / / / / = = = = = ++ 

Direction of 5/7 
Change / / / - - - - - ++ - - - - -
Vegetation Index / / / / / = = = = = +++ 

Two V.I. Change +++++ . . . , , , 
Three V.I. Change + 1//// = = = = = + + / 

Direction of V.I. 
Change / / / / - - - - - + - - - - -

• 

. ~"'Iltilliritfi l'illilti'll_.Iti.ililiWIi'd.ifi.,jii·!R'iIiIiil!i; ....... ~""'~~'".Y."~~ .. ~,.,,.;,.·,,· "'.' ,~~ , .. \. 

1 

- ~ 

'1 ~ 
·f 

... 

~ 
I 

~ , 

~ ! . 
1 

11 
~ . 
L ,,:<4' . 'F '''1'5 Ii.,.mtw:tttt#' {b\ k )11 )11'" t1sitRU-a+" f"'Slaft"V .'"it¥tbBit'-dW twH . \ fet 4#ic'w.!U' ... 'v .. '"-...... ',;<h,~~...-..!;l'..a.iU.~,.., , .... "'..-.ci!., .... ,~ ..... ~ ...... :..F..l~ ......... ,~ • ..-.~.. AN .... ~~~ ...... "'-.£~._ ........ ~a~ •. ,t.;;\. ... ~"" ....... L.~_ . ..l...~_ .~~ . ..-...... ..~:...,._ ~_~"""r.:._ ~ 



t 

• 

the triad had a corresponding ratio in the triads for the four classes: 

EVGN, WIND, WISP, and TAIL. A training field was assigned to a class by 

comparing the field's triad to those of the four classes and assigning it 

to the cl~ss to which it was most similar. Similarity was determined by 

the Euclidean distance measure. 

Vegetation Index (7-5) f (7+5): As was the case with the 5/7 

ratio" the Vegetation Index (V. 1.) indicates the "greenness" of a scene 

in relation to the amount of green vegetative material that is present. 

"Greener" scenes are associated with smaller 5/7 values and larger V.I. 

values than all scenes depicting less green vegetation. Extremes which 

demonstrate this can be calculated from the August MES Band 5 and 7 

data for EVGN, WIND, and WISP compared to the data for TAIL: 

MES 5 MES 7 - MES 5 
MES 7 MSS 7 + MSS 

EVGN .905 .050 

WIND .923 .040 

WISP .884 .062 

TAIL 2.679· -.456 

Change Factor Classifications: Change factors indicate the manner 

in which characteristics vary from date to date. 

Two-5/7 Change Factor 

Each training field and class was characterized by a pair of change 

factors calculated as follows: November 5/7 ratio f· August 5/7 

ratio, and April 5/7 ratio f November 5/7 ratio. Each field and 

class, therefore, had a pair of change factors for the same time 

intervals. A training field t s change facto:rs were c~)1npared to those 

of each class by the Euclidean distance measure, and assigned to 

the class for which it had the smallest distance value. 

Three-5Jj' Change Factor 

This classification scheme was performed in exactly the same manner 

as the two change factor scheme, but with the additj.onal considera­

tion of the August to April change factor (April 5/7 ratio f August 

5/7 ratio). 

Vegetation Index Change Factors 

Calculation and classification of two- and three-V.I. change factors 

paralleled the treatment of the 5/7 change factors. 
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The misclassifications by the several change factor schemes were 

evident from the results entered in Table 6-15. The three-change fac-
L 

tor schemes far out-performed the two-change factor schemes. The former 

correctly classified WIND and WISP training fields and missed some EVGN 

and TAIL fields. The latter nearly failed completely. 

Direction of Change Classifications: 

Direction of 5/7 Change 

Classification of training fields by this scheme considered whether 

the 5/7 ratio increased, decreased, or remained the same during the 

time intervals August to November, November to April, and August 

to April. This was a qualitative evaluation; no regard was given 

to the magnitude of change. The possible patterns of two-interval 

changes were displayed in Figure 6-2; three-interval changes would 

add the consideration diagrammed by connecting the end points of 

each plot. One type of pattern was identified for each class based 

on the manner in which the class 5/7 ratios varied. The standards 

were: EVGN (decrease, increase, increase), WIND (increase, decrease, 

increase), WISP (increase, increase, increase), and TAIL (no change, 

no change, no change). If, for example, an August 5/7 ratio equal­

led the corresponding November 5/7 ratio, then their ratio would 

equal unity. In tue purest sense, no change would be unity. This 

seemed unlikely to occur, and in fact, did not even for the TAIL 

("no change") class. No change was, therefore, defined as a range: 

0.97 - 1.01; this was based on the actual performance of the TAIL 

class standards identified above in "MSS 5 count + MSS 7 count." 

Direction of V.I. Change 

Treatment of this scheme was the same as that for "direction of 5/7 

change." As could be expected from the relationship of the two types 

of ratios to the "greenness" of a scene, the standards for this clas­

sification were just the opposite of those given above for the 5/7 

change. That is, EVGN (increase, decrease, decrease), WIND (decrease, 

increase, increase), and WISP (decrease, decrease, decrease). The 

TAIL V.I. values showed greater variation than the TAIL 5/7 values. 

The "no change" range based on the performance of the TAIL class 

standards was: 0.89 - 0.98. Appropriate ratios of V.I.'s which 
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fell in this range were taken to mean "no change:" the TAIL stan­

dards were, therefore: no change, no change.; no change. 

The. classification results of the direction of change schemes were 

nearly identical (Table 6-15). Where training fields could be classi­

fied, their classifications were correct. However, some fields could 

not be classified because they presented patterns of change that were 

different from any of the class standards. For example, it a training 

field had an increase-inc rease-increase or an increase-dec rease-increase 

pattern of change for its Vegetation Index, then the field could not 

have be.en matched to any of the class standards specified in the pre­

ceeding paragraph. This failure of some fields to classify accounts 

for the blanks in Table 6-15. 

Classification of Grid Fields: The Canelo grid contained vegetation 

types having highly prominent evergreen or winter-spring dormant species. 

The grid included one section of grid fields belonging to the EVGN class 

and a second section of fields belonging to the WISP class. The ever­

green species were primarily those of the juniper-oak woodland anti chap­

arral vegetation types; the winter-spring dormant species were primarily 

perennial grasses. The northern and eastern portions of the grid were 

perennial grasslands, and the southern and western portions were wood­

land and chaparral shrub types of the Canelo Hills. 

The Rincon grid also primarily represented two of the phenological 

classes: EVGN and WIND. The evergreen species included Pinus ponderosa, 

Pseudotsuga menziesii, and other pine species in addition to those of the 

juniper-oak woodland and the chaparral shrub vegetation types. The ever­

greens were located on the mid to upper elevations of the P~ncon and 

Tanque Verde Mountains. These mountains also had large areas of rock 

outcroppings. The WIND species were those of the desert shrub and desert 

grassland vegetation types. Some of the species were Cercidium micro­

phyllum, Prosopis juliflora, Acacia constricta, and Fouquieria splendens. 

Some perennial grass species were present in mid-prominence on the lower 

slopes of the mountains. This was also the location of extensive patches 

of Agave schottii, a low growing leaf succulent which forms extensive 

dense mats. Given sufficient prominence, the grass species could cause 

a grid field to be classified as WISP; on the other hand, the presence 
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of the Agave could cause a classification of EVGN if it were sufficiently 
dense and extensive. 

A fairly thorough fai/liliarity with the Canelo and Fincon grid areas 
provided the basis for assigning a classification to each 16-e1ement grid 
field of the two grids. Each grid field was identified as EVGN, WIND, or 

.WISP according to the best approximation of each field's location. That 
approximation was achieved with an overlay of the systematic sampling 
plots on a 1:250,000 color enlargement of an ERTS scene. This provid~d 
a "ground truth map" of both grids (Figure 6-10). Some grid fields fell 
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Figure 6-10. Identification of the l6-element grid fields in the 
Oanelo and Rincon Grids. EVGN (;), WIND (I), and 
WISP (=). Some grid fields were suspected of containing two subjects, and were therefore identified with two 
symbols. A grid field was ,referenced by its column number first, then its row number. For example, Canelo grid field 5-4 was "=;". Rincon grid field 14-4 was "/". 
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in the area of transition from one phenological type to another. In 

these cases, the fields were identified as representing both types. If 

either of the two types were identified in a subsequent stratification 

analysis, then the classification was considered correct. 

The following evaluation of the several stratification strategies 

does not include the results of every classification attempt. The re­

sults of those strategies which were more successful are shown, accom­

panied by some of the unsuccessful results for the purposes of comparison. 

The blocking pattern achieved with the MSS 5 f MSS 7 classification 

scheme serves to illustrate the success achieved with the use of 1) the 

Primary versus Alternate standards; 2) l6-element versus single-element 

grid fields; and 3) a reclassification procedure known as "nearest neigh­

bor weighting." 

When used in conjunction with the Primary standards, the MSS 5 f 

MSS 7 scheme produced an inadequate classification of the Canelo grid 

fields and a less than marginally acceptable classification of the Rincon 

grid fields (Figure 6-11). A partitioning of the Rincon grid in accor­

dance with these results would provide a very conservative estimate of 

the portion of the grid area which supported evergreens. In contrast, 

this same classification scheme when used with the Alterna,te standards, 

produced quite acceptable classifications of the grid fields (Figure 6-12). 

The results obtained with both types of standards can be compared with 

the the "ground truth map" in Figure 6-10. The Alternate standards give 

a slightly generous estimate of EVGN in the Rincon grid and a slight 

underestimate of EVGN in the Cane10 grid. This was reasonable because 

of the manner in which the Alternate standards were constituted. The 

Alternate EVGN standards were based on the mean radiance of most of the 

Canelo EVGN fields in the "ground truth map" (a few grid fields were 

deleted due to high standard deviations associated with the mean radiance 

value of the 16 elements/field). The EVGN vegetation of the Canelo grid 

was not as distinct as that of the Rincon grid. Juniper-oCik woodland, 

for example, frequently had a well developed herbaceous understory, where­

as the mixed pine and fir coniferous forest of the Rincon grid did not. 

Consequently, the Alternate standard based '~.n the Cane10 evergreens per­

mitted more grid fields in the Rincon grid to be classed as EVGN than 
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the "ground truth map" incidates. In effect, the Alternate standard pro­

vided a broader interpretation of what constituted evergreen vegetation. 

The results of a classification obviously depend in great measure on the 

manner in which class standards are selected. 

The results from classification of l6-element grid fields and single­

element fields were quitE: similar. The M8S 5.;- MSS 7 scheme with Alter­

nate standards was used to classify the smaller fields in both grids (Figure 

6-l3). These results are comparable with those in the immediately nre­

ceed:Ll1gfigure. A very similar blocking was achieved by both techniques. 
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Recall that the results of these two approaches were achieved by using 

samples of three percent and 0.2 percent, respectively, of all the reso­
lution elements in the two grids. 

Depending on the complexity desired from the partitioning procedure, 

the classification output may be simplified by a reclassification utili­

zing "nearest neighbor weighting." Care must be taken when using this 

approach because increasing the homogeneity of the output is only gained 
by eliminating detail. 

The rules that were followed to achieve the reclassification were: 
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CancIo Grid 

0 1 2 3 4 5 6 7 8 9 

1 = I = = = I = = = = 
2 = = = = = = = = / = 
3 = = = = = = = = = 
4 = = I = = = = = 
5 I I = = = = / = 
6 = = ; = = = 
7 . , ; / = 
8 . . I , , 
9 I . , = = = 

Rincon Grid 

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

1 = = I . . . / I , , , 
2 I · / / , 
3 = I = I I I I = I / 
4 I I I I I I I I I I · I , 
5 I I I I I / I I I I . · . . I , , , , 
6 I I I I I I I I I I . · . ; . , , , , 

Figure 6-13. MSS 5 f MSS 7 classification of single-element grid 
fields with Alternate standards. EVGN (;), WIND (/), 
WISP (=). 

1) Tabulate the original classification of the nine fields 
immediately surrounding the field in question. 

2) Assign the field in question to the class to which most of 
the surrounding nine fields were classified • 

3) In the case of a tie (no class included the majority of 
fields surrounding the field in question), leave the field 
as it ~.]a.s classified, assuming that its original classifi­
cation was into a class which participated in the tie. If 
this assumption is incorrect, then proceed with the reclas­
sification of all surrounding fields, and then return to the 
field in question and consider its reclassification in light 
of the reclassified identities of the surrounding nine fields. 

234 



, ! 

i I 
f I 
1 j 

.: 
,~I 
, . 

- , , 

This reclassification procedure was used to simplify the stratifica­

tion that was achieved with classifying the single-element grid fields. 

The output from the reclassification is portrayed in Figure 6-14 to de­

pict the partitioning effect achieved through the blocking of grid fields 

according to phenological class. 

The Vegetation Index, when used with the Alternate standards, pro­

duced a nearly identical blocking pattern as did the MSS 5 t MSS 7 scheme. 

For that reason, those results are not presented. 
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Figure 6-14. 
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Stratification of the Canelo and Rincon grids. This 
partitioning effect was achieved with a strategy which 
employed: 1) Alternate standards; 2) MSS 5 + MSS 7 
classification scheme; 3) single-element grid fields; 
and 4) reclassification with nearest neighbor weighting. 
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An acceptable blocking of the Rincon grid fields was achieved with 

a CALSCAN classification utilizing the Primary standards (Figure 6-15). 

This. classification was performed with the maximum likelihood classifier 

"trained" on the radiance of the training classes in MSS Bands 5 and 7 

from August, November, and April. This combination of features was one 

of the best for discriminating the phenological training classes (see 

Table 6-13 and attendant discussions). Unlike the MSS 5 f MSS 7 and the 

V.I. schemes which treated each grid field as a unit and based the clas­

sification on the mean. radiance of the 16 elements which constituted the 

unit, CALSCAN classified each resolution element of a grid field. The 

grid field classification was then determined as being that class to which 

the majority of the 16 elements were assigned. There was the possibility 
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Figure 6-15. 

6 7 8 9 10 11 12 13 

/= / / 
/= = = / / / 
/ / = = = /= 

/ / / / / / 
= = / / / 
/= = / / = = / 

= = 
/ / 
/ / / / 
/ / / / 

Classification of Rincon grid fields using a 
"maximum likelihood classifier" trained on data 
in MSS Bands 5 and 7 from August, November, and 
April. The upper plot shows the results prior 
to reclassification of each field using a 
"nearest neighbor" weighting. The reclassified 
fields are shown in the lower plot. The 
partitioning effect is emphasized with lines. 
EVGN (;), WIND (/), WISP (=). 
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of having an even number assigned to two classes. Classification t:Les 

did occur as evidenced by the double symbols for a few grids. The problem 

of ties could have been reduced if the grid field size had been chosen as 

as odd number of elements not evenly divisible by the number of classes. 

Ties were resolved in an expedient manner; if one symbol of the pair was 

the correct classification, then it was chosen to represent the field. 

The results were then reclassified to simplify the stratification (Figure 

6-15). Only the data in Rincon grid columns six through 13 were classi­

fied. This reduction in number of grid fields was done to reduce ~omput­

ing costs. 

The "red" and "IR" from three dates classification could not be 

considered successful however because of the performance on the Ganelo 

grid fields. A definite partitioning of the field was not achieved. 

Ninety-two pereent of the WISP grid rields were correctly identified, 

the remaining were misclassified as WIND. Actually, WIND classifica­

tions in some locations in the WISP portion of the Canelo grid could have 

been quite acceptable. There were drainageways located in this area 

whi.ch supported the winter dormant tree Juglans major (Arizona walnut) 

and perennial grass species which characteristically "green up" in the 

spring. Only 33 percent of the EVGN grid fields were correctly iden­

tified; 19 percent were identified as WIND, and 48 percent at WISP. 

The Canelo grid was partitioned into two distinct areas by the 

CALSCAN classifier trained on data from the MSS Band 5 from April. One 

area was correctly identified as WISP, however, fields in the other area 

were incorrectly identified as WIND rather than EVGN. Band 5 frem April 

was the band which provided the best average divergence among phenologi­

cal classes. 

The other stratification strategies, i.e., change factors and direc­

tion of change with Primary or Alternate standards, did not produce 

acceptable results. Classification of the Rincon grid fields with the 

three 5/7 change factor scheme produced the results in Figure 6-16. 

A stratification of the grid was not achieved. The change factors cal­

culatedfrom the Alternate rapiance standards for EVGN, WIND, and WISP 

were: 
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Nov/Aug Apr/Nov Apr/Aug 

EVGN 1.05 1.24 1. 30 

WIND 1.01 .97 .98 

WISP 1.18 1.07 1.27 

TAIL .97 99 .96 

Whenever Alternate standards were used for classifications, the Primary 

standards for TAIL were used. 

The 5/7 change factors indicate that WIND and TAIL were similar in 

that there was little date-to-date variation in the 5/7 ratios for those 

subjects. The classification results indicated that the 5/7 ratios for 

77 percent of the grid fields underwent little date-to-date variation. 

This included EVGN grid fields of dense conifers and WIND fields of 

sparsely scattered desert shrubs. In this case, extremely different sub-

jects were recognized as similar by virtue of their similar patterns of 

change. 

The Vegeta.tion Index change factor proved unsatisfactory as a basis 

for classification for at least two reasons: 1. The index can equal 

zero if the radia.lce count in Bands 5 and 7 are equal. This potential 

never materialized, however, several indices had values close to zero. 

Such a value when either in the numerator or the dominator of a change 

0 1 2 3 4 5 

1 = • = = / 
2 / . / / / = " 
3 = / / / / / 
4 / / / / / I . 
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Figure 6-16. Three 5/7 Change Factor classification with Alternate 
standards. The grid fields contained 16 elements. The 
three change factors were for the time periods August 
to November, November to April, and August to April 
Grid fields which were classified as TAIL are indicated 
with a (+); EVGN (;), WIND (/), and WISP (=). 
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factor calculation can result in an extremely small or large quotient. 

Either case was very unlike the Primary or Alternate standards for change 

factors; 2. The Vegetation Index gave an indication of the "greenness" 

of a scene. Larger values indicated a greener scene, and vice versa. 

Some V.I. values were negative. If the values were negative on two suc­

cessive dates with the second being a smaller negative number than the 

first, then that would indicate that the scene was less green on the 

second date than it was on the first. The value of the change factor 

ratio, however, would be positive and greater than one. Another loca­

tion could have positive V.I. values on two dates with the second date 

greener (larger V.I.) than the first, Here again, the value of the V.I 

change factor ratio would be positive and greater than one. Thus Vege­

tation Index change factors can be ambiguous. 

The direction of change classification scheme failed largely because 

the grid fields showed a greater variety on patterns of change than did 

the class standards. There were, therefore, several grid fields that re­

mained unclassified. 

Stratification of Santa Rita-Sonoita Transect 

The most successful stratification st:r:-ategy for stratifying grid 

fields was. the MSS 5 f MSS 7 scheme used with Alternate standards. This 

strategy was used to clansify every 25th resolution element on three ad­

jacent scan lines of ERTS data. The three lines extended from points A 

to B in the previous Figure 6-3. They represented a transect of approxi­

mately 40 km (25 mi) which began at the west (point A) in desert grass­

land and near a drainage with Proso~ juliflora, crossed over the Santa 

Rita Mountains and extended eastwa.rd into the Sonoita grassland. The 

classification results are given in Figure 6-17. The eastward extension 

of the ~VGN type was entirely possible due primarily to the evergreen 

oaks which occupy the northerly aspects along the larger drainages. 

This provides a satisfactory discrimination among the major EVGN and 

WISP components of the landscape along the ttansect. 

Classification of Vegetation Stands 

The vegetation types of the study area selected for this analysis 

are listed in Table 6-16 and organized according to phenological class. 

That assignment to class was based upon the phenological character of 

the more prominent species of the vegetation type. Six EVGN types were 
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Figure 6-17. Stratification of the Santa Rita-Sonoita transect. Every 25th resolution element 
in three adjacent scan lines of ERTS data were classified with the MSS 5 ~ MSS 7 
scheme used with Alternate standards. The transect was approximately 40 km (25 mi) 
in length. The major vegetational components along the transect were EVGN (conifer 
forest and juniper/oak woodland) and WISP (perennial grassland). 
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Table 6-16. Vegetation types selected for phenological classification 
with ERTS multiseasonal radiance data. The types are organ­
ized by phenological class (EVGN, WIND, and WISP) according 
to the phenological character of their more prominent species. 

EVGN Larrea tridentata with Prosopis juliflora and/or Opuntia (cholla). 
Abbreviation: )~atr-Prju 

Mortonia scabrella without Rhus choriophylla; Mortonia scabrella 
with Rhus choriophylla. 
Abbreviation: Mosc; Mosc-Rhch 

~uercus and Nolina microcarpa; without Cercocarpus breviflorus, 
Arctostaphylos pu~gens, and Mimosa biuncifera. 
Abbreviation: Quercus-Nomi 

Quercus, Arctostaphylos pungens, Pinus cembroides, Juniperus 
deppeana, without Mimosa biuncifera. 
Abbreviation: Quercus-Arpu-Pice 

Cercocarpus breviflorus with Juniperus ~eana and/or Pinus 
cembroides and usually with Quercus. 
Abbreviation: Cebr 

WIND Cercidium microphyllum and Cereus giganteus often with Encelia 
farinosa and Opuntia spp., and without Franseria deltoidea. 
Abbreviation: Cemi-Cegi-Enfa 

Prosopis juliflora and Haplopappus tenuisectus with Opuntia 
(cholla) and without Acacia constricta and Callia~. 
Abbreviation: Prju-Hate-Cholla 

Acacia vernicosa, Flourensia cernua,. Larrea tridentata, and 
Rhus microphylla. 
Abbreviation: Acve-Latr-Rhmi 

WISP Calliandra eriophylla and Bouteloua with any or ell of Ephedra 
trifurca, Yucca baccata, I. elata,Prosopis julif1ora, and 
without Acacia constricta. 
Abbreviation: Caer-Eptr-Yucca 

Bouteloua and Aristida without large shrubs, No1ina microcarpa, 
Yucca, and Ca11iandra eriophy11a. 
Abbreviation: Bout-Arist 
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considered; the stands from two of the types characterized by Mortonia 

8cnbrellu were goruped together. Three WIND and two WISP vegetation 

type.s were also considered. More EVGN types were included than for 

WIND and WISP becau\,e Clf the great diversity that existed between desert 

shrub and forested evergreens. The stands were classified with the MSS 

5 .;. MSS 7 scheme with Alternate standards. The MSS 5 and 7 values were 

derived from density measurements. The 5/7 scheme was the stratifica­

tion strategy which produced the most acceptable results in the classi­

fication of grid fields. The phenological classification (Table 6-17) 

based on ERTS multiseasonal radiance from specific vegetation stands 

produced four strata of vegetation types: 

1) All stands classified as WIND: 

Latr-Prju 
Cemi-Cegi-Er.fa 
Prju-Hate-Cholla 

2) Stands classified as WIND and WISP: 

Acve-Latr-Rhmi 
Mosc; Mosc-Rhch 
Caer-Eptr-Yucca 

3) Stands classified primarily as WISP: 

Bout-Arist 

4) Stands classified primarily as EVGN: 

Quercus-Nomi 
Quercus-Arpu-Pice 
Cebr 

The first five types listed in Table 6-17 had a shrub-scrub physiog­

nomy. The thr,~e that classified exclusively as WIND were "microphyllous, 

non-thorny scrub, generally with succulents." Grasses generally had low 

prominence ratings in stands of these types. Even though Larrea triden­

tata is'an evergreen the stands of the Latr-Prju group classified as 

WIND. Most likely, this was due to the low percent of vegetative cover 

which would have made the Latr-Prju stands "look like" WIND. The WIND 

grid fields of the Rincon grid, on which the classification standards 

were based, also had sparse vegetative ground cover. Cemi-Cegi-Enfa and 

Prju-Hate-Cholla both occur in that portion of the Rincon grid from which 

the Alternate WIND standards were derived. Radiance from these vegetation 

stands was, therefore, quite similar to the Alternate standards. 
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Phenological classification of specific vegetation stands, EVGN (;), WIND (I), WISP (-); and 
TAIL(+). These results were achieved with the MSS 5 f MSS 7 classification scheme utilizing 
Alternate standards adjusted for use with densitometrically derived 5/7 ratios. Two vegetation 
types were represented by nine rather than ten stands. This accounts for the two blanks 
present in the table. 

Vegetation 
Type 

Latr-Prju 

Cemi-Cegi-Enfa 

Prju-Hate-Cho11a 

Acve-Latr-Rhmi 

Mosc; Mosc-Rhch 

Caer-Eptr-Yucca 

Bout-Arist 

Quercus-Nomi 

Quercus-Arpu-Pice 

Cebr 

Phenological 
classification 
by most 
prominent species 

EVGN 

WIND 

WIND 

WIND 

EVGN 

WISP 

WISP 

EVGN 

EVGN 

EVGN 

Phenological classification 
by ERTS mu1tiseasonal, 
multispectral radiance 
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It was evident from the field data that perennial grasses frequently 

attained mid- to high promimmce in the stands of Acve-Latr-Rhmi, Mosc, 

and Mosc-Rhch. Thus, WISP could be an acceptable classification for 

stands of these types. A review of the field descriptions for these spe­

cific stands, however, did not indicate any noteable contrasts between 

those stands of the two groups which classified as WIND and those which 

classified as WISP. Although 1>lortonia scabrella is an evergreen, none 

of the Mosc or Mosc-Rhch stands were classified as EVGN. There was no 

apparent relationsuip between the classification of each Mortonia stand 

and either the type it belonged to, the prominence of Mortonia in the 

stand, or the prominence of the grasses. 

The physiognomy of Caer-Eptr-Yucca stands was either "herbaceous" 

or "scattered tall shrubs over herbs .': The prominent herbaceous com­

ponent both of this type and the Bout-Arist type apparently influenced 

the classification of several stands. The stands which we.re classified 

as WISP contained grasses which were given a prominence rating of five. 

Those which classified as WIND had grasses at lower prominence. 

The field data provided no indication of why the two Bout-Arist 

stands classified as EVGN. 

The last'three vegetation types in Table 6-17 contained several 

evergreen species. The physiognomy of each type could vary, as was in­

dicated in their descriptions (preceeding Figures 2-25, 2-28, and 2-29). 

The classifications of Quercus-Nomi stands were quite varied. Of the 

last three groups, this group was the one which usually had a well devel­

oped herbaceous layer. Also, the stand which was classified as TAIL was 

the only stand. not having oaks and/or junipers at a prominenC'.~. of four 

or five. The Quercus-Nomi type appears to have been the most varied of 

the eleven types that were sampled. 

The physiognomy of the Quercus-Arpu-Pice and Cebr vegetation types 

, varied between a forest or wood aspect to that of a shrub aspect. Ever­

green species were prominent in both physiognomic forms, and there was, 

consequently, less variation in the classification results. Cebr stands 

usually were found to have evergreen oaks, junipers, and/or ~inus 

cembroides in mid- to high prominence. The stand which classified as 

WIND did not have this well developed evergreen tree layer. 
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CONCLUDING STATEMENTS 

This study was designed to investigate data analysis techniques 

which would achieve an initial approximation of a vegetation classifica­

tion and a vegetation map for a specified region. The investigative 

course capitalized on the expression of plant pheno1ogicai development 

that could be documented in mu1tiseasona1, multispectral radiance data 

acquired by an orbital satellite. 

Two questions were initially posed: 1. Can vegetation types be 

characterized in terms of phenological patterns of change detected with 

multidate remote sensing? and 2. Can apparent phenological patterns be 

used for stratifying synoptic, multidate remotely sensed imagery? 

The following were determined in relation to the first question: 

1) Variations in phenological development among plant species was 

noted as well as the tendency for the seasonal appearance of some vege­

tation types to be dominated by the appearance of one or a few similarly 

developing species. 

2) As evidenced from the ground, most of the common plants in the 

study area could be characterized by the temporal aspects of their phe­

nological development. On that basis, they could be assigned to one of 

three classes: evergreen (EVGN); T,'inter dormant (WIND); or winter­

spring dormant (WISP). Generally speaking, plants belonging to EVGN 

had green foliage throughout the year (e.g., conifers, oaks, leaf suc­

culents). Those belonging to WIND had green foliage in spring, summer, 

and early fall (e.g., many desert shrubs). WISP plants greened up in 

the summer and dried up or lost their. leaves in early fall (e.g.; many 

perennial grasses). 

3) There was a strong similarity among the spectral signatures of 

vegetation types in which the spectral return was dominated by green 

plant material. This was true for vegetation types of entirely different 

physiognomic ch~racter, but having nearly closed vegetative canopy_ 

Radiant energy ftom EVGN, WIND, and WISP showed a similar pattern of 

spectral distribution among the ERTS MSS bands. This spectral signature 

pattern was also evident in the radiance from EVGN during three seasons -

summer, winter, and spring. 

4) When the soil background substantially contributed to the spec­

tral return from a vegetation stand (vegetation with open canopies 
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and bare ground), then the spectral radiance and the vegetation physiog­

nomy were apparently related. A vegetation type having a uniform phy­

siognomy also tended to have one phenological spectral signature (e.g., 

Larrea tridentata with Prosopis juliflora and/or Opuntia (cholla). In 
I 

contrast, vegetation types which could be represented by a variety of 

physiognomic forms also tended to have a variety of phenological spectral 

signatures (e.g., Quercus and Nolina microcarpa; without Cercocarpus 

breviflorus, Arctostaphylos pungens, and Mimosa biuncifera). 

5) When the deciduous shrubs (e.g., .Prosopis juliflora) of the 

WIND group lost their leaves, their spectral signature altered with a 

slight decrease of radiance in the visible wavelengths and a strong 

decrease in the near infrared. 

6) As the foliage of perennial grasses (primarily Hilaria mutica) 

cured from August to November, its apparent green radiance remained un­

changed, red radiance increased over 50 percent, and near infrared 

radiance decreased approximately 30 percent. Radiance in all MSS bands 

increased between November and April, presumably with additional curing 

of the grass foliage. 

7) A highly reflective mineral surface exhibited high radiance 

levels in all four bands, thus providing a marked contrast to the absorp­

tion characteristics of vegetation canopies. The contrast was especially 

dramatic in data of the green and red bands of the ERTS-l MSS sy~~~m. 

8) The maximum dissimilarity among the phenological classes EVGN, 

WIND, and WISP was achieved with radianc~ in spectral bands O.6-0.7~ 

(red) and 0.8-1.111 (near infrared) from summer, winter, and spring. 

9) More than one date of radiance data is necessary to achieve the 

best discrimination among phenological types • 

10) Classification schemes which successfully distinguished the phe­

nological classes were: 

a. A maximimum likelihood, discriminant analysis classifier 
(CALSCAN); 

b. MSS 5 t MSS 7; 

c. August to November, November to April, and August to 
April MSS 5 t MSS 7 change factors; and 

d. (MSS 7 - MSS 5) t (MSS 7 + MSS 5), the Vegetation Index. 

246 



11 
i 

.at 

j 

~, 
\ ' ~ 
! 

,« . 

,. 

• 

.1 

..... ~.--~ .. -" .. -- ---1-'" ..... _.- "]~.:' .~ ~ 

1 

11) Classification of training field elements representing EVGN, 

WIND, and WISP had an overall performance of 99.8 percent correct. In 

the EVGN class, one of the 546 resolution elements was misclassified as 

WISP. Of the 64 elements in the WIND class, one was also misclassified 

as WISP. All elements in the WISP and TAIL classes were correctly 

classified. This merely served to indicate that the four classes, as 

represented by the ERTS-l MSS data, were distinct, and that the reso­

lution elements were good representatives of their respective classes. 

12) Classifications of training fields with MSS 5 f MSS 7 and the 

Vegetation Index achieved 100 percent accuracy. 

13) Change factor classifications achieved 82 percent accuracy. 

The following were determined in relation to question 2: 

1) Phenological patterns of change may not be useful for classi­

fying vegetation having a high percentage of bare ground. 

2) Multiseasonal spectral signatures for vegetation types having 

high percentages of bare ground could be successfully used to distinguish 

vegetation types which belonged to the three phenological classes. 

3) A stratification of an ERTS scene could be achieved which dis­

tinguished phenologically dissimilar areas. 

4) The stratification provided a fairly good approximation of 

"ground truth." 

5) The stratification was accomplished by analyzing only 0.2 per­

cent of the available ERTS data points. 

6) A constant "no change" reference surface occurring within the 

scene was used to correct radiance data for subjects which were subject 

to temporal variation. 

Several areas of interest for further investigation were recognized 

from these results. Of particular interest would be: 

1) Further clarification of the relationships of the MSS 5 + MSS 7 

and Vegetation Index to such characteristics of natural vegetation as 

stand structure, floral compositiofi, ground cover, and plant phenology. 

2) The determination of detection thresholds pertaining to pheno­

logical change. 

3) Further experimentation with the classification of vegetation 

with multiseasonal spectral radiance in comparison to single date classifi­

cation. 
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4) Further theoretical development of the concept of s\I,bject recog­

nition through the identification of unique and repeated patterns of 

temporal variation. 

248 



i. ,. 

CHAPTER 7 

TWO STAGE SAMPLING OF VEGETATION SUBJECTS 

OBJECTIVE 6 

INTRODUCTION 

The use of conventional aerial photography in sampling schemes pro­

bably is more highly developed for forest sampling than in any other 

application. Evidence of this is seen in the Elementary Forestry 

Sampling handbook (Freese, 1962) and extensive recent bibliographies 

on forest sampling (Bonner, 1972; Murtha, 1969; and Nielson, 1971). 

In the natural vegetation resources area, beyond forestry, little appli­

cation is made of small scale photography and refined sampling techniques. 

With the e~ception of timber volume estimate work (Langley, Aldrich, and 

Heller, 1969) little attention has been given to the possibility of 

coupling space and high altitude imagery to increase efficiency and 

accuracy of estimating a natural vegetation parameter. The potential 

exists for using multistage sampling to better estimate the areal extent 

of vegetation-soil systems. 

Based on the arguments presented by Hansen, Hurwitz, and Madow 

(1953, p. 40-51), the sampling which was conducted as a part of this 

research would be described as stratified, two stage, clustered sampling. 

The concepts and constraints of the components of such sampling were 

described by Kelly (1970, p. 329-333) and are briefly summarized here. 

Stratified sampling allows a partitioning of sampling units in the uni­

verse; a population can be partitioned into strata which concentrates 

similar sampling units by strata. The intent is to reduce variance by 

gaining homogeneity, but this cannot be accomplished unless the strata 

are developed from criteria that are population related. Each stratum 

is treated as a separate subuniverse in which means and variances are 

separately calculated before weighting together. For sU'bsampling (or 

two stage sampling) sampling does not have to be conduct~~d in all strata. 

The universe is partitioned, and clusters of sampling units called 

primary sampling units (PSU's) are drawn which represent the universe. 

Each PSU is sampled as a subuniverse, and if extended to more than one 
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level, the design is called multistage sampling. If stratification 
and subsampling are combined (as they were in my sampling approach), 
then the strata are the subuniverses and within strata estimates are 
calculated as is done for stratified sampling. 

Colwell (1971, p. 152) discussed space photography and high alti­
tude photography in the setting of their value in "multistage" sampling 
approaches whereby 

••• resource inventory would be performed using three 
data collection systems: satellites, aircraft, and ground observers, in that sequence. Each of these in turn would provide progressively closer looks at progressively smaller areas, and would provide progressively more detailed infor­mation about these areas. Then, the more detailed information would, in each instance, be applied to a much larger area for which the limited sample appeared to be representative, is evidenced by the similarity of that area to certain surround­ing areas, as seen on aerial and space photographs. 

This is the concept which was operative in a much publicized and con­
ceptually fruitful timber volume inventory in the Southeast (Langley, 
1969; Langley, Aldrich, and Heller, 1969; Aldrich, 1971; Langley, 1971a; 
and Langley, 1971b). Their research provided the impetus and much of 
the procedural direction for the two stage sampling research reported 
in this dissertation. 

The main question which Langley, Aldrich, and Heller (1969) wanted 
to answer was, "What contribution can the information obtainable from 
the space photos make toward reducing the sampling error of a timber 
inventory?" Their study area totaled 10 million acres in two 5 million 
acre blocks of land. In the Mississippi Valley survey, they stratified 
the space photo (Apollo 9) into an upland pine stratum and a bottomland 
and upland hardwood stratum. Primary sample units (PSU's) were drawn 
from a 4 x 4 mile grid. The smallest scale aircraft photography, 
1:60,000, was used to predict timber volume, so that larger scale photog­
raphy could be selected with probability proportional to predicted volume. 
For the third stage in the design, photography (1:2,000) was obtained 
along strips in the selected PSU's. The plots on this photography were 
partitioned into four squares (.6 to .8 acres each) and timber volume 
was predicted from height and crown cover estimates for both pine and 
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hardwood. Of these plots, one per strip was selected for ground 

measurement based on the 1:2,000 scale estimate of probability propor­

tional to predicted timber volume. In the field, tree measurements 

were made, again to estimate wood volume. The timber volume estimates 

for the entire area were then made by expanding back through the sam-

pling formula. The sampling error for the Mississippi Valley survey 

was 13 percent. If stratification (due to space photography) had not 

been present, it would have been 30.7 percent. In the Georgia survey, 

the research was unable to show a sampling error advantage due to space 

photo stratification. The reason given was the low correlation between 

predicted timber volumes on the primary units and the estimated volumes 

in the subunits (Langley, 19718.; p~135). However, " ••• the space 

photos did provide an operationally efficient frame with which to con­

due t the aerial survey" (Langley, 19 7lb, p. 125). 

On stratification, Avf''':,,! (1964) in a hypothetical example, showed 

that for estimating timber volume, efficiency and accuracy were improved 

as compared to results with no stratification. In testing stratification 

efficiency, two reports showed modest improvements in efficiency when 

estimating timber type and volume respectively (Kendall and Sayn­

Wittgenstein, 1961; and Macpherson, 1962). Accuracy comparisons, on 

the other hand, require that the sampling scheme be compared against 

some standard. Perhaps the most comprehensive comparison was that of 

Kulow (1966) where 144 sampling designs of forest sampling techniques 

were accuracy tested. The very fact that 144 designs were tested is 

a testimonial to the vast number of sampling technique combinations 

that are available and are used. The choice of which techn;i,que to apply 

would undoubtedly depend upon the experiences of others who have pre­

viously conducted similar sampling. This, in a large measure, is why 

considerable direction was provided by the work done by Aldrich, Heller, 

and Langley. Even though they were estimating a single parameter 

(timber volume) as compared to the multiparameter issue of estimating 

areas for several vegetation types, they were applying small scale, 

low resolution imagery to an areal related resource problem. 
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METHODS 

Based on the "Space Photo Image Content Comparison" research of 

Chapter 3, the Apollo-6-l442 photo had greater information content than 

did the Gemini IV (S-65-3468l) photo. For this reason, Apollo was con­

sidered potentially better for sampling than Gemini and was chosen for 

a two stage sampling comparison with ERTS-l photography. For the 

Southern Arizona Test Site, this meant that the best non-ERTS space 

photography was compared with ERTS photography. Figure 7-1 summarizes 

the sampling process • 

Selection of a Resource Area for Sampling 

Several considerations were made in selecting the resource area to 

be sampled. First and of greatest importance was the need to develop 

a sampling approach which would be compatible with and would take ad­

vantage of the vegetation classification developed for the test site. 

A second constraint was that a funding ceiling existed for the sampling 

phase of the research. The third consideration was the need to explore 

further the feasibility of using a helicopter for obtaining ground 

information. This had been accomplished for photo interpretation 

accuracy checking with a more simple vegetation-landform subject (Poulton, 

~ al., 1971). 

The decision was made to restrict the sample area to that portion 

of the test site which is generally the most hilly and mountainous. 

Not only did such a decision simplify the sample comparison by reduc­

tion of the area, but by having the sample area in rough terrain, ground 

examination by helicopter became an attractive alternative. Surface 

transportation would not have enabled examination of a sufficientnum­

ber of ground sites owing to excessive time requirements. Access by 

fixed wing aircraft would have been feasible, but less desirable than 

by helicopter because of (1) faster air speeds; (2) longer turning 

radius; and (3) greater aircraft to ground distance when operating in 

turbulent conditions. These factors can greatly decrease the confidence 

level for identification of plant species from the air. 

The area selected for sampling was based on an objective strati­

fication of Apollo and ERTS (see Figure 3-4). From the stratification 
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Figure 7-1. Comparative two stage sampling conducted for estimating the extent of vegetation types. 
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figure it is apparent that the areas sampled for the two space photo 

types are not identical even though primary areas are concurrent. This 

is a reflection of image differences on the intact space photographs 

which affected strata boundary placement, and differences in the way 

observers grouped image samples for the two space photos. Justification 

for comparing areas on photography which do not have identical external 

boundaries rests, in this case, in the way the strata were established 

and the boundaries drawn; that is~ with a minimum of bias. An alter­

native would have been to restrict comparative sampling to those areas 

of the strata common to both space photo types. Such an approach would 

have prevented an objective assessment of stratification effectiveness 

for the two space photo types. 

Space Photo Interpretations and Primary Sample Unit Selection 

Working first with Apollo-6-l442 and then the 26 December 72 ERTS-l 

photography, the entire sample area was photo interpreted by one person 

using a 1/8 x 1/8 inch grid which represented cells four miles square. 

The imagery used for both was 9 x 9 inch transparencies. Interpretations 

(predic tions) were "wooded" versus "not wooded," generally to the neares t 

10 percent of a cell area but in some cases tc the five percent level. 

These predictions, within strata (Figure 3-4), were the basis for pri­

mary sample unit (PSU) allocation proportional to predicted area. 

The choice of "wooded" and "not wooded" categories for prediction 

was based on our experiences that for the photography of interest, this 

split was the vegetational differentiation that could be made with the 

highest degree of certainty. Further, although the vegetation classi­

fication is not rigidly structured on physiognomic criteria, most 

examples of a particular vegetation type in the mountainous areas fall 

within one class that is "wooded" or "not wooded." Therefore, this 

dichotomy was a meaningful split at the first stage in the sampling 

scheme • 

Distinctions between "wooded" and "not wooded" subjects were sus­

pected of being more easily and accurately made on ERTS than on Apollo 

photography. To minimize the possibility of having learning experiences 

interfere with an objective prediction of the dichotomy, the Apollo 

photo was interpreted first. A single 9 x 9 transparency was viewed 
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monocularly through an Old Delft stereoscope using 1 .5X and 4.SX 

magnifications. Darker areas were, in general, interpreted as wooded 

and conversely. 

The ERTS photography was predicted in a similar manner. Four 

color composites (Table 7-1) were chosen to help make the predictions. 

Table 7-1. Reconstituted color infrared 9 x 9 ERTS frames used in 
"woods" versus "no t woods II interpre tations. 

Date Image LD. Bands Method of Production 

22 AUG 72 1030-17271 4,5,7 Photographic 

2 NOV 72 1102-17280 4,5,7 Photographic 

26 DEC 72 1156-17280 4,5,7 Diazo 

19 MAY 73 1300-17281 4,5,7 Diazo 

The 2 November 72. transparenGY appeared to be the sharpest, and was 

chosen as the primary photo for making predictions by viewing through 

the stereoscope. It had the strata overlay and the 2 x 2 mile square 

sampling grid. The other three transparencies were placed on nearby 

viewing tables and consulted frequently a~ predictions were made. A 

reading hand lens was used as necessary for viewing these three frames. 

The mUltiple date ERTS photography was valuable in determining whether 

green foliage (red coloration) was present from date to date as would 

be expected with trees or chaparral species, as opposed to herbaceous 

seasonal flushes. Primarily as a result of seasonal photography, the 

dichotomous decisions were made with more confidence on ERTS than on 

Apollo. 

Following the predictions on the space photos, PSU's for further 

subsampling were drawn proportional to within stratum cumulative totals 

of predicted "wooded" and "not wooded" vegetation (Table 7-2). As 

shown in the mock-up, if integer 47 were selected, Cell C-Il would be 

chosen for further sampling because 47 is greater than 30 but less than 

or equal to 80. Other selected PSU's are C-12, D-13, 1'-14, E-9, E-ll, 

and H-2. This selection process enabled subsampling allocations to 

be based on the proportion of the predicted resource present (Langley, 

1971a). In the mock-up example, based on the "wooded" prediction, 
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Table 7-2. 

Sample 
cell 

C-10 

C-11 

C-12 

D-11 

D-12 
N D-13 V1 
a. 

D-14 

E-9 

E-10 

E-11 

H-:1 

H-2 

H-3 

.. If 
w • 

I'~ 

~ \fJ 

A mock-up showing the PSU selection process based on grid sample cumulative predictions using 

a resource of interest. 

Wooded 

Predicted Cumulative 
(% of cell) (%) 

30 30 

50 80 

60 140 

10 150 

5 155 

50 205 

100 305 

30 335 

50 385 

40 425 

40 465 

10 475 

APOLLO STRATA F 

Integer 
randomly 
selected 

47 

285 

385 

Predicted 
(% of cell) 

70 

30 

100 

40 

95 

50 

40 

50 

50 

60 

30 

Not wooded 

Cumulative 
(%) 

70 

100 

200 

240 

335 

385 

425 

475 

525 

585 

615 

Integer 
randomly 
selected 

159 

245 

378 

526 

(",1 

'~~._ri".!.:i<.\.""'~~'~~"-.:;n-'1-*,;"T '~:~H~_"';"" 

ot. ,-,_ I. , J 
l ".-",-··",_ .. _,~, .. w_" ,.,' 'H .. " "...., .. __ ... _ ... ~~,,_'''... __ .,: ", .... ._._ ' •.•• ~._._,." •• 

If 

~ 
! j 

Ii 

1 



i 
• 

~. ~ 1ii"F1*-----0I --

~ 

[$ 

,~ , 
:.' 

1 

" t 

there would be a 20 times greater chance of selecting Cell E-9 over 

0-13 because of the relative proportion of woods in each cell. 

The total number of PSU's chosen was based on the total cumulative 

predictions for "wooded" and "not wooded" vegetation in each strata 

(Table 7-3). Beyond allocating PSU's on the basis of "wooded" versus 

"not wooded" predictions from space photo examinations, no further use 

was made of this vegetation differentiation. The allocation of PSU's, 

incidentally, amounted to approximately two PSU's per thousand count 

(total cumulative prediction for each strata). However, the considera­

tion of the number of PSU's to select was based primarily on the desira­

bility of sampling most mapping units of each strata. The probability 

of such an event was created by at least doubling the number of selected 

PSU's for each mapping unit within a stratum. The last column of the 

table shows the number of mapping units which did contain PSU's and 

were further sampled. It is evident that most mapping units were sampled 

for both ERTS and Apollo. Those units not sampled were relatively small. 

High Altitude Photo Selection for Subsampling 

Subsampling was conducted by using the same high altitude imagery 

for both the Apollo and ERTS sampling schemes. This approach was 

designed to hold variation constant beyond space photo sampling. 

Prior to initiation of the study, the decision was made to examine 

the suitability of small scale, high altitude photography when used 

for sampling in conjunction with space imagery. Selection of which 

imagery to use was based on (1) availability of existing imagery; 

(2) the need to have a scale or scales of imagery of sufficient reso­

lution to enable (a) transfer of PSU's from space imagery to the high 

altitude imagery, and (b) helicopter ground recognition of subsamples 

as plotted on the high altitude imagery; and (3) the need for having 

imagery with characteristics (resolution and scale) suitable for 

vegetation mapping 'Vlhile consistent with the intensity and scale of 

sampling. 

A single scale (1:120,000) of high altitude photqgraphy met the 

above requirements. Several dates of color infrared photography were 

available for the Test Site (Table 7-4). Several dates of color 
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Allocation of PSU's based on space photo cell derived predictions of ''wooded'' and "not wooded" 
lands. 
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Mapping units Cumulative prediction (% of area) No. of PSU's drawn No. mapping units 
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Not 
of strata Wooded Wooded 

3 of B 1,410 2,5JO 

1 of F 445 1,705 

4 of H 3,625 2,435 

6 of J 2,880 1,895 

N Total = 14 8,360 8,565 
VI 
co 

8 of F 2,140 6,330 

5 of 1 1,555 2,865 

4 of L 2,795 . 1,850 
--

Total = 17 6,490 11,045 
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Total Wooded 

3,940 3 

2,150 1 

6,060 7 

4,775 6 

16,925 17 

ERTS 

8,470 4 

4,420 ':'/. ... 

4,645 6 

17,535 13 

Not 
Wooded 

5 

4 

5 

4 

18 

13 

6 

4 

23 

--1 

Total containing PSU's 

8 3 of 3 

5 1 of 1 

12 4 of 4 

10 4 of 6 

35 12 of 14 

17 6 of 8 

9 5 of 5 

10 3 of 4 

36 14 of 17 
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Table 7-4. Relatively cloud-free, good quality, 9 x 9 inch 1:120,000 scale, high altitude, transparent photography available for the Southern Arizona Test Site by 1 Oct 73. 

Date & source 

(NASA-Houston provided) 
11 SEP 70 

8 NOV 70 

(NASA-Ames provided) 
12 DEC 72 

2 MAY 73 

Mission 
number 

141 

146 

72-213 

73-068 

Scale Film/Filter 

1:120,000 2443 color IR/-blue 
1:120,000 2443 color IR/-b1ue 

1:120,000 2443 color IR/-blue 
1:120,000 2443 color IR/-b1ue 

were also available for the Site; however, the decision to use color infrared photography was based on its high potential for displaying seasonal foliage changes. This, of course, has value in distinguishing vegetation types on aerial photography. 
For purposes of practical operation, a single viewing of high altitude photography was judged desirable and satisfactory. Through stereoscopic examination, two photo dates were simultaneously viewed. The dates chosen for vie'.n~ng were 11 SEP 70 and 2 MAY 73. These dates occur during the seasons when seasonally green species normally reach peak foliage development. The high altitude photography was not inter­preted as to vegetation subject; however, it was classified, in the process of subsampling, into categories that were hoped would be vegetationally related. 

Secondary Sample Unit Image Classification and Selection 
PSU's (from the space imagery) were square cells representing approxi­mately 2 mile x 2 mile ground areas. Through the use of square gridded acetate overlays, the 35 Apollo and 35 ERTS PSU's were identified and transferred to the 11 SEP 70 high altitude photo transparencies. TI1e size of the PSU's on the high altitude photographs was one inch square. These were gridded into 16 equal size, square subdivisions which became 
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the secondary sample units (SSU's). These ~ x ~ inch SSU's represented 

approximately quarter mile squares (~x ~ mile) on the ground. The quar­

ter mile square areas were satisfactory from two standpoints. First, 

areas of this size often were small enough to contain a single vegeta­

tion subject at the level of vegetation classification of interest. 

Second, quarter mile squares are sufficiently large to permit ready 

helicopter examination. 

Using two-date stereo e~~amination of the 1:120,000 high altitude 

transparencies, every SSU in the EJelected PSU' s was classified. Classi­

fication was done on a within stratum basis. That is, no attempt was 

made to associate classified SSU"s between strata. Classification 

consisted of photo interpretive judgements as to the simjJ.arity among 

SSU's. Where more than one image was present in an SSU, the image 

occupying the greatest proportion was classified. Images of lesser 

extent were disregarded. There was no active attempt to relate photo 

images to specific vegetation claSf5C!s; however, area familiarity and 

interpretation experiences with similar photography would be expected 

to contribute to the creation of vegetationally related classes. The 

classification system was open ended, i.e., as many classes were estab­

lished as needed for all SSU's to fit. 

Allocation of SSU's and Helicopter Reconnaissance 

The number of SSU's allocated for helicopter ground checking (also 

called ground sampling and helicopter sampling) was 105 for Apollo and 

103 for ERTS. These sample sizes represent an attempt to approximate 

100 samples each. The *SIPS program (Guthrie, Avery, and Avery, 1973) 

was used to select randomly the designated number of SSU's for sampling 

from the candidate SSU's (classified subcel1s) which were available for 

each image class. The decision to ground check 100 samples each for 

Apoll.o and ERTS sampling was based on a complex chain of events. 

First, contractual obligations called for a comparison of ERTS 

imagery when both (or all) space photos were used in a sampling scheme. 

As previously mentioned, the comparison was narrowed to the Apollo 

versus ERTS • 

Then, prior to entering the field, sampling approaches and alter­

natives were considered in conferences with Oregon State University 
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peroonnel, Dr's. Norbert Hartmann of the Statistics Department, and 

William Pyott of the Rangeland Resources Program. The alternatives 

listed by priorities are given in Table 7-5. The first and second 

Table 7-5. Alternative sampling tasks arranged prior to field sampling. 

Priority Helicopter sampling tasks 

1 st 150 samples each from Apollo & ERTS 

2 nd. 100 samples each from Apollo & ERTS 

3 rd 200 samples from ERTS alone 

4 th 150 samples from ERTS alone 

priority sampling would allow for a comparison of the relative value of 

Apollo and ERTS when used as the first stage in sampling. In the event 

there had been poor ground subject to high altitude image class corre­

lation, the Apollo versus ERTS comparison would had to have been dropped. 

This Hould have shifted all ground samples to those drawn from i!:RTS 

only. Depending on time available, 200 samples would have been drawn 

from ERTS (third priority) or 150 samples also from ERTS (f~urth priority). 

In either of the latter two cases, assessment of the sampling approach 

would have been limited to the relative value of using ERTS in sampling. 

Fortunately, the more meaningful second priority task was accomplished. 

Further, the estimated number of SSU's to be allocated for ground 

checking by helicopter reconnaissance was based on: (1) expecting 

approximately 15 vegetation types in the sample areas; (2) having 14 

delineations for four strata from Apollo and 17 delineations for three 

strata from ERTS; and finally (3) an estimated time requirement of six 

minutes/ground site when using helicopter reconnaisannce for ground 

checking. For 200 sites, this would require 20 hours of helicopter 

time, and would consume all of the budgeted funding which was available. 

Finally, the decision as to which of the priority tasks to follow 

was to have been made at the end of the first day of helicopter sampling 

by taking into consideration the apparent consistency between image 

classes and vegetation types as well as sample time per ground check. 

However, by midday of the first day, it was apparent that there was 
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reasonably good subject to image class correspondence for the ERTS 

samples checked to that point. Thus, we were able to proceed through­

out the rest of the sampling time and gather approximately 100 samples 

(second priority) from Apollo as well as from ERTS. 

The actual number of SSU's which were ground check~d is shown in 

Table 7-6. Theae deviate somewhat from the number which were allocated 

to the sampling. This deviation is a result of navigation errors which 

were made during the ground checkings. That is, on four occasions the 

SSU's which were sampled by mistake were intended to be sampled only 

if greater than 100 samples were to be drawn per space photo type. On 

another occasion, a sample which was intended to be checked was missed. 

Table 7-6 also shows the proportion of the total area which was sampled 

both by PSU's and SSU's. For both Apollo and ERTS, approximately 16 

percent of the total sample areas were present in PSU's and about 3.6 

percent of the total areas were represented by ground checked SSU's. 

Site to site helicopter navigation was accomplished by using 9 x 9 

1:120,000 black and white photo prints on which the sites had been 

plotted. With the exception of about six sites, landmarks were recog­

nized chat enabled confident location of sites. For the questionable 

six, terrain and vegetation were uniform enough to be of minimal con­

cern in terms of site information which was recorded. The on-site 

flight objective was to maintain a ~ to ~ mile diameter circle at an 

altitude above the terrain of 40 to 300 feet and at a minimum safe 

air speed (40-50 nautical miles per hour), On two of the three days 

of helicopter reconnaissance, moderately strong and gusty winds pre­

vented close site inspection; however, we were able to get close enough 

for accurate identification of large shruhs and trees. The information 

gathered at each site consisted of recording major species present and 

their relative ranking. At about 60 of the sites, 35 mm photographs 

were also obtained. 

Analysis 

Vegetation analysis began with the identification of ground sites 

in terms of the vegetation classification previously developed. For 

most sites this was a straightforward process based mostly on an 
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Table 7-6. Number of sample units and proportions of study areas which were sampled. 

i 

1 
Total area Percentage of total area Number of .j 

f, -, 
Strata (Sq. miles) in PSU's Ground checked PSU's Checked SSU's ' ! 

1 

i 

Apollo B 155 17.41 3.87 8 24 

F 87 20.40 4.89 5 17 

H 251 17 .23 3.88 12 39 

J 197 13.32 3.30 10 26 

N Total/average 690 16.56 3.84· 35 106 
0\ 
w 

ERTS F 336 13.91 3.20 16 43 

I 208 16.47 3.85 9 32 

L 190 17.89 3.95 10 30 

Total/average 734 15.67 3.58 35 105 

,~ 

~ j , 
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examination of species presence. Often prominence values had to be 

considered in order to achieve the "best fit." For a restricted number 

of sites there was difficulty in determining which of two closely re­

lated vegetation types gave the better fit even when considering a 

combination of species presence and prominence. 

A stratified sampling approach was used for estimating vegetation 

type proportions and variances. The assumptions which were operative 

in the sampling and subsequent data analysis included: (1) SSU's 

represented only one image class (independence of image classes); 

(2) SSU's occurred in only one stratum (independence of stratum); 

and (3) SSU's represented only one vegetation type (independence of 

vegetation type). Theory of statistical sampling as applied in strati­

fied sampling can be found in refer.ences such as Hansen, Hurwitz, and 

Madow (1953). 

For both Apollo and ERTS sampling schemes, all potential SSU' s 

were categorized by high altitude photo determined image classes within 

strata. A sample of SSU's was ground checked by helicopter and indivi­

dual ground samples (SSU's) were identified by vegetation type. Because 

areas of SSU's were proportional to the entire sample area, this provided 

the means for estimating proportions of vegetation types as weighted by 

image class and strata and in relation to the total number of SSU's. 

is: 

,. 

The formula for estimating the proportion (E) of vegetation type k 

1 
N •• 

E E N •• 
i j 1.J 

Pijk
, where 

N. . = the total number of SSU' s 

N .. 
1.J 

th th 
= the number of SSU's in the i stratum and j 

image class 

Pijk = the proportion of vegetation type k in image class j 

of the ith stratum 

Variance for vegetation types was an estimate of the degree of 

unique vegetation type to image class correspondence. For example, if 

only one vegetation type was identified for an image class (or for each 

image class in which the type occurred), variancp- for that type would 

be zero. Variances increased as the uniqueness ~E the type-class 
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correspondence decreased. That is, as more and more vegetation types 
were identified for an image class, the less unique was the corres­
pondence for anyone type in the class. The variance calculations are 
based on multinomial distribution as presented by Mood and Graybill (1963). 

" The estimated variance (v) o·f vegetation type k in stratum i, in 
image class j, is: 

where 

b h i f 't k 1.' n the 1.' th t t i'k = t e proport on 0 vegetat1.on ype s ra um. 

k' ' h ' th h h h kth t = any type 1.n t e 1. stratum ot er t an t e ype. 

The estimated variance of vegetation type k across the strata is: 
1 2 " 

v = -2 L L NiJ' viJ'k k N i' • • J 

The estimated variance of the sampling scheme is: 

2 2 
L L L n 1 N" v iJ'k' i j k •• It 1.J 

v = 1 
2 2 n ..• N .• 

where 

n ••• = the total number of SSU's which were ground checked. 
n = the number of SSU's which were ground checked and •• k identified as to the kth vegetation type. 

RESULTS AND DISCUSSION 

Comparative Effectiveness of Apollo and ERTS Schemes 
Efficiency: Apollo and ERTS provided the first stage sampling 

strata bases for a comparative two stage sampling scheme. The strati­
fication enabled high altitude image classification at the second 
stage. From a combination of the stratification and subsequent image 
classification, areal estimates and related statistics for vegetation 
types were developed. The successes of the two sampling schemes ulti­
mately rest in the evaluations of those statistics. 

One of the methods for predicting sampling effectiveness is by 
comparing proportionate stratified sampling to simple random sampling. 

265 

j 
1 
1 
1 
1 

! 
1 
! 

1 
1 

1 :i 



'''''IC~----T-· 

! 

! 

-.--. __ "'~.'5'"",~#~" ... tt.l .. "L ..... I111 •.••• SSJldISIlU.Vil!!l·."'· ""4¥".~. ~4" 

This is accomplished by establishing ratios between the mean square 

errOl:.3 for samples drawn proportionately (MSE pps), to mean square 

errors for samples drawn with equal probability (MSE eq). Such expres­

sion by ratios often shows substantial efficiency gains by stratified 

sampling, although it is not uncommon in forest applications to have 

virtually no gain due to stratification (see especially Kulow, 1966). 

The formula is given by Snedecor and Cochran (1967, p. 534-536) for 

the ratio of averages MSE eg. For the research reported here, Apollo 

MSE pps 

had a six percent gain in "efficiency" and ERTS about five percent over 

equal probability sampling. Since sampling costs were fixed, efficiency 

is defined as an increase in sampling precision over equal probability 

sampling (Hansen, Hurwitz 5 and Madow, 1953, p. 34). These same authors 

point out that "If stratification does not result in strata which are 

homogeneous with regard to the characteristic to be measured (not the 

characteristic employed in setting up the strata), there will be no gain 

from its use," (p. 41). The ratio formula seems inadequate to estimate 

strata homogeneity for this sampling because the ratio is based on strata 

areas that do not necessarily directly reflect vegetation type areas. 

The stratification resulted in three benefits: 

(1) It enabled high altitude photo image classification of 
potential SSU's. This was an integral part of the sampling 
scheme, and could not have been accomplished readily with­
out some means of reducing the number of SSU's for image 
class placement. 

(2) It created a base (the strata themselves) suitable for 
small scale vegetation mapping as discussed later in this 
section. 

(3) It provided a means of cluster sampling which had a direct 
effect on helicopter expenses. This, too, is discussed 
later. 

Variance:' Relative precision between Apollo and ERTS sampling was 

examined by variance determinations. Variance calculations for the two 

schemes were over all strata and vegetation types: 
A 

Apoll,') variance ('1) = 0.000,00786; 

= 0.000,06152. 
A 

ERTS variance (v) 

Variances for both schemes appear extraordinarily small; i::.owever, it 

must be kept in mind that the variances were derived from sample area 
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proportions; this produced smaller than usual variances. Two furthel't' 

points are warranted: (1) overall variance for both sampling schemes 

would be judged small; and (2) variance for ERTS was 7.8 times larger 

than for Apollo. In other words, sample dispersion around the mean 

proportion estimates for vegetation types was small for both schemes, 

but considerably smaller from sampling with Apollo. 

More detailed analysis of variation between the two sample schemes 

was seen by considering variation for each vegetation type (Table 7-7). 
7·-1/ Of the 16 types sampled in common, it was possible to compare 14 --- of 

the types. As Seen in the table, SEE were larger for estimates derived 

from ERTS sampling in 12 of the 14 types. For Apollo sampling, SEE 

were larger for two of the 14. Although differences often were not 

great, sampling from Apollo generally was more precise than from ERTS. 

One can only speculate as to the exact nature of the nearly con­

sistent difference in sampling precision between the two schemes. Based 

on the space photo comparisons of the preceding chapter, the conclusion 

was reached tha.t for mountainous macrorelief classes (3 and 4), ERTS 

showed an advantage over Apollo (Table 3-12). This was determined 

from the ability of observers to group representative photo images into 

the appropriate mountainous classes. However, it was also shown that 

Apollo had greater image complexity than did ERTS. This resulted in 

7-1/ In the analysis of the type used, variance calculations 
(and, therefore, standard errors) sometimes result i.n "zero" variance 
when variance actually does exist. For the sampling reported here, 
the errors occurred when, within an image class (as determined on high 
altitude photography) of a stratum, there was complete balance b~tween 
any two vegetation types within that image class and the total number 
of samples for the same two types in the stratum. For example, for an 
image class, if vegetation type.s 13 and 21 both had two ground samples 
drawn, and they both also had a total of two ground samples for the 
stratum, the variance calculations for the r~o types from that stratum 
would be zero, although the types would actually have variances. Errors 
of this sort are a result of the multinomial nature of the vegetation 
class'ification and subsequent ground sampling approach. They have been 
termed "artifact errors" for this presentation. For similar sampling, 
artifact error occurrence can be minimized or eliminated by (1) increas­
ing sample size; (2) creating fewer image classes; and/or (3) recognizing 
fewer vegetation types. 
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differential study area stratification for Apollo and ERTS (Figure 3-4 

and Table 3-14). It follows that the greater image complexity of Apollo 

(which infers greater ground subject discrimination) resulted in greater 

sampling precision when compared to ERTS. 

There are two apparent implications of the comparison. First, 

although ERTS sampling was more variable than Apollo sampling, it is 

our evaluation that both produced satisfactory results. The bases for 

this judgment are the (1) areal estimates for v~getation types; (2) 

implications for mapping based on those estimates and the space photo 

stratifications; and (3) cost reductions for helicopter ground sampling. 

All of these are discussed later in this chapter. 

Vegetation Type Area Estimates 

Vegetation type area estimates are given in Table 7-8 for Apollo 

and ERTS sampling. The mean area values in the table were calculated 

directly from the proportional means of Table 7-7. upper and lower 

values were calculated from 95 percent confidence interval estimates 

using standard procedures (Steel and Torrie, 1960, p. 22-23). Judg­

ments regarding relative acceptability of the ranges would be the 

responsibility of those who might be making use of the statistics. 

It is not surprising to see that ranges, relative to their respective 

means, tend to decrease as the means (and number of ground samples) 

increase. However, some of the smaller areas have narrow ranges about 

their means; these cases represent excellent correspondence between 

high altitude image class and vegetation type. Most types showed a 

rather strong similarity between estimates from the two schemes. The 

linear correlation (Snedecor and Cochran, 1967, p. 172-175) between 

the sample schemes for vegetation types revealed a value of I' = 0.88. 

This is further indication that the two schemes performed similarly 

in areal estimation. 

~ling Statistics Used in Mapping 

Resource maps are among the more useful products derived from 

resource inventories. The vegetation area statistics from the Apollo 

and ERTS sampling could be used readily in small scale map production. 

A logi~al approach would be to use the delineated strata (with or 
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Table 7-7. Standard errors (SEE) and proportional mean areas (E) for 
vegetation type sample estimates. 

Vegetation Type Apollo ERTS 

No. Name E SEE E SEE 

4 Cemi-Cegi-Enfa .0120 .00080 

7 Acve-Latr-Rhmi .0478 .00000 

8 Alwr-Fosp-Acco .0572 .00998 .0447 .02296tY 
9 Mosc .0308 .00629 .0103 .00844t 

10 Mosc-Rhch .0719 .00822 .0565 .02094+ 

13 Acco-Prju .0699 .00777+Y .0185 .0001.3 

14 Caer-Acco-Pr j u .0095 .00502 .0456 .01068+ 

15 Caer-Prju-Mimosa .0204 .00222 .0091 .02030 

16 Caer-Eptr-Yucca .0065 .00000 

18 Prju-Bout .0205 .00473 .0141 .ooooo~/ 
19 Bout-Arist-Nomi .0107 .00378t .0087 .00094 

20 Prju bosque .0044 .00000 .0065 .00000 

21 Himu-Prju .0120 .0000eY 

22 Spwr-Prju .0087 .00429 

23 Prju-Quercus .1795 .00916 .2040 .02757+ 

25 Quercus-Nomi .0782 .00733 .0200 .02030+ 

26 Quercus-Mimosa .0477 .00374 .0765 .00743+ 

27 Quercus-Arpu-Mibi. .1236 .01067 .1854 .01993t 

28 Quercus-Arpu-Pice .0461 .00344 .0197 .00973+ 

29 Cebr .1376 .01064 .1462 .02532 t 

31 Pinus .0799 .00137 .0591 .00755 + 

~, .9999 .9999 

1/ 
indicates the larger SEE lor the vegetation type. 

artifact error; values are larger than indicated; see text footnote 7-1. 
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~sJ Table 7-8. Apollo and ERTS derived vegetation type area estimates. Lower and upper values are based on 95% confidence interval calculations. 

N 
--..J 
o 

Veg~ 

typ .. 

4 Cemi-cegi-Enfa 
7 Acve-Latr-Rhmi 
8 Alwr-Fosp-Acco 
9 Mosc 

10 Mosc-Rhch 
13 Acco-Prju 
14 Caer-Acco-Prju 
15 Caer-Prju-Mimosa 
16 Caer-Eptr-Yucca 
18 Prju-Bout 
19 Bout-Arist-Nomi 
20 Prju bosque 
21 Himu-Prju 
22 Spwr-Prju 
23 Prju-Quercus-Jude 
25 Quercus-Nomi 
2 .... Quercus-Mimosa 
27 Quercus-Arpu-Mibi 
28 Quercus-Arpu-Pice 
29 Cebr 
31 Pinus 

E 

No. of 
ground 
samples 

6 
3 
8 
7 
1 
2 

2 
1 
1 
1 

18 
9 
6 

14 
5 

14 
~ 

106 

1/ Artifact error; see text footnote 7-1. 
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Apollo 

Square miles 

Area est. Lower 

39.49 26.00 
21.26 12.75 
49.64 38.52 
48.23 (37.72 

6.54 0.0 
14.09 11.09 

14.16 7.76 
7.36 2.22 
3.02 3.02 
8.30 (8.30 

123.86 111.47 
53.96 48.90 
32.91 27.85 
85.26 70.83 
31.83 27.18 
94.97 87.63 
55.11 53.26 

689.99 

... lIif ....... ..,.> . "rlH,.';k?tff' t j t· Ut 'e jj Ok ki'k flHtiW'n'6,£;f!tWHb t1 'f' 'ltti: g'd itS "4 bb . t" 

No. of 
ground 

Upper samples 

1 
4 

52.98 5 
29.78 1 
60.75 1/ 6 
58.74)- 2 
13.33 5 
17.10 1 

1 
20.55 2 
12.50 'I 

3.02 1/ 1 
8.30)-

" 136.25 2!-
59.02 2 
37.98 8 
99.69 20 
36.48 2 

102.31 15 
56.96 -.&. 

105 
----~ ~------

~'''''~ 

Area est. 

8.78 
35.10 
32.83 

7.58 
41.49 
13.56 
33.51 
6.70 
4.79 

10.37 
6.38 
4.79 

6.38 
149.73 

14.68 
56.11 

136.12 
14.47 

107.28 
~ 

734.00 

• .. 

ERTS 

Square miles 

Lower 

7.63 
35.10 
0.0 
1.26 

11.36 
12.94 

(18.14 
0.0 
4.79 

(10.37 
5.03 
4.79 

0.21 
110.07 

0.0 
45.42 

107.44 
0.47 

70.86 
32.48 

+ -4g ........... _'Ja. ......... ~u... ..... --..!~ • ...-......"~.---~~ ....... -~, 

Unner 

9.92 
35.10 
65.86 
13.90 
71.61 
14.18 1/ 
48.85)-
35.91 
4.79 1/ 

10.37)-
7.74 
4.79 

12.55 
189.39 
43.89 
66.81 

164.79 
28.47 

143.71 
54.22 
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without a photo base) to indie.ate the locations of the type(s) being 

mapped. Each mapping (delineated) unit of a particular strata would 

contain the same vegetation type(s) in the same proportion(s). Based 

on need for portraying detail, only those types which exceeded specified 

proportions would be included in the mapping. The proportion of each 

type can also be indicated if desired. 

For purposes of illustration, proport:i,ons for mapping from the 

Apollo or ERTS derived statistics might be arbitrarily set at five to 

nine or ~ 10 percent occurrences for each vegetation type in a stratum. 

Table 7-9 contains t.he essence of the information which would be needed 

in mapping if proportions of each type were not to be presented. 

For Apollo based mapping, at five to nine percent occurrence, 13 

vegetation types would be mapped as compared to 10 types with ERTS 

based mapping (Table 7-9). By contrast~ nine and six types would be 

mapped at ~ 10 percent occurrence for Apollo and ERTS, respectively. 

In either case, the larger number of types displayed in mapping would 

be derived from Apollo sampling. 

It is also informative to study the Table 7-9 entry, "% of Area 

not Represented." In mapping at the five to nine percent level of 

occurrence, 13 and 15 percent of the total area sampled had vegetation 

types that would not be represented in mapping. At the ~ 10 percent 

level, 31 percent of Apollo and 41 percent of ERTS sample areas would 

not be represented. Particularly for ERTS this would represent a 

considerable information lo~s. 

The difference in str.lta numbers appeared to contribute directly to 

the greater mapping inforDation loss from ERTS sampling as contrasted to 

Apollo sampling. This ~ould be expected to occur for two reasons. First, 

as strata numbers increase, the number of vegetation types per stratum 

decreases. This increases the proportion of types by stratum, and there­

fore increases the number of vegetation types that are eligible fox mapping 

when based on percentage occurrence criterion. Second, because of toe 

increase in vegetation type proportions, there would be a corresponding 

decrease in the "% of Area not Represented. 1I Whatever the cause of dif~' 

ferential information content in mapping, it would generally be desirable 

to have the option of maximizing the number of vegetation types displayed 

and minilllizing the amount of sample area not represented in mapping. 
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Table 7-9. Comparison of vegetation types which would be mapped at the 
indicated levels of occurrence from Apollo (A) and ERTS (E) 
sampling. 

Veg. Level of occurrence 

types 

I: 

4 

7 

8 

9 

10 

13 

14 

15 
16 

18 

19 

20 

21 

22 

23 

25 

26 

27 

28 

29 

31 

Veg. 
types 

5-9% 

E 

A, E 

A 

A, E 

A, E 

A, E 

A 

A, E 

A 

A, E 

A, E 

A 

A, E 

A, E 

13 10 

% of Area not 
represented 

13 15 

~ 10% 

A 

A, E 

A 

A, E 

A 

A, E 

A, E 

A, E 

A, E 

9 6 

31 41 

Number of strata where found 
Apollo (4 possible) ERTS (3 possible) 
5-9% 10% 5-9% ~ 10% 

1 

1 1 2 

1 

2 1 1 1 
2 1 1 

1 1 

1 

4 4 3 2 

2 1 

1 1 2 1 

3 2 3 1 
2 

4 4 2 2 

1 1 1 1 
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Another desirable aspect of stratified sampling and subsequent 
mapping is when vegetation types tend to be concentrated by strata. 
Statistical testing for normal distribution (non-concentration) of types 
among strata is possible under certain circumstances, but not for the 
Apollo and ERTS data sets. The reason is that too few strata and often 
too few samples existed. However, a cursory comparison for apparent 
concentrating was accomplished by simply tallying the number of samples 
by strata ancl by vegetation type (Table 7-10). The three types found 
in great2st quantity, Types 23, 27, and 29, also showed the least ten­
dency for strata concentration. The implication might be that these 
three, in addition to their frequent occurrence in the area samples, 
also tended to be widely scattered throughout the area. Some of the 
types, especially Type 31, showed strong concentrations by strata. 
These two constrasting examples might be suspected of representing 
vegetation types which had differential subject (vegetation type)-
image class correspondence. That is, Types 23, 27, and 29 might have 
had poor correspondence with high altitude photo image classes, whereas 
Type 31 might have had strong correspondence. However, this is not 
borne out by examination of the appropriate standard errors of Table 7-7. 
It would seem that there simply w~re not enough strata available to make 
a substantive comparison regarding relative vegetation type concentra­
tion by strata for the two schemes. Cursory evidence suggested some 
types displayed concentration tendencies while others did not. 

Helicopter Time and Cost Analysis 
Based on the discussion put forth by Hansen, Hurwitz, and Madow 

(1953, p. 48), the type of sampling scheme employed was cluster sampling 
within stratified sampling. The clustering was a product of space photo 
sampling. This probably increased sampling error over simple random 
sampling. However," ••• the main purpose of cluster sampling is not 
to get the most reliable sample in terms of the number of elementary 
units included, but to get the most reliable results per unit of cost," 
(Hansen, Hurwitz, and Madow, 1953, p. 51). An examination of helicopter 
time and cost demonstrated the advantages of the cluster sampling which 
was employed compared to random sampling which might have been employed 
if space photography had not been used. 
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Table 7-10. Ot!currence of ground samples by vegetation 

Veg. Apollo 

type Strata 

B F H 

4 

7 

8 1 4 

9 1 2 

10 1 4 

13 4 1 

14 1 

15 

16 

18 1 1 

19 1 

20 1 

21 1 

22 

23 5 2 5 

25 5 3 

26, 1 

27 9 2 

28 2 3 

29 3 2 6 

31 8 

>:: 25 3.7 38 

J 

1 6 

3 

3 8 

2 7 

1 

2 2 

2 

1 

1 

1 

6 18 

1 9 

5 6 

3 14 

5 

3 14 

8 

26 ).06 
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4 
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16 

1 

3· 
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type and strata. 

ERTS 

Strata 

I L 

1 1 

1 4 

3 5 

1 1 

1 6 

2 

1 5 

1 

1 1 

1 1 2 

1 1 

1 

1 

2 3 21 

1 2 

1 4 8 

15 2 20 

1 1 2 

3 11 15 

6 6 

32 30 105 
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Based on our experience and time es timates for vegetation inventory 

sampling o,f the type conducted, it was possible to effect a reasonable 

approximation of helicopter expenses with time parti;tioning (Table 7-11). 

Table 7-11. Empirically derived helicopterti~ partitioning from 
combined ERTS and Apollo samoling. 

Assumptions: Helicopter cost, @ $lOO/hour 
Ave. site-to-site speed of 50 m.p.h. 
Ave. on-site time of 4 minutes 
Ferry and refuel time is equivalent to 25% 

time of site-to-site tiJ:lUS on-site 

Working time 
On-site time: 211 sites @ 4 minutes each 

Site-to-site time: 
1.10 mi 211 sites 1 

site x 1 x 50 mi/hr x 

Ferry and refuel time: 1122 min (.25) 

60 min 
hr 

Estimated time partitioned helicopter expenses 
$lOO/hr (23.3 hr) 

= 844 min 

= 278 min 
1122 min 

= 280 min 
1402 min total 

or 23.3 hrs total 

= $2330 

The "211 sites" used in the table calculations repre!"lent the sum of the 

Apollo (106) and ERTS (lOS) ground-checked SSU's. They were concentrated 

in about 780 square miles; this had the effect of reducing site-to-site 

travel time, because all samples were ground checked without regard to 

their origin (Apollo or ERTS sampling schemes). However, the reduced 

travel time was offset by unusually high ferry time incurred with the 

necessity of maintaining Tucson as the home base. 

The "Site-to-site timeH calculation in Table 7-11 is based on dis­

tance measurements between sites. The 1.10 miles/site value is an 

average between Apollo and ERTS site-to-site minimum distances. The 

helicopter speed, 50 miles/hour, is a reasonable cruising speed for 

the aircraft used. The "On-site ti~" of four minutes is our best 

estimate of the time required to locate accurately a site from naviga­

tional photography and to gather the necessary vegatational information 

at the site. 
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"Ferry and refuel time" (Table 7-11), in a large measure, is a func­

tion of working time (site-to-site time plus on-site time). For that 

reason, in order to estimate the ferry and refuel time component, it is 

derived as a portion, 25 percent, of working time. When calculated in 

this manner, the estimated helicopter expense ($2,330) closely approxi­

mates the actual expense ($2,397). Based on our helicopter field 

sampling experiences and the close approximation of expenses, the time 

partitioning is considered to represent reasonable allocations. 

By using the partitioning of time anG related inputs of Table 7-11, 

it was possible to demonstrate the value of cluster sampling versus ran­

dom sampling. The magnitude of the difference can be quantitatively 

expressed by approximating the average distance between consecutive 

ground sample sites when random sampling is employed. The distance 

formula used is from Hansen, Hurwitz, and Madow (1953, p. 274): 

d= ff 
where: d = average distance between any pair 

of consecutive sample sites 

A = total area sampled 

n = total number of equally spaced 
sample sites in area 

The reason the distance calculation is only an approximation for random 

sampling is that the values thus derived are based on equally spaced 

sample sites, whereas randomly drawn sample sites would not normally dis­

playa perfect pattern of equal spacing among all sites. When applied 

to Apollo and ERTS sampling schemes, the distance estimates for randomly 

drawn sample sites were calculated as shown below: 

d 

= 2.551 miles from 
site to site 

ERTS 
'734 s9 miles 

105 sites 

= 2.644 miles from 
site to site 

For the SSU' s actually helicopter checked ill the sampling, the average 

minimum eite-to-site distance (elevation changes ignored) as calculated 
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on 1:120,000 photo maps was 1.10 miles for Apollo and 1.09 miles for 

ERTS. Distances were calculated as though helicopter checking of SSU's 

had been dOlne separately for both space photo sampling schemes. 

With this site-to-site distance information, it was possible to 

calculate comparative sampling costs for the clustered, stratified, two 

stage sampling which was used, as opposed to random, one stage sampling 

which would have been a logical choice if high altitude photography only 

(no space photography) had been used. Details of the comparison for 

ERTS sampling are shown in Table 7-12 where particular attention is 

called to the "Working time" estimates of 557 minutes for clustered 

sampling versus 753 minutes for random sampling. Estimates of this 

sort, for the type and mode of sampling which was conducted, can be 

viewed as representing reasonable approximations for other sampling 

tasks of a similar nature. That is, working time increases based on 

random sampling as contrasted to clustered sampling amounted to 35.2 

percent for ERTS derived figures and 32.5 percent for Apollo figures. 

The "Total time" figures and "Helicopter expense." figures of 

Table 7-12 should be viewed as project specific, because ferry and 

refuel time, as well as helicopter expenses may be highly variable 

from project to, project. These figures for ERTS are summarized in 

Table 7-13 along with those for Apollo. As one views these features of 

the two sampling schemes, it is apparent that there is little difference 

between the two. The reason for the strong similarity, of course, is 

that cluster sampling derived from stratification of the two space 

photographs resulted in almost identical site-to-site distances (Apollo 

at 1.10 miles and ERTS at 1.09 miles). This feature, plus the fact 

that stratifications for the two sampling schemes were independently 

derived, lend substantial credence to relative comparisons between 

the clustered and random sampling derived figures of Table 7-13. 

Successful Helicopter Reconnaissance 

The helicopter reconnaissance activity undertaken was highly suc­

cessful; however, it was not undertaken without considerable risk of 

failure. The two basic factors which can contribute to failure are 

(1) cost that is prohibitive; and (2) inability of the reconnaissance 
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Table 7-12. Hypothetical helicopter sampling with time partitioning 
and expenses for ERTS based clustered versus random sampling 
schemes. 

No. of samples 

Area covered 

On site time (4 min/ea) 

Site-to-site distance 

Site-to-site time 

1.09 mi 60 min 
50 mi/hr x hr x 

2.64 mi 60 min 
50 mi/hr x hr 

Working time 

Ferry and refuel time 

557 (.25) 

752 (.25) 

Total time 

x 

105 sites 
1 

105 sites 
1 

Helicopter expense @ $lOO/hr 

278 

Clustered 

105 

734 sq.mi. 

420 min. 

1.09 mi. 

137 min. 

1557 min. I 

139 min. 

696 min. 

11. 50/hr 

$1150 

Random 

105 

734 sq.mi. 

420 min. 

2.64 mi. 

333 min. 

/753 min.1 

188 min. 

941 min. 

l5.68/hr 

$1568 
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Table 7-13. Summarized features of clustered versus random helicopter 
sampling. 

Apollo ERTS 

Average As sampling 1.10 miles 1.09 miles 
site-to was conducted 

site 
If sampling distance had been random 2.54 miles 2.64 miles 

Estimated As sampling 569 min. 557 min. 
helicopter was conduc ted 

working time 
If sampling 
had been random 754 min. 753 min. 

Estimated As sampling $1185 $1150 
helicopter was conducted 

expenses If sampling 
had been random $1550 $1568 

Helicopter As sampling $11.07 $10.95 was conducted expense 
per 

If sampling site had been random $14.49 $14.93 
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observers to record accurate and pertinent plant species information. 

Inasmuch as this type of reconnaissance is, in a sense, research devel­

opmental, is accompanied by high risk failure, and was successfully 

accomplished in our vegetation sampling, it seems appropriate to detail 

considerations and observations which we made that beneficially con­

tributed to the mission. Although there is no attempt to extrapolate 

beyond the research setting of the project, many of the comments listed 

below would obviously havE broader applicability. 

made: 

In addressing the cost factor, there are several points to be 

(1) Stratification would appear to be a valuable asset for 
reduction of sample variation. Without stratification, 
sample size would be expected to be larger to achieve the 
same level of confidence as was achieved when sampling 
with stratification. This would be expected to contri­
bute to increased total cost; 

(2) As opposed to random sampling, clustered sampling, which 
is really a product of two stage or multistage sampling, 
has the potential of greatly reducing site-to-site travel 
time as discussed in the preceding cost analysis section. 

(3) Navigation aids that allow site locations to be rapidly 
located are essential for reducing site-to-site travel 
time. The high quality, 1:120,000, black and white photog­
raphy which we used proved ideal. 

(4) Flight plans which carefully consider ferry time and site­
to-site time are valuable. As schedules slip, flight 
plans need to have sufficient flexibility to enable revi­
sion. In regions where sampling transcends considerable 
elevational differences, minimum site-to-site distance 
flight plans may have to be altered to prevent frequent 
elevation changes which are costly. 

(5) Helicopter choice is another cost related factor of con­
siderable magnitude. Helicopters vary in terms of per­
formance capability, including payload capacity, maximum 
ope~ational ceiling, cruising speed, and travel range. 
All.of these variables need to be considered on a project 
to project basis if there are choices available in 
helicopter selection. Careful balancing of need versus 
capability should eliminate the costly temptation of 
contracting for helicopters which are either inadequate 
or overly adequate for the job. 
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(6) Contractual arrangements for helicopters are ~nother cost 
consideration that should be made. Consider~ble differ­
ences in helicopter charges are often present among com­
peting corporations. Further, differences should be 
considered in the type of contract that a particular 
corporation may be able to offer. Making the best choice 
on contract options requires rather accurate estimates 
of total helicopter time requirements. 

The success of the vegetation sampling can be attributed to a 

number of factors, many of which are related to capabilities of the 

species observer: 

(1) Perhaps it is self evident, but the helicopter occupants 
cannot be subject to acrophobia or to motion sickness. 
This is especially true for the species observer who can 
function best by frequently leaning out of the cockpit 
doorway. People who suffer from either malady could not 
be depended upon for doing the best possible job. 

(2) The species observer needs to know those plant species 
of importance. It is highly advantageous to have pre­
sampling identification experience from the air. This 
latter capability can be developed in a relatively brief 
period during sampling as long as the ability to field 
identify species is present. 

(3) The species observer can increase identification confi­
dence if he is familiar with species assemblages. That 
is, for the area being sampled, if the observer knows 
which of the species can be expected to be found together 
and which cannot, fewer errors in identification are 
likely to result. 

(4) Ground speed and altitudes above terrain contribute to 
sampling success, and to some degree are controllable. 
Minimum safe air speeds and altitudes vary by location 
with atmospheric conditions. When possible to make a 
choice, slowest ground speeds and lowest altitudes can 
be achieved when air temperatures are cool and winds 
are non-gusty but steady at about 10-20 knots per hour. 
However, satisfactory sampling can be accc1mplished, and 
indeed often must be, when conditions of atmosphere are 
less than optimum. 

(5) Knowing the stage of plant phenological development at 
the time of sampling is important for airborne species 
identification. This can be accomplished by surface 
transportation and careful examination of plants in the 
sample area prior to sampling. 
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(6) Selection of a season when phenologic development is of 
benefit in identifi.cation can be highly important. Where 
deciduous woody species are of concern, this might be in 
autumn. By way' of example, in the Southern Arizona Test 
Site, autumn coloration can highlight aspen and Arizona 
walnut, both of which display yellow. Cliffrose and 
mountain mahogany, which often occur together, can be 
distinguished in late summer or autumn by the mountain 
mahogany having abundant fruits with attached and con­
spicuous plumose styles. Several of the leaf succulent 
species are made readily visible and distinguishable 
following the summer months because of their conspicuous 
and distinctive flowering stalks. At a considerable dis­
tance, Agave, Yucca, and Da~y1irion are identifiable. In 
fact, Agave might often be overlooked if not for the 
presence of flower stalks. 

SUMMARY 

The Apollo and ERTS photos were compared for relative suitability 

as first stage stratification bases in two stage proportional proba­

bility sampling. High altitude photography was used in common at the 

second stage. At the first stage, "wooded" versus "not wooded" pre­

dictions were made for the purpose of allocating subsamples. At the 

second. stage, sample units were classified by image class - not inter­

preted, as to vegetation type. On the ground, sampled units of the 

image classes were identified as to vegetation type. By applying the 

multinomial distribution concept to probability sampling, it was pos­

sible to estimate areas and variances for several vegetation types. 

Sampling efficiency gains over equal probability sampling were 

small, about six percent for Apollo and five percent for ERTS. However, 

the stratificlltion resulted in three benefits: 

(1) It enabled high altitude photo image classification which 
was an integral part of the sampling scheme. 

(2) It created a base (the strata themselves) suitable for 
small scale ivegetation mapping. 

(3) It provided a means of cluster sampling which reduced 
heiicopter expenses had clustering not been present. 

Overall variance for the Apollo and ERTS sampling was small; 

however, variance for ERTS was 7.8 times larger than for Apollo. In 

comparing standard deviations of individual vegetation types, ERTS 

usually had larger values than did Apollo. It would appear that the 
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greater image complexity of Apollo resulted in greater s~mpling precision 

when compared to ERTS. In spite of these differences, sampling with both 

space photo typeD was judged satisfactory. 

Vegetation type area estimates from both schemes were comparable. 

Vegetation type statistics and space photo strata from both schemes 

could be used satisfactorily for mapping. In general, mapping from 

Apollo derived statistics provided greater information than from ERTS. 

This difference was attributed pr:marily to the difference in strata 

number. 

A helicopter was used to gain access to the ground samples which 

were selected from the high altitude image classes. The technique 

proved satisfactory for gaining the plant species information required 

for vegetation type identification. The clustering provided by space 

photo stratification resulted in large reductions of site-to-site 

travel time as compared to travel among randomly located sample sites. 

The r.esult was that worki.ng time (site-to-site plus on-site time) was 

reduced by an estima.ted 32 percent for Apollo and 3S percent for ERTS 

sampling as compared to random sampling. These reductions represent 

substantial monetary savings when sampling with a helicopter. As a 

result of the successful ground sampling, some guidelines were developed 

for helicopter sampling of the type employed. 
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CHAPTER 8 

DIGITAL DATA ANALYSIS 

OBJECTIVE 7 

INTRODUCTION 

Our original intention was to contribute to solution of the problem 

of identification of ground features from ERTS by determining multi­

spectral signatures from MSS digital data of some vegetation systems 

in an arid environment. It soon became apparent, however, that with 

only slightly more time, effort, and expense we could further extend 

the objective. Thus, we decided to determine the level of vegetation 

classification appropriate to the scale and resolution of ERTS-1 MSS 

digital data. lhe expected results would, therefore, be an indication 

of the level of vegetation detail in the digital data. 

MATERIALS 

The study area is in the Southern Arizona Test Site, in ti1e 

vicinity of Tombstone (Figure 1-2). Lan.d marks bounding the an~a in­

clude Willow Wash on the north, San Pedro River to the west, Mule 

Mountains to'the southeast, and Dragoon Mountains to the northeast. 

Included within the study area are more or all of the watersheds of 

Walnut Gulch and Government Draw. 

The data analyzed in this investigation were acquired by the ERTS-1 

satellite on 22 August 1972 (Frame Number 1030-17271). All four multi­

spectral bands (4, 5, 6, and 7) were used. This date of data was se­

lected because the summer growj.ng vegetation (which predominated in 

the area) was about at its annual peak of development. The area was 

also cloud free on this date. 

The facilities of the Data Processing, Center for Remote Sensing 

Research (CRSR), University of Ca1ifo,rnia, Berkeley, were used for 

analysis of the data. These included a NOVA computer, tape drives, 

input-output devices, and a TV like color display, in-house, as well 

as access to a CDC 7600 computer at the Lawrence Berkeley Laboratory. 
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We used a maximum likelihood discrimination procedure (CALSCAN8- l /) 
to analyze the data. This required an existing classification as input. 
We had available a floristic vegetation classification for the Tombstone, 
Arizona vicinity (Garcia-Moya, 1972). This was the major consideration 
for selection of the area. 

The vegetation classification was hierarchical, with the basic 
classes (vegetation associations) established through computer analysis 
of species composition and vegetation ground cover recorded at approxi­
mately 475 locations. The computer programs were developed at Oregon 
State University as a part of Western Regional Project W-89, Characteri­
zation of Habitat Types of Sagebrush Ranges (Pyott, 1972). A polythetic-. 8-2/ agglomerat~ve--- procedure was used. The measure of similarity was 
squared Euclidean distance (for presence-absence data). The classifi­
cation algorithm was one which minilllizes the error (within groups) sum 
of squares. The associations were then grouped into alliances by 
visual inspection on the basis of common species (Table 8-1). For 
the ERTS analysis, we used the associations (A-M) , a variant of one 
association (Ala) and a cultural feature (brush clearings) as the ini­
tial input classes (15) for CALSCAN. 

PROCEDURES AND INTERMEDIATE RESULTS 

Since this investigation was carried out in a stepwise fashion 
with the results of one step input data for the next, this report is 
constructed in the same way. The major steps were (1) data preparation; 
(2) selection of training and test fields; (3) evaluation of training 
fields; (4) assessment of level of separability of given vegetation 
classes~ (5) classification and display of whole study area; and (6) 
interpretation of results of classification in relation to surface 
physical environmental features. 

8-1/ A modification of LARSYSAA developed by the former Forestry Remote Sensing Laboratory, University of California, Berkeley, California. 

8-2/ Polythetic indicates many characters (i.e., species) were used; agglomerative indicates the synthesis of classes from individuals end subclasses. 
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Table 8-1. Summary of the floristic vegetation classification for the 
vicinity of Tombstone, Arizona (Garcia-Moya, 1972). 

Alliance I (Acacia vernicosa-Larrea tridentata-Flourensia cernua) 

Association A (Panicum hirticaule/Tidestromia lanuginosa­
Boerhaavia cou1teri) Including one variant 
with high prominence of Prosopis ju1if1ora. 

Association B (Rhus microphy1la-Dalea formosa) 

Alliance II (Yucca ~/Bouteloua eriopoda) 

Association C (Gutierreziasarothrae/Eriogonum abertianum) 

Association D (Menodora scabra/Tridens grandiflorus) 

Association E (Hilaria belangeri) 

Association F (Gilia rigidula-RhYBchosia texana) 

(Ala) 

Alliance III (Fouguieria splendens-Acacia constricta-Aloysia wrightii) 

Association I 

Association J 

Association K 

(Ayenia pusil1a/Eragrostis intermedia) 

(Cnidoscolus angustidens) 

(Typical of the alliance) 

Individual Associations (Differing substantially from the alliances): 

Association G 

Association H 

Association L 

Association M 

(Hilaria mutica/Erioch1oa gracilis/Crota1aria pumila) 

(Hap1opappus tenuisectus/Eragrostis lehmanniana) 

(Agave palmeri-Agaveparryi/Hap1opappus 1aricifolius) 

(Mortonia scabrella) 
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Data preparation involved reformatting the ERTS tapes and then ex­

tracting the data for the study area from the one quarter scene tapes. 

This was done using a NOVA computer and a TV type color display. The 

latter was used to provide geographical orientation in extracting just 

the data desired. Three bands of data can be superimposed on the display 

with a different color (red, green, or blue) for each band if desired • 

We used bands 4, 5, and 7 with blue, green, and red respectively. We 

found this combination gave the best contrast among vegetation images. 

Since CALSCAN is a discrimination procedure rather than a classi­

fication constructing procedure, it must be "trained" to recognize the 

classes of the given classification. Thus, training fields to charac­

terize each of the 15 classes were selected using the previously 

described equipment. 

A training field is a small, homogeneous area of known identity and 

ground location, as is a test field. Except for the brush clearing class, 

the training and test fields we used were selected to represent some of 

Garcia-Moya's field sampling locations. Representatives of the brush 

clearing class were selected from areas which he had mapped as such. 

The field sampling locations were plotted on 9"x9" color infrared 

aerial photo transparencies (1:120,000 scale). These photos were then 

used to locate the sampling areas on the color display of the ERTS 

data. We found a very good correspondence between the ERTS color dis­

play and the color IR photos in terms of feature identification and, 

thus, geographic orientation. Those sampling areas which could be 

located on the display of the ERTS data with certainty and which ful­

filled the homogeneity criterion were selected as training or test 

fields. We were very careful in defining the boundaries of the training 

fields in terms of what was included. We were not so careful with the 

test fields, because at the time we wanted to determine what CALSCAN 

could do with slightly heterogeneous areas. We fOlnld out, as will be 

explained later. 

With the selection of the training and test fields, we were ready 

to use the CALSCAN Program package. The CALSCAN analyses were done on 

a CDC 7600 computer to which CRSR (Lawrence Radiation Laboratory, 

Berkeley, California) has access. CALSCAN has four major parts: STAT, 
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SELECT, CLASSIFY, and DISPLAY. STAT calculates statistics and plots 
histograms and spectral plots for the training fields. SELECT cal­
culates interclass divergences, allowing for the selection of the ERTS 
band combinations «4) best for class separation. CLASSIFY examines 
all of the specified data and places each resolution element into one 
of the given classes on the basis of the training field statistics. 
DISPLAY takes the output from CLASSIFY and displays it in map form 
with various options available for symbolization, reclassification, 
regrouping of classes, assessing training or test field performance, 
etc. All areas in the data to be processed by CALSCAN (e.g., training 
fields) are identified by coordinates obtained from the program during 
the process of extracting the data. and selecting the training and tes t 
fields. 

The training fields were evaluated by inspection of the statistics 
and histograms generated by STAT. Training fields were eliminated if 
they departed greatly from the class mean, exhibited excess internal 
variation, or both. We used a cutoff for training field deletion of 
(1) a standard deviation greater than five; of (2) contribution to 
class standard deviation greater than five. Six training fields were 
deleted in this way, leaving 93. 

SELECT calculated the interclass divergences based on the training 
field statistics. The divergences were used as part of the criteria 
for determining the level of vegetation classification compatible with 
ERTS data. The best combination of these ERTS bands which maximized 
the average interclass divergence was that of bands 4, 5, and 7 thus 
apparently confirming our earlier visual assessment from the color 
display. 

CLASSIFY and DISPLAY were next used on sample areas selected to 
assess the performance of the training fields and to get additional 
information concerning the level of separability of the given classes 
using ERTS data. The total criteria considered for assessing the 
vegetation classification level of separability using ERTS data were 
the following: (1) interclass divergences; (2) summaries of training 
field performance (from analysis of sample areas); (3) comparison of 
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field vegetation writeups; and (4) visual interpretation of available 

ground photographs of training fields. 

Low divergences of some of the class pairs indicated poor separa­

tion in the ERTS data. Coupled with this was poor performance of some 

of the training fields, summarized by class in Table 2: overall, 43.1 

percent; and average per class, 43.2 percent. Reclassification of each 

resolution element according to the class of its nearest neighbors 

improved the results slightly overall, 44.2 percent and average per 

class, 46.7 percent. 

Predominant misc1assifications, as well as interclass divergences, 

suggested new groupings for the classes (Table 8-2). These new classes 

were confirmed by comparing vegetation writeups and available ground 

photographs of the training fields. Inspection of the writeups sug­

gested that the new classes were held together floristically by highly 

prominent perennial species (usually shrubs). Comparison of the ground 

photographs illustrated the physiognomic similarity among the original 

classes suggested for grouping by the results of CALSCAN. The new class 

names (Table 8-3) are connotative of the integrating characteristics. 

Note that new classes ACACIA, BOER, and AGAVE correspond (with some 

deviation) to Garcia-Moya's alliances I, II, and III respectively 

(Table 8-1). 

The last step in our use of the CALSCAN package was to process 

the data for the entire study area by CLASSIFY and DISPLAY. The new 

classes were identified to the programs and training field performance 

assessed on this new basis. Also, test fields were identified in the 

context of the new classes. 

Classification of the entire data set with the new classes resulted 

in considerable improvement in performance of the training fields - from 

43.1 percent to 69.3 percent overall and from 43.2 percent to 69.8 per­

cent average per original class to 74.4 percent average pe'c new class 

(Tables 8-2 and 8-3). Three of the original classes were reta.ined as 

originally given: Association G (Hili aria mutica, tobosa bottoms) and 

M, (Mortonia scabrella, sandpaper bush shrubland) and brush clearings. 

These classes are apparently as distinct in the ERTS data as they are 
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Table 8-2. Training fiel.d performance summar'! 7.(·d by claRR. 

Class 

A 

B 

K 

C 

D 

E 

C8- 3/ 

Ala 

F 

B: 

I 

J 

L 

M 

Brush clearings 

Overall performance 

Average per class 

Performance 

82.5 

16.4 

4.0 

75.0 

33.3 

46.3 

-0-

84.6 

-0-

29.2 

57.1 

35.0 

3.2 

85.0 

95.8 

43.1 

43.2 

Predominant 
Mis classification 

A 

A 

c 

D 

F 

Ala 

Ala 

Ambiguous 

1 

8-3/ The poor performance of F and G was due chiefly to an 
inadequate sample: 3 resolution elements for F and 4 for G. 
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Table 8-3. Regrouping of 

Original 
Class 

A 

B 

K 

C 

D 

E 

G 

Ala 

F 

H 

I 

J 

L 

M 

Brush clearings 

Overall performance 

Averag~ per class 

training fields. 

% Performance with Regrouping 

New By Original By New 
Class Class Class 

80.0 

ACACIA 43.6 60.9 

37.8 

87.5 

BOER 54.3 77.8 

90.2 

HIMU 68.4 68.4 

100.0 I 

PRJU 21.4 75.3 

100.0 

69.4 

AGAVE 54.0 61.4 

63.4 

MOSC '79.2 79.2 

97.9 97.9 

69.3 69.3 

69.8 74.4 
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in aerial photography (1:120,000 color IR and 1:30,000 black and white) 
and on the ground. 

The test fields were selected to provide a more definitive deter­
mination of CALSCAN's performance in discriminating among vegetation 
classes at association level than evaluation of training field per­
formance. We did this because the latter has some elements of circular 
reasoning since the vegetation classes were defined for the computer 
program by the training fields. 

Because of our allowance of greater heterogeneity in the test 
fields than in the training fields, test field performance was lower. 
Overall performance was 50.5 percent and average per class was 55.6 
pe~cent (Table 8-4). 

The final step in the analysis was to interpret the results of 
the classifications in terms of physical features of the ground surface • 
These data were available for the Walnut Gulch Experimental Watershed 
which occurs in the study area (Gelderman, 1970). 

This in~erpretation was carried out by plotting the ground loca­
tions of the training and test fields of the vegetation classes occur­
ring in the area on the soils map (1:24,000). The soil mapping unit 
was noted for each location, and the soil series identified by topo­
graphic position from interpretation of black and white aerial 
photography (1:30,000). The data were then extracted from the soil 
series descriptions in the soil survey report (Gelderman, 1970). 

FINAL RESULTS 

Data for some ground surface features arranged according to the 
original vegetation classes within the generalized classes from CALSCAN 
are presented in Table 8-5. There is apparently some tendency toward 
grouping of the da'ta both in relation to the orig;l~nal classes (A, B, K, 
C, D, and E) as well as to the new classes (ACACIA and BOER). This 
lends some weight to the validity of both classifications. 
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Table 8-4. Test field performance summari~ed by class. 

I, 
If' 

Class Performance ' I ... 
;. 
b 

ACACIA 49.1 ~ .q-

BOER 35.5 
t 
1 ; ... 

HIMU 57.1 i 
t 
~. 

• 
~ ~., 
,L ., 

PRJU 61.5 

i 1 AGAVE 26.0 
.. I MOSC 66.7 i 

BRCLR 93.5 j 
~ f 

f 

Overall performance 50.5 
\ 
i 
f 

Average per class 55.6 
.1' 

J 
t 
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Table 8-5. Ground ~urfa~~ physical data for training fields arranged according to vegetation classes. 

Generalized 
type 

ACACIA 

BOER 

Training 
field 

A-4 

B-1 

-2 

-3 

-4 

-8 

-9 

K-6 

-7 

-9 

-10 

C-l 

-2 

-4 
D-l 

:"'2 

E-2 

-3 

-4 

Soil 
series 

Rillito 

" 
" 

Cave 

Cave 

Hathaway 

" 
Graham 

" 

" 
" 

Hathaway 

" 
Bernardino 

Hathaway 

" 
Bernardino 

" 
" 

Parent Surface 
material texture 

Ca old alluv. grl 

" 11 

" It 

" " 
" " 
" " 
" " 

And. & Basalt cocl 

" rocl 

" cocl 

" rocl 

Ca old alluv. grl 

" " 
Old alluv. " 
Ca old alluv. " 

" " 
Old alluv. " 

" II 

" " 

Surface Color % of 
dry moist slope 

10YR6/2 10YR4/3 8-15 

" " " " 3-8 

" " " " " 
" 5/3 " " " 
" " " II n 

" 5/2 " 3/3 8-15 

" " " " n 

n 4/2 " 2/2 " 
" " " " 15-30 

" " n " 8-15 

" " " " 15-30 

10YRS/2 10YR3/3 8-15 

" " " " " 
7.5YR4/2 5YR " " 
10YRS/2 10YR " " 
" " " " " 

7.5YR4/2 5YR " " 
" " " " " 
" " " " " 

.. 

" ~ 
1 

... 1 1 

! j 
\. J 

f~1 j 
1,1 -J 
l1 1 

~l '; 
. ; 
, I 
, ' , 

~ 
,1 . >r '1\1In r III.i.Rtf riDI tlilliihtl'i1i'tTlidf'iliiliillili'!'ri 11l'l1"Fii"i~"'\lij.~I'liili)~;"'";;;;,;",--~,,,"'"""-<"''''''''·'''''''''''''''''''h$"'<'i'~<"~""""_"'M..wJ".~.-",.oiii":"'",,,,._, ~ .... i ....... i.·§,JlIj.hld ?WI II met ... ' ..... ..... \mt:rtt.rhWlltc'1!t1t!ht'f't'flC"ft,i't.C 'f Wrrif't*ttMi't.1:!W'''' 'OM"'Z1Irt.U6:!l!!e.·IU!S'f"".' ",""'" >p ...... - ... ~.,."" ... ' .... " •• ,.."w·

,
·_·· .... · '''" .. ...... ·H 1'_' 



I. 

:;v "1", ,. '"1:'," "1"'"--\ .... . 
't, ~_~ ____ ~_ .. _ .. .. .If" .... , ;'~JW~~ "!~~!.:fi"· ~~'!. .... "'1*".' 91aits.tcitmi ... 'Wi~'~1!'3-~~:~~*'~~~"\"~;~'4'>-" .,111"".-" ..... -.- • . :>~-.~-.-,.,-,. " :Jt..=--

'i 

~ 

N 
\0 
VI 

-.~ --~ . --~----

~ .. • ~ .. w .., - .... 

Table 8-5 (continued). Gromld surface physical data for test fields arranged according to vegetation 
classes. 

Generalized 
type 

ACACIA 

BOER 

Training 
field 

B-1 

'-2 

-3 

-4 

-8 

K-5 

-6 

-6 

-7 

-7 

-8 

C-l 

-2 

D-l 

-2 

E-l 

-2 

-3 

-6 

Soil 
series 

Rillito 
II 

n 

" 
Hathaway 

Loamyland 

Graham 

" 
Bernardino 

Graham 

" 

Bernardino 

" 
II 

" 
II 

II 

II 

" 

Parent Surface 
material texture 

Ca old alluv. grl 
II II 

" II 

" " 
II " 

Recent alluv. .1 

Basalt & and. cocl 

" rocl 

Old alluv. grl 

Basalt & and. cocl 

" rocl 

Old alluv. grl 

" " 
II " 

" " 
" II 

" II 

" " 
" " 

,~: . 

Surface Color % of 
dry moist slope 

lOYR612 lOYR4/3 3-8 
II " " " " 
" " " " " 
" " " " " 
II 5/2 " 3/3 8-15 

None Reported 0-3 

10YR4/2 10YR2/2 8-15 

" " " " 15-30 

7.5YR" 5YR3/3 3-8 

lOYR " lOYR2/2 8-15 

" " " II 15-30 

7.5YR4/2 5YR3/3 3-8 

" " " II II 

II II " " 8-15 

" II " II II 

II " II " " 
" " " " " 

" " " II " 
" II II II " 
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CONCLUSIONS 

We conclude from these results that vegetations with high contrast 

images can be discriminated in ERTS MSS digital data at association 

level. Other vegetations with low contrast images appear to be separable 

at about alliance level. Similarities between the soil classification 

(to series) and the original vegetation classification on the one hand 

and between patterns in the soil data and the CALSCAN results at a 

broader hierarchical level on the other reinforce this conclusion • 

Thus, ERTS' data appear to be integrative for alliance level vege­

tation. However, these results also suggest that the given vegetation 

classification should be reexamined. It is based to some extent on 

annual species from data collected in only two consecutive years and 

is, the~efore, somewhat questionable. 

The points at issue are two. First, while the associations appear 

valid, the species which characterize them may need reevaluation. 

Second, the major problem appears to be in the way some of the asso­

ciations were grouped into alliances and the alliances characterized. 

Removal of the annual species from consideration may change some of 

the affinities and lead to new groupings • 

296 

-~ 

I' 

l 
'~ 



~ • 
fI 

• 

) 

) 

APPENDIX A 

DESCRIPTIONS OF PLANT SPECIES INFORY~TION 
GATHERED IN THE FIELD 

Prominence rating system is from 
Poulton, Faulkner, and Martin (1971) 

Prominence Rating: Past usage or the conunon five-unit scale of 
"Abundance" involved vague meanings of "very abundant," "conunon," 
"rare," etc. We have more precisely defined five "prominence classes" 
to facilitate rapid but meaningful recording of the visual appearance, 
aspect or physiognomy of the plant community. The usefulness of the 
system has been tested and proved satisfactory in many kinds of 
vegetation. It is a particularly useful technique for the field 
man who is in a hurry, yet data taken by different people 1:$ suf­
ficiently consistent for accurate ecological classificati~n. These 
ratings are to be based on the entire community taken as a unit, 
not on the separate layers. 

Prominence 
Rating 

5 

4 

Description of Class or 
Meaning of Symbol 

The most prominent species in the stand; the most 
obvious species in terms of amount present. Impression 
on the observer is that there is clearly more of the 
subject species than any other. Some stands may not 
have a species that clearly rates "5" and the class 
would be omitted. A stand can have only ~ species 
with this prominence level. 

Clearly the second most prominent species in the stand 
or one of a group of species that share about equally in 
being most prominent (in which case each is accorded a 
prominence of "4"). All remaining species are definitely 
less prominent than the subject species. May have more 
than two species in this class but usually only one or 
two. If the subject species seem more prominent than all 
others in the stand but observer has difficulty deciding 
which one would rate a "5," the guideline is to assign 
each member of the group a prominence of "4" without 
using class "5." 
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Prominence 
Rating 

3 

2 

1 

Description of Class or 
Meaning of Symbol 

A rather uniformly distributed species that is easily 
seen by standing at one place in the stand and looking 
casually around. Do not have to look intently to see 
the species. Species may fall into this class if they 
are initially hard to see because of small statli1'e but 
once located are easy to see. Usuall.y there are numerous 
species accorded a prominence of "3". Definitely not in 
prominence "4" or "5"; the species blends among the mass 
of species in the stand. 

A species that can be seen only by looking intently while 
standing in one place or by moving around in the stand. 
Species occurring in patches encountered by moving about 
would be rated in prominence class "2" even though, with­
in a patch, they may rate a higher prominence score. Not 
so rare that one must look in and around other plants to 
see species. 

Species that can be seen only by searching for them in 
and around other plants. Considerable care is required 
to find species rating prominence class "1". Species which 
occur in extremely wide-scattered small patches or clumps 
or individuals would rate a prominence "1" provided they 
do not represent an "Inclusion" of a different plant 
community. 

Cover class index from Poulton, 
Faulkner, and Martin (1971) 

Cover classes: These are normal crown-spread cover values recorded 
for eac~ species individually without mentally or otherwise compressing 
the foliage. All area within the peripheral circumference is assumed to 
be completely covered. The estimate is a total of the vertical projec­
tion of these values for the species. According to this system, total 
cover percent may exceed 100 percent. This is frequently the case except 
in desert and deteriorated steppe environments. Such cover totals can be 
taken as a relative index of site productivity. 
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Cover Cover Mid-Point 

Percent Class Value 

1 0+ - 1 0.5 

2 1+ - 5 3.0 

3 5+ - 10 7.5 

4 10+ - 25 17.5 

5 25+ - 50 37.5 

6 50+ - 75 62.5 

7 75+ - 95 85.0 

8 95+ - 100 97.5 

The sociability rating is a mode of expressing the aggregation of 

members of a species. The sys tem used is bCl.sed on Braun-Blanquet (1951) 

as reported by Hanson and Churchi ~ 1 (1961) • 

Class Description 

1 Shoots growing' singly. 

2 Small groups of plants or scattered tufts. 

3 Small, scattered patches or cushions. 

4 Large patches or broken mats. 

5 Very large mats or stands of nearly pure 
populations that almost completely cover 
a large area. 
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APPENDIX B 

TECHNICAL LEGEND ON PHYSIOGNOMIC AND STRUCTURAL CHARACTERISTICS OF 
VEGETATION (excerpts from Poulton, 1972, with modifications) 

NATURAL VEGETATION subclasses 

Herbaceous types 

- prominently annuals 

- bunchgrass steppe 

- sodgrass and mixed sodgrass-bunchgrass steppe 
and prairie 

undifferentiated complexes of herbaceous types 

Shrub-scrub types 

microphyllous, non-thorny scrub, generally with 
succulents 

microphyllous thorn scrub 

- succulent scrub 

microphyllous saltsage and related scrub types 

- shrub steppe (single species or simple mixtures 
of shrubs) 

- evergreen sclerophyll shrub 

- deciduous macrophyllous shrub 

Intergrade types 

- scattered tall shrub 

scattered broad-leaved tree) 

scattered needle-leaved tree) 

scattered needle-leaved tree) 

- scattered broad-leaved tree) 

Forest and woods types 

needleleaf 

broadleaf 

over herbs 

over low shrubs 

- mixed forests of needleleaf-broadleaf 
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APPENDIX C 

PLANT SPECIES LIST 

Kearney and Peebles (1964) was the source of scientific names 
in this list, except for Cactaceae (Benson, 1969) 

~rowth Form 

Trees 

Scientific Name 

Chi10psis 1inearis 
Fraxinus ve1utina 
Juniperus spp. 
J. deppeana 
J. monosperma 
Pinus spp. 
P. cembroides 
P. enge1manii 

P. 1eiophylla 
var. chihuahuana 

P. ponderosa 
P. strobiforrnis 

Platanus wrightii 
Populus fremontii 

P. tremuloides 
Pseudotsuga menziesii 
Quercus spp. 
Q. arizonica 
Q. emoryi 
Q. gambelii 
Q. hypoleucoides 
Q. ob10ngif olia 
Q. reticu1ata 
Robini~ neomexicana 
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Cornmon Name 

deser t willow 
ash 
juniper 
alligator juniper 
one-seed juniper 
pine 
Mexican pinyon 
Apache pine, 
Arizona long­
leaf pine 

Chihuahua pine 

Ponderosa 
Mexican white 

pine 
Arizona sycamore 
Fremont cotton-
wood 

quaking aspen 
Douglas fir 
oak 
Arizona white oak 
Emory oak 
Gambe1 oak 
si1ver1eaf oak 
Mexican blue oak 
net-leaf oak 
New-Mexican 
locust 
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Growth Form 

Shrubs, half 
shrubs, and 
herbs 

Scientific Name 

Acacia constricta 
A. greggii 
A. vernicosa 
Aloysia wrightii 
Arctostaphylos pungens 
Atriplex canescens 
Ayenia pusilla 
Baccharis pteronioides 
Boerhaavia coulteria 
Calliandra eriophylla 
Ceanothus spp • 
Celtis spp. 
C. pallida 
Cercidium floridum 
C. microphyllum 
Cercocarpus breviflorus 

Cnidoscolus angustidens 
Coldenia canescens 
Condalia lycioides 
C. spathulata 
Cowania mexicana 
Crotalaria pumila 
Dalea formosa 
Encelia farino,sa 
Ephedra trifurca 
Eriogonum abertianum 
Flourensia cernua 
Fouquieria splendens 
Franseria del to idea 
Garrya wrightii 
Gilia rigidula 
Gutierrezia sarothrae 
Haplopappus laricifolius 
H. tenuisectus 
Koeberlinia spinosa 
Krameria parvifolia 
Larrea tridentata 
Lycium spp. 
Menodora scabra 
Mimosa spp. 
M. biuncifera 
M. dysocarpa 
Mortonia scabrella 
Parthenium incanum 
Prosopis juliflora 
Psilostrophe cooperi 
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Common Name 

white-thorn acacia 
catclaw acacia 
mescat acacia 
Wrigh;~' s lippia 
point-leaf manzanita 
four-wing salybush 

yerba-de-pasmo 

fairy duster 

hackberry 
desert hackberry 
blue palo-verde 
little-leaf palo-verde 
little-leaf mountain 
mahogany 

gray-thorn 
Mexican crucillo 
quinine-bush 

feather dalea 
brittlebush 
Mexican tea 

tarbush 
ocotillo 
triangle bursage 
silktassel 

snake weed 

burro goldenweed 
crucifixion thorn 
range ratany 
creosote bush 
desert-thorn 

wait-a-minute 
velvet-pod mimosa 
mortonia 
mariola 
mesquite 
paper flower 
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Growth Form 

Shrubs, half 
shrubs, and 
herbs 

Leaf succu­
lents 

Stern succu­
lents 

Grasses 

Scientific Name 

Rhus choriophylla 
R. microphylla 
R. trilobata 
Rhynchosia texana 
Tidestromia lanuginosa 
Zinnia pumila 

Agave spp. 
A. palmeri 
A. parryi 
A. schottii 
Dasylirion wheeleri 
Nolina microcarpa 
Yucca spp. 
Y. baccata 
Y. elata 
Y. schottii 

Cereus giganteus 
Feroca c tus wislizenii 

Opuntia spp. 

O. fulgida 
O. phaeacantha 
O. spinosior 

Andropogon spp. 
A. barbinodis 
Aristida spp. 
Bouteloua spp • 
B. chondrosioides 
B. curtipendula 
B. eriopoda 
B. gracilis 
B. hirsuta 
B. rothrockii 
Eragrostis spp. 
E. intermedia 
E. lehmanniana 
Eriochola gracilis 
Hilaria belangeri 
H. mutica 
Muhlenbergia spp 
M. porteri 
Panicurn spp. 
P. hir ticaule 
Set ria spp. 
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Connnon Name 

sumac 
squaw bush 

desert zinnia 

century plant 
century plant 
century plant 
amole 
sotol 
beargrass 
yucca 
banana yucca 
soap tree yucca 
Schott's yucca 

saguaro 
barrel cactus, 
bisnaga, 

cholla, prickly 
pear 

jumping cholla 
prickly pear 
cane cholla 

bluestem 
cane beardgrass 
three-awn 
grarna 
spruce top grama 
side-oats grama 
black grama 
blue grama 
hairy grama 
rothrock grama 
lovegrass 

Lehmann's lovegrass 

curly mesquite 
tobosa grass 
muhly 
bush muhly 

bristle grass 
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Growth Form 

Grasses 

Scientific Name 

Sporobolus spp . 
S. airoides 
S. wrightii 
Tridens grandiflorus 
T. pulchellus 
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Common Name 

dropseed 
alkali sacaton 
Wright sacaton 

fluffgrass 
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Mapping 
Symbol 
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1.1 

1.2 

2 

2.1 

2.2 

APPENDIX D 

MACRORELIEF CLASSES FOR SOUTHERN ARIZONA 

(adapted from Poulton, et al., 1970) 

Technical 
Legend 

Flat lands 

Rolling 
and 
Moderately 
Dissected 
Lands 

Descriptive 
Legend 

A generally flat landscape with prominent 
slopes less than 10 percent. 

The landscape is essentially smooth. 
Dissection is minimal. The regional slope 
-in this class is nearly always between 
o and 3 percent. 

The landscape is relatively flat; however, 
dissection has progressed to a noticeable 
point. Dissection is either sharp and 
widely spaced (in which case side slopes 
may be over 10 percent), or gently rolling 
and more closely spaced. Where side slopes 
exceed 10 percent, macro relief is generally 
less than 10 feet. 

A rolling or moderately dissected landscape 
with prominent slopes 10 to 25 percent (side 
slopes may exceed that figure in the case of 
dissected planar surfaces). 

The landscape is rolling or hilly; a regional 
slope is not readily apparent - or a regional 
slope of 10 to 25 percent is present. 

The landscape consists of a moderately to 
strongly dissected planar surface (i.e., pedi­
ment, bajada, valley fill, etc.). The regional 
slope is generally between 2 and 6 percent; 
side slopes must be steeper than 10 percent. 
If side slopes are steeper than 25 percent, 
relief must be less than 100 feet. The 
drainage network is finer than that of 1.2. 
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Mapping 
Symbol 

3 

4 

Technical 
Legend , 

Hilly lands 

Mountainous 
Lands 

Descriptive 
~egend 

The landscape is hilly to submountainous; 
slopes are moderate to steep, predominantly 
exceeding 25 percent. Relief is generally 
over 100 feet but less than 1,000 feet. 
Where relief approaches 1,000 feet, the 
landform system appears to be relatively 
simple - with smooth slopes. Drainage 
systems gene.rally have the same base level. 

The landscape is mountainous, having high 
relief, usually over 1,000 feet. Slopes 
are moderate to steep, frequently exceeding 
50 percent. The landform and drainage 
systems are usually complex, with drainage 
networks having base levels quite inde­
pendent of one another • 
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APPENDIX E 

APPROXIMATE GROUF'I) AREAS SELECTED TO REPRESENT THE PLANT 
PHENOLOGICAL AND "NO CHANGE" CLASSES 

The Evergreen (EVGN) phenological class was represented by four 
ground areas. Areas 1, 2, and 3 were composites of several facets, 
most facing in a northerly direction. Area 4 was located on a uniform 
east facing slope (slope azimuth = 900 ). 

The Winter-dormant (WIND) and Winter-spring dormant (WISP) classes 
were represented by five ground areas each. All areas were on nearly 
horizontal surfaces. 

The 'TAIL class representatives were located in Section 32, of T. 
16 S., R. 13E., and in T. 17 S., R. 13 E., Section 5, ~ (Twin Buttes 
Quadrangle, Arizona; 15 minute series). 
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Approximate ground areas representing the Evergreen phenological class. 
Map is from the Mount Wrightson Quadrangle, Arizona; fifteen minute 
series. 
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Approximate ground areas representing the Winter dormant phenological 
class. Map is from the Happy Valley and St. David Quadrangles, 
Arizona; fifteen minute series. 
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APPENDIX F 

CALCULATION OF INSTANTANEOUS IRRADIATION OF SELECTED 
SURFACES AT THE TIME O~ ERTS-l DATA ACQUISITION 

The following calculations did not consider the interaction of the 
atmosphere with electromagnetic radiation. The calculations pertained, 
therefore, to an equivalent surface above the atmosphere or in the case 
o~ no atmosphere. The calculations followed those of Frank and Lee (1966); 
explanation of the equation of time (ephemeris of the sun) was given by 
Robinson (1966); data for solar declination, equation of time, and the 
radius vector of the earth were from List (1949); latitude, slope, and 
aspects for surfaces of interest were determined from USGS topographic 
maps (scale = 1:62,500) for the study area; and Greenwich Mean Time 
at the moment of ERTS data acquisition was from the ERTS-l scene annotation 
blocks. 

Instantaneous 
I o 

Is = R2 

where: 

irradiation, Is of a horizontal surface is given by: 

(sin e . sin 0 + cos e . cos 0 • cos wt) 

10 = solar constant {1.94 1y min- 1 (List, 1949)} 

R2 = radius vector 

e = terrestrial latitude 

o = solar declination (+, north of the equator; -, south) 

w ... angular velocity of the earth's rotation" 15 degrees 
per hour (3600 ~ 24 hrs) 

t = number of hours before (-) or after (+) true solar noon ~ 
the moment the geometric center of the sun crosses the 
meridian (longitude) of the observer. 

Local standard time (zone time) is the mean solar time of the time 
zone in question. Time zones basically are 150 longitudinal zones; 
Mountain Standard Time, for example, is 10Sth Meridian time (the study 
area was in this zone). The mean solar time for a specific location in 
the zone is earlier or later than the local standard time; add four 
minutes to the local standard time for each degree of longitude the 
location is east of the standard meridian, or subtract four minutes 
for each degree west of the standard meridian. True solar time at the 
specified location differs from its mean solar time by varying amounts 
through the year as given by the Equation of Time. The value for the 
Equation of Time is added algebraically to the location's mean solar 
time to obtain the ::rue solar time. 
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Three dates of ·ERTS-1 data were selected for analysis; pertinent 
specifications for those data are as follows: 

Date 22 Aug 72 2 Nov 72 1.3 Apr 73 

Time (MST) 10.45 hrs 10.47 hrs 10.48 hrs 

Equation of Time -0.051 hrs 0.273 hrs -0.013 hrs 

Solar Declination 12.050 -14.500 8. n° 
Radius vector 1.01141 0.99224 1.00276 

Surface 1: a level surface on the campus of the University of 
Arizona, Tucson (latitude = 32.230 N, Longitude = 110.950 W, 
asp~ct and slope = 00 ). 

Calculation of "t" for 22 Aug 72: 

Subtract four minl~tes for each degree west of the standard 
meridian to determine mean solar time for this location. 

110.950 - 1050 = 5.95° 

5.95° x 4 min/1° = 23.80 min = 0.40 hrs 

10!45 hrs (MST) - 0.40 hrs = 10.05 hrs (mean solar time). 

Add algebraically the value for the Equation of Time = 

10.05 hrs + (-0.05 hrs) = 10.00 hrs (true solar time) 

Subtract from 12:00 noon: 

12.00 hrs - 10.00 hrs = 2 hrs 

t = -2 hrs (the sign is minus because the time preceeded 
noon) • 

In a similar mann~r, "t" for 2 Nov 72 and 13 Apr 73 are 
calculated to be -1.66 hrs and -1.93 hrs respectively. 

Calculation of I for 22 Aug 72: s 

Is : 1.896 ly/min' {sin 32.23° • sin 12.050 + cos 32.23° 

• cos 12.050 • cos (150/hr • -2 hrs)} 

Similarly, Is for 2 Nov 72 w 1.201 ly/min 

Is for 13 Apr 73 = 1.568 ly/min 
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SurfaLe 2: an east facing mountain slope having slope inclination (k) 
= 2I.So, slope azimuth (h) = 900 , latitude ~ 3I.70 N, 
and longitude = 110.SoW. (EVGN-4, see Appendix E). 

In the case of an inclined surface, an "equivalent" horizontal 
surface (Lee, 1962) is calculated having an adjusted latitude 
and longitude. The new values are used in the calculation of I 

0" -1 1/ 
Q = sin (sin k • cos h • cos 0 + cos k • sin 0) -

wt" = wt + ct 

ci = tan-
1 

{(sin h • sin k) ~ (cos k • cos 0 - cos h • 
sin k • sin 0)} 

Substituting 0" and wt" for 0 and wt, I for this slope on 
22 Aug 72, 2 Nov 72, and 13 Apr 73 was ~espectively: 1.807, 
1.424, and 1.S04 ly/min • 

.1/ "i -1" i " s n notat on is read: The arc (angle) whose sin is ••• ," also 
called "arcsin," "inversesin," and "inverse function." 
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APPENDIX G 

STANDARD DEVIATIONS ASSOCIATED WITH THE MEAN RADIANCE 
OF PLANT PHENOLOGICAL AND "NO CHANGE" CLASSES 

(Table 13) 

MSS 4 MSS 5 MSS 6 MSS 7 

EVGN-4 Aug 6.79 5.51 3.56 8.04 
(n=35) Nov 4.02 4.64 7.48 18.07 

Apr 3.55 4.18 5.87 18.58 

WIND Aug 7.11 9.08 7.52 14.76 
(n-65) 

Nov 8.07 9.37 7.63. 20.69 

Apr 7.77 9.79 7.17 15.39 

WISP Aug 5.22 7.47 7.49 27.14 
(n=170) 

Nov 5.73 8.05 7.26 17.83 

Apr 4.21 4.85 5.40 17.34 

TAIL-3 Aug 6.16 6.37 6.71 14.84 
(n=56) 

Nov 7.61 8.45 6.89 16.11 

Apr 6.37 9.25 7.83 19.59 
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." APPENDIX H 

ERTS-1 MSS COMPUTER COMPATIBLE TAPE COUNTS 

i 
FOR TRAINING FIELDS AND CLASSES 

t " . " 

I' t 
! .' i 
loll . 

;4;· ! 22 Aug 73 2 Nov 72 13 AEr 73 
• I 

. ~ 0.6~ 0.8- 0.6- 0.8- 0.6- 0.8-
~ ~. 

I l! Subject Samples 0.711 lo111 0.711 lo111 0.711 1.111 

l 'l< \ 
\: :;: EVGN-1 361 13.98 16.14 7.87 9.42 17.81 15.90 

~ .:t 
EVGN-2 16 19.12 21.81 12.31 17.06 22.12 22.44 

EVGN-3 135 18.97 19.91 15.44 20.59 9.01 11.72 

EVGN-4 35 23.26 22.46 18.46 21. 34 12.43 15.86 

:, 1,~1>· 

~ :. EVGN 15.96 17.64 10.55 13.16 15.42 15.06 

{. \ WIND-2 9 18.44 22.78 13.78 8.22 30.78 18.56 

WIND-3 6 24.00 24.17 17.83 9.17 26.50 19.83 

WIND-4 14 21.14 24.86 13.86 7.79 29.57 19.00 

I.··. • WIND-5 24 21.67 23.87 15.50 8.75 30.17 17.83 

WIND-6 12 27.58 25.67 19.58 10.83 37.50 20.67 

l 1 WIND 22.42 24.29 15.88 8.89 31.14 18.89 

,. WISP-1 30 21.30 31.83 25.97 13.43 46.97 23.10 

WISP-2 28 23.21 30.11 22.07 12.50 46.29 22.79 

WISP-3 16 23.13 26.81 23.81 14.50 45.44 20.12 

WISP-4 56 26.91 25.14 24.91 14.14 45.91 20.30 

• WISP-5 40 23.70 25.47 23.02 14.38 47.85 20.87 

WISP 24.20 27.38 24.08 13.84 46.57 21.32 

TAIL-2 85 90.60 43.16 67.74 25.58 95.60 37.29 

TAIL-3 56 93.87 35.41 69.38 26.57 97.12 37.84 

• TAIL-4 12 113.25 38.,17 60.42 26.00 106.25 38.00 

TAIL 93.58, 34.93 67.76 25.97 96.99 37.55 
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APPENDIX I 

SUMMARY OF OBSERVER EXPERIENCE STATEMENTS 

At the time observers took the first test, they were aSked to 

indicate from the following list which category best described their 

level of experience: 

"Experience statement, check one: 

Have never more than casually viewed aerial and/or space 
photography, if at all. 

Have limited experience, with a single course in which 
photo interpretation was used, or with other interpretation 
experience. 

Have interpretation experience with several types of photo­
---- graphy, however, interpretation skills have been developed 

only for a limited number of subjects and then not on a 
production basis. 

Am an experienced photo interpreter, and have been on a job 
----which required considerable amounts of photo interpretation 

on a day-to-day basis." 

From this, the listing was developed: 

Level of experience 

None Limited Moderate Extensive 

Alexander X 

Cornwell X 

Faulkner X 

Jaques X 

McDaniel X 

Miller X 

Pyott X 

Ross X 

Schrumpf X 
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Steers 

Stuth 

Thetford 

Williams 

None 

Level of experience 

Limited 

x 
X 

X 
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