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ABSTRACT

Title of Thesis: Relativistic Electron Precipitation in the Auroral
Zone

David Simons, Doctor of Philosophy, 1975

Thesis directed by: Professor David L. Matthews

The energy spectra and pitch angle distributions of electrons in the
energy range 50 keV to 2 MeV have been determined by a solid state
electron energy spectrometer during the Relativistic Electron Precipi-
tation {REP) event of 31 May 1972, The experiment was carried sboard a
Nike-~Cajun sounding rocket as the University of Maryland component of a
joint American-Norwegien (NASA-NDRE) ionospheric investigation.

The difficulty of determining the expected electron flux prior to
the experiment required an instrument witha large dynamic range. The
design and theoretical modeling of this instrument is desceribed in
great detail. The extensive preflight calibrations on the NASA-Goddard
2 MeV Van de Graaff electron-proton accelerator are compared with the
theoretical model.

The electron pitch angle distributions are determined from a know-
ledge of the rocket aspect and the direction in space of the Farth's
magnetic field. The rocket aspect determination is therefore treated in
depth and a method is developed to compensate for the malfunctioning
of the aspect magnetometer.

The electron fluxes during the REP event were highly varizble demon-
strating correlated energy, flux and pitch engle pulsations with time
periods less than one second. Increases in flux were accompanied by marked

filling of the loss cone at lower energies (near 50 keV). Within the time
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resolution of the experiment, these fluxes were simultaneous with a
hardening of the energy spectrum characterized by marked increases of
the near relativistic electrons. The higher energy particles showed a
much more pronounced loss cone than the lower energy particles during
these flux increases. The proqedures for determining these results
from raw data count to final conclusion are also described.

Drswing upon the guasilinear egquations of plasma wave-~electron
interactions, a theoretical model for the production of relativistic
electrons is proposed. A self consistent set of fully relativistic
equations for the evolution of the electron distribution function due
{o the interaction of the electrons with parallel propagating whistler
waves is derived in the Appendix. An examination of these equations leads
to the conclusion that at comparatively low background electron densities,
the anomalous doppler resonance leads to the acceleration of near rela-

tivistic particles. The results of a computer solution of the five

coupled integrodifferential quasilinear equations confirms this conclusion.
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CHAPTER I

INTRODUCTION

1.a. The REP Event

The Relativistic Electron Precipitation (REP) event is a subelass
of daytime suroral absorption belonging to the Slowly Varying Absorption
(SVA) class of absorption events. It has z number of features that have
set it aside as a fairly special form of magnetospheric-ionospheric
phenomenon, Auroral @bsorption is the abnormal sbsorption of cosmic
ratio noise {CRN) in the ionosphere of the auroral zone as determined by
& riometer (Relative Ionospheric Opacity meter). Absorption is caused
by increased ionization in the lower ionosphere due to X-rays and pre-
cipitating energetic charged particles. The increased ionization leads
to resistive dis<ipation of the transmitted signal (i.e., ionospheric
gbsorption). An gbsorption event is any period of marked increased
gbsorption.

Ever since Little and Leinbach (1959) developed a sufficiently
stdble receiver to make sbsorption measurements over z long period.mean-
ingful, ionospheric cbservers have been using the riometer to monitor
ionospheric activity.  Absorption events are normally characterized by
the physical appearance of the printed riometer record. Hence the name
slovly varying sbsorption characterizes the slow smooth decrease in
signal intensity extending over as much as an hour and the usually slower
recovery {one or two hours) to the normal level. This slowness during a
daytime event is due in part to the sluggishness of the daytime iono-
sphere. As pointed out by Ansari {Ansari, 1965) this behavior sets these

daytime events quite apart from the typical nighitime auroral absorption
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which is characterized by rapid fluctuations in the signal intensity.
The daytime SVA has been discussed extensively bty Anseri (1965), Ortner
and Riedler {196%) and Bewersdorff et =1. (1968).

The REFP event was first distinguished from other SVA's by Bailey

 and Pomerantz (1965) using a riometer in association with VHF forward

scatter radar. The forward scatter experiment gives some idea of the
depth of penetration into the atmosphere of the jonizing radiation
which is causing the absorption.

Bailey and Pomerantz determined that ionizing particles were pene-
trating into the atmosphere to a depth below TO km during certain SVA's.
The fluxes of charged particles below the reflection height of the VIF
forward scatter radar were sufficient to cause very large gbsorption of
the seattered signal. By modeling the absorption mechanism they inferred
that the effective atmospheric cutoff energy for electrons causing this
sbsorption was sahout 400 Kev. Protons causing the same sbsorption would
have had a cutoff of 10 Mev and were therefore considered much less
likely. Bailey and Pomeraniz therefore coined the expression Relativ-
istic Electron Precipitation.

The REY is g distinetly daybime eveni meaning that the geograph-
ically widespread absorption is observed in the dayside auroral lono-
sphere., There is generally litile or no local magnetic activity
observed, {Ansari, 1965, Bailey, 1968) and REP's occur following the
expansive phase of magnetospheric substorms as observed on the night-
side of the FBarth (Thorne, 1974). In order to put this in perspective
we must dwell on the structure ¢f the magnetosphere and define a few

terms.
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I.B. A Brief Review of Magnetospherie Structure.

The solar plasms streaming by the Earth encloses the Earth's
magnetic field in a cavity which e eall the Magnetosphere. This essen-
tially fluid type interaction of plesma and field draws out the Earth's
field on the nightside into a long tail eni compi'esses the field on the
dayside confining it to something of the order of 10-12 Barth radii (RE)-
Within about 6 RE the magnetic field bears some resemblance to a dipole
confi, vration (Dessler, 1968). Farther out than 6 R, field lines are
extended foward the tail on the nightside and compressed on the dayside.
A magnetic peubral sheet extends up the tail from about 10 RE and has
been observed to exist well beyond 80 RE (Ness, 1969). TField lines that
extend into the tail past the beginning of the newtrsl sheet are called
open field lines and may very well merge with the solar wind magnetic
field some point far Aownstream. Tt has not been established whether
particles from the solar wird have direct access into the tail. The
neubral sheet and the central portion of the tail are bathed in a plasma
referred to as the plasma sheet, Within sbout 4 RE of the Earth is the
stable trapping regic;n which contains a plasma which is shielded from
the fairly extreme fluctuations which are observed in association with
megnetospherie storms., {Van Allen, 1969). This region has a cold plasma
density of ebout 100/ chs. Except during storm conditions, there is a
precipitous drop off in density between U R, and 5 Ry called the
plasmapause (Carpenter, 1966) where the density falls off to about 1/cm3.
The ;‘egion between § RE and the plasma sheet is the region of the
magnetosphere that is conmnected by the magnetic field to the ionosphere
of the Auroral Zone. This is a transition region ‘betwé—en- closed f:i.e_ld

lines anéd field lines that extend on the nightside into the magnetotail.
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Drastic changes in the magnetic field and particle population of this re-
glon accompany magnetic suvbstorms (see below) keeping the region in a
sovate of change. Even during relatively quiet periods there seems to be
continual acceleration of particles in this region as manifested by
luminosity in the auroral zone. The auroral activity is caused by par-
ticles precipitating into the ionosphere at the feet of the field lines
{Akasofu, 1968).

Particles trapped in the Earth's magnetic field drift around the

Eaurth due to the gradient and curvature in the magnetic field (gradient

drift). These drifting particles effectively comnnect opposite sides of

the magnetosphere into regions called drift shells., Barring perturbations

that disturdb the adigbatic motion of the particles., a particle on the night-

side of the matnetosphere should drift around the Earth and return to

the nightisde remaining on the same Jdrift shell. In this manner magnetic
field lines that penetrate the transition region and even extend out into

the magnetosphere have effective communication (by drift shell particles)

with the field lines on the dayside. The unsteady state nature of the
region external to the nightside plasmapause is carried around to the
degyside. The ?ield lines from this region define an area in the Farth's
ionosphere called the Auroral Oval (Feldstein, 1969, Akasofu, 1968).
During times of solar activity the solar wind carries disturbances
%0 the magnetosphere. Particularly large magnetospheric disturbances
are called magnetospheriec storms. Flare-assoeiated energetic particles
reaching the Earth's magnetosphere are associated with marked compres-
sions of the magnetic field. These compressions are often followed by

successive periods of marked moagnetic activity which last. for times of

one to three hours. Thesc one to three hour evenls sre called subgstorms.
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There are usually several substorms associated with each magnetospheric
stornm (Akasofu, 1968). As determined by numerous satellite observations
there are marked increases in the trapped energeiic particle populations

(E > 1 Kev) of electrons and protons and a corresponding increase in the

auroral activity in the Oval, Large electric fields are induced in the

suroral ionosphere causing concentrated currents in the region of the
Oval. These currents are called the suroral electrojet. The currents
are detected on the ground by the severe fluctuations they cause in the

local magnetic field. Ground based megnetometers which monitor the

vector componenis of the local magnebtic field record changes of several

2 in the different components of the field.

hundred Y {1y = 10" 7 gauss)

The most intense precipitation and the associated magnetic activity are

generally observed in the midnight sector of the Auroral zone. As

determined by rocket in-situ observations of electrons snd protons,

Z-ray observations made from high atmosphere balloons, and saiellite
particle observations, the majority of cosmic radio noise absorption in
the jonosphere is contributed by electrons in the 10 Kev energy range.
There are significant increases in the trapped electron population for
particles in excess of 50 Kev (Lezniak et al. 1968, Leznisk and Winckler,
1970) as well as protons in the 1 to 50 Kev energy range although these
particles do not meke a major contribution to suroral ebsorption. It
hes been suggested by Lezniak and Winckler (1970) that these energetic

particles are injected from the tail down into the trapping region near

local midnight and then drift from there to other loeal times.
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I.C. The Trapped Particle Population and the REP.

With {this brief introduction we can attempt to place the REP in some
context as a sistorm-related phenomenon occurring in the morning side

ionosphere. The corresponding magnetospheric region would presumably

receive excess trapped particles from gradient -B drifting particle
populations injected on the night side near midnight and not directly

from the plasma sheet. Little or no magnetic activity suggests there

are no local current systems and little, if any, distortion in the local

magnetic field, The unusual hardness of the energy spectrum may indi-

cate that the precipitation mechanism for REP's is significantly different

from that responsible for nightside precipitation. Looking at Figure 1

of the auroral zone and suroral ovel, we see that dayside auroral-zone
latitudes actually can be below the auroral oval and are connected there-
fore to field lines that are closed in the magnetosphere. The REP is
reported to extend over a region as great as 1,000 Km (Thorne, 197k) in
extent and therefore involves a significant energy source.

The highly unusual nature of a REP in terms of other auroral-zone

events makes it a very interesting phenomenon to the auroral and magneto-

spheriec physicist., The possibility that a deteiled study of the phe-

nomenon might shed some new light on the entire field of complex
:‘Lonospheric—magnetosph.eric interactions is g very appealing one. Ground
besed measurements such as the VHF forward scatter end riometer only
give qualitetive indications as to the nature of the precipitating flux
vhile balloon measurements of the Bremstrahlung X-rays can say nothing
gbout the directional distribution of the particle fluxes sbout the
magnebic Tield., A properly desipned in-situ rocket me;su::'ément of the

actual particle fluxes resolves the question of particle species, energy
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Figure 1. The Auroral Oval !
A projection of the auroral oval onto the Earth's ¢
surface at about 6:00 UT taken from Akasofu (1968). ;
Northern Scandinavia is in the nighttime auroral oval !
but may be seen to be well south of it according to this :
presentation in the morning hours. %

L T— RESRT
P ke, o e ) e e A1 P




Q)’ dependence, and pitch engle distributions, and allows for high reso-
It was hoped that such a rocket-based REP experi

lubion time amalysis,
ment 'ccmld yield some insight into the complex plasma physical processes

which energize thr j;:articles that precipitate at various times and places

into the upper stmosphere. .
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I.D. ‘The Organization of This Report.

[a]

The following detailed discussion of the REP experiment is divided
into four chapters. Chapters 1 and 2 deal with the experimental con-
siderations. Chapter 1 describes the design, construction and celibra-—
tion of the electron spectrometers while Chapter.E details the solution
of the rocket attitude problem., For tﬁose interested principally in
the results of the experiments these chapters may be skipped. Chapter 3
describes the data obbtained during the REP of Mey 31, 1972, and the

reduction of that data. In Chapter U we discuss these experimental re-

sults in the light of present magnetospheric theories.
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CHAPTIER II

THE DESIGN AND CALIBRATION OF A NINE

CHANNEL ELECTRON ENERGY SPECTROMETER

II.A, Choosing An Electron Detector

1. Criteria For Counting Capsbility

Bailey (1968) wrote an extensive review of the REP based upon
three years (196L4-1966) of ground based observations in Alaska using the
riometer and forward scatter experiments. Bailey's resulis provided a
major source of particle flux data uwsed in establishing design criteria
for ouwr in-situ REP experiment. In view of this we will discuss this
data before discussing the design of the spectrometer.

The differential absorpbtion of cozmic radio noise at a given
height in the ionosphere is a function of the local ionigation and the
loeal collision rate between electrons and neutral particles (Sen and
Wyller, 1960). Even if one assumes a fixed collision rate height pro-
file, various ionization height profiles may produce the same total
ebsorption (at a single frequency) observed on the ground. By adding
the forward scatier data to the riometer date the ambiguity may be re-
moved provided the scattering height is well known. Bailey could-not
fix the scattering height, but by assuming various heights he could
#roduce g range of flux and hardness parameters for the REF's that he
observed. The flux of precipiteting particles was assumed to be iso-~
tropic over the dovmward hemisphere with s unidirectionsl integral flux

of the form

--E/E0 :
J(E) = J e 24
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with J being the number of particles per c¢m  per s==. per ster. above

E (in Kev) and E, (called the e-folding energy in Z=v) being the
spectral hardness paremeter. TIn a very crude sense, controls the
¥ controls the

emount of ionizatian produced in the ionosphere and

depth of ionization production.

As an example of Bailey's results we consiés> the REP of

FNovenber 13, 1965. Chobsing a scabtering height of 7¢ Im for the for-

ward scatter produced a spectra with E = 68 Kev ani J, = 7.6 x

105/ (cm2 x see. x ster.), vhile choosing a scattering teight of TS5 Km

produced & spectrum with E = 3k Kev and I, = 4.8 = 106/(cm2 sec ster).

o To -apprecia.te the difficulty this presented us with w=en designing the

spectronmeter, let us leck ‘at the flux ot several enerzies. For the

softer of the two spectra the flux at 30 Kev is four times the flux at
30 Kev for the harder spectrum. AL 400 Kev however, the flux of the

harder spectrum is some 56 times the flux of the sofier spectrum. 411 of

the REP's analyzed by the forward scatter-riometer technique

same wide range of possible flux values. We were therefore forced to

design with the widest possible dynamic renge in mind. The major con-

sideration for our device was its ability to cope with as large a range

of hardness and flux parameters as possible.

2. The Advantages Of Solid State Detectors

Charged particle detection on a sounding rocket ealls for com-

peratively small detection devices with high reliability. The semi-

eonductor type particle detector was the natural choice in the 50 Kev

to several Mev range, BSuch detectors can be smail and have straight

forvard geometry, while energy resolution in this range tends to be
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limited more by space available for associated electronics and telemetry
information rate, than by the device itself. Ve wished to be able to
detect electrons with energies less than gbout 2 Mev and grester than
some 50 Kev and in addition had to be prepared for a wide dynamic range
of particle fluxes.

The semi~conductor dei;ector is egsentially a slah of silicon
(or germenium) in which a charged particle stops thrdu.gh jonizing inter-
actions resulting in the produetion of mobile charge carriers in the
conduction band of the silicon. These charges are then collected by an
electric field which is maintained across the detector. Superficially
this is very much the same behavior as a gas proportional cownter. The
theory of operation is fairly well developed and the literature is ex-
tensive. {see Taylor, 1963 or Dearnaley and Northrop, 1966)., We will
treat the basic operation of the detector only very briefly.

Several different types of semi-conductor detectors are made.
Our choice of a lithium compensated (P.I.N.) detector was dictated by
‘the comparatively large depth of silicon necessary to stop 2 Mev
electrons and because of the need of an energy threshold below 50 Kev,

The average integrated path length of an electron coming to
rest in a material may be determined by use of the Bethe stopping power

formula. (Bethe, 1938).

)
a8 _ hme ZN
- 5 B (2.2)
mv
with B given by
1 woR 1 2, . .2 '
B==1n -=In2 (2 2-1+B)+1-8 {2.3)

2 %) 2 1-B
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This formula is good for energies below 10 Mev vhere ionization is the

principal energy loss mechanism. Z is the atomic number of the sbsorber,

R +the number of absorber atoms pexr cm3 , I the mass of the electron

end T +the mean ionization potential of the absorber. This formula
yields a path length which is about 404 greater than the average depth
of penetration becanse of the considerahle large-angle scattering. Us-
ing the appropriate valwes for silicon it is easily determined that

somevwhat over two mm are required to stop one-Mev electrons,

3. Some Properties £ Silicon Detectors

In barrier layer detectors of the diffused junction and sur-
face barrier type the depletion region is obtained by applying a large
voltage. The larger the voltage the deeper the depletion region will be
The highest renistivity silicon (i.e. the purest and most expensive) will

tolerate fields of a thousand volts/mm at best before breaking down

completely. Depletion depths of a few millimeters have been achieved
but at the expense of large leakage currents because of the large re~
verse bias required. A far mo-re inexpensive device which operates at
much lower voltages is the lithium compensated silicon deteector. The
lower voltages mesn less lezkage current and therefore less noise.
P,I.N. is an abreviation for p-iype-intrinsic-N-type semi-
conductor detector and describes the physical srrangement of the three
basic regions in the lithium compensated silicon detector. A slab of
p-type silicon crystel is painted on one surface with an oil suspension
of lithium. The lithiuwm is then diffused under high temperature intoe
the crystal. The lithium, & donor impurity, greatly overcompensates the

p-type acceptors at one surface of the crystal and results in the form~



gbion of an N-P Junction at sbout 300 microns in the erystal.
Temporary electrodes are plated to the crystal surfaces and a reverse
bias is then applied across the junction (~ 30C volts). The lithium
drifts 811 the way across the silicon creating a large region of silicon
with elmost the properties of pure and undoped silicon. The crystal now
has an n-type region some 200 to 300 microns deep and an effective
intrinsic region with no mejority carriers the rest of the way across.
The surfaces are etched down and a surface junction is obtained on the
intrinsic surface by the application of a thin layer of gold.

(30 ugm/cm?). This surface is the entrance swrface for charged particles
and constitutes a small dead layer. Our detectors had about 160 2

(31 ugm/cm?) dead layer of gold. The other surface after etching is
cogted with aluminum. The intrinsic region (in our detectors zbout 3
mr. thick) is che active part of the detector. In Figure 2.1 we show

the detector in lts mounting.

R
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IT.B. The Collimator

The solid state detector was enclosed in a brass and lead coll-
mator. The collimator geom;etry was determined by considering the
possible intensities of electron precipitetion that might occur during
REP's as well as the angular resolution set by the telemetry and rocket

spin.

1. Geometrieal Factor

The differential fiux of particles in a given direction,
., >
F(9,x,E) , sometimes called the unidirectional fiux or directional

intensity, is ususlly expressed in units of e ® ster 2 Kev ' sec T .

x is a position vector in speee, 1 is the unit vector in the direc-
tion of the particle motion, E is the particle energy, and ?(ﬁ,g,E)
points along {i . The counting rate N , in units of ser:":L s 0f a
collimator-detector combination is a function of the geometry of the unit

and the efficiency of the detector. For the collimator-detector

geometry shown in Figure 2.2, N 1is given by

N =

dEdt (2.4)

Sy,

2
DtD

o

1% 5y

(Fea5,) (8+45,) E(E)
]
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Fipure 2.2, Schematic collimator-detector geometry.
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where the geometrical terms are defined in Figure 2.2 E(E) is the
detector sfficiency, which we will treat fully in sectionIl.D. Dt is
the counting interval. Since 'the collimator does not distinguish be-
tween directions in the field of view we must assum;a somé average flux

over the aperature. Letting

#(e) = [HEEED,

x,8,t
we may write equation (2.k)
N=og fF(E) E(E) aE
B

where G , called the geometrical factor, is strictly a funection of the
collimator-detector geometry. Using polar coordinates Ty s t1>1 and
X5 ¢2 in the planes of Al and A2 (see Figure 2.2) separated by

distance h we find that G may be expressed as
T R

2 2 lEcosurr
o= [ [ =
0
2 2 2

00 0
with D" =1 +r1 2 - 2r.r, cos(éd ~-¢.) +h° and cos u=£. Sub-
1t T 12 172 D

stituting in these wvelues and performing the integration yields

drl d.r2 d¢l d¢2

2
i} 2,52,.2
"G = 7 {RTHR_+h” -
2{1 2 "(R+n+h2) _hae} (2.5)

Since it is very difficult to produce an isotropie flux of

energetic electrons in the laboratory, only indirect means of checking
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the geometricel factor may be resonably used. This point is discussed
fully in section II.D.

The value that one choosés for the geometrical faector is deter-
mined by the expected flux levéls, accumilation time interval, the width
of the energy chamnels of the energy analyzer end the cepacity of the
data accumulators. Following Bailey (1968) we modeled the expected
differential energy spectra in the form

J
F = Ez- ex) (-E/Eo} (2.6)

vith E_ varying from 25 Kev to 150 Kev and J, varying from 10° %o
lOG(cmmasec—lsterwl) . Obviously one cannot adequately cover all these
pOSsibilit;'Les with a single device and achieve optimm performance for
all possib:%.lities. We designed for optimum conditions toward the center
of the ranges and attempted to exbend owr limit as far as poséible in
both directions on hardness and flux levels. The hardest spectrum here
yields sbout 15/ (cm2 x sec x ster x Kev) at 1.0 Mev while the softest
spectrum gives essentially nothing at 1.0 Mev., We planned for an inte-

gral channel as the highest encrgy channel. Above 1 Mev the integral

flux for the hardest spectrum is of the order of 1,300/ (cm2 x sec x ster)

¥or the other energy extreme we consider the flux at 50 Kev which gives

6

the values 5.5 x10 =and 7.8 x 105/(c:m2 sec ster). At 400 Kev we have

4.5 and k4.6 x 10% . The data accumilation time was .00853 seconds as
set by telemetry requirements. We chose to set the widths of the energy
channels at approximately logarithmically increasing values to insure
conplete coverage of the energy range by our nine channel Emal‘yzer. The

geometrical factor was designed basieslly to keep the largest expected

e e e e o
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Sample energy
interval {kev)

40-60

60-90

20-150
150.220
220-340
340-600
600-1000
1000-1800
1800~ 2

TABLE 2, 1- Model Count Rates with F =%o exp(-E/E,)

Max, counts
per channel

1023

1023

1023
511
511
255
255
255
255

8

J =
Pz
n

S

(o]

1.4X10

T5kev

820
885
991
491
253
62
2

1

1

8

J=1
=1
o

518
607
783
479
330
131
10
1

1

i i e e e e

8

0X10~ J =7,0X10

T -

00 kev ED= 150 kev |

286
362
540
410
379
255"
51
4
1
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flux in the lowest channel within the counting capability of the
sccumulators. The three lowest channels had 10 bit accuwrulators with a
maximum count rate then of 1023 counts per accumulation period. The
next two amccumulators had nine bits and the remaining four had eight
bits. Table 2.1 demonstrates count rates for a set of hypothetical
energy intervals and model spectra using a geometrical factor of .005
em® % sier. As can be Seen, considerable latitude was available. This
is pavticularly true for the higher energy channels in which we provided
a much higher count rate capability than would be necessary for a pure
exponential spectrum.

It can be seen {rom equation 2.5 that with the geometrical factor
shosen, there are still two free parameters, which may be varied to
determine the angular width of the collimator acceptance cone. It was
anticipated that the rocket would have a roll rate of 5 roll/sec. or
an angular rate of azbout 15 degrees per accumulation interval. 15
degrees then became a reasonable angular width for ithe collimator. This
width is indicated by the angle Yy in Figure 2.3. The remaining free
parameter was adjusted to set the length of the collimator within the
constraints of space in the rocket. Table 2.2 lists all the relevant

dimensions of the collimator.

Table 2.2

Collimator Dimensions

R, = .325 % .0025 cn

R, = .170 * .0025 cm

2.467 = .0127 cm

15.0 £ .3 degrees

.0048 % .0003 cm‘ster - =
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2. Design of the Shielding

There are several other Ilmportant design considerations

for the collimator. Particles on the edge of the acceptance cone will
scatter when hitting the collimator surfaces, These particles will have
distorted energy spectra, as well as being outside the defined field of
view., They will therefore introduce errors 1f they reach the detector
and are counted. Particles stopping in the collimator wall will also
produce Bremsstrahlung x-rays. Wnile the walls may be sufficiently
thick to stop 3 or 4 Mev electrons they may not be thick enough to pre-
vent significant x~ray count rates in the 3mm thick silicon detector.

The scattering of electrons off the walls of the interior of the
coliimator cammnot be prevented, One attempts to reduce the problem
by: (1) reducing the surfaces in direct line of sight of the detector
surface and the entrance aperture, (2) providing scattering volumes in
which scattered particles may be reduced in energy and absorbed, and (3)
orienting surfaces so that scattering particles are diverted toward the

scattering volumes and away from the detector. In Figure 2.3 we show a

diagram of the collimétor in cross-section. The only surfaces in direct
view of the detector surface and the entrance'aperture are the sharp
edges of the collimator baffles. These edges defined the acceptance
cone and the geometrical factor. The acceptance cone was checked
directly with energetic electrons., We will discuss this fully in
section IL.D.

Again using the Bethe formula (eq. 2.3) we determined that 2.24 mm
of brass was the average range of 3 Mev electrons. Adding 407 for
straggling and insurance we decided that 3.2 mm of brass was sufficient

for the outer layer of the collimator This was then backed with 3.9 mm

A k- - R e 34
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7/4-lead

-brass

Figure 2.3. Cross-section of the cylindrical brass col-
limator showing the lead inserts and the position of
the solid-state detector.
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of lead to attenuate the x~rays. It is Iimportant to note that the
brem§strah1ung production eross-section in lead is about three times
greater than in brass so that one prefers if possible to stop all the
electrons in the brass. Direct line of sight between the lead and the
detector was avolded to exclude x~rays produced by scattered electrons
hitting the lead.

The weight and size of the collimator were very important since it
had to be carried on a rocket, We were forced therefore to keep the
lead shielding to a bare minimum. We modeled the x~ray production in an
attempt to determine this minimum shielding. We chose a very simple
geometry for the task. A unidirectional flux of electrons of differ-
ential spectra of the form of eq. 2.1 was assumed normally incident on a
plane target of brass and lead. A 3 mm thick silicon detector was
assumed placed behind the target and the energy spectrum detected in the
silicon was determined. This was then compared with the spectrum of the
incident electrons. The calculation is described in detail in Appendix
A-1l, The results from the calculations for no lead are compared with
the calculations for .39 cm lead in Figure 2.4,

We have assumed that for the xz-rays the detector had an effective
geometrical factor of 2ﬂcm25ter , where A is the area of the detector,
It can be seen from Figure 2.4 that 3.9 mm of lead provided sufficient
shielding for the case of a relatively hard spectrum, We used 3.9 mm of
lead in the actual collimator and as will be seen later the gpectrum
encountered during the rocket flight was softer than this example. In
sectlon TT.D we will compare these results with those obtained on the

Goddard Space Flight Center Van de Graaff accelerator. ~ -
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3. The Aluminum Light Shield

Since silicon detectors are highly light sensitive a light
shield was included in the collimator to front the detector. We chose
aluminum because of its high reflectance and opacity even into the ultra
violet, Table 2.3 lists transmission coefficients for aluminum at
several wavelengths.

The aluminum foils for the windows were prepared by flash
vacuum plating onto small glass slides that were dipped in a twenty per
cent solution of polyvinyl pyrrolidone in ethyl alcohol. The thickness
of the aluminum was determined with an interferometer. Each slide was
examined for pin holes under an intense light, The regions with no pin
holes were determined and etched around with a stylus. These regions
were then floated off the slides by using distilled water to dissolve
the polyvinyl pyrrolidone. The aperature of the collimator was placed
under the foils and the distilled water allowed to evaporate. The sur-
faced adhesion of the aluminum to brass was sufficiently strong to with-
stand the 34 g accelerations of the Nike-Tomahawk shake test, so no

additional adhesive was required.
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TABLE 2,3 - Transmission and.Reflectance of Aluminum Films at various
wavelenghts, (taken from Hass and Waylonis, 1961)

Wavelengths
Film Thickness 22008, 00008 0%  RE TH  R% T
3200 A 8.5 3.2 90.0 1.8 9.1 1,1 90.4 0.5 89.6 0.4
4000 A 90.6 1.1 91.4 0.5 92.1 0.4 91.2 0.2 90.3 0,2
5000 A 91,5 0.3 92,0 0.1-92.5 <,1 9.5 <.1 90.6 <.1
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1I.C. Effects Of The Light Shield On Enerpgy Resolution

10,000 & of aluminum is a dead layer of 270 ugm/cm2 . Figure
2.5 gives the energy loss of various energy electrons in this thickness
of aluminum., A 30 Kev electron loses about 2 Kev. The energy loss be-
comes even less as the energy of the electrors is increased, so that for
the largest portion of the energy region of interest, the foil causes
little distortion in the average energy. There are other possible dis-—
tortions that should be considered as a slight digression into the energy
loss process will reveal.,

As an electron traverses a material like aluminum it loses energy
by numerous ionizing (i.e. imelastic) collisions with atomic electroms.
The vast majority of these invelve almost no angular deflections (Bethe
1936, Landau 1946). In addition the electron undergoes elastic col-
lisions with the screened nuclei of atoms in which it may suffer sizeable
angular deflections. Radiative energy loss due to production of
bremsstrahlung is unimportant in both collisional processes for primary
electron energies below 10 Mev. (At a primary electron energy of 1.5
Mev the ratio of coliisional to radiative energy loss in aluminum is
6.9 x 103 (Berger and Seltzer, 1964)). Since the energy loss and the
angular scattering are essentially stochastic processes, the electrons
emerge from a thin foil with a distribution of energies and directioms.
The propensity of electrens to lose a varying amount of energy over any
short distance is usually referred to as energy straggling and it is well
described by the Landau distribuiion. (Dearnaley and Northrop, 1966).

We see then that unidirectional monoenergetic incident particles emerge
from a thin foil with a distribution in beth energy an; é;rection. Some

particles are scattered back in the initial direction and lost completely.
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We are therefore required to examine the tramnsmission probability as
well as angular and energy distributionms.

Experimental and theoretical data does exist over the energy range
of interest although the coverage is not very complete. The data that
does exist indicates that extrapolation to energies not specifically
covered can be done with a fairly high degree of confidence.

Kanter (1961) has determined the transmission coefficient, Mg
for electrons inlthe energy range 1 to 10 Kev through various thickness
of aluminum foil. The beams 2s a function of reduced energy, E , were
normally incident and the transmitted particles were measured over 27

steradians. The transmission coefficient may be expressed as

transmitted particles over 27 steradian {2.7)
incident number of pariicles

nT =

The coefficient is normally scaled in terms of the reduced energy
E which is given by the relation E = E/Er with E as the energy of
the incident electrons and Er as the penetration energy of the foil as
defined in appendix A-2. Figure 2.6a is a slightly modified version of
Kanter's results for aluminum. It has been modified for easier com~
parison with Figure 2.6b which is for the energy range 500 Kev to 5 Mev
determined from the results of Berger and Seltzer (1968). The agreement
is quite good even though the energy ranges are very different. 1In
Figure 2.6c is a nurvs determined from the empirical formula of Kobetich
and Katz (1968,. The empirical formula is very simple to usé since it
can yield values at all energy without scaling from a éraph. For this
reason we used Kobetich and Katz's results. For 40 Kev electrons, E

o . .
is about & for a 10,000 A aluminum foil. It is evident that from
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Figure 2 .6a. Fraction of electrons transmitted through thim foills as a
function of reduced energy .{ 1 to 10 kev determined experimentally,Kanter

(1961)1
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Figure 2.6b. Fraction, n_, of electrons transmitted through thin foils
as a function of reduced "energy. [500 to 5,000 kev determined theor etically,
Berger and seltzer (1969)]
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Figure 2.6c. Fraction, n_,of electrons transmitted through thin
foills as a function of reduced energy. {From empirical formula of
Kobetlich and Katz (1968)]
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Figure 2,6c that the correction is quite insignificant over most of the
energy range of interest,

FPigure 2.7 shows energy spectra of transmitted particles for
incident beams of monoenergetic particles scaled at two values of €
again taken from Berger and Seltzer (1968). Interpolating we can de—
teymine that for an incident energy of 40 Kev the resolution (Full-Width-
Half~Max) is of the order of 3.5 Kev. This resolution obviously improves
with increasing energy. As we will see this is small compared to the
detector-amplifier energy width.

The final problem associated with the foil is the angular scatter-
ing and like the other problems is most pronounced at lower energy.
Figure 2.8 shows a plot from Kanter (1961) of the most probably scatter-
Ing angle as a function of the reduced energy, E . For € =4 (about
40 Kev) the most probably scattering angle is less than fifteen degrees
from the normal, but some 5% of the particles have scattering angles
greater than 50 degrees. As the solid state detectors have a signifi-
cantly larger dead-layer off to one side (see Fig. 2.1) something on

the order of 2% of the lowest energy counts may be lost.
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iI.D, Modeling The Spectrometer Response Functions

" For energies below 10 Mev electrons lose energy mainly in ioniz-
ing collisions with atomlic electrons. Secondary and tertiary particles
are produced with most having kinetic energies smaller than the average
ionization potential of the absorber atoms. (Dearnaley and Northrop,
1966). The cascading particles continue the process of impact ionization
wntil their kinetic energies are all below Eg » the energy necessary to
raise one electron out of the valence band of the silicon into the
conduction band. (Taylor, 1963). There are several processes other than
production of conduction electrons and holes which act as fimal reposi-
tories for energy so that on the average the final energy to charge pair
ratio is slightly higher than Eg . Eg for silicon is 1.08 ev per
electron-hole pair (Dearnaley and Northrop, 1966) while the measured
mean energy per electron-hole pair produced by ionizing radiation is

W = 3.6 ev. Neglecting any charge loss processes we would expect
Q = Ee/W (2.8)

to be collected on the electrodes. E is the energy of the incident
particle and e is the electron charge. For a 100 Kev electron stop-
ping in silicon this formula yields 5.3 x 10_15 coulombs. This means
we require a very semsitive charge integrating preamplifier as the first
stage of an amplification system.

As we have indicated the average energy loss per path length for
electrons stopping in different materials varies inversglz with energy
below an Mev, This means that energy deposition or ionizatiom is an

increasing function as an electron penetrates into a silicon detector.
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A significant quantity of collectable charge is thereby produced very
pear to the end of the particle path (Kobetich and Katz, 1968). The
collection time of the charge or equivalently the pulse rise time of
detector signal is a function of the particle energy. With this fact

in mind one normally designs pulse circuits with time constants longer

than the longest expected pulse rise times. This provides for complete

charge collection and a linear relationship between charge and particle
energy. If one chooses to make the pulse ecircuit time constants of the
same order as the charge collection times, thereby gaining increased
count-rate ability, the collected charge and particle energy are no

longer linearly related and the energy resolution is degraded at high

With the wide dynamic range of predicted particle fluxes in
As

energies.
REP events, our main concern was for a great count rate capability.
‘w; also did not intend to take advantage of the fine emergy resolution
at high energy available from the P-I-N detectors, short pulse elrcuit
time constants seemed to provide a very reasonable compromise for our
experiment,

The charge sensitive preamplifier and post-amplifier combination
were to have a maximum average count rate of 200 Khz. Allowing fof

random spacing between counts we set z minimum time resolution of the

order 500 nsec. In Figure 2.9 we show a graph of positive charge

collection time versus particle energy for our three mm thick detectors.

For energies in excess of 700 Kev the collection times are as long or
longer than the 500 nsec time constants, thus giving us a non-linear

pulse height vs. energy relation.

In Figure 2,10 we show the basic amplifier system.” The initial

stage is a charge sensitive preamplifier, which is followed by two post
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amplifiers in parallel with each other. The pulse height discriminators
are shown in Figure 2.11. The five lowest discriminators received the
pulse signal from postamplifier A and the four highest received the
pulse signal from postamplifier B. The discriminator logic allowed only
one counter to recelve a pulse for each charge pulse on the detector,
The discriminators were also iﬁhibited during the time a pulse was being
processed. The charge terminator at the input of the preamplifier en-
abled uvs to calibrate a fast rise time (less than 10 nsec.) pulse gen-
erator in terms of equivalent energy pulse. As the rise time of these
pulses were very short compared to 500 nsec. we have, therefore, a
source of equivalent energy pulses that would yield a linear output pulse
height versus equivalent energy {charge) input,

Also shown in Figure 2.11 are the detector bias current and
temperature monitor. The normal detector reverse bias currents were of
the order of a few microamps., Any large deviations were indicative of
break-down, The over-all noise of the detector amplifier system was
quite temperature dependent so that significant degradation of resolu-
tion would occur at high temperatures. The monitors were included as
warnings of these possible malfimctions.

As we have indicated, the output pulse height of the amplifier
systems as a function ef input pulse height and rise times is a very
important characteristic of this system. Figure 2,12 shows a typical
calibration determined with a variable rise time linear pulser. What

is displayed is the amplifier efficlency, E , defined by the relation

E = gain at rise time t - -
gain at rise time of 10 nsec
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The amplifiers were perfectly linear as a function of input pulse-
height so that these curves were independent of pulse~height., As we
see the efficiency begins to fall off at sbout 100 nsec rise time,
which is one-fifth of the preamplifier time constant.

The resistor string across the top of Figure 2.11 is a simple
voltage divider. The relative values of these voltages determine the
level at which each discriminator trigpers. If the system were linear
it would be necessary only to make these voltages proportional to the
desired energy thresholds. Since the output pulse height was not
linearly related to the energy of the incident electrons we had to use
a somewhat more involved procedure:

For each preamplifier—post amplifier combination we determined the
efficiency as a function of rise time (Figure 2,12). ZKnowing the charge
collection time as a function of energy we then produced the output pulse
height as a function of incident energy by performing the convolution of
E with the collection time. The collection time was determined by cal-
culating the time required for the most distant charges produced by the
ionizing electrons to be swept to the electrodes of the detector. The
entrance surface for the electrons was the p~type gold surface of the
detector. As the junction is maintained at a reverse bias the positive
carrlers (holes) are collected at the gold electrode and the negative
carriers (electrons) are collected at the aluminum electrode. The total
rise time of the electron charge collected on the aluminum electrode is
is therefore independent of energy since total collection requires the
electrons be swepted across the entire thickness of the detector. The
rise time of the hole charge on the gold electrode is given approximately

by the expression

ot . A —p———— A e T =
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vhere d 1s the detector thickness, r the depth of penc:iration of the
ionizing particle, ﬁp is the hole mobility and V i1is the potential
between the electrodes (Dearnaley and Northrup, 1966). As shown by
Weber (1964) the average penetration depth of electrons into various

materials is well represented by the formula

A
where E dis the energy of the incident electron and A, B, and C are
constants characteristic of the stopping medium. This formula was

applied to the graph of pemetration depth vs. energy given by Dearnaley

and Northrup (Dearnaley and Northrup, 1966) with the resulting values of

A = 2.205 x 1073
B = .9476
C=2.292 x 1072

Combining equations 2.9 and 2,10 we produceé the curve of hole charge
collection time vs. energy as shown in Figure 2.9. This result was

then folded through the efficiency curves for each Preamplifier~
postamplifier combination to produyce the pulse~height vs. energy curve
shown in Figure 2.13. The pulse height is expressed in equivalent
energy units, The relationship is linear up to an electron energy of
320 Kev at which energy the hole rise time becomes gregte}'than 0.1 usec

and part of the hole charge is lost. The vertical lines superimposed on
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the curve are the pulse heights measured from electroms produced on the
2 Mev Van de Graaff accelerator at Goddard Space Flight Center. We will

discuss this further in the next section.
The values of the resistors in the pulse height discriminator were

now determined (in a straight forward manner) from this curve., The

final equivalent energy triggering level of each discriminator was

checked with the 10 nsec rise time pulses from the linear pulser.
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II.E. Calibrations

The calibration of our detectors and associated electronies was
performed on the 2 Mev Van de Graaff and 100 Kev electron-proton accel-
erators at Goddard Space Flight Center. These calibrations were carried
out in two stages. The first stage was a determination of the optimum
performance characteristics and dead-~layers of our lithium drifted solid
state detectors using electronics with relatively long circuit time con-
stants and electron beawms of low flux. The pulse height analysis was
performed by a 10,000 channel Nuclear Data Pulse Height analyzer. The
second stage was the calibration of the completed flight model nine

channel electron energy spectrometer with collimator and aluminum window.

1. The Determination Of Optimum Performance

The detectors were placed in the scattering chawmber on a
moveable table which could be positioned by remote control to allow for
small rotations and lateral movements. A 5 cﬁ? lithium drifted solid
state detector which could be moved in and out of the electron beam was
positioned between our detectors and the chamber entrance. We used this
"monitor" as a check on the beam intensity. The electrons were magnet-
ically analyzed before injection into the scattering chamber and there~
fore had energy resolution far better than the 25 Kev resolution of the
system being calibrated (on the order of .1%).

The pulse height spectrum for each sampled detector was taken
at numerous energies between 100 Kev and 2.0 Mev. A typical spectrum is
shown in Figure 2,14a for a 150 Kev bean., The lavge gﬁussian shzped
peak is called the .absorption peak and is the result of particles leav-

ing all their energy in the active region of the detector. The long
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tail extending toward lower energies results mainly from particles escap-
ing out the front of the detector and a small portion out through the
sidés. This is termed the escape component. The inerease toward lower
energy (near 50 Kev) is due to noise counts above the lower threshold of
the analyzer.

The monitor detector, like the ones being calibrated, has &
lover threshc J and a thin gold layer on the entrance surface of about
20 ugm/cm? . This meant that we could not rely on the monitor te obtain
gbsolute counting efficiency. Though the corrections were generally
small (less than 10%) we adjusted efficiencies to correspond with the
tabulations in Berger and Seltzer (1969). They have written a monte
carlo computer program which follows the 1lif« histories of 10,000
electrons and their secondaries as they stop in verious materials.
Berger and Seltzer (1969) contains complete results of energy deposition
spectra for electrons stopping in silicon and comparisons of the
theoretical results with numerous experiments for the energy range 150
Kev to 10 Mev. TFor each energy of interest we produced the theoretical

spectra according to the procedures outlined in Berger and Seltzer

{1969). Such a spectrum is shown in Figure 2.15b, We then normslized the

measured spectra by setting the area within one full-width-hali-maximum
of the absorption peak equal to the same area under the theoretically
determined spectra. The normalized spectra corresponding to that in
Figure 2,14 is shown in Figure 2.16. For energies greater than 2 Mev
for which we could not obtain achtuzl electron measurements we adopted
the spectra from Berger and Selitzer (1969).

The spectra determined on the Van de Graaflf, renormalized as ve
have explained and corrected for transmission through the aluminum foil

gave us a set of functions ¥F(e,BE) , where e is the abscissa in

e .
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Figure 2.15 and E is the energy of the incident electrons. To de~

termine the response of a channel from the nine channel enalyzer with

and upper threshold e, to electrons of energy E

we evaluate the integral
Ge
R(E) =f F(e,E) de {2.11)
)

The nine response functions for two spectrometers are shown in Figs.

2.162 & b by the solid lines. We built six complete systems and deter-

mined the response functions in the above manner for each system.

2. Final Calibrations

During the second stage of calibrations there were five specific

characteristics of the completed systems that we checked: (1} the non-

linear pulse height vs. energy relation discussed in section II.D, (2)
the energy response functions of the nine chanuel spectrometers, (3) the
dependence of the response functions on particle count rates, (k) the

efficiency with which x%~ray counts were excluded by the collimator

shielding, and (5) engular acceptance of the collimator.

The collimator-preamplifier assembly with the aluminum light
2

shield was mounted on a remotely controlled moveable table with a 5 com
solid state detector again used as a "monitor". To reduce scattering in

the collimator the electron beam entered the scattering chamber through

a8 2 nm diameter aperture and the table position was adjusted until a

- - .

meximum counting rate was achieved.
The pulse height vs. energy relationship was determined by using
The

R
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electrons of eiphteen different energies between 50 Kev and 2 Mev,
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output from the postamplifiers was displayed on en oscilloscope vhile
electrons were incident on the detector and a calibrated linear pulser
provided a reference signal to determine the equivalent energy pulse
height. The results for one such calibration are shown by the crossed
lines in Figuwre 2,13, The agreement between the ‘modeled relation and
the measured one were in esch éase of the same quality as shown in this
example.

To determine the response functions of the nine chennel analyzer
required 40 energies between 20 Kev and 2 Mev., The beam intensity was
checked with the monitor detector before and after each energy. If the
intensity of the beam varied by more than ten per cent the data were re-
taken. %o determine the absolute efficiency the count rate in the
monitor detector was corrected for transmission through 20 ugm/cm2 of
gold (the entrance electrode of the monitor detector) and for counts be-
low the noise thresrold (using the dabta from Berger and Seltzer (1969)).
The crossed lines in Figure 2.16 are the points determined in this
manner, The error indicated by thesc points is due strictly to the
variations in the beam intensity over the counting period since each
point was determined by well over 20,000 counts. The response function
as determined by the integrals in equation 2,11 were in excellent agree-
ment with the points determined in this calibration procedure, as is
evident from Figure 2.16.

PFor selected energies between 50 Kev and 2 Mev, points on the
response functions were also checked at six different beam intensities.
The intensities were adjusted so as to give approximate count rates of
10, 25, 50, 100, 150 and 200 kilohertz in the detectors,. “The values for

several energies and different count rates for one such celibration are
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shown in table 2.4. In each case there was no significant chenge in the
value of the points determined. This result implied thet the pulse
circuitry introduced no count rate dependence and thet there was no
pulse pile-up at even the high rate of 200 kilohertz. It was to this
end that we designed the pulse circuitry with such short time constants.

The collimator opacity to x-rays was the next characteristic
that was checked. The first element of the collimator baffles was re-
moved and replaced by an identical piece with no entrance aperture., The
collimator was then subjected to beams of electrons of varying intensity
and several energies between 50 Kev and 2 Mev. Tagble 2.5 shows the re-
sults of this determination. In each case the x-rsy count rates are
very small so that we could ignore them when performing the final
analysis of the data.

The geometrical factor G for the collimator was determined by
the parameters Rl ’ R2 and h as defined in figure 2.2 and related to
G by equation 2.5. As it is very difficullt to produce an isotropic
beam of energetic electrons we had to attempt to determine tThe parsmeters
by & less direct approac-h then measuring € itself. We constructed a
nmounting vwhich allowed us to rotate the collimator-detector housing
gbout an axis that passed directly through the center of the exposed
face of the solid state detector, The detector end collimator were
exposed to & monodirectional beam of electrons while supported on the
rotatable table. The beam was diffuse and covered the entire aperture
of the collimator This assembly was then rotated in steps of one de-
gree about the axis while the count rate was monitored. In this fashion
we determined the angular response of the collimator ta a monodirectional

beam making an angle o with the collimator axis. This response is

ot et e L
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TABLE 2,4 - Uncorrected counting cfficiencies at several rates for
discriminator 3, (GSFC - April 14, 1972)

Approximate particle rate at detector

E=100 kev 10Hz 50Hz 150Hz  200Hz
CH 1 . 115 .116 . 115 . 115
CH -2 . 775 .75 773 . 773

CH - 3 . 021 . 022 . 023 . 021

CH - 4 0.6 0.0 0.0 0.0

CH -5 0.0 0.0 0.0 0,0

CH - 6 0.0 0.0 0.0 0, 0

CH - 7 0. 0 0.0 0.0 0,0

CH - 8 0.0 0.0 0.0 0.0

CH -9 0.0 0.0 0.0 0.0
E=300 kev 10Hz 50Hz 150HZ  200Hz
CH - 1 . 0179 . 0173 . 0180 . 0175
CH - 2 . 0243 . 0242 . 0242 . 0241
CH - 3 . 0517 . 0517 . 0515 . 0520
CH - 4 . 735 . 736 . 736 . 738
CH - 5 . 152 .155 . 154 . 153
CH- 6 0,0 0.0 0.0 0.0

CH -7 0.0 0.0 0.0 0.0

CH - 8 0.0 0.0 0.0 0.0

CH -9 0.0 0.0 0.0 0.0
E=1200 kev 10Hz 50Hz 150Hz  200Hz
CH- 1 2.00E-4 2,07E-4 2. 03E-4 2, 03E-4
CH - 2 4,27E-4 4.27E-4 4.33E-4 4,26E-4
CH - 3 2.19E-3 2.18E-3 2,17E-3 2, 21E-3
CH - 4 6.58E-3 6.57E-3 6.62E-3 6,57E-3
CH- § 3.95E-3 3,.99E-3 3,94E-3 3, 98E-3
CH - 6 6.81E-2 6,81E-2 6,78E-2 6, 79E-2
CH - 7 1.95E-1 1.96E-1 1.91E-1 1,92E-1
CH - 8 7.59E-1 7.518-1 7,62E-1 7,659E-1
CH-9 0.0 0.0 0.0 0.0

rd




TABLE 2,5 - X-ray cconts per electron at several energies,

Energy (kev) CH-1 CH-2 CH-3 CH-4 CH-5 CH-6 CH.7 CH-8 CH-9
400 0.0 0.0 0.0 0.0 .20E-6 ,21E-4 0.0 0.0 0.0
600 " 0.0 0.0 0.0 .43E-6 ,62E-6 ,31E-5 ,40E-6 0.0 0.0
800 0.0 0.0 0.0 ,71E-4 ,11E-5 ,69E-5 ,41E-5 0.0 0.0
1000 0.0 0.0 0.0  .12E-5 ,14E-5 ,94E-5 ,77E-5 .29E-6 0.0
1500 0.0 0,0 ,19E-6 .30E-5 ,35E-5 ,27E-4 ,30E-4 ,10E-4 0.0
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shown in Pigure 2.17 by the short horizontal lines. Using the wvalues of

Rl » R2 and h given in table 2.2 we determined numerically what this
angular response should be. (This calcwlation is described in appendix
A-3). These values are shown by the solid line in Figure 2.17. As can
be seen from the figure the nmeasured width of the collimator is slightly
broader than the width determined from the measured values of the para-
meters but well within the error bars. This excess might be due to a
small amount of elastic scattering from the sharp edges of the baffles.
Increasing the wvalues of Rl or 32 s or decreasing the value of h will

not account for this slight bowing, in that the measured angular width

goes to zero at the predicted value of o .
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II.P. Energy Response Of The Analyzers To Protons

The pulse height coming from the peramplifier and postamplifier
conbination, as we have indicated, was a function of the particle energy.
This was due to the dependence of the charge collection time on the
depth of penetration of the ionizing particles into the silicon de-

tector. The particle penetration depth is a function of the particle's

~ mass and charge as well as energy. One should therefore anticipate that

the equivalent energy thr;sholds of thé aéalyzér would be charge species
dependent. Though it was anticipated that the primary source of ioni~-
zation would be electrons, we had to be prepared to identify protomns if
they were present and compensate for them in the data analysis. There
was a separate proton detector included in the rocket instrumentation.
Protons straggle far less than electrons because of their greater
mass. In addition a one Mev proton will penetrate only on ihe order of
17 mierons into silicon. (Northeliffe and Schilling, 1970). At a depth
of 17 microns the hole charge was completely collected so that the re-
sponse of the energy analyzer was linear to the proton energies of in~
terest. The effect of the 270 ugm/cm? of aluminum in the light shield
end the 31 ugm/cm2 of gold on the entrance electrode was determined by
the use of the stopping power tables in Northeliffe and Schilling {1970).
As in the case of the determination of the electron response functions
we took into account the charge collection deficit of the negative
carrier while asswnring the holes were completely collected (see section
2-D), Table 2.6 lists the equivalent energy thresholds of one of the

electron spectrometers, - .
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TABLE 2,6 - Energy Response of 45~.degree spectrometer

CH-1
CH-2
CH-3
CH-4
. CH-5
CH-6
CH-7
CH-8
CH-9

1
e

[
T

to Protons,

Proton Energy (kev)
173 - 185
185 ~ 214
214 - 270
270 - 339
339 - 364
364 - 506
506 - 736
736 - 1320

1320 - e

B i ]

L i TR L AT . e

N D T T D SUPEEE S Nl T




64

| }I1.G. PCM Telemetry

The data from the rocket was returned in Pulse Code Modulated (PCM)

binary format. The carrier frequency was 240.2 MHz and the bit rate

was 1.2 » 105 bits/sec. The bit stream was subdivided into 8-bit words,

32-word frames and 32-frame master frames. A single 8-bit word was

66.4 pusec long. All three of the spectrometers and the BTL proton

L
experiment accumulated data simultaneously over an accumulation time of

8.53 msec. At the end of this period the counts were stored in a buffer

and read serially into {he bit stream vhile the spectrometers were

accumulating fresh data. This accumulation period was four frames (32

words) long. The spectrometers each required 10 words while the BTL

proton detector required nine words. The data from each of these

detectors was therefore injected into the bit stream once every four

frames using the same 10 data words each frame as shown in table 2.7.

This is referred to as subcommutating. The tenth word on the BTL proton

experiment was set at 11111111 to serve as a synch-word and thereby

identify the position in the four detector eycle. The analog monitoring

data (usually referred to as housekeeping data) such as the detector
temperature and current monitors was converted to digital (A to D)
and subcommutated once every 32 frames into the bit stresm. Table 2.7

lists the basic telemefry frame.

el T
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TABLE 2, 7-Telemetry Channel Assignment F-34
Video: Fregquency 240, 2 Mhz

Information rate: 8 bits/word X 32 words/frameX 469 frames/:
is 120, 064 bit/sec

Each word 66,4 microseconds

Each bit 8.3 microseconds
bit # 0. 1+ 2z 3 4 5 6 7
word 0_1 1 i i 0 0 0 1 Q synch-word
0 1 0}l 01 010 1 1 synch-word
0 0 0 0 O 4] 0 0 open

1

A

3 sub-cam digital 2

4 sub-com analog data

5 Faraday receivers 15,011 MHz
6

Xi

8

9

Search coil

Faraday receivers 3, 883 MHz

Channeltrons protons J deprees

Channeltrons electrons 45 degrees

10 | Channeltrons electrons 90 degrees

1] UOM and BTL electron-proton experiments
A 1" 1"

ig " 1

14 1 Ty

_15 1 1"

16 11 1

17 1 e

'18 ] 1]

19 “u "t .

20 1" 3 !

21 T T

22 Search coil

23 UOM

24 UuoM

25 UoM

26 UOM

27 uoM

28 UOoM

29 Gerdien probe

30 NDRE Sun sensor

31 NDRE Lyvman-Alpha probe




CHAPTER IIl

THE FLIGHT PARAMETERS OF ROCKET F-3%

ITT.A., The Trajectory

The rockets trajectory was determined by a slant range system. The
setual trajectory parameters were prepared by the ballisties section of
the Andoya Rocket Range, NDRE. 1In Figure 3.1 we show a diagram of this
trejectory. The rocket attained e meximum altitude of 154.13 km at 197
seconds after 1ift-off. The average flight azimuth was 320 degrees. The
rocket attained 90 km =ltitude at 80 seconds into the flight and remained
gbove this altitude until 314 seconds. For the portion of the flight
agbove 90 km the rocket traveled 113.5 * .9 km horizontally at azimuth
320 degrees which is some 86 km north and T3 km west.

The aspect determination depended upon the direction of the mag-
netiec field and the direction of the sun. The magnetic field direction
was teken from Wiley and Barish (1970). From this model it was determined
that the azimuth of the magnetic field varied from O degrees to - 1.3
degrees over the entire trajectory, while the dip angle varied from
72.5° to 72.8°., The solar elevation was 28.9° and the solar azimuth was
102.4° at the time of launch. The solar position would have chenged by
less than .3° over 400 seconds. We therefore toock the magnetic field
direction and the sun direction as constants for the aspect determination.

We also note at this point that according to Stassinopoulos {1970)
the magnetic field line at 100 km at the position of the rocket extended

out to 6.4 Earth radii at the equatorial plane. - -
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IIT.B. Determining The Rockei Aspect

The flux of the precipitating particles must be determined with re-
spect to a reference system fixed on the Earth. The obvious choice is
one with the Z~axis slong the local magnetic field of the Earth since
many of the properties we wish to determine relate directly to the mag~
netic field. The rocket carried an aspect magnetometer, which determined
the angle between the rocket axis and the magnetic field as well as giv-
ing an accurate éccount of the rockef's spin rate. In addition, there was
a solar asgspect sensor wvhich determined the angle between the rocket axis
and the sun direction as well as giving a measure of the spin rate.
Knowing the elevation and azimuth of the sun and the direction of the
Jocal magnetic field it is possible with the data from the sun sensor
and the wmagnetometer to determine the orientation of the rocket in space
at /1l times,

Unfortunately after T0 seconds into the flight the megnetometer data
were lost. After a number of unsuccessful atiempts we discovered that
the electron data from thé dovnward looking spectrometer could be used %o
determine the information lost by the magnetometer. The procedure was
somevhalb involved but many of the conclusions of this research are based
upon the religbility of the procedure so it warranis detailed discussion.

Figure 3.2 shows the angle between the normal to the rocketv axis
and the sun direction as a function of time determined from the sun
sensor data. (E. Thrane, private communication). The altitude of the
rocket from B5 seconds to 300 seconds is ebove 90 kilometers where the pres-
sure of less than .75 microns is small enough that the drag due to air be
neglected and we may assume that the rocket was in free fall., The nose cone

vas spin-balanced about the rocket axis so that this axis was o rotational
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symmetry axis. The free fall motion thén consisted of & rotation aboui
the symmetry axis at an angular frequency w and a precession of the spin
axis gbout the direction of the angular momentun at an angular frequency

Q. (Goldstein, 1950).
To determine the equation of motion of the rocket it is con-

ceptually simplest to use three coordinate systems which have the same
origin and are releted by three sets of Euler angles.
l. The rocket coordinate system with Z. s8long the

R
rocket axis, Xﬁ along the magnetometer axis and

YR chosen to form a right handed set.

2, The angular momentum system with ZL along the

direction of the total angular momentum and Xi

and Y. fixed within a right hand system as

L
explained below.

3. The gun-rocket system with Z_., salong the sun

5
direction, XS in the local Earth horizontal plane

and, YS chosen azgain to form a right handed set.

We are interested here in only the 3 degrees of rotational freedom
and will therefore have to fix some of the additional coordinates we are
ereating.

Figure 3.3 shows the choice of Buler asngles thait transform from
coordinates 1 to coordinate 2. The transforaations consist of three
simple rotationg. One in the Xi - YL plane, followed by a rotation in
the Y' - ZL plane and the last in the X' - ¥Y'' plane. Angle & 1is
the half coning angle of the rocket precession about ZL . X' labels
the line of nodes which moves around the origin in the XL - YL plane
as the rocket processes so that engle £ is the angle of precession,

Angle ¢ is the rocket roll angle and is measured from the moving line

of nodes.




e e P A g

A

Figure 3 3. The Euler angles used to define the transformation from
angular momentum space coordinates to coordinates fixed in the rocket.
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In Pigure 3.4 we show the choice of Euler angles that transform
from . coordinates 2 +to coordinates 3. We have set the angle between
XL end the line of nodes to zero removing one of the excess degrees of
freedom. This fixes the direction of XL and YL .

The unit vector pointing along the rocket axis in the rocket system

is

By performing the successive transformation we express this in the sun-

rocket system 3

cosy sina + sin¥{cosy cos§ sinotsin cosa)
i)R= sind sink sino - cosP(cosy cosk sind+siny cosa) (3.1)
- sind cos & sino + cos| cost ¢

The sunsensor look direction, ihe rocket ~xisz and the sun direction

are related as shown in Figure 3.5

The angle ¥ , which is the angle between the sun direction ZS and the
nermal to the rocket exis {sunsensor look direction), is measured once
per roll by the sunsensor. The angle X between the rocket axis and

ZS', is related to the projection of ﬂs on ZS by the expression
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Figure 3.4, Transformation to space coordinates with z-axis in sun direction.
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Th
s sink = a cos& + b = cos¥ (3.2)
with
g = - siny sing ) (3.3)
b = cosi cosa
Ve are interested in determining the angles ¥ and@ o which may be
expressed in terms of a and b by the relstions
P o= % [cos_'l(a-&-b) + cos-l(b—a.)]
(3.1)

R
I

-]é'- [cos'"l(aﬂ)) - cos_l(b-a)]

We will take &= Qt + % where § is the precession angular fre-
quency and EO is an initial angle between the XR axis and the line of
nodes. The period T = 21/Q is determined from the data in Figure 3.2

from which in turn we determine € . The values of siny are related to

a and b by

siny =ath
mex

(3.5)

siny . =-gag+db
min

To take advantage of the large nwiber of data points determined from
the sunsensor, rathe-~ than use relations (3.5), we least-squares fit the
equation (3.3) to the data in Figure 3.2, solving for the constants a

and b. Equations {3.4) then determined the two possible sets of solutions

for & and b shown in table 2.1. The second set of solubions would imply
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that the rocket turned nose down for part of the precession and nose up
for part of the precession. The transversal magnetometer continued to
function wntil shortly before the doors of the rocket were opened. The
indications were that the rocket had only a small precession cone before
the magnetometer began to misfunction at 57.1 seconds. The doors opened
at 57.6 seconds which is the time vhen the solar aspect sensor began to
function. It would have regquired a sizeable impulse to change the rock-
ets orientation from the small precession cone at 57.1 seconds to the
very large cone indicated by solution set 2 in table 3.1, As ve will
discuss in more detail later, the second solution may also be partly ex-

cluded by an examination of the particle data.

Table 3.1

1 . 2
u = 78.21° + 2° u = 173.96° + 2°
G = 6,04° + ,5° 6 = 101.79° + .5°

Of the initial five unknown parameters &£, ¢ , ¢ , u and ¥ we
have determined three: & , 0 and W . ¢ is the rocket roll angle with
reaspect to the line of ncdes. We take ¢ = un +~¢0 snd determine ®
by tue following considerations., The sunsensor recorded the time between
the crossings of the sunsensor lock direction and the sun direction. As
the line of nodes mekes one 360° precession every precession period the
sunsensor data recorded one more sun crossing than the number of roils.
Ve simply count the number of erossing over the total of full precessions
and supbtract the number of precessions. This result is divided into the

time to determine the roll period »*ich is then converted to a frequency.
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The value of @ determined by this procedure was identical to that de-

termined from the suto-correlation analysis of the particle data which

-~

yill be explained in section 3.E,
The determination of d:o was somewhalt more arduous and proceeded

as follows. The sunsensor look direction is given in the rocket co-

ordinate system 1 by

o3
)
oo

S8
In the sun rocket system (3) this becomes

FeosYP{cos Ecosd-sin rosasing) - sinP{cosu(sinfrosgtcos fososind) 7

- sinusinosing}

o=t
}

sind({cos fcos¢-sin fosasing) + costicosy (sinEeosdtcos Ecosasing)

ss
- sinusinosing}

f.inu(sin Ecosgeos Erosasing) + cosisinasing

~
The Z-component of USS was a maximum vhen the sun direction crossed

the lock direction of the sunsensor. The suusensor sees the sun when

dUSSt
ey = 0 (3-6)
Solving for ¢0 we fingd
anseos (Ot+ E,_’)(.chosa) + y5ing
= {(3.7)

t
-1
= e +
¢o Wb + tan {tzmusin(ﬁlbﬂ;o)(m+$2cosa)

Ve

=
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The numerous values of t were then substituted in to equation
(3.7) determining a set of values of ¢, which were in turn averaged
to determine the final velue of ¢c . As it happered no single value of
¢, determined by equation (3.7) differed from ¢ by more than
.005°,

Figure 3.6 shows to what extent the rocket aspect is determined by
the angles so far determined. The rocket axis moves on the surface of a
cone, The axis of the cone is titled at an angle o with respect to
the staxis. The angle ¢ , which is the last unknown angle, is the

gzinuth of the cone in the XS - ¥, 7plane.

8

As the angle o fixes the angle that I makes with the Xs - YS

plane, we see from Figure 3.6 that the angle & between L and B is -

fixed once Y is determined. The angle § was to be determined
directly from the magnetometer data. Since t° : magnetometer failed we
resorted to using the particle data itself to fix the value of ¢ which
in turn fixed & .

Po elucidate, in Figure h.,l we show the count rates of several

i e
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Fipure 3.6. Precession cone of the rocket determined in the sun system,
The angle ¥ remained to be determined from the particle data.
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channels of the 45°, 90° and 135° detectors. The 135° detector was to
look mainly down the field line, the 90° detector was to look meinly per-
pendicular to the field line and the 45° detector was 4o look mainly up
the field line. Since it is generally expected that the majority of
particles ere coming down the field in a precipitation event it is con-
sistent that the 45° detector always had a higher count rate than the
135° detector. The 90° detector which crossed over from up looking to
down looking therefore showed a great varistion over a single roll, OF
the three data sets, that of the 135° detector had the best defined
maximum which gppeared as a2 narrow peak once per roll. From the preced-

ing considerations we have msde the assumption that this maximum on the

. average corresponds to the lowest pitch angle viewed by the detector in

its pericdic sweep. Using =211 of the constants previously determined we
calculated the angle between the magnetic field and the detector look
direction. (This is the complement of the particle pitch angles) as a
function of ¥ for all times of the flight of the rocket during free
fall., For the correct choice of ¥ the peaks of the data set from the
135° detector should lie on the peaks of the lock direction angle and
the valleys on the valleys. Because of the vagaries of counting statis-~
tics and the time resolution of .00853 second the peaks of the data vary
from perfect symmetry and exact roll position., To overcome this we
calculated the cross-correlation of the angle with the data at O sec
lag for various values of ¥ . This function iz shown im Figure 3.7.
We chose the value of ¢ at the peak of this curve as the best fit
value and the half width at half maximum as the uncertainty.

In table 3.3 we list the finel values for all the determined

constants.
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Tabie 3.3

= 1.1° + ,5°

1

- 1-650 i oloo

231.13 + .03°

78.21° + 2°

6.0k9° + .5°

118.9° + 1.0°

1943 + 16°/sce

1

8,287 + .035%/sec
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Figure 3.7, Cross-correlation of the compliment of the pitch angle and the count rate for the
135 degree detector. The angle ¥ is shown in figure 2.6. An arbitrary constant was subtracted
from vthe actual value of S{¥) to enhance the variation for plotting.
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CHAPTER 1V

DATA REDUCTION AND EXPERIMENTAL RESULT

IV.A., Data Overview

The data in the nine channels of each of the three spectrometers was
recorded simultaneously over a .00853 second collection period. Figure
4,1 is a display of the output of several channels of the three detectors
over a few seconds of the flight. This is simply a display of the un-
processed count rates.

Several pieces of information are immediately extractable from these
figures without any detailed anelysis. The strong periodicity that is
so evident for the 90° and 135° detectors is st the roll rate of the
rocket, 5.4 rev/second. This indicates a Strong spatial dependence in
the flux of precipitating particles. There is also a distinet mirror
symmetry about the peaks. Since the detectors sweep by the same pitch
angle twice per roll (going first from high pitch angle to low pitch
and then from low pitch angle to high pitch angle) this is an indication
that the spatial structure is basically a pitch angle structure. In this
particular sample the roll rate is not very evident for the 45° detector.
Since it too sweeps out a range of pitch angles this is an indication of
pitch angle isotropy over the downward hemisphere. There are some
periods when a weak roll dependence iz evident which is the return to
anisotropy. There are also apparent peridicities in the amplitude en-
velope of all six channels shown in Tigure 4,1, We will examine these
periodicities in greater detail later, -
The number of counts in cach channel as was indicated in Chapter I

is a measure of the cnergy spectra. No channel at any time experienced
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overflowv. In fact count rates only exceeded one-helf of the maximum in
channel one during the most intense periods of the flight. The spectra
fell off quite steeply from channel 1. The count rates in channels

6, 7, 8 and 9 rarely exceeded 10 counts per accumulation period although
they had considersbly more counts at times then the sample spectra for

the softer cases in table 1.1 would have lead us to expect. A£&s will be
explained, we have excluded the data from channels 8 and 9 from our

final result because there are good indications that they are contaminated
with proton counts.

From preliminary examination of the data we obtained some idea of
the direction that our initial analysis should take. There is sirong
time dependent pitch angle structure as well as time dependent energy
structure. The resolution of spatial dependence from time dependence
can not be accomplished wnambiguously on a moving rocket. The best one
can hope to do is set some limit on the size of the spatial features and
ask if they are likely.

The besic data collection period of .00853 seconds corresponds to a
spatial distance determined from the rocket horizontal wvelocity. At the
top of its trajectory the rocket had a horizontal velocity of .h8 km/sec.
The basic distance then is determined to be about 4.1 meters. One might
argue that the Larmor radius is = minimal coherence distance for particles
in o magnetic field. U.1 meters is the Leymor radius of an electron with
an energy of gbout 1 Kev., For energies less than this, spatial fentures
on the order of 2 Larmor radius are unresolved while for energies greater
than this such features appear as time variations in the flux. As we
will see the apparent time struecture of the low energy ¢léctrons {(about

"0 Kev) and the high encrpy electrons {above GOO Kev) is very closely
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parallel. The Larmor radius of a 600 Kev electron is some 4,26 times

the Larmor radius of a 50 Kev electron and might be expected to give a

larger coherence length for the 600 Kev electron. No such difference is

epparent in the data. Though hardly a conclusive argument, this reeson-

ing does take us a bit along the way to accepting the apparent time

variation in the flux as not arising from spatial structure.
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IV.B. The REP And The PCA

The REP of 31 May 1972 began at 6:30 UT as observed by the riometer
3n Andenes. The riomebter record is shown in Pigure 4.2 (Matthews amnd
Simons, 1973). 1.0 db of this sbsorption was due to a solar proton
event wvhich had begun on 28 May -1972. .

To provide additional criteria for the launching of the rocket we
were manning the partial reflection facility of the Auroral Observatory
at Tromso. This experiment provided real time indication of the height
of ionization in the D-region. We required that there be significant

ionization below T5 km before we would accept an ebsorption event as an

'REP. At 6:30 UT there was a marked hardening in the precipitation as

evidenced by a sudden increase in the absorption of the reflected signal
from 65 kilometers altitude. This sbsorption persisted for some five
minutes, disappeared and then reappeared six minuvites later ab spproxi-
mately 6:1h UT. The eb-nrpbtion below 65 km then continued until 6:30 UT.
The rocket was launched at 06:19 UT and reached apogee at 06:22 UT. From
the riometer data (Figure %.2) it can be seen that the sbsorption had
already begun to decrease Quring this period. The reburns from the
partial reflection experiment indicated however, that the detectors were
teking data during the time of the most sustained hard precipitation,

As explained in the introduction it seemed quite wnlikely that
protons were the primary cause of asbsorption during REP's but it was
considered essential to include a proton experiment among the complement
of experiments to be carried sboard the rocket F-34, The proton experi-
ment was designed at Bell Telephone Leboratories and built at the
University of Maryland. By the use of colncidence logic 'bétween two

solid state detectors and a magnetic field across the entrance aperture

e bty
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the proton detector excluded all electrons from being counted (private
commumnicsation L. Lenzerotti, 1972). This allowed us to design our
electron detector without providing for exclusion of protons.

Before it was possible to determine the actuasl electron fluxes, it
was necessary to determine the extent of possible’ proton contamination
of the data. The PCA proton fl;xes are shown in Figure %.3. These
measurements are taken from several sources. Three energy points are
from the Bell Telephone Laboratory proton experiment on the explorer ]
(Exp-L1) satelite (private commmication L. Laazerotti, 1973) which was
located at zbout IBRE in the noon sector. Also shown in Figure 4.3 are
two points taken from the BTL-proton experiment on F-34. We show

in addition the average flux calculated from channel 8 of our electron

detector assuming the counts were 211 due to protrons.

The equivalent energy thresholds for protons detected in the electron

spectrometer were quite differvent from the thresholds for electrons (see

section I-F), We show the equivelent thresholds for chaunels one through

nine in tsble 1.6. The proton fluxes are insignificant when compared to
the electron fluxes for channels one through six, The average flux of
electrons in channel T determined for the entire flight is possibly
contaminated by as much as 15%. We have determined this value by extra-
polating between the points from the proton experiments shown in Figure
k.3, It is obvious from Figure 4.3 that all of the counts in channel 8

end 9 may be accounted for by the protons, though an extrspolation be-

tween the Exp-ll points indicates that about 73% of the counts in channel

8 are attributable to electrons. In table 4.1 are shown the predicted

average count rates in channel 7, 8 and 9 based upon Explorer Ml satellite

data (I.. Lanzerotti, private communication) Compared to these are the
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Figure 4.3, Proton fluxes due to Polar Cap Absorgfi;ﬁ as determined

from several sources, BTL-Bell Telephone Laboratory proton experiment .
on F~34, EXP-41-Bell Telephone Laboratory proton detector on satelite

Explorer 41, UOM-University of Maryland electron experiment of F-34.
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§
gctual count rates. The conclusions have been drawn sabove, ’;
" Table L.1. ;
Count rates from Frotons compared to actual count rates
From Exp-4l data actual count rates % proton contamination '
CH7 .095/period .268/period 16.8 1
CHB ,0661/period .091/period 72.5 3
CHY .OTl/period .060/period 100.0
st
e
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IV.C. Removing The Roll Dependence.

The time structure so obvious in the raw data indicated that un~-
folding the roll dependence was 2 reasongble first step. As the detector
sampled the complete piteh angle distribution twice for each roll of the
rocket we decided to take one roll as the basic data period assuring two

passes at each pitch angle. If the time variation in the flux is slower

wrhea o g s

than ine roll rate then our averages are well representative of the

actual time structure in the pitch angle. If the time variations in the

[T

flux are greater than the roll rate then the resulis are a frequency

filtered component of the true time veriation. We will examine this point

more fully in section h.F.

B e . Vo

As the detector swept through various pitch angles during a data

collection pericd the central look direction vector of the collimator,. ;
VLD s pointed to different piteh angle as a funetion of time. The curve :
of small dots in Figure 4.4 shows the piteh angles covered by the vector
VLD for each of the three detectors. In this curve three dots delineate
each data collection period; one for the initial pitech engle, one for
the pitch angle half way through the collection period and one for the
final pitch angle. A careful examination of the figure shows that the :
points are not equally spaced in pitch angle. This unéqual spacing in- .
dicates that the width of the pitch angle field of view is different for

different data collection periods and this width is a function of

position along these curves. It can also be determined from Figure L.h f}

that although the detectors never looked at the same pitch angle simul-

taneously they did none-the-less have overlapping pitch angle coverage.
Puring a single sampling period partieles enter the collimator from

all piteh angles within the field of view. Ench pitch angle contributes
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area is exposed.

e
i
"\»U flux in proportion to the area exposed to it and the length of time the

If we let F be the total flux of particles that

enters the detector during a period At then

t+AE
t

[o{o,t)(o,t)] du at (4.1)

2 Sy

is a geometricgl term determining the pitch angle weight-
J{o,t) is the integral

vwhere G{o,t)

ing or response of the detector at time +© .

flux at pitch engle o and time + ., In terms of the geometrical

quantities defined in Figure 4.5 we may also write

. bAt .
\ Y .
F= j f I ] f £28 2 J(o,t)r r dr dr dé, d¢ at (h.2)
o2 12T e e
o 97y T

. 2_ 2 2 .- 2 -
with D° = ry +y, - 2rr, cos( ¢l ¢2) + h® eand cosY = h/D . The vector
Xp passes through the differential areas 31 and 32 meking gn angle

o with B , the magnetic field. The angle 7Y is the angle between the

V. s of the collimator.

mognetic field and the lock direction vector, ID
As should be obvious from equation (4.2) and the considerations of
Appendix A~h the pitch engle response discussed here is not the same

function as the angular response of the collimator discussed in section

I-D and is in fact a more complex function.

By teking the dot produet of }LP and B we can obizin a relation

- -

between the pitch angle o and the variables of integration in eguation

y,2.
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Nes' . s
: (rlsimbl-rasmcpa) sinY + h cosY = D cosa (4.4)

This equation may be used to replace one of the four variables 'rl s

T, s ¢, » or ¢, in equation h,2 with o so that o becomes g varisble

of integration as in equation 4.1. Making this substitution we obtain

the result
F —tﬂt' 3%31 T ma aé. o, | dudt (L.5)
= 2 150 3g Np®P %% .
L GO P

clo,t) = -c—‘Ei’- E-Y-:L ad. & (4.6)
ot} = T 1w dr,d¢, d, .
To Oy &

With the time dependence entering through the funetion

Z‘l = rl(ﬁ,Y('b),raati)lsqle) (1!‘-7)

For any given date aguisition period we may determine G(a,t) by
numerically integrating equation 4.6 for a fixed value of o and ¥ .
We have instead determined the function G(w.Y) , (the time averaged

value of G{a,t) over the counting period), which we will refer to as the

pitch angle response function, G(u,-‘}') is given by

. -
AL -7
g{o,t)dt {4.8)

el

clo,y) = hy

4
b3
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which we associated with the value -f given by

t+ At
Y= %g Y{+)at
%

In Figure 4.6 we displey G(c,Y) for several values of Y

96

(4.9)

. As ve

used G(OL,?) as a weighting funection over each counting period it was

always normalized so that it had a maximm value of one for

each period.

With the pitch angle response function, G(a,?) » the pitch angle

dependence was minlded from the data for each of the three

detectors,

Since this involves taking dats from approximately 22 consecutive data

points the result at best represents a time average over 0.185 seconds

and g pitch angle smoothing over 15 degree intervals.

The measured flux in sny collection interval, i , which is given

in terms of the number of counts, Ni s the geometrical factor, G , the

collection time At 2and the efficiency E by the relation

=

CALE

(4.10)

is assumed to first order to come from all directicns in the acceptance

view of the collimator. As a statistical weight for the flux at

pitch angle o , we took the pitch angle response gt o

6{o,Y). The

average flux at a given pitch angle during one roll is given by the

expression

==
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Figure 4.6, The pitch angle response function for several values of ¥,
the average angle bLetween the collimator axis and the magnetic field.
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X G(asvi)
i=1

It follows that the uncertainty cJ(a.) is given by

2 2, - Ny
3 e (a,Yi)( 2)
i=1 {GxAtxE) (%.12)

% —
i=1

C3(a) T

We have assumed. UNi = /D-T; and that there is normal propagstion of error.
For the twenty-two points in a single roll of the rocket, G(a,?i) is
typically zero for a given @& at all but 6 values of ?i . There are
therefore only sbout six terms in each of the above sums for a specific
piteh angle o .

For each channel of each detector we ccuid then produce pitch angle
distributions of the type Hc'iemonstra‘ted by Figure 4.7. There are two data
sets shown in each diagram in Figure 4.7. They are for corresponding
energy channels for the 45 degree and 90 degree detectors. For much of
the precession period of the rocket these detectors had overlapping piteh
angle coverage during :iny' one roll of the rocket, The detectors did nok
look at the same piteh angles simulbaneously nor did the corresponding
energy channels have the same response functions. We would not therefore
expect them to record the same integrated flux at the same pitch angle.
This accounts for the apparent inconsistency in the overlapping regions

in Tigure 4.7. We do expect that the representative er‘x-eré} spectra ob-

tained at the overlapping pitch angles be equel within the limits of
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] : uncertainty. Pitch angle distributions were produced for every roll of

the rocket from time 80 seconds to time 300 seconds into the flight. We

will discuss these distributions in section 4.E.

The pitch angle distributions enablcd us to obtain an overall pic-

ture of the intensity variations on the time scale of one roll of the

We defined the average unidirectional flux, Jil » Over the pitch

rocket.
J  is defined by the relation ‘ l |
|
j

angles covered by each detector.

v o
J(o)sine dadé
_ 0 omin
Ju - 2,” ams . (1"013)
sino dodd

o cmin

gmin and omax a.e the pitch angle limits of the pitch angle
coverage for a given detector. J_ has units of e ? x sec™t x ster - .

for the first half of the flight for two channels

Pigure 4.8a shows Jn

of the 145° and 90° detectors. At 80 seconds the rocket had reached an

altitude of 90 km so that even in the lowest energy channel there was
little if any atmospheric energy degradation of the particles reaching ,

A 10 kev electron will peneirate to sbout 87 km leaving

the delector,
The

most of its energy in the last b or 5 kilometers (Maeda, 1965).
fairly constant flux level for the first 15 seconds of data shown in

Figure 4.8a is a feature of the precipitating particles therefore and not

an gtmospheric effect. At gbout 107 seconds there is a marked increase

7
in the level of particle flux characterized by a sieep.increase in the

counting rate. This steep increase in the counting rate occurred simu-

ltaneously in channels 1 through 7 of all three detectors to within the

g
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s pinan
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4ime resolution of .185 sec {one roll). The fractional increase in flux

-is much greater in the higher energy channels and can be seen in Figure

4.8b which shows the average unidirectional flux for channels 6 through
9 of the 45° detector. As is somevwhat more evident from the higher

energy channels there is a decrease in flux at 13:‘: seconds and then an-
cther increase continuving until z raether abrupt drop-off at 170 seconds.

We refer to these periods as bursts 1 and 2. There is another such burst

beginning at about 230 seconds {Fig. 4.8c¢) continuing to 265 seconds and

snother from 278 seconds %o 288 seconds. We call these bursts 3 and k.

The bursts are characterized by pulsations in intensity over which the

flux changes by a factor of two in the lowest energy channel and by as

much as ten in channels 6 and T. Superimposed on the flux for the entire

flight are short period pulsations which involve both large and small

changes in the flux. We will refer to these as the fine structure. We

will return to an analysis of these various features of the time struc-

ture in section IV-E znd IV-F,
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I¥.D., fThe Energy Spectra

The broad response functions of the energy analyzers (see Figure
2.16) vere capable of distinguishing only large featui-es in the energy
spectra., It is the common practice when looking for broad feai;ures to
attempt to fit ex_poneh’ciél spec'b:é‘a {as we discussed in Chapter II}, power
law or some similar general form that can give parameters that character-
ize the energy hardness and flux level. Assuming a spectral form, F(E),
which over any accumulation period is the average unidirectional differ-

ential flux over the aperature, the number of counis in “he ith channel

of the analyzer is given by

o N = G-A'toxf R, (E) F(E) & (b.14)
0

Rj;(E) is the response function of the ith channels, as we have discussed
in Chapter I, G is the geometrical factor, and At is the accﬁmulation
time, The ith accumulation will yield a measured count Nim . To fit

an gnalytical form to F(E) we will define the chi-square parameter

7 (N, -N.)°
o)~ (h.25)
L

im

which will permit us to determine a least square fit to the measured
data. The uncertainty for Nim will be assumed to be ‘/ﬁim from

Poisson statistics. 1112 must be minimized with respect to the constant

parameter that define the function F(E) .
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For =n exponential spectrum of the type discussed earlier one chooses

F(EB) = I, exp {~ E/Eo} (%.26)

with B and E0 in kev and Jl in particles/(cm2 x sec ster kev) .

' 1!.12 is set to a minimum value by satisfying the conditions

2 2
- _ - _
331 = Q0 and 3Eo = 0 {4.17)

The sppropriate values of J o @nd Ej must be determined by

numerical iteration because the exponential form does not yield a closed

solution for EO -

The identical procedure mzy be followed for a power law spectrum

of the form

F(E) = J, B (%.18)

Both power law and exponential law fits to the spectra were stiempted.

They proved generally insdequate in representing the spectrum over the

full range of energy. The exponential law was generally better than the

power law. In Figure 4.9z, a best fit exponential law is shown by the

solid line. %The corresponding point spectrum is also shown with the

appropriate error bars. We explain a little later how the point spectrum

is determined. The exponential law consistently gave too large a flux

in the lowest energy channels and too small a flux in the_higher energy
channels, The pover law was generally inadequate gscross the entire

spectrum. A véry good fit to the data could always be obtained by
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combining the exponential and power laws into a four parameter Pit of

the form

F(E) = &, %+ J, exp {- E/E_} (4.19)
1l 2 0
but this complicated the iterative fitting procedures used on the computer

to such an extent as %o require a prohibitive awmount of computational

time to process the data from the entire flight. In an attempt to pro-

duce a better representation in reasonable computation time we developed
an ad~hoc procedure for defining the spectrum which reproduced essentially
the same spectrum as the four parameter it given by equation (k.19).
This is the point spectrum shown in Figures 4.9a and b and refered to
ghove. ‘l‘hi-s procedure guaranteed that the spectrum gave the correct
eouni‘; rate in each channel so that the error for the assigned flux was
taken from the counting statisties. The error in the energy was taken to
be the full width at half maximum of the response functicn of the channel

folded with the resulting spectrum,

We assume that the spectrum in two adjacent channels may be re-

presented by a power law.

X (k.20)

so that the counts in the two consecutive channels are given by

Bmax
= ¥ '-x 0 o -
N, GAt ] Ri(r) Jl B 4B .
0

(k.21)
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C,J Emax %
l . — —-X i ;
: LA GAt [ Rm(R)Jl E " 4B (h.22) 2
0 g
f :
‘ The ratio of counts }
t Emax
AR
N
i=9 (4.23) |
Ni +1 ]jknax ‘
%
! R, +1(E) E " 48

is strictly a function of the hardness and thereby automatically deter-
mines x . Computationally a table of ratios may be determined as a
function of x and the values of x simply read from the table once the

ratio is knowm. Jl is determined by

! N, C
i _ i :
. 3, = = (4.2h)
GAL J R, (E) EX §m
0

e ——— -

once X is known, With the values of Jl and x determined, the

average energy of a count in chamnel i 1is then given by the relation

]

R(E) EE aE 3
(2.25) |

AE) B B

| i
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The value of the spectrum is evaluated at Ei and the spectral
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Spectra determined in this fashion are displayed in Figures L.9a and b.
The power law determined over each channel is drawn as a dashed line

through the points. Figure %.9b is the average spectra determined from

the date over the entire flight.
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IV.E. Enerey And Pitch Angle Structure,

.The reduced data from the REP experiment containg a tremendous
amount of detail which would probably justify further months or years
of labor to more fully elzborate and understand. Several brosd features
have emerged which we feel may fairly well illuminate the physies of the
REP phenomenon.

Figure 4.10 shows a time display of the average integral wnidir-
rectional flux of precipitating particles shown in parallel with the
average energy of these particles. In order to improve upon the time
resolution of the data in Figures 4.8 these averages have been determined
over & periocd of slightly more than one~half roll of the rocket .095
seconds., The time structure vhich zmerges is much the same as that in
Figures 4.8. There appears to be two types of precipitation; thet during
the bursts 1, 2, 3 and b4, and that during the interburst perieds. The
bursts are made up of short-bursts vwhich have a fine structure super-
imposed upon them. The interburst periods have the fine strueture
pulsations which are superimposed on small bursts similar to the sub-
structure of the large bursts. The burst and pulsing behavior in the
integral flux is paralleled by a consistent behavior in the pitch angle
distributions. In Figure L4.1lla we show the pitch angle distribution at
the peak of a large burst for several energies. In Figure 4.11b we show
the pitch angle distribution at the valley bebtween two pulsation pesks.
There is pitch angle isotropy at the peaks and a loss cone snisotropy at
the valleys. The loss cone is more proncunced for the higher energy
particles. The consistency of this behavior is demonstrated by the time

plots of pitch angle for the precipitating particles shown in Figures

4,12a, b, ¢, and 4, The Figures 4,12 are for channels 3 and 4 of the L5-

[t agwnt: vaalt: s AP T
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Figure 4.12 a and b. Pitch angle distributions over down coming particles
for channels 3 and 4 from 100 seconds to 119 seconds.
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Figure 4.12 c and d. Pitch angle distributions over down coming particles
for channels 3 and 4 from 240 seconds to 259 seconds.
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degree detector teken over the periods of burst 1 and 3. 'The pitch
angle distribution at the top of the bursis is more nearly isotropie the
higher the flux level, but even at the lower levels there is a definite
tendency toward isotropy as the flux increases. This behavior seeﬁs to
be qualitatively the same for the large bursts, the small bursis, and even
the fine structure pulsations.

Figure 4.10 shows that the average energy increases and decreases
right along with the flux. This is of course a consequence of the more
pronounced increases in the flux of the higher energy perticles which
may be seen in Figure 4.8. To within the time resolution of Figure k.10,
.095 seconds, the energy and the integral flux have a eross correlation
which peaks strongly at zero. The change in the energy spectrum which
gceompanies the time variation in average energy is porirayed in Figures
4,132 and b where the spectra have been determined at adjacent peaks and
valleys. The log~log scale in that figure may be misleading but a close
exaﬁination shows that the proportional enhancement in the flux level is
an increasing function of the energy.

A very clear picture of the precipitating electrons emerges from
Figures 4.10 through 4.13. Particles appear in the loss cone simultan-
eously with an overall inereased flux and an increased hardness. The
increased hardness is brought shout mainly by the enhancement of the
high energy tail of the distzibution. These particles out in the high
energy tail are of course responsible for the event having been a REP
in the first place, and we will pursue their origin in Chapter 5. Ve
point out for exphasis at this point that most of the clear and positive
results obtained from our data analysis are outlined in Figures 4.10

through 4.13.
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IV, F. Time Series Analysis

.The level of fluctuations which is so evident in Figures 4.8 and
L.10 suggests the possibility of strong frequency dependence in the REP.
There are various forms of magnetpspheric acbivity that have distinctive
freguency characteristics whichrmiggt be expected to appear in asscciated
particle precipitation. It therefore seemed incumbent upon us to check
the data systematically for freguency information.

As indicated previously the basic data accumnlation period was
.00853 seconds. This time period sets a theoretical limit on the fre-
quency content of the data of zbout 58 hertz. (see below). While this
is a very low frequency compared to the possible electron plasma and
cyclotron frequencies that one expeects, it certainly includes the range
of geomzgnetic micropulsations and ULF cyclotron waves that have been
c¢bserved in the magnetosphere. FElectron bounce times for Kev electrons
are on the order of a second as well.

The rocket roll freguency is the dominant freguency present in the
count rates from each of the detectors. This frequency is present be~
cause of the pitch angle anisotropy that existed to at least some small
degree at all {times during the flight. This periodicity is spacial.

Any other spacial periodicity that exists in the pitch angle distribution
will also be present in the raw count rates just as the roll periodicity
is present. This sort of frequency information is indistinguishable
from the overall fluctuations in the flux that may be present et all
pitch angles. This is somevhat unsatisfying in that we would like to
resolve the question as to whether the variations in flux levels that are
present in Figures 4.6 are truly the basic time structure in the event

or a strongly filtered component. The averaging time period for the data
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in Figure 4.6 is .095 seconds which yields an upper frequency cutoff of

by,

ey
(«-H--
pea]

about 5Hz (see below). We will demonstrate by a simple example how the

higher frequencies are filtered by the averaging. This filtering does

have the advantage of decreasing the effects of aliasing.

We suppose that the true time behavior of thé flux mey be revresented

o by a function £{t) with o Fourier transform £(©) , which is related

to the spectral density S{w) by the relation

s(w) = T e(w)|® (4.26)

T is a period long with respect to all inverse frequencies of

interest. When we sample the function #£{t) by time averaging over a

period T we actually create a new function f&v(t) defined by

i T2
£ () = %I £(+) at' (4.27)
; t-T/2

which is sampled at ef;:-nly' spaced points t‘l . We trivially determine
the Fourier transform of fav(t) by substituting the Fourier transform

Ll

of £(t) into equation (h.27) and interchanging the order of inter-

gration.

t+ T/ 2
o-iut’ at’ (4,.28)

3 [

£ (5) = e I £{1)
v
N fé}}" - t-T/2

()
- Carrying out the integration we find that
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< a
_L sin({wl/2) _-iwt
MOEF= j 2(w) 2UB/2) ot g, (1.29)
-t0
From which we identify
_ sin(wr/2)
fav(m) = flw) = (LO“T-/?.)- ) U-I-.SG)
and the power spectrgl density
.2
s, (u) = s(u) 2nla/2) (4.31)
& (wp/2)
Those frequencies which satisfy the relation
w T .
--g—- = n7 . (h.32)

are totally absent in Sa.v(m) . The half power point is at the freguency

0.\1 /2 determined by the relation
2
w, T\ {w ,.T)
(31 g )

with the power dropping off very rapidly beyond this frequency. {See
Tigure 4.1h4)

In tl;e digital technique applied to determine the power spectral
density we use a i‘in'ite set of equally spaced data points, The useful
frequency region will be from O %o /T radians per sefond since

frequencies higher than #/T will be folded into the lower frequency
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Figure 4.14. Effective frequency filter due to time averaged sampling.
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range. The upper cut~off freguency is called the Nyquist frequency

w, = T/T (4.3Y4)

The freguencies wa. » higher then the qu_uisi'; frequency vhich are
folded into frequencies, w® , below the Nyguist frequency, are called

aliased fregquencies and they satisfy the relation

w_ = anmc + (4.35)

with n being an integer (Bendat and Piersol, 1966). In our case alias-
ing is much less significant in that wc is slightly greater than the
half power frequency, ml Jo so that all frequencies above w, are
fairly well Filtered,

The frequency analysis was performed using standard digital tech-
nigues which may be found in Bendat and Piersol (1966), The definitions

are repeated here for completeness.

T is the basic data sampling interval and the deviation ;cn of the

nth point in the series X, is glven by

2 =x -x {4.36)

with X being the average value of xn and X being the value of

x(t) at t =nT, R, is defined to be the eutocorrelation coefficient

ab t=wm¥Y and is given by the relation
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1 Nem . A
Rm = R(IBT) = ﬁ-:l-n- z xn xn+l (l}.BT)
n=1
We may then determine the row estimate of the powver spectral
gensity s (£} .
M-1
- " g
Sr(f) = 27 RO + 2 E Rm cos (fc) + Rm cos (fe) (4.38)
m=1 :

In vhich we take f as the freguency in hertz so that fc = wcla‘fr .
M is the maximum value of m where m is referred to as the number of
lags. £ in equation 4,34 is eveluated at even multiples of oL

our estimates the raw estimates have been smoothed with 'Hanning'

formulas

s(f)) = .238 (£ _.) » 54 8.(£) + .238 (F ,)
s(£,) - .5k 8 (£)) + .45 8 (£,) (k.39)
F(g,) = 5% s (£,) + .46 8 (£, ,)

The standard error of S(i‘n) is given by the relation

Y
s ——fN— S(i‘n) (4.k0)

so that the maximum number of lags, M , must be chosen small with re-

spect to the number of points N .
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The spectral analysis was performed on both the averaged data and
the raw data. The averaged data had a time interval of .0938 seconds be-
tween points and therefore s Nyquist frequency of 5.33 Hz. This is =z bit
less than the rocket roll frequency of 5.463 Hz. The Nyquist frequency
for the raw data set is 58.8 Hz., Figures 4.15 a ™ b show an example of
the power spectral estimates over the first third of the flight for two
energy channels from the averaged data set. There are four peaks which
show up quite distinetly in these figures and are also present in the
spectral estinates for all of the channels one through seven. These are
the peaks at .2, .34, .64 and .906 Hz. In addition there are peaks at
.453, .800 and 1.49 Hz which are more distinct the higher the energy of
the channel. The standard error is indiceted on the figure. As might
be expected, the roll frequency has aliased into the spectral estimateé
at 5.2 Hz. As a result of the frequency filtering though its contribu-
tion to the power spectral estimate has been reduced by 62 per cent. All
of the promineﬁt peaks are sufficiently below the half power frequency
so as to not warrant any correction.

The most significant fezture of the power speetra in Figures
L.24a and 4,1% is the lack of any really dominant frequency. The fine
structure time variation certainly appears to have a pericdic structure.
The power spectra indicates that there are in fact several low fre-
quencies strongly present in this quasic-periodie behavior.

Figures 4.15a and b show examples of the power spectral estimates
over the first third of the flight for two energy channels from the raw
data. %The largest peaks are from the roll variation which shows up out
to as much as 5 harmonics. These very strong features Eeﬁh to swamp any

fentures too close to them, Just resolved from the first harmonic of the
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r0ll is a peak &t 6.17 Hz which also appears at the second harmonic
frequency of 12.3l4 Hz. 6.17 Hz is present in channels one through seven
from the beginning to the end of the flight. There are evidently many
peaks in the 5pect¥a vhich are statistically significant, thoﬁgh none of
them dominate (with the exception of the roll frequency). These results
leave us with more of an indicatlon of what is not present in the data
than any positive indication that we had hoped might emerge.

Using technigues gimilar to the power spectral estimates, cross-
correlations were determined between the several energy chamnels. The
expectation is that a precipitation mechanism acting over a finite region
of space, sufficiently removed from the rocket, will lead to arrival
time dispersion in the particle counts at different energies. As with
the above results the information was of a negative rather than a posi-
tive nature. To within a time resclution of .00853 seconds the particle
fluxes in ail channels were most strongly correlated at a log time of
0 seconds. If 50 Kev and 600 Kev particles were simultaneously injected
into the loss cone at the equator on an L shell of 6, they would arrive
at the foot of the field line with a time separation of about .196
seconds., This is a time which is resolvable in our data. We have the
problem though that the roll correlation may be so strong and broad as
to swamp 211 other correlations that lay near by. The energy width of
the various channels is also broad and would tend to broaden and decrease
any true correlation of this sort. Lastly the finite width of any inter-
action region about the equator would also lead to a smearing of such a
dispersion effect. We are left to conclude that the absence of such
dispersion related correlations is not in itself defini%i;é. Our time

resolution is such though that if we were to take these results as
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CHAPTER V

SOME THEORETICAL CONSIDERATIONS ON REP'S

V.A. The REP And The Tranped Particle Population

As has been indicated in the introduction, the REP is quite uncommon
when compared to magnetic substorms (Bailey, 1968). If REP's are truly
a2 substorm related phenomenon then some other features of the magneto-
sphere must determine when substorms will lead to REP's. Numerous papers
have been published detailing the enhancements of trapped particles in
the magnetosphere during and following magnetic substorms (see for instance
Pfitzer and Winckler, 1968). The reports based upon data taken by
synchronous satellites which have been located on the L = 6 field lines
(Mozer, 1972; Bogott and Mozer, 1974) are of particular interest in this
respect. Rosenberg et al (1972) compared the precipitated flux with the
trapped particle flux at synchronous orbit for the REP events of 25
August 1967 and 11 August 1967. They determined that there were marked
enhancements of the trapped particle population prior to the REP's
probably due to substorm associated injection of particles on the night
side of the magnetosphere. While the 25 August event was accompanied
by significant enhancement of trapped relativistic electromns, the 11
August event was not. They concluded that there were at least two dis-
tinct subclasses of REP's. The best e~folding energy which would be

fitted to our average fluxes was about 40 Kev. This corresponds very

AL e et i A e s+
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well with the hard component of the precipitated £lux of the 11 August

event (Rosenberg et al 1972). The e-folding energy of the hard component

of the 25 August event was significantly greater than"this. Though it

is not conclusive the data does support that the REP of 31 May 1972 was
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of the same class as the REP of 11 August 1967 and therefore might

-not have been associeted with a significant enhancement in the trapped

relativistic particle population. In our following considerations we
have not nmade any attempt to draw any distinction between the two types
of REP's but rather looked at the more general problem of how might
relativistic electrons be produced in a post-substorm magnetosphere.

Many authors have discussed electron-cyclotron wave gyrovesonant
interactions (for example Kennel, 1966; Kennel and Petschek 1¢66; Kennel
and Engelmann 1966; Lerche 1968; Coroniti and Kemnel 1970) and it is
generally accepted that these interactions are a major cause of diffusion

of electrons into the magnetospheric loss cone. As described by Kennel

and Petschek (1966) and many aunthors since, electron vhistler interactions,

under certain conditions, esteblish an upper limit to the stably trapped
fluxes. The atmosphere at the foolt of each field line establishes and
maeintains a loss cone anisobropy. Particles diffusing down into the

loss cone tend to spread the anisotropy to pitch angles above the atmos-~
pheric loss cone. Whistler waves are unstable in the presence of such an
anisotropy and will grov forcing particles down into the loss cone tending
to remove the anisotropy. A complicated nonlinear eguilibrium is |
established in which wave loss and growth and particle loss and diffusion
all balance each other. A completely self consistent and general mathe-
matical sciution to such a probdlem has not been carried out. Kennel and
Petschek (1966) attempted a solution but were forced to make many assump-
tions about the nature of sources and the form of the pitch angle
anisotropy and therefore intended their model to be only semiguantitative.
A long term study by Mozer (1972) of the trapped parti&lé population on

L = 6 showed that electron fluxes rarely exceeded the limit predicted
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by Kennel and Petschek (1966) and never exceeded that limit by more than
a factor of two. The integrel flux of electrons {E>50 Kev) that was ob-
served during the BEP of 31 May 1972 was at times at or slightly above
the Kennel and Petschak stable limit. The particles observed ab 150 km
are mainly in a region of pitch angle space vhich corresponds to the
equatorial loss cone and therefore norﬁally exhibit lower fluxes than
the trapped flux. It seemed reasonzble following these considerations to
examine the cyclotron resonant diffusion theory to determine if the in-
clusion of relativistic terms might not point the way to a possible pro-
duction mechanism for REPs., A number of very interesting and possibly

important points have emerged from our investigation.

V.B. The Whistler Digspersion Relations

The standard treatment (as exemplified by the above references)
of the parallel propagating right hand cyelotron wave mode (referred to
alsc ss R-H mode and whistler mode) assumes a cold background plasma,
the dielectric porperties of which determine the wave dispersion relations.
We say the cold plasma supports the plasma waves. The interactions of
these 'cold plasma waves' with the distribution of highly energetic
electrons are the wave particle interactions of interest. It is assumed
that the effective number density of the 'superthermal' electrons is so
low as to not affect the dielectric properties of the 'background'
plasma. The complete dispersion relation for the RH-mode waves may be

written

2 2
K202 W e _ w .

e = 1+ S ) N,
w w(s‘zce—w) w(gcim) . 5.la
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(krall and Trivelpiece, 1973) with mpe(wpi) and ch(ﬂci) being

the electron (ion) plasma frequency and the electron {ion) gyrofrequency

respectively. These freguencies are given by the relations

2
Yun e
2 eB
w__ = and = —== 5.2
o mu oo mac

witk o standing for the ion species, mu the ion mass and n, the

number density of species o . (We are using cgs gaussian units and
will do so throughout this chapter and associated appendices).
For a neutral hydrogen plasma one has n,=n

1074 so that equation 5.ls may be written

5 and m.e/mi =5.h x

2 o
5.1b

K202 pe
e =1t (R ~w)(R .+w)
ce ci

For virtually all discussions of electron-whistler mode interactions
in the magnetosphere the vrticles in the literature contain an approxi-

mate form of this dispersion relations. The assumption is made that

Rei < w << Q&e << mpe 5.3

50 that the dispersion relation may be written

2
k%2 _ _ “pe
we 2 (R .+w)
ce Ccl

5.1c

When condition 5.3 is not met equations 5.1b and 5.lc yield greatly
different results. In fact at the equator on the L = 6 field line
there are times when condition 5.3 is not true. Typical quict time

densitics may run as high as 5/cm3 (Chappel et al, 1970) while during
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disturbed periocds following substorms the density may be less than .1/cm3

oy

o3
3y (Williams and Lyons, 19Th). Using e dipole field approximation the field
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Bo at the equator is given by

—_ u32 °
B =-{7 gauss 5.4

This yields a value for @  of 26 . rad/sec. TFor n = 5/cm3,

mpe %~ 126 rad/sec and condition 5.3 ean be met. For o, = O.l/cma,

wpe ~ 18 rad/sec so that condition 5.3 canrot be satisfied., 1In Figure ;

5.1 we show the exact dispersion relation and the approximate dispersion

relation for case of wpe = 18 rad/sec. For frequencies, w, below . ,
c.1 ch the two dispersion relations are in fairly good agreement. g

The range of frequencies that are dealt with in a theoretical treai- ]
ment of the wave-particle interactions depends upon the energies of the |
particles of interest. These frequencies are determined through the
resonance condition which is obtained in appendix B {see equation B.L2).
The resonance condition may be written

o - Rce/y

e 53

in which £ is the particle velocity parallel to the magnetic field

end Yy is the relativisite mass correction. w and X are related

through the dispersion relation. We will consider particles in the tens

of Kev range to the near Mev ramgze. With no = ().Zl./v:-.m3 equation 5.5 . *

combined with 5.1b tells us that a 60 Kev electron is resonant with a

wave with w > .5 Rce' This is well out of the range of validity of

20wl

N
- - -
C" the approximate dispersion relation.
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¥rom the ahbove we are lead to conclude that during disturbed tines

when particle densities were low the full RH-mode dispersion relation must

be used to model eyclotron wave-electron interactions. It is also impor-
tant to point out thet any theoretical predictions made using the approxi-
mate dispersion relation are at least questionable at times of low
density exterior to the plasmapause.

V.C. The Guasilinear Diffusion Equations

In the following we will use the full ecold pariticle dispersion
relstion (eq. 5.1b) and the fully relativistie guasilinear diffusion
equations, which we have derived in appendix B, to examine the electron-
whistler interactions in a low density case as described asbove. In
deriving the following equations we have assumed that there is a region
of sufficient uniformity about the equator *to treat the magnetic field
and plasma as heing equivalent to that in a uniform infinite plasma.
This is a standard approximation the justification of which is to be
found in the article by Kennel., 1966 and Kennel and Petschek, 1966.

The set of qna5111near equations (see appendix B) are

Xy
2 1 < "
= ke rdl{ [-1; —= =2+ (25 2 }{ hce
L " (Kry + —= -~ w)? + w%
-t

Kv, af af
._€eo Kv" 22 v,
( W oPy (-5 P, )}] + bne ( w 8P" (1~ :)Bp,)
(Ekpl Ez} afeo # (1 - EE&J afeo m-Qc /Y B.50
Tl o 5 w | Bp,. K = —ce 222
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0
§ of of of
) 22 2 eo . k eo _ __€o
wy(k) = 2 '
2k2c2 e e (Em“gce)
g lkl ~—— + Tor p) v Pe = P
[ © @, -0){(we ;) R
3 ce el
! B.k5
2wt
3 Ek(t) = Ekoe I 5.6a |
? w-9 /v 'j
P = Mo (—=— 5.7 ;
s :
E
N
1

in which wI(k) is the linear growth rate of waves of frequency w(k) ,

Ek is the speciral energy density of these waves, wpeh is the plasma

frequency associated with the number density of superthermal electrons,

feo is the distribution function of superthermal electrons, dﬂk is

a small solid angle about the parallel propegation vector of waves
i k and Pys Pu, v, and vy are the momentum and velocity of the particles
perpendicular and parallel to the magnetic field. feo is a function of

time and momentum but is defined in such a way as to be spatially uniform

(see appendix B). Azimuthal symmetry is assumed about the magnetie field.
Bfeolat is the quasilinear change in the distribution function due to
wave particle interactions. Equation B.50 is essentially a diffusion

i equation in momentum space. We have derived this equation by following

the basie procedure of Drummond and Pines (1955), although the same

results should be obtainable using a Fokker-Planck appicach. To the

extent that the approximations are appropriate to this -set of equations

i

e g L
o
ne”

should describe both the energy and pitch angle diffusion of the electrons

due to interactions with whistler mode waves. It is & trivial exercise
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to show that in the limit of nonrelativistic particles and pure pitch
anpgle diffusion equation B.50 is identical to that given by Kennel, 1966.
Tor our later considerations we will modify equation 5.6 to the

equivalent differential form

dEk'
rrmie 2uJIEk 5,68

and introduce a convective termw which will allow wave energy to be
removed from the equatorial interaction region at the wave group velocity.

We write this as

dfk v Ek.
Frale awIEk - -g-—L 5.6c

in which vg is the wave group velocity and L 1is a length character-
izing the size of the interaction region.

As formulated above feo is a funetion of Dy and pp where py
extends from - %0 =, The dispersion relation 5.1b has two branches
one for positive going waves and one for negative going waves, (Krall and
Trivelpiece, 1973). We will make some symmetry arguments which will
limit the domain in consideration as well as simplify some of our
further discussion. We argue that there is no preferred direccion para-
llel to the magnetic field so that as many particles move one way as the
other. This is also true for waves. This leads to the following con-

clusions:

e ——————
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feo(P"’ P.L) = feo(" Pus P_g_)

' 5.8

afeo afeo

at"Pﬂ) =" aPtl

If we can reduce our considerations properly to the development

of feo for positive p, we will automatically kmow it for - py.

This should be true for the wave spectrum as well. Kunowing the spectral

energy density of prositive going waves is equivalent to knowing the

wave spectrum for negavive going waves.

Consider equation P.45 above for the linear growth rate. This

expression must be evaluated with the resonance condition, equation 5.5,
at each value of p,. Equation 5.5 may also be written in terms of the
resorant momentum
n (yu-2_ )
e ce
= 5.9

P = k

As yw may be larger than 2 _ {provided that ¥y is sufficiently large)

there will be both positive and negative value Pge In the non-

relativistic limit the resonant momentum is always negative since W

is always less than gce (for cyclotron waves). We will restrict the

range of py to only positive values in equation B.45 by bresking
equation 5.9 into two conditions

me(Ym-gce)
k

. + resonance

"

mﬁ(g ~yw)

o

k

, = resonance - -

5.10

R AR i bt

L



H
i
i

!

e

[E’Tf“ T T T T e e e
i

with Py always greater than zero. Bquation B.45 then is rewritten as

“2m2 n 23 afeo . E-(v afeo - afeo;L
peh e opi Pulop, ~w 'L 3w " 9p, ‘J)

5 X

ox2e? W e (2m-gce) I _

lkl (wz. + DT Bk Pn =
ce ei

wr (k) =

jn which we have used the symmetry conditions 5.8. We simply consider

what happens to the positive going particles and assume the same must

happen to the negative going ones.

Vv.D. The Implications of Pitch-Angle Anisotropy

At this jincture we will attempt to motivate the rest of our dis-

cussion by considering a particular class of distribution functions,

feo(pl’ pn) and the implications of equation 5.11 for the linear growth

rate with respect to this class of functions. It has been noted experi-

mentally that substorm associated injections of energetic particles

tend to be at flat pitch angles (Bogott and Mozer, 197h; Pfitzer and

Winckler, 1968). The atmosphere at the foob of the field lines main-

tainsg a loss cone anisotropy even as other magnetospheric interactions

work toward removing it. We will consider then a feo which is a

monotonically decreasing function of energy but with a flat pitch angle

distribution. Such a distribution may be written as

n 2 2
s { P) 1 Dy Pu } 5.12
Pes» Pul = 73 &XPY 7 " A2 .1

= n* (8, )28p, Apy” Bpu®

in which Apl and Apy are parameters which determine the relative

partition of energy perpendicular and parallel to the magnetic field
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and ny is an effective particle number ﬁensity. It is noted that

2

2
nl PJ_ Di

2n - 37 SXPY Ap.Z Bt pydp,dpy = nl 9.13
0 o w 2(AP_L)2AP" Py Dy

feo is not strictly speaking a true loss cone distribution in that feo
is not zero for p, equal to zero. This may be corrscted by multiply-
ing £ by (sina}g where o is the pitch angle and £ is an
integer. This only complicates the following analysis and does not
change the conclusion we will arrive at. We will return to the loss
cone problem later in our considerations.

feo has the property that it can be made anisoiropic perpendicular
to the field line (a flat distribution}, isotropic and anisotropie
parallel to the field line (an oblong distribution). This is effected
By controlling the ratio of Ap, to Apy. We will obbtain flat distri-
butions by always having APL > Apy. feo also Tulfills the necessary
condition that it satisfy the zeroth order linearized Vliasov equation
vhich is equation B.5 in Appendix B with the right hand side set equal
to zero.

Expression 5.11 for the linear growth rate represenis a balance
of energy. The waves interact with particles gaining energy from some
and growing and losing energy to others and damping. The contribution
at each value of p, 1is determined by the expression under the integral
sign. If the expression is negative then the waves are damping and
therefore losing energy, if the expression is positive the opposite

is true. By use of the dispersion relation 5.1b, the coefficient of the

integral in equation 5.11 may be written
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w__.m 20 Q.+ 9 wl-—)
peh e 2 4+ —ceci ce mi 5.1
Fx| wpez Q)% (R, -w)* *

which 2 simple examination demonstrates is always positive definite.
The term under the integral therefore controls the sign of the contribu-

tion at each p,. Substitution of feo into this expression yields the
relation

2
"‘ZPJ_ kvy APL

(AIJ_L)2 feoIl * 'ZT{ Apn? ~ )] 2+15

"
From symmetry condition B.49, k/w is always positive definite for
forvard propagating waves. The pitch angle anisotropy that we are
considering has Ap, > Apy. It is concluded then that for + resonances
expression 5.15 will always be less than zero. For minus resonances
the sign of expression 5.15 will be controlled by kv,/w. This tells us
that plus resonances absorb energy from the waves vhen there is this sort
of pitch angle distribution. The result is immediately suggestive of a
mechanism for enhancing the high energy portion of the distribution.

This is so because plus resonances only occur when (from equation 5.10)

_ L 2, 2 c
Y=yr* E;?ET(P.L tpa”) > __L_u__e 5.16

When v does vary significantly from unity we are of course in

the relativisiic regime.
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VY.E. BSecaling the Various Eaquations

We have found thet the numerous equations and relations that we
have had to deal with are more easily an‘a.lyzed in a scaled form. As
we will be considering a numerical analysis it seemed appropriate to

introduce the scaling at this point. We define the following unitless

parameters
= B = B - ke
P"Re> % » K Q
e ce ce
B = ¥y = E l E = Ek
c’ Y mec:2 * Pk mec:z 5.17

_ 2 _ 3
T=12 , feo(P) = feo(P)(mec)

which form a consistent set that makes all our equations unitless.
The dispersion relation becomes:
x 2
K2 2 e
= + .
0 5.19

: ) i1}
with =x 2 . ?BP_E.Z. and R = f. The scaled totzl electron energy, ¥,
i
is related to the momentum by:

1
= (1 + PJ_E + Pue) /2 5.20

The scaled linear growth rate is:
fal N

5 2 afe Bi‘ _ eo
%eh Epldp_,’ %, --(Bi Sn 3p, )

x (K) = %
1) k2 xx“(2x-1) Pu = pp
%122 + ]
(1- :*c)‘(x+R)2 5.21
and the resonance ccadition becomes: o
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],
* = 5.22
pB - .
1o
T m<l
Finally we write the scaled diffusion equation as:
~ 3 N
afeo . xpezgce- r ak L Dy Pr 5k *1 Dy feo
3T  nc® p, D 2 2 D p
i)
° 0 B g, + Lo x) +x k
Y I
5.23
2 3
+3 Xoe e 1 D (521 Dy g
i n ¢ P, D, P 1Bni Dop/eo | (. _ Ko

in which the sum 1 runs over the resconant values of K which satisfy

the resonance condition for the particular values of p, and pu.
D
The operator oy is defined by
g
B KB KBy
._..._.k- =___"'.3_ +(l..—----a-—- 5.2’4
ka X 9OPn x ‘9p,

V.F., The Effects of Low Density

As has been demonstrated by many authors, cyclotron waves can be
quite unstable in th~ presence of a flat distribution. A significant
amount of energy may be transferred from the perticle distribution to
the waves. We will demonstrate that at low post-substorm densities out-
side the plasmapzuse that these waves will grow at the expense of the
piteh angle anisotropy of the subrelativistic particles enabling the
near relativistic particles undergoing plus resonances to feed on the

increosed wave energy. This will lead to an enhancoment of the high

R L s
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energy portion of the spectrum.

Figure 5.2 is a diagram of pR:t (equation 5.22) for fixed values of
P, as a function of x at a value of no = .l/cm3 (figure 5.2a2) and
n = .2/cm3 (figure 5.2b). The fixed values of p, increase upward.
Plus resonances occur asbove the zero line of p, and minus resonance
occur below “he zero line. For a given frequency x +the resonant
parallel momentum, py, for a given perpendicular momentum is a higher
value for positive resorance for the B, = .1/cm3 case. The entire
form of the resonant curves show that the positive values of p, achieve
greater values for the lower density caese., The higher p, for fixed
D, then the higher is the emergy. The conclusion is then that lower

density tends to enhance the relativistic nature of the interaction.

It pushes it to higher energy.

V.G, Energy Diffusion and the Relativistic Case

It is generally argued that diffusion in pitch angle is far more
important for eyclotron resonant interactions (Kennel, 1966; Kennel,
1969) than is energy diffusion. We would like to demonstrate that energy
diffusion can be quite significant in the regime we are considering.

To facilitate this demonstration we will transform equation 5.23 to

energy piitch angle coordinates. We take

Y=/Vi+p~+p
5.25
-1 ,Ps
= ta i
“ 1 (Pu)
Dk - -
The operator 5—5' in energy piitch angle variables is expressed
k
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Figure 5.2, Resonant parallel momentum as a function of frequency ‘and perpendicular momentum

at two densities of electrons.
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Dy L e 9 cosa K B
— = sin o — + -=— = 5.26
:ka Y 3y Yx do.
Vy2-1
which we write in mixed variables as:

D
k 2
—_—= BJ. ] cosa K 2
ka a.v + ( Dur 'Y:{) au 50263

The term %- is the inverse of the scaled wave phase velocity. For X
less then .1 +the phase velocity is very small. Through most of the
region of interest here it is of the order of 1/2 and fairly slowly
verying. £, has a meximum value of 1, btut as the energy, Y.,
ipncreases the term %;- decreases. 8Since most of the values are of
order 1, the first term is as important as the second. The first is

energy diffusion, the second is pitech angle diffusion. The importance

of the first term is emphasized however, at high energy and steep
pitch angle. When this is coupled with the fact that plus resonances

gbsorbd energy in wave-particle interaction we see that we may expect

to see important energy diffusion taking place for relativistic particles

at steep pitch angles.

V.H. Numericallvy Modeling the Quasi-linear Diffusion Egquations

The equations B.50, B.45 and 5.6 form a closed set which describe

to evolution in time of the distribution function, f£(y,a,t) (or

(;? equivalently T(p,.pu,t)) and the spectral energy density Ek(t), of

i . cyclotron waves, It is probably impossible to determine solutions to i

these coupled integrodifferential equations in a closed analytic form. %
i
i
E]
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We have however adopted a fairly standard procedure to determine the

time behavior of f(Y,d,t) mmerically. f£{y,x,t) is established on a
numerical mesh., Equation B.U45 is solved numerically for the growth
rate at wave number K. An initial spectral energy density is assumed
and equation 5.6 is solved numerically to determine Ek(t) after a
small time increment At. With the new value of Ek(t) equation B.50
is evaluated to determine d4f/dt at each point on the mesh. The new

£{y.0,t + At) is determined by
_ af
£ly,a,t + At) = £(y,0,8) + ST At 5.27

With the new f£(y,8,t) the process is repeated. This procedure
can be continued as long as desired.

As formulated above the problem requires two dimensions and we
have been unable to reduce it in any way to 2n equivalent one dimensionel
problem. The operator in eq#ation (B.50) Liec numerous second derivatives
inherent in it. Because of these second derivatives and the narrov
range of instability a fine mesh was required. ﬁe were forced to smooth
vhe first derivative in calculating second derivatives to remove obvious
non-physical jagged behavior from the calculated second derivatives.

The distribution function was defined over a 91 x 100 (9100) point mesh

and the wave specira was defined over 200 points. The dispersion relaticn

was 2lso defined over a 200 point set and logarithmic interpolation used
to determine values between the mesh point.
The initial distribution funciions are characterized by the parame-

ters n, Ap, and Ap,. These values may be varied to establish

different initial growth rates and the loeotion of the instability in
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frequency. The waves must grow up against the convective loss to a
level at which they affect the distribution funetion sufficiently before

any change occurs in the initial distribution function. Because of
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the very compléx nature of the numerical caleulations a very large amount
of computation time is required. 'We have therefbre only determined the
value of %%- up to that time when %%- at any value of Yy and o
becomes 1% of the initial value of f£(y.,u). Typically we have taken

the ratio of background particle density to effective superthermal par- f

ticle density to be 10:1. In figures 5.3z and 5.3b we show the ratio of

chenge of the distribution function at the 1% point for the initial

ot e T e

conditions
n = .1/cm3
(1))
g = -6 8
ce 5.2
Apl
— l.
Ap, 25

and Ap, chosen to give an equivalent perpendicular temperature of

130 kev. To better represent the conditions in the magnetosphere we
have established and maintained a three degree loss cone. All particles
that appear in the loss cone are convected out of the interaction region.
For clarity we have separated the region of negative change in the -

distribution {figure S5.k4a) from the region of positive change in the

distribution (figure 5.4b). The results very clearly demonstrate the
validity of our conclusions based upon the linear analysis. The region
of greatest negative change in the distribution runs in an arch from

about 100 kov and 80 degrees pitch angle up to 300 kev and 75 degrees pitch

angle. The waves ure undergoing negative resonance with these particles
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{
; and gaining energy from them due to their piteh angle anisotropy. The
ifnj region of greatest positive growth (Figure 5.4b) runs in an arch from 3

300 kev and 80 degrees pitch angle up to 700 kev and 90 degrese pitch angle.
The waves are undergoing positive reconances with these particles and

! losing energy causing this region of the particle distribution to grow.

As there cre initially the least number of particles at high energy, the
severest relative changes in the distribution will occur at high energy.
The inverse growbth rates minus the convective time loss yield an effec-
tive growth rate time for the iustability. For the initial conditions

5.28 this time is on the order of 1 second.

The numerical results are in very good gqualitative agreement with

the experimental observations described in Chapter III. The relativistic ﬁ

particles are enhanced by the lower energy particles which should

precipitate into the loss cone in a time like one over the growth rate
(here about 1 second). We have of course varied the initial conditions

to guarantee that the resulis would closely approximate to observations.

e Y e .

A value of n, of .Ol/cm3 (.1 of no) yields the right magnitude for the
observed integral fluxes., The fact that a set of initial conditions
for this problem could be chosen that approximate the observations maybe

quite fortuitous in that we have only attempted a very simplistic

; (though mathematically complex) model interaction. It is really the

i
i
;
i
3
:

qualitative features vhich may carry over into a more complete model

incorperating the complexities of drifting trapped particles with

possible sources and sinks. The spectral shape of the precipitated

particles as well as the time behavior will depend strongly on the rest i
£ a
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of the model. The point we have made here is that cyclotron resonant
interactions will lead to the enhancement of the relativisiic electron

population at times of low eleciron density.

Y.I. Conelusion

We have not examined the precipitation of the relativistic electrons
directly, but only inferred that they should precipitate. A complete
analysis should include a consideration of the electrostatic loss cone
instability (F.W. Perkins, 1959) as well as possible parasitic inter-
action with background ion-cyclotron turbulence. It is possible to
conceive of the foregoing theory as complementary to that presented by
R. M. Thorne (197%4). Thorne proposed a mechanism for producing REPs
in yvhich drifiing protons injected on the nightside of the earth duriﬁg
a2 magnetic substorm would enter a socalled detached plasma region and
would undergo strong piteh angle diffusion amplifying ion-cyclotron
waves. The ‘on-cyclotron waves would in turn interact with very ener-
getic electrons causing them to precipitate {move into the loss cone).
The mechanism of Thorne (1974) does not explain the production of the
energetic elect:~ns but rather assumes they are present in the trapped
particle flux. The theory does imply sirong proton precipitation in
association with the electron precipitation. Our theory explains the
production of energetic electrons and does not require that there be
accompanying protons (this agrees with our observations). In additionm,
our theory strongly couples the relativistic electrons to the precipitation
of the lower energy electrons vwhich also agrees very well with our
observations. The growth of the relativistic electrog-papulation through

the anomalous dopmler interaciion on the other hand does provide an
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input of relativistic electrons for the theory of Thorne (197L4) and in

that sense the two theories complenent each other.

There are two features of the REP theory which stand out as

obvious indicators of its possible validity. The first is the association

of very low cold plasme density at the equator with an ongoing REP

(mpe

turbulence again near the equator.

< ﬂce) and the second & faeirly narrow band of strong whistler

In our numerical model the magnetic
fields in the turbulence reached a level of about 10 my over a band
about 500 Hz wide before there was any appreciable change in the high
energy portion of the distribution. Both of these measurements would
have to be made on board a satellite. As there are presently and will
be in the future satellites instrumented to make such measurements we

may look forward to such measurements being made during an REP.
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APPENDIX A-1 - MODELING THE X~RAY PRODUCTION IN THE SHIELDING

The experimental data on x-ray prodveciion to be found in the litera-
ture is displayed in many different forms and not all of it was direectly
useable for our purposes. We have rescaled data taken from Berger and
Seltzer (1958) and Rester, Dancé snd Davidson (1970). Figure A.l is a
composite of this data for copper or materials with 2z values very close
to copper. The x-ray spectra emergent belween 0 and 10 degrees for
electrons of wvarious energies normally incident on targets of thickness
R (the particle range as defined in section 2.D) is plotted in units of
photons/(ke - x ster x electrons) for electron energies between 200 Kev
and 2.0 Mev. TFor purposes of this calculetion we extrapolated those
energies not actaslly covered by the data.

Given the range R for various energy electrons the graphs in
Figure A.1 yield the x-ray épectra gt the depth R , at which the
electron cones to rest. The X-rays are then propagated the remaining
distance through the brass, 4 - Ro , where d 1s the thickness of the
brass. The gpectra is attenuated according to the law

ug(a-R ) |
I(E,E) = I_(E,E e ° (a.1)

with IO(E,EO) the intensity of x-reys of energy E at R, and

E is the energy of the original electrons producing the x-rays. The
coefficients W, ere tabulated in Liepunskii et al (1965) for numerous
materials. The x~rays are attenuated again by the same law through the
lead. TFor each incident electron energy there is an X-ray spectrum

S(E,E) emergent from the lead. The X~ray spectrum is then folded with
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g -E/E
the electron spectrum F = Eg-e ° s 50 ‘that the spectrum incident on
‘ (o]
the detector is given by
S(E) = ! S(E,E) F(E) aE (A.2)

The spectrum seen by the silicon detector will then be determined by the

relation

4.8
s (E) = 8(E)(1-e T) (8.3)

where Vg is the gppropriate coefficlent for silicon also tebulated in
Leipunskii et al (1965) and & is the detector thickness.
The results of our model caleulations are desecribed in section 11,2

of the text.




b e ———————. . . ot

e ey oy T . I

APPENDIX A-2 -~ ENERGY SCALING PARAMETER, Er

.Many authors have scaled the transmission properties of thin foils
for electrons in terms of an energy parameter, normally celled Er or
Ec s Which makes the transmission curve nearly independent of the foil
thickness., This type of scaling is used through much of the literature
on ionizing radiation and its various properties. Kanter (1961) credits
Wecker (1941) with being the first experimenter to notice this scaling
property. Using Wecker's definition, Kanter's Ec is determined by
'Hiahing the tangent to the transmission curve at the point of steepest
slope and taking the tangent®s intercevt with the energy axis as the
value of Ec . Ec is supprsed to be that energy at which transmission
just begins.

Berger and Seltzer in their various articles (see Bibliography)
report the results of computer simulation for which the sbove definition
would be a bit awkward. They heve adopted the scaling energy Er
(range energy) which is defined as that incident energy which yields a
total electron path length, r , in using the continuous slowing down
approximation (CSA). The values of E, end E, are very close with
Ec generally being a bit smaller than Er . We have chosen to use Er
for all of our purposes since it is an easily obtained quantity. The

data we have taken from Kanter (1961) (Figure 1.16a) has been rescaled

from Ec to Er .
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APPEIDIX A-~3 - ANGULAR RESPONSE OF THE COLLIMATOR

For monodirectional flux of particles of uniform intensity over the
sgperture of the collimator it is simple to derive the response from geo-
metrical consideration than from a vector analysis. Ve consider the flux
gs making a direction o with 'Ehe normal to the plane of the back eper-
ture (and front aperture) of the collimator. (see Figure A-2). The
front aperture will either obstruct the back aperture, partially shade it
or have it completely exposed. The exposed area of the back of the
collimator times the cose will constitute the response of the colli-
mator. For engles greater than 11.35 degrees the back aperture is
completely shaded and the response is zero. For angles less than 3.60 §
degrees the back aperture is completely exposed and the response is
simply cose (effectively 1). TFor angles between 3.6 degrees and 11.35
degrees by simply projecting the shadow of the front aperture on the

back sperture it may be determined that

X,

i
R{a) = %‘nri - f (%g-xz -‘ﬁl-xg)cosa dx

X.
1

- h sind < X, Pmin < 6 < ©
i P

4

_ 2 2 /2 o )
RrR(a) —J Me-x - qfryx )cosor. dx - h sina X,

i
~X.
i

B8 <68<8
o mn X




F1euRe A.2, GEOMETRY FOR THE ANGULAR RESPONSE OF THE COLLIMATOR.
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o h251n2u + (rimrg)acosaa 2
xi = r.‘l. * Zhsing cosc

g
xr r2

The integrals may be easily performed giving the relations

2
r
A 22_[22 2. =lfxy_ 2. -1 (x
R(a) = 5 2085 -~ xi -/re-xi - rl-xi - r2s:m (ra) rls.m (—-—rl)

@cosu - 2hxisincz fmin € 0 < Bp
hY
_ 22_/2'2 2 . -1 fx 2_. -1 fx
.R(a) = X, %E"Xi - Yri=x; )- rysin (rz) - risin (rl) cosO
- < x. . hsino d <4 < dmax
1 P

and ap is the angle at which the projected front sperture intercepts

the two ends of the diagonal of the back aperture.
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APPENDIX B ~ DERIVATION OF A FULLY RELATIVISTIC QUASILINEAR

DIFFUSION EQUATION FOR CYCLOTRON RESONANT INTERACTIONS

We followed the quasilinear formalism outlined in Krall and
Trivelpiece (Krall and Trivelpiece, 1973). We will assume that there is
an interaction region centered at the eguator of sufficient uniformity

and size to define a uniform static magnetic field Bo and g speeially

smooth distribution funection

£o(Pst) = %,— f defa(x,E,t) (8.1)
so that perturbations satisfy the relation
fu(lc_,g,"b) = fao(g-’t) + fal(g,_];:\_,t) (B.2)
and therefore
EJ‘ dsxf (x,p,t) = o (B.2a)}
v ol =2
We will meke the seme assumption for all perturbed field quantities

1
B, =% [ s (8.3)

with
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B(x,t) = B_ + B, (x,%)

E(x,t) = E, (x,t)

We substitute these values in to the Vlasov equation and expand so that

of vxB of of of vxB oF
___gg_‘i_qa( -o). go . al+v. a1+q( '-o). al _

8t ¢ oD at - ox ¢ ap
{(B.4}
of vxB of
- puniion N SN« ) ). ol
L ap ¢ Bt g op

Ve take the spacial average and use condition B.2.a

Equation B.5 tells us that the time derivative of the spacial uniform
distribution funetion is proportional to a product of perturbed guantities
and is itself therefore a second order correction. The quasi-linear
gpproximation consists in solwving the first order egquations for per-

turbed quantities and substituting these into equation B,5 to determine

__é_:_o » Dropping second order terms then in equation' B.4 we have the

standard perturbed Vlasov equation

(8.6)
2_.+ v . .a-“'!‘ ._.‘HIBO . 3‘?‘“ £ - . E + .I"(.:..B.l . BfU.O
ot~ X "%k %\ e op | ol L\, e _j @p

As we wish to retain all relativistic terms we solve this completely

o T T
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here using the method of characteristics which can be found in most
standard textbocks on Plasma Physies (see Xrall and Trivelpiece).

One recognizes that equation B.6 may be written
Yo _ofp +ZR). e (B.7)
dt =1 c op *

where the operation 4 is evaluated along the trajectories of unper-

dt
turbed particles in the uwniform magnetic field, We integrate both sides

of B,T from - to % and assume that the perturbed quantities were

zero at -~ @ , VWe then have that

_’\L‘ngl aftxo !

-+ _ ! -

fal(ulx) = - q] E) + % dt (B.8)
-

where we must remember that E. and Bl are functions of 1c_§v' and p the

1
parameters of the unperturbed trajectories. We now choose x,v' and ¢

f—

in such 2 manner that

x{t'=t) = x
v (t=t) = x (B.9)
p'(t=t) = p

Fa) ~
Ve take k along the magnetic field and ¢ as the azimuthal direction
gbout the field with

~
ok + v

|<
1
S o

Hlk + p-l.

I
{

4
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then
Z‘= z + Vi (t""t)
v v
x'=x - a‘-"—— sin(d)—wca(t’—t)) + aﬁ‘-— sing
co []s ]
Vi vy
y'= ypr— cos{¢-w_{(t'-t)} - ——— cos¢ (B.10)
w el (3]
ca (1o
! = - ' _
P} = pcos(¢-w  (t'-%)
p! = Pﬁin(%""wcu(’ﬁ'-t))

where wca is the cyclotron frequency for the particle of mass m, such

that

©
o
(o]

(B.11)

ca

B

f_)_ 1/2
2

¢
If we now replace all funections of x and x' in B.8 by their

end ¥y = (1 - is the relativistiec mass correction.

Fourier integral representations such that

£ (t,x) = -—1--—[ et £,73 (%) (B.12)
end change the order of integration of kX and t equation B.8 becomes

v xB of . ]
- go ikex'. ,
S S . at (R.13)

ikex !
faax(Pstle === - q I AeEyy *

S T+ ekt e e
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We repeat the procedure over all fumctions of t and 1t' with
1 . =iwt
fest) = iy | 4™ 1, (a0 (B.11)
and 4 vide the resulting eguation by llrk-iuk Equation B.13 now
becomes
(8.15)
¢ ) . ELBlk(m) afao ike (' —x) ~iw(t'-~-t)
= - = o . 200 TS - - 3
£y (Paw) q[ e, (W) + —= % e e at
[+

w
L]

It is convenient to let, t'- t =1 and x'- x = AX in equation

B.15. The orientation of the ¥ and ¥ axies is arbitrary so thet we
may let kx =k and 1{3r = o without any loss of generality.

The term in the exponential on the right side of B.15 is expanded

(B.16)
k » 8x(1) - wr = Bove (sitg-sin(¢-w 1)) + (kv -w)T
ca
Using

To evaluate the integrsl the vector term must be expanded.

Maxwell's equations the perturbed quantity _B_lk(m) can be velated to the

perturbed quantity glk(m)

(B.17}

Equation (B.17) is substituted into (B.15) and the vector product

expanded, yielding the result

B,
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where we have let

3 _ 8
5! = cos(¢~mcaT) 3y
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of
2v, 40 4 v _
w 9dp2 1Py
L
(B.19)

The integrals in equation (B.18) are only of three types which may

be evaluated using one of the three following relations vhich mey be found

in Watson (1965).

@
ei’bsinﬁ = Z Jn(.b)elne

N==

oo

. ibsin®
sinbe =

n:_.m

(B.20)
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(B.20 cont,)

2 3 {n)
coseel‘nsma _ Z: n inf

o ne
n:.m
Where Jn(b) is the Bessel function of the first kind of order n . The
three types of integrals are then written

(B.21)

0
Jd’f eibsincb -1bsm(¢-m 't) 1(k,v:—m)

L)
1'b31ncb Z: [ dr Jn(,b) e—in¢ ei(lﬁ;‘f,-!*nmca—m)":

n:_m

)
f a4t oibsind e-«lbsm(cb-mca'r) i(k,v, —w)}t sinf ¢_mcar) -
-0

~

-]
ie ibsing Z

1 ~ing i(k, v, +nw_~w)T
F 3, 1)~ (b)) e e o dt

z\
bh--‘o

o
I ar oibsing e—1b51n(¢-wcu‘t) el(k,,v,, -}t cos( ¢"°’caﬂ -

-3
@ 4
N J {v) .
el‘ba:m(#) z [d‘t g e " 109 1(1:“ v, ,mca-m)'r
L=V S . . ]

where we have tnken b = :: L.
fuld
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e quantities ® is complex and is taken as

m=mﬁ+iuk

t

In the case that «. > o , so that e =0 at t

three expressions become

ing
-3 1‘bs:.nd> Z J (b)e

k v o -

T==w—c0
oibsing zz: (b) - I, (b))e—1n¢
o kyv +nmcu-m

w Ip (b)
: o1bsing >_‘ -1n¢
- +nw -w
N=-m
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(B.23)

&
At this point we simplify our considerations greatly by considering

only parallel propagating transverse waves and let Kk,

that

nJ {b)

]
] [
-~

g (6) + 3 (b))

l
(<]
2
“th
Q

J_{(o)
n

n
[
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n
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Equation B.18 may then be reduced to
(B.24)

1 BB igf 1 —iE,-E i

S % - Lo | Xy

Ty (2s0) = - a95 Ol | YO Ky e w ©
co ! ce

with
¥ v of of
n oL Q.o "o
1 W 9P, w 2 3135

Using the standard transformation for left and right handed eircularly

polarized waves we let

B = B, + if

(B.25)
EL = E -~ iE
b4
and
( ) iq ERe—lq) ELei¢

f pLW) = o + = (B.26)

alk .=’ A I .
falk(g,w) from equation B.26 now defines the first order perturbed

quantity which is now placed beck in equation (B.5) to determine the
second order time derivative of the initiel spacially averaged distri-
bution function, Substituting the Fourier integrals on the right hand

side of equation (B.5) we have

Yoo . % . f I a3kady f (B (w) + E:Bik(w))

(B.27)
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{B.27 cont.)

(21r)3
with the result ( )
B.28
Yoo _a &k /g () + w8, () 3, ()
at (2“)3 v 1k c

Since we require that fa be real, then

¥*
o1 fork

Again we expand the vector produce replacing glk(w) in terms of

£ (w) . Using the relation
Tk

Ex costh + Ey sing =

HeH 2
™
wt‘i
]
1
i
-
+
=
il
[44]
'.J
=

the vector product becomes

%{ER e-itb(A_iB) * By eid)(A-i-iB)} lek(wJ

with the operators

A={1 - Sy §?-+-Eﬂi- —
[\ op )y, w BP“

(B.29)

(B.30)

(B.31)
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\J {B.31 cont.)
kv o1 )
B= (1 - JHL_ S e
( w ' p 9P
Evaluating the terms in B.31 with equation B.26 yields
(B.32)
*_ 2ig
E.E e
1. 4G, .oy ~ig 1 K, ¥, R
S E e "(A+iB) £ . (0) = {[A-—-( - ‘)]
2L olk N P, k%, -0 |
2
E |
1 .Ifu_g:_] l L
+ [A+Il(1- ) kY ATy
4
1 —i¢(A iB) ¥ (w) = -ig [A + s (1 kjl-‘ﬁl )] {ER]
2 " © B T = Ty B W LA

~2id
1 v LERe
+[A'_1§L(l“5¢:fu-)]kv w_ o [* T

~ p- D 2

1w o

Y .

i The parameter ¢ was the arbitrary initial phase angle between p,
and the x-axis. 7This will be assumed to be & random guantity. We will
integrate both sides of equetion (B.28) then over ¢ from o to 2%

' and divide both sides by 27

(B.33) i
;
oo =q o -—11:('”) alek(m) 3 i
@ =21r[ jl‘j'-lk("’)+ c *~p Ykag i
2 D
21

and note that f eial(b d9 = o .
o)

We now have
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We will use the standard definition of the spectral energy density

(Krall and Trivelpiece, 1973) with

o E B3
<1§J_>=}F[Ek k _a% =fs: a3k (B.35) f

8n 8m (2,”)3 k i
;
and from the definition B.25 l
i
t
2 2 2 2
5y 1? = I 1® = 22+ 22 §
{
H
we may finally write .
(B.36)

af | v £ €
% - onig” f adx [A + -;; (1 - 5’—“)] L kR + kL w] AT,

at kv +wc a-m kv _wccx'

This way be written in the more symmetric from {we let k,= k for

convenience of notetion)

ar
k kv
%0 - prig? f d3k.3_-.[_‘£-_.g._.+ (1 - =) g_...]
B Py B

dt W w

e

ie]

£ £ k
o kR, EkL LA7A NS A/ S R I
RV Fw = KV - -t w 9 w °dp, 0
'oco " o L

2 4 !
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The dispersion relation which relates w end k in eguation B.37 must

be determined before B.3T may be evaluated
The dispersion relation is determined by standard techniques of

linear plasma theory. Using Maxwell's equations with the assumption of

trensverse waves it 1s easy to determine that

(B.38)
E_}E 73] Byyle) + %é RO [ px £, (20} = 0
vhere n, is the density of the a-species.
With y = '\_r,_(em aR + 10 gL) + v,k and
E= ER 'e\R + EL gL’ vhere ER and EL are the basis vectors for the

right snd left hand circular representations. Eoguating vectors component

wise (B.38) becomes

22 .
W

2
cx°) b 3 -id . _
(.. 2)_i§qanajdpge £ =0
We will integrate over ¢ is equations {B.39) in which

3
d”p = p, dp dp, 4%

as in equation (B.32) cross terms of the form 921‘1’ and 8-21¢ drop
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out and we are left with the Landau dielectric for R and L mode
cyclotron waves

22
k T
D_(k,w)= 1~E ~=Yw m x
E m2 W opoo
(B.L0)

dp d .}.‘f&.EQQ..P l__kvn', Bfo:o ‘5_
D, dp, dp,, w ap w BP,L kv“ imca—m

"

The plasma freﬁuency of species-t¢ is given by

The standard approximation requires thet w, << uw, so that D(k,0) may

be expanded in a power series in u)I giving the value of wI as

-D
R (B.41)

I 8DR

Py
We have taken D =D + iD. . The imaginary part of D{k,n) comes from

the p integration in equation (B.40} where the relation

{B.42)
. F(p,) [ F(n) imOLF(E') i
1 = +
mlf;;][ i -0 - PRyt T8 T T [k[ 'pepg

W W~
co

with §: as the Cauchi prineipal value and PR = 'rmu( m ), determines
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Using relations B.40, B.41, and B.h2 we determine
(B.43)

2 of of
- .=n 22 kv, “"ao kv, ao}
%1 = K@ é " ] Yp"“dp*{ w op, G o, lepu “Pp

At this point we consider that we have three plasma components, a

relatively cold electron and proton gas (a2t about 2000°k) and e super

thermal electron component. We will assume thau there is over all

charge neutrality with

ec pe 0
and (B.143)
= <<
R Y n
where n s 0L eand n are the respective densities of the cold
ec pc el

electron, cold proton and super thermal electron compounc.ts. Conditions

B.43 allow us to take the real part of the dielectric DR(kgm) strictly
from the cold plasma components and the imaginary part of the dielectric

DI strictly from the super thermsl component. (Montgomery and Tidman,

1964), We arrive finally then at the relations

= 2
w‘pe W k2e2

= - — o D -— =
ce el

o end with 2, = —2
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af of af
22 f 2 { er _:g( eo eo)}
BT LN ol L e
wI(k,w) =
2
Ikl(akacz + wpe(zmﬁwce) 2) (5.45)
2 .

m (wci-t-w) (0, ~w)

aa e .._‘.__.n.._...J

We not return to equation {B.37) which we will further specialize,

Letting
ak = 2nk, dk, dk,

and formally defining

=]

€& = an [ kg (B.47)
4

s}

Eguation (B.37) then becomes.

(B.48)

kv, 9. _o=kve \ 3
[w_;(:f) 3p, * (l wR(-k)) 813] 5 @

€ g€
~1R ~LL =y, ) kv )3
+ —f 1~ ir
(-lw,, +wce—m(-k) -kv"—wce—m(—k)) [m (-k) 9p, ( ‘UBI"kj 3&] o€

With the symmetry relations
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| ; L wR(x,t) = - U!R(—k,t)
mI(k,t.) = + mI(—k,t)
and (B.49)
E-ICL = ekR
€axr T Gxn

(Krall and Trivelpiece, 1973), we see that the terms under the integral

cancel execept for thelr imaginsry parts.

To thig point we have retained the LH-mode dencminator because as

.

we see it provides the term necessary to cancel the real term under the ;
integral in equation {B.48). This guarantees that the term on the right |
hand side is completely real, When we determine the imaginary part of
(B.48) with the help of relation (B.s2) we obtain four terms; two terms
for RH-mode and two terms for IH-mode, At this point we may drop the

IH-mode since it makes no further contribution. Equation (B.bL8) now mey

be written (again k = k)

=4}
arf
‘ eo 2 1)kv 3 kv \ 5
=+ L)% 8 BAARE
a e 5[ P.x.{‘“ o, " ( w ) op 12 “k'1 @
l"' k‘ﬁ' 'a—- “+ - 1.{-31 -a.:.. f
{kv, +u «-m)2+m2 w 3 w Jop oe
. " Tce I -
| (3.50)
2
be® 2. |2 {lw 3 ( k"\r)g }
! I‘K\I %n plw Bp“ 3% ap4 Yk @
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The first term (which is under the integral) is refered to as the
non-resonant diffusion term and the second term (which is not under the

integral) is refered to as the resonant diffusion term.

We use equetions (B.50) and (B.45) as the starting point for our

" discussion in the text.
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