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ABSTRACT

The objective of this work has been to investigate the feasibility
of microwave holographic imaging of targets near the earth using a
large random conformal array on the earth's surface, the array and target
volume being illuminated by a CW source on a geostationary satellite.

. Specific goals are defined in section i, Introduction, where a summary
of the report is presented and the main conclusions are outlined. High-
1ights of the work accomplished are as follows. Section 2 establishes the
necessary geometrical formulatiorn for illuminator-target-array relation-
ship calculations. This is applied imn section 3 to the calculation of sig-
nal levels resulting from L-band illumination supplied by a satellite
similar in capability to the ATS-6. The need for extensive spatial and
temporal processing capability (as would be provided with multiple an-
tenna elements together with multiple narrow-band filtration of signals)
to build up sufficient signal-to-noise ratio of signals reflected from
space and airborne vehicles is indicated. It is found that for the para-
meter ranges assumed, a system for surveillance of airborne targets could
result in a practically feasible system.

In section 4 the relations between direct and reflected signals are
analyzed and the composite resultant signal seen at each antenna element
is described. Processing techniques for developing directional beam for—
mation as well as SNR enhan.ement are developed in section 5. Spatial
processing (combination of signals from the individual antenna elements)
techniques based on either coherent detection or square-~law detection, are
shown possible and comparative evaluations are presented. Temporal pro-
cessing techniques appropriate to an aircraft target environment are ob-
tained. Also presented in this section are a representative system block
diagram and a discussion of possible nulling antenna applications.

Section 6 develops the angular resolution and focusing characteris-
tics of a large array covering an approximately circular zrea on the
ground. In section 7, the necessary relations are developed between
the SNR achievable by coherent integration subsequent to beam formatiom,
the range, speed, and radial acceleration of the aircraft targets, and
the size and number of elements in the array.

Numerical results are presented in section 8 for a possible air
traffic surveillance system. It is shown that a system with several
thousand clements spread over an area several hundred wavelengths in dia-
meter should be feasible. Representative antenna element characteristics
are defined, and the utility of a pulse-radar to aid in focusing as well
as provide explicit target range information is described.

Finally, in section 9, a simple phase correlation experiment is de-
fined that can establish how large an array may be constructed in the
L-band of interest working in conjunction with the ATS~6 satellite. It
is anticipated that carrying out this cxperiment will also be useful in
developing techniques for design and evaluation of large spaceborne antennas.
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RESEARCH IN LARGE ADAPTIVE
ANTENNA" ARRAYS

1. INTRCDUCTION

1.1 Objectives and Goals

The objective of this work has been to investigate the feasibility

of microwave holographic imaging of targets near the earth using a large,

random, conformal array on the earth's surface, the array and the target

volume being illuminated by a CW source on a geostationary satellite.

Specific goals to be pursued are as follows:

a.

b.

C.

Development of system concept involving use of satellite signal
a8 phase reference for array and also to illuminate target space.
Determination of signal level requirements taking into account
satellite transmitter power and gain, and forward scatter cross-
section characteristics of typical aircraft and low-orbiting
space vehicles.

Formulation of algorithms for accurate angular location of tar~
gets by coherent processing of received signals, accounting for
Doppler displacement of scattered signals as well as angular

and range location of targets.

Determination of applicability of (possibly adaptive) null form-
ing techniques in the array for reducing the apparent level of

the direct signal from the satellite so as to minimize the dynamic



range between the satellite signal and signals scattered by tar~
gets .

@. Investigate the system utility that would be implied by the use
of a separate ground-based pulse-radar to provide range and
coarse angle information for targets of interest.

f. Determine significant frequency band tradeoffs comparing L-,

8-, C-, and X-band, or higher, operating frequeucies.

g. Determine the feasibility of phase synchronization of a large,
random, conformal array by signals from a geostationary satellite,
developing a plan for an experiment that can lead to such de-

termination.

1.2 Summary

In section 2 to follow the basic satellite -~ array geometry is de~-
scribed and the neceasary formulas for calculating observation distances
and angles are presented.

Next (section 3) are covered the signal levels which result for both
direct satellite ~ array and indirect satellite-target-array propagation
paths; assuming ATS-6 in geosynchronous orbit as the L-band illuminating
source, typical airbornc or low-orbiting space vehicles as targets, and
antenna array elements located in the vicinity of our Valley Forge Re-
search Center. A calculation is made of the number of array elements re-
quired to obtain a detectable reflected signal; it is concluded that if
no more than a few thousand elements can be used, it is necessary to limit
the application to the surveillance of airborne targets (not feasible for
detecting space vehicles unless orders of magnitude more illuminating

power were available).



In gsection 4 ewplicit expressions for direct and reflected signals
are presented so as to obtain a mathematical representation of resultant
waveformg at each antenna element.

Section 5 is concerned with the processing of signals, spatial and
temporal ccembination as required for beam forming, which is tﬁe equiva-
lent of microwave holographic imaging of the illuminated volumes. Both
coherent detection and incoherent square-law detection techniques are de-
fined; it is concluded that square-~law detection would be much simpler to
implement although it would suffer 3 decibels SNR degradation relative to
the coherent detection schemes. A system block dlagram is proposed, sug-
gesting the feasibility of performing temporal filtering (FFT or doppler
fi;ter banks) subsequent to multiple beam formation. Finally a technique
is presented for nulling out the direct ray so as to permit more effective
detection of target echoes.

Section 6 is concerned with the formation of beams by the large cir-
cular array, including angular resolution characteristics as well as
range-dependent focusing requirements. It is concluded that a coarse
estimate of target range will be sufficient to permit near optimum angular
resoluticn,

In section 7 the dependence of signal detection capahility on target
range and speed and on spatial and temporal signal processi.g parameters
is obtained. Graphs are obtained, presenting parameter dependences, in-
cluding the effects of rate of change of range rate during observation in-
tervals and showing dependence on carrier wavelength,

In section 8 specific sets of numerical values are given, illustrat-

ing possible system performance capability.

THE
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(\?QINN‘ PAGE IS POOR



b

Finally, in section 9 an experiment is described that can be considere&

as a first step in the implementation of the concepts developed.

1.3 Conclusions

The goals enumerated in section 1.1l above have been esseuntfally car-
ried out as planned. In general, the concept of microwave holograplic im-
aging of airborne vehicles for air traffic surveillance has been shown to
be technically feasible. If it were decided to proceed with the develop-
ment of the system, the next step would be to perform & more detailed sys-
tem design as well as more detailed comparison with other techniques for
obtaining the desi. 2d target information.

It 18 expected that adaptive nulling techniques can be usefully
applied; also, the experiment planned for the next year can provide addi-
tional envirommental information as to‘the applicability of the concepts

developed.

2. SATELLITE-ARRAY GEOMETRY

As a convenient point of departure, we have decided to employ selected
charactezistics of the ATS-6 satellite and its systems [1,2] as a starting
point in our system development. This will serve to block out regions of
feasibility of the concepts developed and can lead to a reasonable indica-
tion of hardware requirements.

Congider a satellite in synchronous orbit radiating a 1550 MHz signal

[L] The ATS-F&G Data Book, Goddard Space Flight Center, Greenbelt, Md.,
Revised edition, Sepatember 1972.

[2] X-460-74~232 Applications Technology Satellite ATS-6 In Orbic Check-
out Report, August, 1974, Goddard Space Flight Center, Creenbelt, Md.



(CW sinusoid unmodulated) from an antenna 30 feet ia diameter (parabo -
loidal reflector) pointing at a random array of antenna elements 6n the
earth's surface (for example at our Vailey Forge Research Center site).
Since the wavelength is some 20 cm or about 0.66 feet, the beamwidth of
the 30 foot antenna will be about .022 radians. Thus in the vicinity of
the earcth's surface, a volume Zn space will be illuminared that will be
roughly cyliandrical, concentric with the line of sight from satellite to
antenna, having a diameter of .022 x 20,000 or about 440 nautical miles.

The parameters of the reflected signals measured at a receiving array
element (amplitude, frequency and phase) are functions of the distances
involved (source~-target distance and target—-array distance) and their
rates‘of change. Therefore it will be useful to find some expressions
concerning the satellite-target-array geometry.

. Let us denote, as shown in Figure 1, che distance between t -
.stationary satellite and the center of the earth by 38, the radius of the
earth by Rr and the distance between the satellite and a reference point
R within the array by drs' Let ¢r and wr be the longitude and the latitude
of the reference point R,and ¢s the longitude of the satellite positiom.
(The latitude of a geostationary satellite is ws = 0,) We are interested
in the distance betveen the satellite and the point R (i.e., dsr) and the

direction of the satellite with respect to the point R, i.e., the com-

poneﬁts of a unit vector k pointing towards the satellite in a guitably

chosen rectangular coordinate system (see the system XYZ-R in Figure 1.)
The distance dsr is easily found by

-z, 4% &

2 2
de [(xOS - xor) + (YOS - yor) + (ZOS



Yo

Rg = 42.1700 » 10° Km.
Re= 6.3709 x 10°Km.

\ (Rsr &0 4= )

FIGURE 1. SATELLITE-ARRAY GEOMETRY
where ’

R ¢
xbr rcoswpr oscpr

y_= choswr sind»r

or
Z2 ° Rrsimpr
xos = RscoswB cos¢s = Rscos¢s

yoa = Rscoswe sin¢B = Rssin¢s

g ‘Rssinw; =0 (2)

o8

are the coordinates of R and S in the <ectangular coordinat¢ system
xoyozo-o, with zo-axts passing through the North pole of the earth and

the xo-axis passing through Greenwich meridian (sce Figure 1).

Rf:l'li\‘utv\,i:“:,['[",‘ RO
ORIGINAL I'r10 v Dow,
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The compounents er. kyr and kzr of the vector k in the XVZ-R coordi-

n&te system, where the X-axis points towards south, the Y-axis points
towards east and the 2Z-axis is normal to the earth surface, are equal re-
spectively to the componeats ke, k, and kr in the spherical coordinate

¢
system €4R-0. Therefore

k’xr = ko = kmcosar cos¢r + kyocoset sin¢r - kzoS:lner

k =k =~k gindé_ <+ k cosé
X0 T yo r

yr ¢
.kzr = kr = kxosiner cos¢_ + kyosmsr sincbr + kzocosat 3)
Here, kxo’ kyo and kz:> are components of the vector k in the XOYOZO-O co~

ordinate system, i.e.,

xos ~ “or
kxo =
[} 4
- yos - yo:u'
yo dsr
kK = 208 “Zor - " Zor %)
20 d d
8T sr

and

er = -;—' - ‘pr’ (as can be scen in Tigure 1).

For example if the satellice is somewhere above the Galapagos Islands

(say 458 = -94.50) and the array 1is in the Valley Forge area (¢r = -75,5°
and \br = 400), by using (1), (2), (3), and (4) we get dsr = 37,8106 x 103 kn,

er = 0.6779, kyt = -Q.3629 and kzr = 0.6394,
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Hence, the elevation angle a and the azimuthal angle ¢ of the satellite
will be given by: a = w/2 - arcsingzr % 39.747 degrees and

o= arcfan(kyrlk*r) % -28.161 degrees (i.e., 28.161 degrees south-west).

3. SIGNAL LEVEL CALCULATIONS

Consider the signals received by a typical antenna element. First
there will be a sinusoid received as a planme wave from the direction of
the satellite. Next there will be & sinusoidal echo from each target
present in the illuminated volume. The frequency of the echo will be dis~
placed from that emitted by the satellite by the Dobpler shift given by
;;-fo where v, is the rate of change of propagation pathlength (satellite
to target to antenna). For fo = 1550 MHz, this becomes fd 2 10.3 Ve Hertz
where v_ is in m/s. Typical v, values are 1000 m/s for fast moving air-
craft, 7500 m/s for low orbital satellites. Corresponding £, values are
thus 10.3 KHz and 77 KHz. Such doppler shifts are important parameters
that must be considered in any schemes for signal enhancement or informa-

tion extraction.

3.1 Preliminary Environmental Considerations
A. Formulas required for signal level calculations

For the direct link [3] we have:

L (/M ¥ (@) + (G,) + (6xd) + 2()-2(R) - (B) - (WF)) - (L) + 77
and for the reflected link [4].

2. (s/u)R ='(pt) + (ct) 4+ (Crr) + 2(1) + (o)

- 2(R.) - 2(R) - (B) - (¥F,) - (L)

(5)

(6)

(3] R. Berkowitz (ed.), Modern Radar, John Wiley & Sons, Inc., p. 13, 1965.

[4] 1bid., p. 12.



@) =
©)
(ctr),(cl‘cd)
Q) =
@® =
®) =
®) =

r
(o) =
(B =
@)

GF.) =

transmitted power in dbw

gain of transmitting antenna in db

gain of receiving antenna in db

wavelength in db cm

distance of satellite to receiver in db nmi
distance of satellite to target in db mmi

distanece of target to receiver in db umi

bistatic radar cross section of target in dbmz

signal bandwidth in db Hz
loss factor in db

noise factor in db

B. Initfal selection of representative numerical values

Parameters similar to those of the ATS-6 satellite will be assumed.

Basically, we have 40 watts transmitted at L-band (1,550 MHz) over a

30 foot parabolic reflector antenna. The transmitter is assuméd in syn-

chronous orbit pointing at the receiver array assumed to be in the Phila-

delphia-Valley Forge area. We can calculate as follows for each parameter:

@)
(©,)
)

(L)
(NF ) =
()

®,)

(40) = [16.02 dbw
38.5 db| (ATS-6 book)

(if) = (19.35 em) = [[2.87 dbeq]
(typical value)
(typical value)
@ (see calculations Figure 1)

(R) typical assumption assuming targets in flluminated
region
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(®c) = (100 nnt) = [20 dbmmi
o - 3]
(erd) = | 5a3]

(6 = 2 dbmz‘(ncninll assumption typical for airborne
and space vehicle sizes)

() = (1.6 x 10°Hz) =. [52.04 dbHz

C. Single elem:at S/N calculations
For the direct link we calculate from equaticn (5) as follows:

) = 16.02 2(R) = 86.20
65 = 38.50 _(B) = 52.04
@Ged) =  5.00 @) = 5.00
200) = 25.7% & = _s.00
I3 .24 -

- (s/ R)d

For the reflected liuk we calculate Erom (6) as follows:

() = 16.02 2@) = 86.20
6) = 38.50 - 2®) =  40.00
“(Grr) = 5.00 () = 52.04
2(0) =  25.74 ﬁo) - 5.00
(@ = 10.00 . (L) = _ 4.00 (7b)
‘ ~95.26 187.24 s
- 187.24

- s,

Note the apparent 107dB difference between direct and reflected rays.
This is given more accurately by

3, SlNld anr2e

t rd
G e ~>  106.34 dB

(Note here R, 1is in @, not nmi )

ORIGINAL PAGE IS POOR



The conclusion from this discussion is that while single-element S/N
ratios will be satisfactory for direct link signal detection, the teflectéd
link signal necessitates a combiration of higher traunsmitted power, spatial
processing (cohereat combination, or its equivalent of signals from multiple
antenna elements "beamforming") and temporal processing (time averaging)

accomplished after doppler filtering.

3.2 MINIMAL SIZE AND EFFECTIVE AREA OF THE ARRAY APERTURE

Imaging of the volume of interesthwill be performed by effectively
forming, from the same sets of array element data, many beams simultan-
eocusly. Beam spacing will be close enough so that a target is within the
3 dB width of one of them or, as is usually said, within a "resolution
cell".

Presence of a target in a resolution cell will be assessed on the
basis of the received eneréy reflected from the target during its stay
in that resolution cell. The larger the received energy, the higher the
probability that error will not occur.

The amount of received energy depends on the transmitted power, the
target characteristics, the effective receiving area and the required
engular resolution.

Limited illuminating power restricts the domain of applicability and
the performance of our system. In this section we find simple relations from
which, given the transmitted power, one can determine the required number
of array elements so that certain targets can be handled and, conversely,
the limitations on the target characteristics for a given number of array

elements and given angular resolution. We also examine the effect of the
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radiation wavelength on the required number of elements under the assump-
tion of constant transmitting antenna gain.

A fundamental quantity in our discussion will be the “effective re~
geiving area" or “effective area of the array aperture" which is defined
as the ratio A.eff = Pcll of the collected radiant power Pc to the power

density I in the array plane.

Pormulas for Required Number of Elements
From the signal to noise considerations to be given later in the text (see
110) we find that, for a 50X diameter transmitter antemma dish, the effec-

tive area of the receiving antenna must satisfy the equation

A >2x10° 2 DT &
eff x Fc—* or = A (D) (8)

where Pt = transmitter power, VT = target speed transverse to line of
sight, RT = target-array distance, Op = bistatic cross section of the
_ target, D = diameter of the array, and A = radiation wavelength (all quan-
tities expressed in standard MKS units). Since the effective aperture can-

..not be larger than the physical aperture, Aeff is subject to the constraiant

2
%D
Ags < 3 = AD) (9)

Expressions (8) and (9) require that the aperture size D be greater than

the minimum value given by

-5 oy
D - 8 x 10 . 1l TRT (10)

min n Ptk °T

The permissible ranges for Aeff are thea given by the shaded region in

Figure 2 in which curve 1 is Am(n) of (8) and curve 2 is A(D) of (9).



FIGURE 2. ALLOWED VALUES OF A

eff AS FUNCTION OF ARRAY SIZE

- 2
Bote that Aéff cannot be smaller than Ahin "nhin

(10) , we obtain the following useful expression

/4. Using (8) and

Ah(D) Dmig_

AD) ~ D

P= (11)

which gives the ratio of potential thinning as a function of the diameter D.
' For highly-thinned arrays, i.e., Aéff/Au<¢ 1, electromagnetic coupl-
ing between the elements can be neglected. Consequenély the effective
array area will be the sum of the effective areas, Ael’ of the individ-

ual elements. Hence, the required number of array elements (from (8) and

(10)) is

w> X Jutn’ . .2 Jnind
5 A, 6 (12)

Dependence of the Required Number of Elements on the
Radiation Wavelength.

We note from (8) that for given angular resolution, the required
effective receiving area is independent of the wavelength A. On the other

hand the effective area of the array elements is proportional to Az if
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their radiation characteristic is kept consfant. Hence wve can conclude
that for given angular resolution and element gain the required number
of elgments is inversely proportional to 12. Combining (12) with (10)

and fixing 6 = A/D, we obtain

- .p
N> 8107 55 o
t el (13)
where
Vole
Pt =6

T
Similarly, combining (11) and (10) and fixing 6 = A/D, we obtain that the
ratio of potential thinning is also proportional to 1/A2:

'- 8 x 107> °p°

P = P2 14)

Bxpressions (13) and (14) indicate that increasing the radiation wave-
length brings about two positive effects: (1) the required number of
elemenés becomes smaller, and (2) the coupling between the -lements de-
creases. Longer wavelengths, however, require larger transmitting dishes,

a tradeoff yet to be evaluated.

~ Some Numerical Results.

In the following we will make use of the developed relations to find
out what the requirements are concerning the aperture size and the number
of eleménts for gwo different éargets: (1) a low orbit satellite and
(2) an aircraft approaching or leaving an airport. In both cases a prac~
tical solution is sought which provides an angular resolutlon on the
order of several milliradians and requires on the order of a thousand

antenna elements.
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(a) Assuming the parameters of a low orbit satellite to be:
RT = 400 Km = 4§ x 105 meters
Vo= 8x 107 meters/sec.
Op = 10 square meters
we find T

Rr'r

CT.

+ -
=122 x 10 gec?

DT =

‘which with A = 0.2 meters and P, = 100 vatts (assumed the limit to the

" available power in the illuminatin: satellite) yields (8) Dm;n = 410 meters.
This - .ue implies that the angular resolution must be Setter than

omax = 0,49 x ].0“3 radians and that t+ - integration time cannot be longer
than Toax 24,5 x ].0-3 seconds. From (12)above, the number of elements
required (since Ael for a filled array a‘%?) is given by

2
. D
o= '21“ . T"z - 13.2 x 10° elements

Nmin 18 too large for this application to be considered.
(b) 1If instead of A = (0.2 meters we assume A = 1 meter, and leave

the transmitter gain unchanged, the following results will be obtained:

-3
Dmin 82 meters, Nmin 21,000 elemen?s, emax 12 x 10 © radians, and
Tmax 0.6l seconds. The situation 18 considerably improved since Nmin

is much smaller but is still far from being practical; for besides the
large number of elements required, the resolution is not very good. Thus
we conclude that imaging of low orbit satellites requires an impractically

large number of array elements unless the illuminating power 1s many times
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*
larger than 100 watts.

EXAMPLE 2

(a) PFor an aircraft target with parameters

Rir = J00 Km = 105 meters

L

Op = 10 square meters

= 100 meters/sec.

we find

Py = 106 aec-l
Again agsuming A = 0.2 meters and Pt = 100 watts we obtain from (10)
qmin = 1.275 meters. Suppose that angular resolution of 0 = 5 x 10-3
radians 1s required and that array elements with effective area A, - A2/2
(or G,) = 5.8) will be used. Then from D = 2= 40 meters and (12) we
obtain that the number of array elements will have to satisfy N > 2250
elements. The ratio of the potential thinning is

xl‘ Datn
P*p

= 0.03125

(b) If we increase the wavelength by a factor of two and require the same

angular resolution, the following results will be obtained: Dhin = 0.6375

meters, D = 80 meters, N > 563 elements, and p = 0.00797.
On the basis of the above results, we conclude that imaging of air-
craft can be considered practical. The required number of elements even

for relatively small illuminating power (100 watts) is of the order of

For instance, from (12)1it follows directly that if we want to employ

an array 4000 in diameter with 1000 elements each with 7 dB gain for

imaging of low -orbit satellltes (where p_ = 3.2 x 108 sec™!), then at
A= 0.2 meters 138 Kw is required, whereas at X = 1 meter, 6 Kw is

required,



1000 elements which is reasonsble. Thus it appears that alcrowave holo-

graphic imaging can find useful application in aircraft surveillence and

traffic control systems.

4. ARRAY SIGNALS

The signal at each array element ia formed as a linear combination

- of the direct signal and the eignal reflected from all the targets that
&
during the period of observation are in the illuminsted volums, Therefore

we can find its properties by analysing the simplest case when only omne
target 18 involved, as shown in Figure 3.

The signal measured at the.point R (R is a reference point within the
array) will be given by )

8,08 = 8, (t) + 8 (1) as)

vhere srd(c) is the signal coming directly from the satellite S and srx(:)
i8 the reflected signal from the target T.

Y
s
A S
-
"’f’
.
-~
P pld
- ' d
- g
-
- ”
- ,
f" /’
dts - -
- -
- -
- g
- -
” ’/
- - sr
- -
- -’
- L4
P
\ Pl
\d't\" e
s PR
A\
R v

FIGURE 3. SATELLITE-TARGET-ARRAY GEOMETRY

*The coefficients of that linear combination are determined by the an-
gular position of thie targets and the form of the radiation characteris-
tic of the antenna,
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We are intereasted in the form of ar(t) wvhen & CW signal is radiated

from the satellite. Assuming for the radiated signal
ss(t) = Cco;mot (16)

the expression for ard(t) is easily found since dsr is constant

' = dor + @7
srd(t) Cdcos wo(t - )] = Cdcos(wot ¢°)
where
d .
% " Uy o (8)

and ¢ is the speed of light.

In order to find the expression of the signal srr(t) we notice first

that the signal at the target has the form

dts(t)
sc(t) - thos [;o(t - ;] (19)

()

where Ct is some comstant, Since what 18 happening at the target at the

d__(t)
tz - we can write

moment t will be happening at the point Rin t +

dtr(t)

St # c

d_(t)
) = C,.cos [wo(t - -t8 )] (20)

It is obvious from (20) that the signal arr(t) is a cosine function with

time dependent phase, i.e.,



str(t) = € _cos(u t + ¢ (t)) (21)

Substitution of (21) in (20) gives the equation

c [

d,_(t) d_(t) = d__(t)
cos [;°(c " & ot + tz i] = cos Lwo(t - is i] (22)

which is satisfied for \
d, . () d_(t) d_(t)
t t
@(t + : ) = .wo(—t_z__ + 2 ) + 21n (23)

where n is integer, or for

a. .
q Sts , Cer

+
¢ try o .. ¢ c
é(t + c) “o a‘tr (24)
14—
c

where the dots above ¢, d__ and dtr denote derivatives of these functions

ts
with respect to t. Assuming that the change of &(t) in the very short

time interval

|dtr(r) -d

tro
S |

(25)

is negligible where T is the observation period and dtro = dtr(tBO), the

left side of (2!) could be replaced by

Ztro )

o(t + S
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d (26)

or

c (27)

Since e
c

<< 1, for any t, we approximate

d

. 0 d d d (t-,.EEQ.)
& . L8 - X0 5 - tro te c

. () o (dts(t A ) + dtr(t . y) 1 - —

(28)
For targets whose accelerations with respect tc the transmitter and

the receiver are not excessive, as is the case with aircraft and the s-tel-

lites, the argument t = dtro/c in expression (28) can be replaced simpiy

by t, f.e.. (28) can be approximated by

w

a
0 ,9 ty
beP @ ) a--5 (29)

If the radiated frequency is in the L-band, then for aircraft targets with

speeds not cxceeding several hundred meters per second further simp'+fica-

tions Is possiule

W
¢ == —C- (ats * dtt) (30)
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The value of the neglected term will b: ¢f the order of only 0.01 Hz. (In
the case of satellites, application of exnression (30) will lead to errors
of the order of 10 Hz). From (30) it follows that
¥ Yo .
87T @ Tt G0
where ¢° is some constant. The large distance between the geostationary

satellite and aircraft allows one o consider the relative speed

vta = dts (32)

as being time indecpendent during the observation period. Therefore (31)

can be rewritten as

2%
$ = ot -5 dtr(t) + ¢ (33)
where
o W
o, .28 __o
="’ r " (34)

Thus, in the case of the air traffic control application, the expression

(21) assumes a relatively simple form
2%
srr(t) Crcos[(mo + ml) t -5 dtr(t) + ¢o] (35)

The signal received at the ith antenna element at time ¢t due to the di-
rect signal from the satellite and a single reflecting target (aircraft)

will be given by the following expression

2n

si(t) = Acos(mot + ¢oi) 4-Bl cos[(wo + wl) t -5 dti(t) + ¢o]

- Acos(wot + 'oi) + Blcoslﬁ% + ml)t - %;1E(t)| + ¢lifi(t)] + ¢°] 36)
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where R(t) is the position of the target with respect to some reference
element of the array and 011f§(t)] is the phase at the ith array element

with respect to the phase at the reference element.

5. SIGNAL PROCESSOR CONSIDERATIONS
In this section we ghall develop the main features of the spatial and
temporal characteristics of the signal processor required for imaging of

targets.

5.1 Spatial Processing

From (36) above we can start with the following expression for the
signal received at the ith antenna element at time t due to the direct sig-
nal from the satellite and a single reflecting target (multiple target

considerations will be a simple extension of the arguments presented here):

S, (t) = Acos(u t+$ ) + Blcés[(mohgl) t - %Fl'i(t)l + ¢y, [R(e) 1+ Ha, (t)

(37)

Here w, is the frequency of the carrier ¢ sinusoid; A and B, are the ampli-

1
tudes of the direct and reflected signals assumed equal at all array ele-
ments; ¢°1 and ¢11 are their phase shifts with respect to a real or virtual
reference; n(t) is the noise present due to thermal and shot effects.

For processing purposes it is sufficient to consider the complex en-

velope function as follows:

¢ 2% 1= -
3%1 3 (w t===[R(E) [+6 +o.  [R(E))) (38)
5,(t) =Ae  +Be 1" A o "1 + n,(t)

1 i
Note that the operations to follow can be theoretically performed equally
well on the raw rf signals or on the equivalent if signals that can be

envisioned at each array element.
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Two processing schemes shall be considered here: coherent detection

and square-law detection.

$5.1.1 Coherent Detection

Coherent detection requires the establishment of a knowm phase refer-
ence sinusoid synchronized at all array elements either at the carrier fre-
quency or at a conv nient LO frequency. The spatial processing signal

vc(t) is formed, given by:

ve(tm) = I agg, (e LM (39)

i
Here the symbol n is used to represent a desir.:d "beam pointing" direction;
ai~and_ %(n) represent amplitude and phase weights to be applied for beam
formation in the desired direction and with the desired sidelobe structure.
It can be expected that the @y will be approximately unity, not vary-
ing very much with pointing direction. For optimum reception of the reflected

signal, we point the beam in its direction, {f.e.
8 (ng) = ¢y, [R(t)] (40)

The resultant processor performance based on P randomly located antenna

elements can be tabulated as follows: (assuming Ho is input noise pcwer)
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DIRECT REFLECTED NOISE
SIGNAL SIGNAL SIGNAL
Input Power éf??nan Biaf Bo=Pu
(single element) 2 3 Rin
Output Power néA? nzsi a o (1)
(a_ elements) 3 -35— e

TABLE 1. COHERENT SPATIAL PROCESSOR PEREORMANCE

It 1is seén that the reflected signal is enhanced with reépec_t to both
the noise and the direct signal by the factor n . Now we can expect the

following input imequalities to be valid (7)
P << P << P (42)

As a result of the spatial processing the PR,PN situation should be im~
proved considerably, but the PRIPD may still be smaller than desired. Two
waﬁs of enhancing this ratio would include
a. Adaptive nulling: adjustment of oy and ei(n) to produce a null
in the resultant seasitivity pattern in the direction of the
satellite.
b. Doppler filtering or MIL: making use of the frequency separa-
tion Aw

1 between the Direct and the Reflec' ' <ignal components

of vc(t,n) .

5.1.2 Sauare~law Detection

This is a direct analog of the type of processing implicit in the op-

tical hologram. It has a great virtue of not requiring an explicit rf

REPRODUCIBILITY Of THE
ORIGINAL PAGE .S POOR
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reference signal replicated at all the array elements. First the output
of each array element (after rf and possibly i.f. amplification and filter-

ing) is passed through a square-law detector, giving

Vg () = |§i(c)|2-A2+2A31c08{m1t'%!’|i(t) |ﬂoﬂli(ﬁlﬁ|)-¢°1]+m§1(t)

+ negligible leBl, len and nxn terms {43)

Note that the Az term is a constant axd c2: be remo- * r3sentially by

a simple aigh-pass filter. Now the spatial processing can be carried 5ut
by forming the complex signal:

1 2, 1 e
from (43) the reflected signal can be enhanced, by using ai’ =1
0;(!1) equal to:

63(ng) =+ (43, (IR®) = o_)) (45)

The reflected sigunal compenent of the cuzput wiil then be:

316Gy t=2E[R(e) |49 )]
Ysc(t9 r'R)R = AB].nee

21— 1
§[F, e~|R(E) [+¢ ~206,(n )} (46)
+ ABII e 17 A o i‘'R
i

For a random array the cecond term will be negligible. The output

noise component will now be of the form:
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-30/(n.) .
Tty = 2 Doy, e " 1 (47)
The resultaat S/M will now be: .
2.2 2
riout - 'A?Blne 1 5
P 2 "% % "N (48)
Hout A neuo (1]

Comparing this result with the performance of the coherent processor (see

Table 1), it i3 seen that the square-law detector has 3 decibels less S/X

in the outputs than the coherent processor.

5.2 Temporal Processing

For the envisioned illuminating power, the SNR of the resolution-cell~-
outputs (outputs corresponding on a one to one basis to the resolution cells
and coming right after the spatial processing block) will be too small to
allow direct detection. Further enhancement is necessary and can be done
either by using a bank of doppler filters for each output, or by taking the
Fourier transform of each output. Both methods lead basically to the same
result - enhancement of the SNR by a factor of ZWTI (in the best case), where
2W is the system's IF-bandwidth and 1/':I is the bandwidth of the doppler

filters. Only the Fourier transform method will be considered here.
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Let v(t) be a baseband signal representing the output of a resolution

-j2ufe

cell; multiplied by the weighting funetion e and let it be inte-

grated from time t = 0 to time t = t_ as follows giving

I

b 1

v(E) = [ v(r) e 32"t (49)
o
Since in general v(t) is a superposition of the useful signal (target echo),
r(t) = JFF;;expj(erdt + ¢), and the noise, z(t) the 1ntegrai V(f) will
be a random variable with mean determined by the useful signal component

(if such does not exist the mean is equal to zero) and variance determined

by the noise component. Thus

att
j(2nt ) _
mv(f) = EV(f) = ] 7/ Psp e d e jZ'I'ftdt
a

-jZW(f-fd)(a+§). i sin[w(f—fd)T]
N w(E-£,)

= Pspej¢°e (50)
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where (a, at+t) (see Figure 4) is that portloﬁ of the interval (0, TI)

within wvhich the useful signal r(t) is presemt, and

62(£) = EL(V(E) -, (£)) (V(E) -2,(£)"]

11 % —j2uf(t-u)

=E [ [ 2(t)z (u)e dtdu (51)
o O

=N 7T rect(g— (52)
zo L 2

where W is the low pass bandwidth of the system and Nzo is the power spec-

tral density of the noise z(t).

U IR
QO a a+vT TI .t

FIGURE 4. TIME INTERVAL RELATIONS

In obtaining (52) we made the assumption

T >> % (53)

For the signal to noise ratio defined as

SNR, = In, e 17
o2 (£,) (54)
(50) and (52) yield
. P 12
SNy = T (5)
zo I

The result (§5) shows that the SNR will be maximized ~ the maximal
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value being equal to
Ps T
SMpx = N (54)

Z0

- 4f the integration time <. 18 chosen to be equal to t i.e., if we start

I
integrating exactly at the moment of appearance and end the integration
at the moment of disappearance of the useful signal. Shorter integration
time leads to siwaller SNR since we do not make use of the whole available
energy in the target echo. Longer integration time, on the other hand

leads again to smaller SNR since in the excess time <T_ - T we integrate

I

only noise and not useful energy.

5.3 Block Diagram of the System

As was mentioned in 5.1, we have consldered two processing schemes;
coherent detection and square law detection. We found that both are appli~
cable to the system. Coherent detection has the advantage of 3 dB greater
SNR, however the latter has to be obtained by establishment of a known phase
reference at all array elements - a requirement which is not easy to ac-
complish in a relatively large array of hundreds or thousands of elements.
Square law detection does not require an explicit reference signal repli-
cated at all array elements. This is a great virtue and was the reason
for giving priority to square law detection in almost all power level
calculations that have been done throughout the text.

We have come to the conclusion that the most adequate form of pro-
cessing for the system is the digital signal processing and that, in order
to meet the requirements of practical appli:ation, it has to be done in

parallel, i.e., the res “ution cells of a given sector or of the whole

REPRODUCIBILITY OF THF
ORIGINAL P, IS POOR



-30-

volume of intcrest should be interrogated simultancously.

Except for the differences in the array element modules, the'syatem
block diagram is basically identical for both processing schemes. A

simplified representation of it is givenm in Figure 5.

Y

ARRAY
ELEMENT

| |

SPATIAL AND TEMPORAL fs=2 W
PROCESSOR
DATA
PROCESSOR CLOCK

FIGURE 5. SIMPLIFIED BLOCK DIAGRAM OF THE SYSTEM

The array cutputs are sampled at a rate of fs = 2W samples per second,
vhere W is the bandwidth of the system in baseband. If one set of samples
is visualized as an N-dimensional vector h, where N is the number of array
elements, then, the set of subsequent vectors sampled during the inteygra-=

tion time T will constitute an NxM-dimensional matrix of the form

(hy hyurs Byyl, M= 201 (57)
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This matrix is the processor input data.  The output of the processor can
be represented by an leﬂl-dimensional matrix i.e.,

Nl [output Matrix] .

where Ml is the number of the interrogated resolution cells and N, is the

1
number of FPourier trarsform coefficients. Each of the rows is a discrete
Pourler transform of the signal associated with the correspondiné resolu-
tion cell.

The data processor will have to digest and interpret the output data
and prepare for display only condensed information.

Figure 6a shows the block diagram of the array element module for

square law detection.

' processor
| fc==2VV/
MIXER — > | :
SQu W C [ D
| IF AMP DETECTOR FILTER [ A
|
i
LO LO'"QDI

FIGURE 6a. BLOCK DIAGRAM OF ARRAY ELEMENT FOR SQUARE LAW DETECTION

The block diagram of the array element module for the case of coherent de-
tection, together with the block diagram of the reference phase generator

is shown in Figure 6b.



DIRECT SIGNAL FROM
w THE SATELLITE

MIXER
Wy Wy

/.
UADRAT,
L // L Jemmr
wr I Q

TO EACH ARRAY
ELEMENT prer | [FICTER

" e ot M s e . et o n e = e e -

PROCESSOR 12—

FIGURE 6b. BLOCK DIAGRAM OF ARRAY ELEMENT FOR COHERENT DETECTION
AND REFERENCE PHASE GENERATOR

In both cases, the direct signal component is filtered out in baseband;

for the coherent detection case the filtering could have been done in the

IF-band, as well,

5.4 Nulling of the Illuminating Source

The eystem will have to detect reflected target signals which are
as weak as 100 dB below the level of the direct 3ignal. The transmitter-
noise power measured in a 1 Hz bandwidth (usually 80 to 130 dB/Hz below
the level of the carrier, depending on the kind of transmitter and the
distance 1in Hz from the carrier) is comparable with the target reflec~

tions. Further, the significant components in the transmitter-noise
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aideb&nds extend beyond any conceivable doppler frequencies [5], This
means that, unless suitable measures are undertaken, we may start “de-
tecting" false targets in various directions and with different "doppler"
frequencies - a result of the penetration of transmitter-noise components
through'those sidelobes which huppen to be in the direction of the
transmitter. The problem of transmitter noise can be avoided if we atten-
uate the direct signal by suppressing the array response in the direction
of the satellite. A simple way to do this, provided the position of the
.111um1nator is known, is to use array elements with sensitivity charac-
teristics having nulls in the direction of the illuminator. However it is
obvious that such a technique works only in the case of synchronous de.ec-
tion, it doesn't work if square law detection is employed since, in the
latter case, the presence of the direct signal is pertinem:.. Nevertheless,
the idea of using arr v elements with nulls in the direction of the illumi-
nator will help us to develop a nulling circuit which could be applied when
square law detection is used.

Square law detection requires not only presence of the direct signal
at the input of the square law detectors, but the direct signal must be
at least several times stronger than the corresponding thermal noise. It 1s
clear from the expression (59) describing the output of the squar= law de-
tector (here A, B and Z are complex amplitudes of the direct siznal, a re-

flected signal and the narrow band thermal noise) that if the direct signal

ve (Ja]2+ 32+ |20 + @B+ A'B) +@az" + A"2) + (212 -|Z|D

Congtant Terms Signal Terms Linear Noise Quadratic
Term Noise Term

(59)

[5] K. W. Saunders in M. I. Skolnik (ed ), "Radar Handbook, '
. L. ) Cheot
McGraw-Hill, Inc., New York, 1970. ’ o
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is suppressed tco much (i.e., below the level of the thermal noise) then,
because of the quadratic noise term, the SNR will no longzvr be independent of
the direct signal but will be proportional to it. In other wurds, suppres-
sion of the direct signal before performing square law dete.tion may mean

a decrease cf the SNR, which cannot be tolerated. Therefore 1f the null-
ing of the direct signal has to be done, it should be done aft.; the square
law deiectors.

In the fnllowing, two methods of nulling - one for a system with syn-
chronous detection and the other for a system with square law detection -
are described. Both lead to array elements with circularly sywumetrical
radiation characteristic suitable for application in an air-traffic sur-
veillance and control system.

We will pursue the idea of usin~ array elements with nulls in che
direction of the geostatlonary satellite. Clearly, it 1s desirable that
-we should be able to adjust the pos ~ . - the null whei nece. sry. Not
only should we not expect the geosynclironous satellite to be strictyy sta-
t onary, but we must also allow for the possibility that it can change con-
siderably its longitudinal location, if, for Jifferent reasons, such a
change is required.

Consider the cirzuits in Figure 7. In both cases it can be chown
thrt the deterministic part of tl.e output will have an amplitude propcr-

tional to:
18,4 (@) = [6(8)] [F(o)] (60)
where G(0) is the individual eloment sensitivity characteri.tic and

IF(o)| = lein(fd (sineo-sinﬂ))l (61)
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©

FIGURE 7a. ARRAY ELEMENT GEOMETRY,
SCHEMATIC FOR SYNCHRONOUS DETECTION

5D,

4

Seut

SLD,

FIGURE 7b. SCHEMATIC OF SQUARE-LAW DETECTION SYSTEM

where eo is the elevation anglc of the satellite scurce. In the synchro-

nous detection case it is necessary to set the angle ¢ to the value:
2nd
¢ X sinCo (62)

In the square law detection case, the corresponding adjustment is
done automatically.

We must note here that the expression (60) has been obtained under
the assumption that the sensitivity characteristics of the dipoles D1 and

D2 and the input-output characteristics of the square law detectors SLI)1



and SLD2 were identical. Since in practice the characteristics of the ele-
ments differ from element to element, theve will be leaking of enmergy for
Oo, i.e., the nulling will not be as good as indicated by (60) and (61).
Still a 10 dB or greater suppressioa of the transmitter noise can be ex-
pected, if the elements in the pairs constituting one array element are

carefully chosen to have as close characteristics as possible.

6. ANGULAR RESOLUTION ARD FOCAL DISTANCES OF A CIRCULAR ARRAY

It can be shown that in the vicinity of the focusing point the radia-
tion pattern of a random array approaches the radiation pattern of the
corresponding contfnuous aperture, the variance being equal to 0.5/N at
the half power points (N is number of elements) and going to zero at the
focusing point. For ease of analysis the continuous circular aperture is
taken as the model for the random circular array. It will be showa that
the near field azimuthal resolution of 100-wavelength or bigger arrays -
for distances as small as R = 4090, where o i, the radius of the array
aperture - is approximately given by the same expression that applies for
ftar field conditions. Formulas for the angular resolution in elevation
for far field conditions will be presented. The array focal distances
for broadside and endfire pointing will be determined. Although most of
the time we will find it appropriate to use the term "continuous aperture"
we preserve the freedom to speak about "array aperture" or simply "array"

when convenient.

6.1 Angular Resolution in Azimuth of a Circular Array
Consider a circular array with radius p focused at the point F and

{lluminated by a point source T. Let, as shown in Figure 8, the positions
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of F and T differ only ir " ‘imuth, i.e., Pp = Pp = Rb’ Op = Oy = O, .
0, = 0, ’I = A¢. We are interested in the output of the array as a func-~

tion of the azimuthal difference A$.

FIGURE 8. GEOMETRY FOR AZIMUTH RESOLUTION CALCULATIONS

The CFA (complex field amplitude) at arbitrary point M(p, ¢) in the
jk

rTM, where rTM is the distance be-

tween the point M and the source. The complex weight associated with M is

array plane will be given by s = Ae

weE ejkrFH, where r_  1s the distance between the focal point F and the

M
point M. Since the array output is weighted integration over the array

aperture, we have:

o 27 -jk(rTM-rFM)

2
v(sg) = f swdp = A f e pdpdé , (63)
o

QO T
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Expressing Yo and Tey in terms of the coordinates of F, T and M one obtains

2

Ty © (Rg +p° - Zkbp cosa cos(¢ - M)]!5

2
Ty = (R + pz - 2Rbp cosa, c:osQ];i (64)

™

In the discussion to follow we will assume

Do > 502 (65)

Also, we will confine our interest to only small values of A4, ggy (65)

A 1
Ad & %-; ST (66)

and to ranges Rb such: that
R > 40p (67)

Under the conditions (66) and (67) the difference Ty = Tpy €80 be

fairly good approximated by the first two terms of its Taylor series ex-

pansion in powers of p, i.e.,

i o ~ T

™ ™ = cosao(coscb - cos(p-44¢) )'fpl‘

COSZG

R
o

2
® (cos2¢ - cos?(s ~ 84))57 (68)

Making use of the approximations sinA¢ = A$, coshA ¢= 1 and ignoring (4$)2

we obtain

Loy = Tpy T (cosaosin¢A¢)p

2
- (cos?a_sin2¢ 20)—~ (69)
2R_

REPRODUCIBILITY OF
ORIGINAL PAGE IS P()gg :
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Substitution of (69) in (63) yields
P
Po 2% j(kpcosavo)sinQ j(kﬁocoszquﬂsinZ’
v(8¢) =af [ e e pdpd¢ (70)

o o

But, since (66), (67)

2 2x P52 1
kz-g—cosmA¢<—-——'—'<— (71)
o o A Zko P, 6
one can approximate
2
j(k%i;coszaoa¢)sin2¢ ’
e 214+ j(kg—k—coszuou)sinu (72)
o
Thus
Po 2% j(kpcosa_A¢)sing
viag) =4 [ e ° pdod¢
o o
=
2Rb Po 2x J(kocos quQ)sin¢
+3 Ccostane) | [ e sin2¢p3dpd¢  (73)
o o

The second integral is however equal to zero, as can be easily seen if we

integrate first with respect to ¢, and we have
&
o

7 j(kocosa Ad)sing
v(8$) =af ¢
o

2
[ e pdpd¢ (74)
4]

Hence, under the conditions (66) and (67) the contribution of the quadratic

term of the difference oy ~ TEy (68) to the integral is negligible. Thus

the array pattern for targets near the focal point will be the same as for the
array when focused at =,

We solve
o
v(Ad) = 2nAf .Io(kpcosapA¢)pdp
0
2J1 (kpocosaoA¢)
kp cosa 4¢ (75)

= mp2 A



-40-

vhere Jo(x) and Jl(x) are Bessel functions of zero and the first order
respectively.
Pigure 9 shows the plot of the functfon ZJ]_(x)lx. As could be seen

the values of x at which 2J, (x)/x = V2]2 and 23, (x)/x = 0 are denoted by

31 and xz.
24, (x)
X
PIGURE 9. PLOT OF 2J1(x)/x
From

X, = 3.8317 = kpoc03uo 6¢R

we find that the azimuthal resolution 6¢R, determined according to the

Rayleigh criterion, is given by

0.61) - 1.22)
-6¢R pocosa° Dcosao (76)

where D = Zpo is the diameter of the aperture.

The 3 dB beamwidth 84 (measured in azimuth) follows from

[} CLD--
E=3

%, = 1.6 = kp cosa_ °*
0 (]

1



Thus we have

0.512  _ _1.022

pocosao Dcosco an

8¢ =

From the discussion above it is apparent that the expressions (76)
and (77) can be used for distances even smaller than 40p°, (40 is not a
magic number) if of interest are only approximate values.

Table 2 compares the near field - far field transition range RI'Soill

and the distances R = 4000 for four arrays.

A=0.20m) | R(m) R (m)
o= SOA 4000 400
po= 100 16000 800
po= 2001 64000 1600
P, 5004 400000 4000

TABLE 2. DISTANCES REQUIRED TO APPLY SIMPLIFIED
FORMULAS FOR FOCUSED BEAMS.

6.2 ANGULAR RESOLUTION IN ELEVATION OF A CIRCULAR ARRAY
Suppose, again that our array is focused at the point F, but now il-
luminated by a point source T which position differs from F only in the

elevation coordinate by a small angle Aa, as shown in Figure 10.

The output signal will be given by

Po 21 =jk(TmT )
vy = [ [ e TP 4044 (78)
[o] [+]

where

- [R2 2 _ oop £
r [Ro +p 2Ropcos(a° + Aa)cos¢]

™

1.
= [R2 2 . "2
TeM [Ro +p 2R°pcosa°cos¢] (79)



-42-

" are the distances of T and F from an arbitrary point M in the aperture plane.

}2

=Y

FIGURE 10. GEOMETRY FOR ELEVATION RESOLUTION CALCULATIONS

Making similar assumptions to those of the previous subsection, we
obtain:
2
Po a2n -j[kp(cosadl%;l— + sinaoAu)]cos¢
v(Aa)af ! e

0 0

2
-j(kE%— sin2a°Aa)cos2¢

X e o pdpdé (80)

The integral, above, cannot be solved in a closed form and an approxima-
tion of the form in (72) doesn't help. Therefore in the following we will
give some results which were obtained by ignoring the quadratic phase

factor in (80) i.e., by assuming far ficld conditions.
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The angular resolution in elevation, GaR, determined according to the
Rayleigh criterion is solution of the equation .
Sa_)?
2% (
3 Poagetna, + —K= cosa ) = 3.8317 (1)
The 3 dB beamwidth (measured in elevation) can be determined from

2w [(;6 (‘;"5&)2
F) pO 2 a) sinqo + 3 cos(‘o] = 1.6 (82)

For the special cases characterized by elevation angles a, = 90° and

a, = 0°, we easily obtain:

s = 1.gzx 3)

a = 0°: GaR = 1.56\/%

Sa = 2.02/1:};- (84)

R RONTCIBILITY OF THE
ORIGINAL. PAGE IS POOR
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6.3 . POCAL DISTANCES

Conaider a continuous circular aperture with radius Po focused at
the point F and illuminated by a point source T which position differs
from that of F only in the range coordinate, i.e., Py = RT Pp = RF’

ar =ap=a, ¢T = ‘F = 0, as shown %? Figure 1l.

=Y

FIGURE 11l. GEOMETRY FOR FOCAL DISTANCE CALCULATIONS

We are interested in the form of the expression

Po 27 =3k (T =T rne)
V(RTIRF) = { f e ™ P pdpdé (85)

o
vhere

— (R% + p2 - ZRTpcosuocos¢)k

oy ™ (R% + p2 - ZRFocosuoc05¢)% (86)
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are the distances of T and F from an arbitrary point M(p,¢) in the aper-
ture. Note that the array sensitivity along the direction of focusing 1s

given by

P
Syl = 32 é— x verylrg)|? (87)

= radiated power frum the distance

where: Psp = array power output and PT

Expanding the difference Yo TEM in a Taylor series in powers of

¢ and ignoring all the terms beyond t?e quadratic term, one obtains:

2
oy = Tpy " Rp = Rp + (%r'" ';'—F) Q- coszao . c082¢)% (88)
" Letting '
“%(‘%{é : (89)

and substituting (88) and (89) in (85), the latter expression becomes, to

within a complex factor of uait amplitude,

‘ Po 2% -jpza(l-coszaocosz¢)
v(RTIRF) =v(a) = f [ e pdpd¢
. o o
2 2 2 2 2
1 Po -j?f -52 s;n a4y ¢ m2r  +§2 acgs a cos26
=9 f e e pdp [ e d(2¢)
0 $=0
2 2 2
Po _la% _jao ;in a pzacoszao
=2 [ e ‘e J, 7 edp (90)
o i

The last integral can be solved in closed forn for two special cases

of the elevation angle: (a) for a, = 90° and (b) for a = 0°. The re-

sults for these two extreme situvations give a fairly good insight of what
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18 happening for other values of a

In the case (a) (broadside focusing) the integral (90) assumes the

form

° 2

v(a) = 21 ! it LN

and we obtain

> . a8}
, 7 )
v{a) = g € —a—-{———-. o1)
il
2
or substitvting for "a" from (89)
k, 1 1
sin?[;(~ — &)o?]
@2 = v -gopze T &
¥ i - L2020 92)

In the case (b) (end-fire focusing) the integral (S0) assumes the form

2
0 -tfE |t
v(a) Zn] e ,JO("‘Z—)
: o
apg
2 (2 -jt
= ;— e Jo(t) dt
o
2
a_e.‘?_ 2 2
2 -j 2 apO apO
=m0l e (Jo(T) + 33, (*‘2“)) (93)

where the last integral was solved by using the relation:

4 jz v+l

je v 22 -
£e I (£)dt = =52 (I (2) = 4T, (2))
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for v = 0 [6]. Combining (93) with (89) and squaring both sides we obtain

the expression

1

.....——2.; —-_2’0+J _...._
v, = )17 G, - e G, - o) (o0

The curves of the functious fl(x) = (sin/x)z-and fz(x) = Jﬁ(x) + Ji(x)
(both fl(x) and fz(x) are even) are depicted in Figure 12.

By aid of tables we find that the half power value of x for the first

} (sinx /%) b wegte)

. 18 1.0

- 05 0.5,

| 182
QO e N e s

Yoo T 27

a. Broadside ) b. Fudfire

FIGURE 12. FOCUSING ARRAY SENSITIVIT? FACTORS FOR
BROADSIDE AND ESDFIRE PIINTING.

function (case a) is Xoa ™ ¥ 1.395 whereas the half power value of x for

the second function (case b) is Xp " + 1.69. Employing the equation

.]E.pZ(l'._-]-'-)-x

4% Yo TR, ) (95)

= > = x
o? (xo oA o X, 0B

(6] ™iandbook of !fith:matical Fuuctions with Formulas Grapns and Matune-
zatical Tables", National Bureau of Stand- ~du, Applied Mathematics
Series 35, p. 433, June 1964.
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‘%
we easlly obtain that the hyperfocal distances RH end the near-focal
®k
. distances Ry  are given by

case a. Ry = b2/3.55\ ease b. Ry = D2/4.31)
Ry, = D/7.1a Ry = D2/8.62%  (96)

vhere D = 2po is the diamete. of the array. Note that the focal distances
are sbout 20X smaller in case b (endfire focusing) tuan in case a (broad-

side focusing). (Example: With A = 0.2m and D = 400\ = 80m, R,

Ry, = 7.43 ko and Ry = 4.5 kv, Ry = 3.715 km). For 0< a < 90° the

a 9 kn,

focal distances lie between the values g.ven in (96).

It is not difficult to see from (95) that if the array is focusad at
the distance RH/k’ where k is an integer, then the distances at which -
ignoring the inverse square spreading loss - the array sensitivity decreases
3 dB are givez by RH/(k—l) and RH/(k+1)' It follows, thercfore, trat if
a 3dB loss is tolerable and if infinity is chosen as one of the focusing
distances, then the other focusing distances can be determined from the

relation
RFn = RH/Zn (n = ]_,2,...) (97)

We will call the distances defined by the las. expressivn - including in-

finity ~ as "3 dB focusing distances".

®

The hyperfocal distance is defined as that focal distance at which
the array is in focus out to infiuity, i.e., the power density 2t R ,
ignoring inverse square spreading loss, is 3 dB above the valiv: at
infinity,

*k
The near focal distan.e R, is defined as the range on the near side of

the hyper.iocal distance al vhich the power density, when tha array is
focused at the hyperfocal distauce and the Inverse square spreading law
is neglected, is 3 dB less than at the hyperfocal distunce.
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- 7. DEPENDENCE OF THF POSTINTEGRATION SNR ON THE RANGE AND THE SPEED
OF THE TARGET WITH THE INTEGRATION TIME AS A PARAMETER
7.1 Introduction

The targets that are to be detected move with different speeds, at
‘different ranges and in all possibie directions. As a -esult the echoes
appearing at the beam outputs will have different durations and different
amplitudes:

The pred tection integration performed by an FFT algorithm will assoc~-
iate with these pulses, and therefore with the coriesponding targets, post-
integration signal~to-noise ratios with different magnitudes. It is con~
venient to use this postintegration SNR as the basic measure of system
performance. The effects of further filtering of the detected signal will
be studied later. In other words, the postintegration SNR is function of
the target characteristics such as bistatic cross-section, range and trans-
verse speed, Accordingly, for assumed bistatic cross-section, given dura-~
tion of the integration fnterval and given ar:ay and transmitter charac-
teristics, one can represent the postintegration SNR as a surface above
the "R-Vt plane" where R is the range and Vt is the transverse speed of
the target. The part of the R—Vt plane above which the associated SNR ex-
ceeds a required threshold level can be viewed as "domain" or "re,jen of
coverage" of the system.

Our objective here is to determine the - rape of this region and its
dependence on the duration of the integration interval. The obtained re-
sulte will answer the following questions: (1) what is the recuired power
to cover a prescribed region in the R—Vt plane - given the integration
time, and (2) what is the integration timc for which the required power

is minimized?

REPRODUCIBILITY OF THE
ORIGINAL PAGE IS POOR
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In the discussion to follow we will assume that (1) the boundaries
between tle beams are sharply marked and that therefore the duration of the
taiget echo is determined by

d

T = =2
(] Vv

where V is the target speed and do is the length of the target path inside
the beam; (2) that both the frequency and the amplitude of the target echo
pulse appearing at a beam output, are constant. Although this means a great
deal of idealization the results obtained will be _seful to conceptualize
the system requirements.

Later, (Section 7.4) by taking into account the change of the doppler
during the integration, we will extend the discussion to the cases for which
the assumption of constaat frequency pulse doesn't hold, and thus obtain

more general and of course more accurate results.

7.2 Postintegration SNR

In approaching the problem of the postintegration SNR we will assume
that all beam outputs are repeatedly integrated every Tr seconds in such
a way that no portion of time igs left outside the integration intervals.
In cther words if we start integrating at t = 0 we will end the integra-
tion at t = Ty and immediately start a new integration interval. Our at-
tention will be concentrated not on the results associated with a particu-

lar integration, but on the results associated with the passage of target

%
through a beam. Let us concentrate on a beam output in which a target

We emphasize this fact since, as can be understood from the above, another

approach is also possible where priority would be given to the results fol-
lowing a single integrotion interval. More precisely, in this approach it
would be required that at least onc of the beams that are run through by the
same target during an integration interval would give sufficieat bHiIR.
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. echo appears during one of the integration intervals and let for convenience
the interval of appearance and the intervals coming after it be denoted by

) §

12’ 13 and so forth, as shown in Figure 13.

l!

i ]
)
~N
&
W
-

*

Y

Ty

(o ] R ——
N--- - e on . e
Ky
04
Q=== =f===--

i
’:..{---—-.-—-

FIGURE 13. TARGET ECHO INTEGRATION INTERVALS

The target echo, which can appear at any moment t = ts of the interval Il’
disappears at the time te = ts + T in the same or in one of the next inte-
gration intervals, depending on its length Too the length of the integra-
tion time T and the starting moment ts' Obviously, here we cannot talk
about postintegration SNR in the same sense as we could if the target
echo were completely contained in the interval of integration. The trouble
is that for the same target echo we cau actually have more than one post-
integration SNR (one for the interval I1 and another for the interval I2
in the case of Figure 13) and that, in addition, each of these SNRs can be
considered as a random variable. (We can view the set of values that can
be assumed by the time tes i.e., all the points belonging to the interval
Il’ as being the space of definition of these variables).

To avoid this problem it seems reasonable to define a bound on the

postintegration SNR as follows:



MSNR = °
Be ("C,, ] T,
No Y, y for Ty 2 _f'

(98)

Namely if T < tolz, then at least one of the integration intervals will

be inside the target echo interval, and according to (55) the SNR associated
T
with it will equal PspTI/No; on the other hand if L —20- » then one of

the integration intervals will overlap with at least half of “he duration
of the target echo and according to (55) the corresponding SNR will be

equal to Psp(tOIZ)ZINOT So defined, SNR implies design for the "worst

I.
case" so that equation 798) will be a lower bound on the SNR achieved. The
dependence of the postintegration SNR on the integration time is illustrated

in Figure 14,

1%4& To 27T, 1;[

FIGURE 14. DEPENDENCE OF THE MINIMAL SNR
ON THE INTEGRATION TIHE

We see that MSNR assumes its maximum value at Ty = 10/2, i.e., when the in-

tegration time is exactly one half the duration of the tar.r ho. VYNote
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that the meximum value of the MSNR is only S0 of the theoretical maximum
given by 56.
7.3 Range and Speed Dependence of the Postintegration SNR in a

Microwave Holographic Imaging System

In this sectiion we will develop expressions in a more practical form
in terms of parameters like the size of the array aperture, the target range
and the target speed. Expressions which describe the dependence of the MSNR
on the target range and target speed will be obtained. It will be tacitly
assumed that we are thinking in terms of a system where only low elevation
angles (say up to 20%) are of interest. Making use of the bistatic radar

equation (53) and considering the case of gsquare law detection one can write

PG 0Aegr, V. (99)

P, =+
7 2 4uR® 4% R*

where

-
[}

transmitter power

(2]
A

gain of the transmitting antenna

=
]

geostationary satellite -~ receiver distance

Q
L]

Bistatic cross-section of the target

R target-array distance (100)

The factor 1/2 appears because half of the power is lost in the

"conjugate image" substitution of (99) and

AR
=22
L Vi (101)

in (98), where D is the size of the array aperture and Vt is the tangential

(azimuthal) component of the target speced ylelds
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{102)
Thus we have obtained an expression which describes the functionzl de-
pendence of the MSNR on the target range and target speed for fixed in-
tegration time Tye In the case of synchronous detection, the right side
of (102) will have to be multiplied by a factor of two.

The functional dependences of the MSNR on Vt for fixed R = Rl and on
R for fixed Vt = th, are plotted in Figure 15 and Figure 16. A three-

dimensional illustration of the surface (102) is given in Figure 17.

§ MstR (4 [R)

\ GPRCAyg 1 '
2(aw)F N,RZ ~ R? /""Vti
2 -3
AR, 5 AR, AR, A
2D 1; 2D1;

FIGURE 15. TANGENTIAL SPEED DEPENDENCE OF THE
MINIMAL SNR FOR FIXED RANGE

It is important to see that all the points (R, Vt) in the R - Vt plane,

satisfying the inequality,

MSNR(R,V,) > MSNR , (103)
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G O'tA eff
2(47m0)* NoRS

FIGURE 16. RANGE DEPENDENCE OF THE MINIMAL
SNR FOR FIXED TANGENTIAL SPEED

4 MR (R, V)

A% 2
<; - fﬁﬂifsififr N S VR B g
R N Zan R, R ZD(MsnR), 't =

FIGURE 17. MINIMAL SNR SURFACE OVER THE RANGE
= TANGENTIAL SPEED PLANE
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vhere HSNRo is an arbitrary constant, lie in the rectangular region
(R‘g_Rb, v, f-vto) whose dimensions R and V.o are solution of the set

of equations

Aeﬂ"e‘t'Pt‘G' A

24w NRE 2o VSR, AR (104)
Vt = —’A'—" R
2D, 105)

Consequently the domain of the system, i.e., the set of all the detectable
ranges and tangential speeds, can be determined directly from (104) and
(105) by simply replacing the constanc MSNRo with the lowest tolerable
value for the MSNR.

The following interesting conclusioﬁs can be drawn from Figures 15-17:
(1) if we increase the range and keep the speed constant, i.e., V_ = th,

t
the MSNR will be constant until we reach the distance R = ZDTIVtI/A; after
this point it will start decreasing inversely as the square of the distance;
(2) similarly, if we increase the tangential speed and keep the range con-
stant i.e., R = Rl’ the MSNR will be constant, until we reach the speed
Vt = ARIIZDXI; after that it will start decreasing inversely as the square
of the speed; (3) a target being at the maximum detectable distance, i.e.,

at R = Rmax produces the same MSNR irrespective of its tangential speed
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as long as its speed is smaller than the maximal detectable speed vr.ma ,

b4
and conversely, a target moving with maximal tangential speed prc;duces the
same MSNR irrespectively of its range®as long as its range is not greater
than Rmax'

By changing the integration time (and keeping the other parameters
constant) one can adjust the system to different sets of targets as shown
in figure 18. Note that larger integration time extends the sensitivity

of the system towards larger ranges whereas smaller integration time

extends its domain toward larger speeds.

Q-
27
V, # &
Aeff -G, B 0 . A = V.-R
2(a)* NoRZ ~ 2D(MSNR)  °*
Y maxb ?
b AR
~
Vtﬂ\tua ~

~Y

Rmﬂxb qux Q

FIGURE 18. INTEGRATION TIME DEPENDENCE OF THE RANGE-SPEED
COVERAGE FOR FIXID ILLUMINATING POWER.

The ratio of the integration times corresponding to case a and case b in

the Figure, i.e., TIa and TIb will be given by

2 2

Tra Rmax a - v‘t max b
- = \5 ] = ' (106)
Tib Rimax b Vimax a
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From (102) we g1go find that the required power to detect a target at rauge

R=Rmis

_ 2 (A%)% (MSNR o NoRE R,
Ae{f GtG' TI

R

mn

.
Y

R
and is independent of its speed if V ¢ %D—;'r—“ﬂ , also the required
I

power to detect a target with speed Vt = Vtmax will be given by

’

(107)

2 2.2 2
B = 8(47") (MSNR}rnm No R™D 7 Vi max (
mw P2 108)
Aeff G N 0 :
2D Tz Vimox
and will be independent of its range provided R < x .
If we want the system to cover a region defined by R < Rmax and
v, < Vt:max (see Figure 19), we will determine first the integration time from
Vi }
Vt may
secon
R
FIGURE 19. COVERAGE REGION IN 1HE R—Vt PLANE.
A Rmax
T, = —————— (109)



' and for this integration time the required i{lluminating power will have to

satisfy the inequality (104).

4 (&) (MSNR),p, No B2 D Ry Ve vaax
Aeff G, AT (210)

Any other choice of the integration time will require greater illuminating

R >

power than that given by (110). This is understandable since with integration
time different from that given by (109) we can cover the shadowed ai.a only

by a larger rectangle, and therefore by greater illuminating power (see

Figure 18). Note that for Ty given by (109) both (107) and (108) are equal

to the right side of (110). Smaller T. increases the value of (107), where-

I
as bigger 3 increases the value of (108).

7.4 Frequency deviation of the reflected signal as a factor which limits

the length of the integration time. So far we have been neglecting the

effect of doppler variations upon the SNR and the length of the integration
time. This enabled us to concentrate on those factors which are crucial

in determining the shape of the SNR surface in the R -Vt plane and the
optimal integration time (i.e., the one that provides sufficient SNR

with miuimal illuminating power); namely the array size, the range and

the range rate vectors.

In this section we will examine how the fact that the reflected
signal changes its frequency during the integration period affects the
SNR and the optimum integration time. For the sake of simplicity of the
discussion only linear charges of frequency will be considered, 1.e., the
target echo will be described by

J(Zw{gt + ﬁaftz) (111)
e

k(L) = VP



where fd is the main doppler shift and M 18 the rate of change of the
radian frequency.
First we will determine the outpdi SNR of an integrator as a function

of the integration time if the input signal is
vit) = At) + 2(t) (112)

where r(t) is given by (11l1) and z(t) is complex noise. This will lead
to a diagram describing the degradation of the SNR as a function of the
rate ©f change of radian frequency and will give an expression for the
“"ecritical" integration time, i.e., tﬁe integration time which for given
rate of change of the radian frequency maximizes the SNR. Next we will
assume two points, one representing a stationary receiver placed at the
origin of a coordinate system and the other representing a moving source
which radiates a signal with constant frequency. From geometrical
considerations we will find out what is the rate of change of the radian
frequency for the signal detected by the receiver. Then a
relationship expressing the critical integration time divectly in terms
of the target range and range rate vectors will be obtained. On the basis
of these results we will be able to describe.the effect of the frequency
deviation on the SNR. Finally we will determine the optimal integration
time and the required illuminating power.

The analysis will be based on the assumption that of interest are only
small elevation angles and targecs moving in horizontal lines as can be the

case 1f the system is used for air-traffic surveillance.



" 7.4.1. Sigral to noise ratio. Suppose the signal given by 112 and 111

is integrated from -T/2 to T/2, i.e.,

v " ~jewft
(£17) = | v@)e dt 1)
_'yé

The expectation /u({.l‘t') of V(.H’t) will be given by

Aolel) = BV(E]7)

RIC TS ) it

a—

dt (114)

=Y

2
The variance 0, (f l'}’) of V(-{-\”L’) will be given b,

22 |Y) = Ef[J(flT )= 1T (5 ])] }

/?. T/Z _'Z“F(t"u-)
= f f 2(t)zu)e™ 1t du
- -

= No ’r
(115)

For the output SNR defined as

SNR(T) = \’ujij——[—

,T) (116)
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{note that fd is the frequency associated with . he singal r(t) right in
the middle of the integration interval; it can be shown that /ﬂ('y lt_)

assumes its maximal value at £ = fd) one obtains

-

SNR(T) = e
o

1‘ T/Z

“Th 2
:’E“' c.o*s——-Td]L /J sm—'—tdt)]
"\,

= K cos/_“'.t dt) (st/?w%tzd.t)zj

/

- Z.P\]E%,} [CZ(UL)*- sz(u)]

No u
(117)
 here
BRI
w=-=|"d T
AR (118)
and
x
- T I
C(X) -.jcos—a—l'jnha
0
x
$<X) =f 51N :,2‘[ lézd—g (119)

are the Fresnel integrals. o



The dependence of the SNR on the integration time U is illustrated

in Figure 20. As can be seen the output SNR is maximized for u = 1, hence

- a1, 5
'rc-zm (1z0)

is the "critical" integration time.
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FIGURE 20. SNR DEPEWDENCE ON THE INTEGRATIOR TIME.

The diagram in Figure 20 ywhich represents the dependence of the SNR on
the integration time 7T for fixed M can be used to obtain another
interesting diagiram showing the functional dependence of the SNR on the
rate of the radian frequency sweep M for fixed T . Such a diagram is

given in Figure 21.

REPRODUCIBILITY OF THE
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FIGURE 21. SNR DE. ENDENCE ON THE RATE OF CHANGE OF
RADIAN FREQUENCY FOR FIXED INTEGRATION TIME

The expression

NR
Fu) = -————'21/
No (121)

is nothirg but the ratio of the SNR obtained by the integration of a
signal with rate of the radian frequency sueep,)/A , during time T
and the SNR which would have been obtained if there was no frequency
sweep, i.e., for M = 0. Therefore it gives the degree of degrad:tion
of the SNR due to the variation of the frequency, and will be called

hereafter "degradation ratio”.
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7.4.2. The rate of change of the radian frequency of the signal received

from a moving source. Our next objective will be to determine how the

rate of change of the radian frequency of the singal received from a wmoving
source is related to the position and velocity. For that purpose let us
assume that we have a stationary receiver placed at the point R8 (see

Pigure 22) and a source which at t = 0 passes through the point Ts.

FIGURE 22. RECEIVZR -~ MOVING SOURCE GEOMETRY

Let, as shown, the vector position of the point Ts be deonted ty io’ the

the source velocity vector (we assume that it is independent of time) by

Vo and the source position at arbitrary moment t by R. By definition

deo | deog

M= T at (121)



21 JIR]
w, = &1 &N
d=7 U dt
(122)
Hence, for t = 0
A= — -%—“-(d__z'ﬁl)
ANdE® Jioo (123)

Since

Y Ty Y _ ’

IRl =R+ t) = (IR 2R Ut + [ lztz)’é (124)
(123) yields

- -1 — —\2
_ 2 'Rolzhlol - (Ro°vo)

/u.—_-.

IRl (12
For targets moving along horizontal line: expression 125 assumes the form
2
2 2
M= 2 __y& (\—cosd cos e)
A Rp (126)
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vhere: v;- IV;l, R.o = Iﬁ;l, K = elevation angle, 6 = angle between the

projections 5;p and E;p of 5; and E; on the horizontal plane as sketched
in Figure 23

N\
\ —
N o VLP
X Re SN
Rs Ts\\
AN

FIGURE 23. PROJECTION OF THE MOVING SOURCE -
RECEIVER GEOMETRY ON THE HORIZONTAL PLANE

In the case when only small elevation angles are of interest, cos & can

be approximated by unity and (126) simplifies to

2 2
=21 Vo g2 _ _ 21 Vi
/ A Rg A Ro (127)
vhere
VLO = Vg ,Su\Eﬂ

(128)



is the tangential speed of the target. Applying 120 ve find that the

critical integration time for this case is

2R,

T =
y \lto

(129)

Note that the relatiown 129 associates with each point of the R - Vt plane
a critical integration time, i.e., it tells us how long to integrate a
signal coming from a source at range R with tangeatial speed Vc in order

to obtain maximal SNR.

7.4.3. Representation of the degradation ratio in the range speed plane

of the system. As can be understood from the above, any echo signal due

to a target at range R and with tangential speed Vt, will be char: cterized
with the rate of change of radian frequency given by (127).

On the other hand, as will be shown soon, the integration time of the
useful energy, T, which accounts for the minimal SNR is also a function
of R and Vt - besides its dependence on the iniegration time of the
systen, ’KI' Hence for given ’{I, it can be assigned to each point

of the R ~ Vt plane a value u (see 118) and consequent’y a corresponding
degradation ratio ratio F(u) = F(R, Vt)° Clearly then, the actual post-
integration SNR will be a product of the expression for MSNR, given by

(102) and the degradation ratio F(R, Vt), i.e.,

/

MSNR' = F (R, V) MSNR (130)



In the following we will examine the properties of F(R,Vt). Comparing -

(98) with (55), we find that the integration time of useful energy, T,

which yields the desired MSNR as defined is given by

7 V. < )\
TI’ t = 21)'7.’1R
AR V,> =2 _R

2Dy, ¢ b7

(131)

Figure 24 illustrates its distribution in the R—Vt pPlane.

FIGURE 24.

Y

DISTRIBUTION OF THE t FOR

FIXED INTEGRATION TIME.

REPRODUCIBILITY OF THE
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The equation

u= —l-'[' 1f2£! = C
2 =

which assumes the form (127), (131)

Ve _ .
V22R

(for the shaded area in Figure 24)

{XR
u=,|]—— =C
8D*

= constant (132)

(133)

(134)

(for the region atove the shaded area in Figure 24)

determines in the R =~ Vt plane a set of curves with the property of

connecting all points (R, Vt) having the same degradation ratio-

The curves for ¢ = 0.5, ¢ = 1.0 and ¢ = 1.5 are shown in Figure 25.

The value F(c) associated with each of them is the corresponding

degradation ratio (compare with Figure 21).

Figure 26 gives the
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FIGURE 25. CONTOURS OF THE DEGRADATION RATIO

degradation ratio F(u) = F(R Vt ;AR/ZD ’1‘1) along and above the line

t

R approaches the dashed curve in the Figure.

A F(R) v, mam:)

FIGURE 26. RANGE DEPENDENCE OF THE DEGRADATION RATIO.

V.= AR/2D "L’I. It can be shown that it oscilates around and for large
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7.4.4, Optimum integration time of the svstem. As can be seen from

Figure 25, the effe.t of the frequency deviation of the reflected signal
hag no significance for ranges smaller than BDZI), . Therefore, if the
required maximal range R = Rmax is such that Rmax‘t 8D2/),, then for
determining the optimal integration time ‘[& and the corresponding
transmitting power Pt one can use the relations (109) and (ilC). However
for maximal ranges greater than 8D2/j\ the effect of the frequency
deviation must be taken into account since part of the region of interest
will enter in the area of high degradation if the integration time is

chosen according to (109). Such a situation is depicted in Figure 27.

Y

max

¢

v

FIGURE 27. AREAS OF HIGH DEGRADATION



If for instance, the maximal range is equal to 30D2/A then because of
the degradation ratio which for (R[Lax vémax) assumes a value smaller than
0.1 (see Figure 26) it will be necesgary to employ at least 10 times
greater illuminating power than that calculated from (110) in order to
achieve the indicated SNR.

Before answering the question how we should determine the integration
time for ranges greater than 8D2/x we will show that the MSNR' (106)
below the dashed curve ABC in Figure 21 is not smaller than the MSNR'

at the point C (or at the point A which has the same MSNR' as the point C).

Note that the point B is exactly at the crossing of the curves

(see (133) for u=C =1 and R = Réax)°

V. = V, = VEZ?E?ECQQE_
t = "tc — “_T-E.—"'
T
2 (135)
V, = A
tT2dm;

RFPRONDUCIBILITY OF THE

e Voo @ PR



The above will be proved i1f we show that (130)

MSNR'(R, V) = FRV,) MSNR(R,V,C)’

o|on3 ABC olong ABC

2. ) '
; 0.8MSNR (%D—' ? V'tmax) = O-&MSNR(RmQx ® Vtc) (136)

For the part AB (136) becomes

2
;o.a-\-/x,_>
v,

tmOx
olona ~B

F (R, )

along AB

(137)

since the points between A and B lie above the line vV, = AR/2D T
vhere the MSNR is inversely proporti.nal to Vi and is independent of R.

Introducing the expression for the curve AB, i.e., (Figure 27)

(138)
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iu (113), we £ind that we bave to show

2
Fw) =F(r v)i >o.a(il?-")
‘!alons AB ‘ t‘ alcng AR g AR

(139)
0; the other hand (134)
2
0.8 = 0.8 é_@_’)
u¥ AR
along AD (140)

But, (see Figure 21), ¢>.8/u6 is equal to F(u) for u =1, 1.e., aé the
point A and sraller then F(u) for any u > 1, i.e., for sany (R, Vt) a8 ve
are approaching tt 3 point B. Hence (140) implies that (139) is
satiefied and (136) is proved for the part of the curve betwsen A and B.

Por the part BC (136) becomes

Flu)

=F(R VY, )] >o08 R

along BC along BC 'r:nx (141)



-76-

“sinea the potnts betwaen B snd C lie belowthe 1ine V, = AR/ZD
M wm is iaversely proportiomal to 82 aad ie independent of V .
“Gn the ‘other hand s (133)

: 2
- 0.8 0.8 8 R

S =2 2 =22 = e-8 = 0.8
§ le 3 (E" 'V*; (5 VoARiy) Rmax
I 2R X"

(142)

me again 0.8/:1‘.5 13 equal to F(u) at the point C and smaller thea
" P(u) for any other point between B and C. Thus (142) implies (141)
 and toéct.het with the previous result proves thiat the MSKR' on and
balow the curve ABC is equal to or greater tham the MSNR' at the points
A and C.

How, it is easy to see what will be the optimal integration time if

we are to cover the ares shaded w th vertical lings <n Pigure 28.

o
Vs rex
_— P
R

PIGURE 28. R-V. SLANE SITUATION FOR TIG INTEGK' I TIME WUICH
MINIMiZES THE REQUIRED POWER TO COVER TUE SHADED AREA.
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As shown the iurcegration time should be chosen im such a way that the
contour u = 1 pesses through the point (xm. me), i.e., (see (133)

fotu=c-landnﬂkm)

“leﬂ\Qg

Vi max (143)

TI =

This is because: (a) the integration time in 143 is the critical
integratirn time for the point (R e x’ v ), that is, the one that
maxir' - the MSNR' at that point (129), and (b) the MSNR' associated
with 2.1 tae points in the shaded area - and therefore with the
points in the arer of interest ~ is greater tham or equal to that at
tl.e point (Rm, vtuax)

To summarize, we give the general expressions for tF ~ptimal
integration time and for the required illuminating power in terms of
the maximal range, Rmx, and the maximal tangential speed (at R = Rma ),

>4

v
tmax

8D*

4

(Y Vt max

(144)

23R 2
V2ARmax 4 for Renax 7 8)1?

[
L \ *max
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z .

(4000 05 NoRE DR ey ¢ o 8D*

0.8 Ay G A0 '
B3P = ¢
2w '

1) (MSNR oRs R X
7z (7] (s, N ot for R > 82
\ 0.8 Agtf G X2 ¢ ’

The factor (.8 ia the denominator of (145) is included to account for the

losses of the frequency devistion. It is interesting to see that for ranges
greater them BDZIA the required power 1is proportional to kzg and is in~
dependent of the size of the array aperture D.

Expression (145) can be written in the form

D
Aeﬂptmn " Rmaox Vtmax s for Rpy & % = Qi (146)
X _ % F
Aeff Benn =7 = Rmax Vimay 3 for Rnax 2 %P‘ =81 (147)
where ¥ is the resolution angle and
ko = 5 (4'“)2‘ (MSNR’)mm No R*
Gta— (148)

For a given angular rosclution X , wavelength A, gain of the
transmitting antenna Ct and bistatic cross-section of the targets, the
equa.ions (146) and (147) determine in the R—V: plane a set of curves wi'h

AeffPtmin as a parameter as shown in Figure 29. From these curves



one can find out what is the region of coverage for given Aeffptnin

product and a specified integration time TI. This is illustrated for
@otPeatadys Tr= Tpond AP )y Ty~ Ty The dashed
curves in the Figure are continuation of (146) to the right side of
R=28 .’/xz and are drown to enable graphical determination of the
regior of coverage for the cases involving ranges greater than al/xz-
(see Pigures 18 and 28).

) Yoo

FIGURT 29. DEPENDENCE OF THE RANGE-TANGENTIAL SPEED COVERAGE
ON THE INTEGRATION TIME AND THE TRANSMITTED POWER
- EFFECTIVE RECEIVING AREA PRODUCT.



8. APPLICATION OF MICROWAVE IMAGING IN AN AYR-TRAFFIC SURVEILLANCE
SYSTEM
8.1 Sensitivity Characteristic of the Array Elewments
The coet of & microwvave imaging system with spaceborane illuminating
so.rce for the most part will be determined by the trsnsmitted illwmingt-
ing power and the number of array elemeats. Therefore in order to save
on these two components one should use arrvay elements with gain as high
as possible, or in other words, with a sensitivity characteristic shaped
according to the solid angle of coverage. In the case of an air-traffic
control and surveillance application, the soiid angle of interest can be

of the form shown in Figure 30a. Consequently, dipoles with sensitivity

FIGURE 30a. SOLID ANGLE OF FIGURE 30b. DIPOLE SENSITIVITY
COVERAGE CHARACTERISTIC

characteristic as that in Figure 30b can be considered suitable for build-
ing the array. Since the angle e determines the gain of the elements
(fcr smallev @ the gain 1s bigger), its value will be a compromise be-
tween the maximal gain and the maximal detectable elevation angle. In

our discussions we will assume am = 20°.

REPRODUCIBILITY OF THE
ORIGINAL PAGE IS POOR
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From

4

Gel:: Q

G AE :

where: G el © gain of the element, 2 = solid engle of coverage, Ae]. = ef-

fective area of the element, we find

r
G = % Ay = &
d = St 0 o Tarema,, 10
and for a_ = 20°
Gy =585 Ay — _A* (152)
el ? =35

8.2 Power Requirements
From the discussions in the previous section, it can be concluded
that the system can detect 2 target at any given range R <€ Rmax provided

that the transverse speed of the target is smaller than (146) (147)

/
¥ 81
AR e T Hor R < S
tmax T <
AN 88X
Ae({&.‘ k. R% ? {or Rmay > -%-5_ .
O~ [+ maQy (152)
and the integration time is equal to (144)
,
5 Rmax R 8 A
— ———— 9 40F <
2 Vtqu ‘( max 1{7'
7‘;(& mar,v‘(‘.mm) = <
@5_":91_ o for R > ,8._13_ (153)
\ Vtmox ¥
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Our objective here is to determine what the expressions (152) and (153)
imply, in terms of transmitted power, number of array elements and duratiom
of the integration time, under the circumstances of an air-traffic control

and surveillance application and for the following cases:

3

Case I: y =5 x 10 - radiams; A = 0.2 meters

Cage II: y = 2.5:;:.1.0'-3 radians; A = 0.2 meters

Case III: y = 5 x 10> radians; 1 = 0.3 meters

Case IV; y = 2.5z10™> radisns; A = 0.3 meters (158)
Assuming: MSNR', = 17 dB = 50, o = 10m2, N_ = KTNF.= 10 O4s

) min ’ * "o o

Rb = &4 x 107m, Gt = 2500p (a 50-wavelength transmitting antenna dish) we
find (148)

k= 2.56 x 1075%s (155)

Expressing the effective area of the array as a sum of the effective

areas of the individual elements, i.e., (151)

A =N = N2 g2 (156)
eff ‘el 2.15

and introducing (155) and (156) in (152) one obtains

’

2
J mox
= 157
ngnq;" f )
2,157
2A &
0.18169 - ‘06 Npt )‘\{3?2\, _rsr:_ ‘{or Rmox > ',5—2
“ max
Letting

NP, = q x 10° Watts x elements (158)
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where q is some dimensionless positive number, (157) becomes

f n 2
0.18169-10" X°¥ m R 8A
Rmax 5 * “or may < Kz
Vtmox.__ J
¢ . 8A
o.869-10" A 202X m, (R > 8L
\ Rzﬁix s 3 (159)

Combining (159) and (153) we rewrite the expression for the integration

time in the form

~-10 R?.
T IR nes V = 0.27519-10 __moax
% 1( e tm’) 1S (160)

Calculated values of Vtmax/q and Q7 for several maximal ranges, Rmax’

and for each of the cases in (154) are given in Table 3. A graphical

+

A=0.2; y=5-1070 | 2un.l, y=2:54107| 2=0.3; y=5-107 | a=0.3; y=2.510">
Case 1:%%-- 64km k oge 11:%%-256km Case 111:%%—96km Case 1v:$§-334km
TRmax Vtm/q qTy me/q a7y Vtmax/q qTg Vemax! G| 971
(km) (w/s) | (s) (w/s) | (s) m/s) | (s) (m/s) (s)
25 145.360 | 0.424 |72.680 | 0.424 |327.060]0.188 |163.530| 0.188
50 72.680 | 1.696 |36.340 | 1.696 |163.530|0.754 | 81.765 | 0.754
75 44.760 | 3.816 |24.226 | 3.816 |109.020|1.696 | 56.510 | 1.696
100 20.070 | 6.784 |18.170 | 6.784 | 80.105|3.015 | 40.882 | 3.015
125 20.800 {10.670 |14.536 !10.600 | 57.316 | 4.711 | 32.706 | 4.711
150 15.820 15.264 |12.113 |15.264 | 43.59 | 6.784 | 27.255 | 6.784
175 12.560 |20.776 |10.383 ,20.776 | 34.610] 9.234 | 23.361 | 9.234
200 | 10.280 {27.136 | 9.085 \27.136 | 28.328 J12.060 | 20.441 |12.060 1

TABLE 3. MAXIMAL DETECTABLE TRANSVERSE SPEED; REQUIRED INTEGRATION

TIME DEPENDENCE ON 'THE DETECTION RANGE OF THE SYSTEM.



-84~

representation of (159) and (160), again for each of the cases in (154),
is given in Figure 31. As can be understood, the descending curves cor-
respond to vtmaxlq’ while the asvending curves correspond to qty. The
dashed verticals denote the distance 8A/72 for the cases I and III. In
order to illuscrate how one can use the results in Table 3 or in Figure 31,
we glve an example.

EXAMPLE: Suppose, an air-traffic control application requires detec-

tion of alrcraft according to the following specificatiomn:

R Vtmax

0 - 25 km 200 w/s

25 - 50 km 150 w/s

50 - 100 km 100 m/s
100 - 150 km 50 m/s (161)

(Such a specification, where the required detectable transverse speed de~
creases with the distance, 1s meaningful, since it is reasonable to expect
that the angle between the aircraft path and the line of sight - for an
aircraft approaching or leaving the airport -~ becomes smaller at greater

distances.) From Table 3 we find for the first case (case I):

R§& 25 km: vtmax/q = 200/ q = 145,36 ~>q = 1.376
Rg 50 km: vtmax/q = 150/q = 72.68 =>q = 2.075

P { 100 km: Vtmax/q

100/q = 29,07 =>q 3,440 = qmin

)

n
L]
8

150 km: V /q 3.161 (162)

tmax 50/q = 15.82 =>q

Consequently the required product of the number of elements and the trans-~

mitted power (134) will have to satisfy

5

(NP ) = q x 107 = 3,44 x 105 Watts x elements {163)

t'min min

REPRODUCIBILITY OF THE
ORIGINAL PAGE IS POOR
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(For instance, if the transmitted power is 100 watts - the required num—
ber of elements will be N = 3440. 1In the case of synchronous detection
the required product NPt will be half as large; i.e., mt)min = 1.72 » ].05

Watts x elements.) Going back to Table 3 with q = Uin = 3,44*, we find

that the maximal detectable speeds V 25° Vt 50° Vt 100 and V 150
for the range domains () R< 25 km, (b) R< 50 km, (¢c) R¢ 100 km and

(d) R< 150 km - with only one integration time in each case - and the
corregponding integration times TIZS’ 1150, -l:I 100° and 11150 are as fol-

lows (see Figure 32):

mezsf 9 in X 145.36 = 500 m/s for R¢ 25 km
Vemax50 = Opin X 72.68 = 250 m/s for R 50 km
vtmaxlOO = QX 29.07 = 100 w/s for Rg 100 km
vtmaxlSO = Qe ¥ 15.82 = 54.4m/s for R < 150 km  (164)

125

150

0.424/qm = 0.123 seconds

1.696/q in = 0.493 secunds
7100 = 6.784/q in "~ 1.972 seconds

150 ™ 15‘26quin = 4,437 seconde (165)

Comparing the diagram in Figure‘32 (or the results (164) with (161) we see

that in order to cover the required region in the R - Vt plane we need

only 3 different integration times, i.e.. T150° Y1100 and T1150 in (165).
Repeating the same procedure for tue other ceses we obtain the follow-

ing results:

®
The assumption {s that w~e tend to keep the produce NP:: as small as possible;
it is possible, of courrc, to choose bigger q than Uin®



-87-

.évtmox (m/gec)
500 _.,..--—-——-0-—--—'-;'-.—-—--n--—u-
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4ooL Tizs V&ummzs

]
o] \
200}

1 Y40
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25 50 100 150 Rpgy (kom)

8.3

FIGURE 32. REGIONS OF COVERAGE

. m 5
Case 1II: (NPt)min 5.504 z 10° watts x elements

5

(2.752 x 10° - for synchronous detection)

2 200 mfs
= 100 wm/s
66.7 m/s (166)

= 1.233 83 V 100

= 2.733 83 V: 150 @

T150
Tnoo
T1150

5
Case I1I: (NPt)min 1.249 x 107 watts x elements

(0.625 x» 105 - for synchronous detection)

= 200 m/s
= 100 m/s
= 54.4 m/s (167)

= 0.604 g} chaxso
= 2,414 83 VtmaxlOO
= 5.430 83 chaxlSO

T150
11100
1150

. - 5
Case IV: (NPt)min 2.446 x 10”7 watts x elements

5

(1.223 x 10° - for synchronous detection)

= 200 m/s
= 100 m/s
= 66.7 m/s (1656)

= (0.308 s; Vtmaxso
= 1,233 8; V

tmax100
= 2,773 s; VtmaxlSO

150
T1100
T1150

Number and Position of the Beams

The array is here assumed to be distributed over a horizontal
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circular region. The radiation (or the sensitivity) pattern of a planar
array focused at infinity is usually described in terms of the coordi-
nates 9 and ¢ of a spherical-coordinate system, or in termsg of the coordi-
nates u and v of the so-called sint-space. The relrtionship between the
coordinates 6 and ¢ of the spherical-coordinate system and the coordinates

u and v of the sinb-space is given by

u = riné cos¢

v = ging sind (169)

i.e., by the same relations which perform one to one imaging of the points

on a unit hemisphere onto a plane (see Figure 33).

!
\

b

' \

: \

A —

| K4

1 , " unit. ciecle
ur ----- A i *j—

FIGURE 33. PROJECTION OF POIL. . ON A HEMISPHERE
ONTQO THE PLANE OF THE ARRAY
A well known feature of the sin® -space is that the array pattern
shape is invariant with respect to the direction of scan. This, and the

reversibility of the transformation (169) which can be casily visualized



by the representation in Figure 33 will considerably simplify our task
to datermine the required number of beams and the angular position of the
beams maxima; we can solve the whole problem by working only in the v - v
plane where the closed curve connecting the 3 dB points of a given beam
is invariant to the beam position.

It can be eagily shown that the 3 dB curve corresponding to a cir-
cular array with equally distributed elements is a circle, of diameter
¥ = A/D, in the u - v plane. Since we want the beams distributed in
such a way that the dlstance between the neighbors is approximately the
3 dB beamwidth, f.e., yv; the problem of distribution of the beams reduces
to problem of distribution of circles of diameter y. For convenience we
will refer hereafter to the 3 dB circles as "beams". A simple distribu-
tion of the beams - within the solid angle 2 in Figure 30a - ie showm in
Figure 34. A characteristic of this distribution is that while in the
ovtside circle the neighboring beams just touch each other, the beams in
the fnside circle overlap. For @ = 20° (as was assumed befor * the
overlapping is Lwowever winfwal since the imsidc circle 1s only 62 smaller
(in diameter) than the outside. Dividing 2w by v = 5 x 10"3 and by

Y= 5x10° and by v = 2.5 x 10™°

we find that one can associate 1257
and 2514 azimuthal resolution cells with 200-wavelength and 400-waveleugth
arrays, respectively. Simila:ly, dividing 1 - cosa = 0.06031 (for

3 and 2.5 x ].0-3 we find that t'.e region betwecen the

« = 200) by 5 x 107
circles (1) and (2) in Yigure 34 can be divided inito 12 and 24 levation
resolution cells for 200-wavelength and 400-wavelength arrays, respectively.

Thus, the total number of beams will be
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20N-wavelength arcay: M = 1257 x 12 = 15084

400--wavelength array. M = 2514 x 24 = 60336

U‘ .

S—unit aircle

FIGURE 3%. DIST:(IBUTION OF THE BEAMS .Y THE SINU-STACE

Assizning to each beam a pair of indices (i,j) say in suc!. a way
that the index "i" is associated wich -he elevation resclution cells and
increa.es from the ouiside circle towards tae inside circle, whereas the
index "j" is associated with the aziruthal resolution cells and increazes
in the counter-clockwise direction startirg from the upper side of the
u-axis (for instance the shad. ‘d bea: in the figure will be assigned
indices (2,3)), one can express tne position of (ka2 maximum of any bcam
in terms of the coordinates w = 3in8 and ¢ or #n tcr.s of u and v. ['.us

for a 200-wa-elength array one can vrite:



T '.._.!- _%l , j:\-..‘lﬁ?
q’tj -(J ¢ (171)

‘T

My = ooy [ =(i={)-5-0 ]cos[(l'“) 257

L=1,
j foes l2‘5’! (172)

by = gty - 50 o (G- 2

Tak same expressions for a 400-wavelength array are

-3 .
wij = |-(i,-lz-)a 2.9°10 t=1...24

L\ 1= leao2914
(J 2 125'7 i=! (173)
and
: -3 .
uy =1 -(i-§)x 2510 ] cos[(j-5) ] |
L= 1024
Vi ”[‘ (i-5)x2:5710 ]5‘"[(1 |257 3‘: leer 2514 0

The elevation angles of the beams' uaxima, for 200-wavelengt®» and

400-wavelength arrays are given in Table 4.

The 3 dB beamwidths - in elevation - at the smallast and at the lar-

gest elevation angles are, respectively:

200 wavelength array:

5.732° (0.10004 radians) and 0.857° (0.01496 radians)

400 wavelength array:

4.052° (0.07072 radians) and 0.424° (0.00740 radians) (175)
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a, (in degrees) a, (in degrees)
fOor a 200 wvave~ - for a 400 wave-

1 length array length array
1 4.052 2.865
2 7.022 4.964
3 9.069 6.409
4 10.735 7.585
S 12.177 8.602
6 13.468 9.512
7 14.647 10.343
8 15.741 11.113
9 16.764 11.833
10 17.730 12.512
11 18.649 13.157
12 19.52¢% 13.772
13 14.362
14 14.923
15 15.474
16 16.002
17 16.514
18 17.011
19 17.494
20 17.964
21 18.423
22 18.871
23 19.309
24 19.737

TABLE 4. ELEVATION BEAM CENTER LOCATIONS.

8.4 Focusing
From (87) and (94) above we conclude that the semsitivity of am end-

firve focused circular array - along the direction of focusing - is given

by

5(Rr+Re) = Re (RroRe)
Pr

k Jg?2] X o*( L _ L Mo o2 _ b
.-:.?1,: 30[27\/%(;?1. RF>]+J‘ [Z%@(RT Rs)] (176)

where; Psp = array power outfat, RF = focusing distance, RT = distance be-

tween the radiating source anc the array, P,, = radiated power, X = constant

T

of proportionality, A = radiaticn wavelength and Po = radius of the array



aperture. A graphical i)lustration of the expression (176) is given in
Figure 35. The curve (a) correspoads to RF = o, while the curves (b),

(c), (d) and (e) correspond tonp=nn/2, xp'nn”" RPtRuIGandkF-Rula,
wvhere lll is the hyperfocal distance. As can be seer the focusing distances

chosen in the Figure are the 3 dB distances. The sensitivity c;f the array
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FIGURE 35. ARRAY SENSITIVITY DEPENDENCE FOR ENDFIRE POINTING
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to the hyperfocal distance when focused at that distance is taken as a

normalizing factor (zero dB in the figure).

The ordinates at Rnln, n=1l...9, for the curves presented in

Figure 35, together with those corresponding to focusing at the hyperfocal

distance, nre given in Table 5.

"’xr_ RJ9  RJ/8 RJ7T  RJE6 RJS R /A R/3 RS2 Ry
5: 3.30 3.05 2.60 2.24 1.91 1.4% 1.21 0.659 0.500
Ry 3.86  3.40  3.06  2.75  2.25  2.15  1.48  2.00 1.00
R, /2 4.30 4.0 3.82  3.26  3.36  2.64  4.50  4.00 0.500
R4 6.18  5.77 _ 6.59  5.93 12.50 16.00  4.50  0.659 0.134
R,/6 10.90 10.55 24.50 36.00 12.50  2.64  1.21 _ 0.360 0.076
R, /8 40.50 64.00 24.50 5.9  3.36  1.44  0.687 0.250 0.053

control application, i.e., almost endfire sensitivity is involved, we

TABLE 5. ARRAY SENSITIVITY VALUES FOR ENDFIRE POINTING.

Since small elevation angles are of main interest for the air-traffic

will examine the implications of the obtained results concerning such ap-

plication.

Case I:

Case 1I1:

Case III:

Case 1IV:

RH = 1865 meters

RH = 7424 meters

RH = 2784 meters

RH = 11137 meters

Going back to our examples we find (96)

(177)

We see that the distances within vhich the array has the ability of de-

termining the range of the target by focusing are relatively small.

1f

ranges smaller than those given in (177) are of little interest, then fo-

cusing at distances other than infinity shouldn't be considered.

RiVHEOD

P
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the other hand ranges smaller than those given in (177) are of interest
and if a coarse range determination is of practi:zal value, then it will
be useful to apply focusing. Thus if the minimal range of interest is

1500 meters, then the useful focusing distances for the cases II and IV

are:

Case II: RFl = RBIZ a 3712 meters
Ry, = RH/4 = 1856 meters

Case III: RFl = RHIZ = 5568 meters
RF2 = RH/4 = 2788 meters
RF3 = RH/6 = 1856 meters (178)

We repeat that the results above were developed on the assumption
that the array detects from endfire direction - which of course is not
completely true in detecting of aircraft. Larger disagreements are likely
to appear only at smaller distances since only then do the elevation an-
gles of interest become considerable. However substantial differences
in the distribution of the 3 dB focusing distances cannot be expected
since the hyperfocal distance by which this distribution is determined

(97) 1is only slightly dependent on the elevation angle.

9. SPATIAL CORRELATION EXPERIMENTAL EFFORT

A modest experimental effort is proposed leading toward the verifi-
cation of the microwave holographic array concept under development.
Specifically, we propose to utilize the ATS-6 satellite after its return in
Summer-Fall of 1976 tc the Western hemisphere together with suitable an-

tenna-receiver modules to verify that an array of the type considered in
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our Hﬁcrowave Holographic Imaging System Design can be synchronized with

the signal radiated from a synchronous-orbif satellite, permitting cohex;
ent combination of the signals teceived at the different elements of

fﬁe afray on the ground.

T The ground equipment will comsist essentially of two receivers with

a’ common local oscillator, but separate 2m antennas.* One receiving an-

tenna will be fixed and one capable of being moved. The basic measure-

méats taken will be with a sieady sinusoidal L-band radiation from the

éiiiﬁélréceiie& signals. Measurements would be performed for a selection
éfffééei§éf>sebafations (vector pbsicion differences). Once the signal
;Eiéﬁétﬁ, fading and phase coherenée properties of the satellite-array
géometry are established, the extent to which directional beams can be
formed based on such synchronization can be assessed and limits on array
size can be specified.

--“'-The conduct of this experiment>shou1d fit in rather straightforwardly
ﬁith the operational routine of the ATS-6 satellite. A conven;ent loca~

tion of the receiving antennas will be at our Valley Forge Research Lab-

oratory site in suburban Philadelphia (approximate location: 40°N. Lat.,

75.5° w. Long.). The laboratory is located at the top of a ridge (approx-
imately 625 ft. elevation) with clear view in all directions. While the
satellite was originally scheduled to be located at 95° W. Long. in the

time period of interest (beginning Summer-Fall 1976), there is apparently

*
A 2m antenna should provide about 28 dR SNR upon the satellite signal,
assuming 40W trausmitter power and & 30 ft. antenna,



some doubt at present as to where it will be located. Line-cf-sight ele-
vation angles for a variety of satellite longitudes have been calculated-

as shown in Table 6. Por all these locations good visibility is achieved

ag shown.
LONGITUDE ELEVATION ANGLE
(Degrees W. Long.) (Degrees)

75.5 43.75

90.5 41.20
105.5 34.40
120.5 24.92
135.5 14.10

TABLE 6. ELEVATION ANGLE FROM VFRC TO STATIONARY-ORBIT
SATELLITE AS FUNCTION OF SATELLITE LONGITUDE.

The experimental equipment to be assembled is illustrated by the
block diagram of Figure 35, The equipment is in general similar to the
radio camera array modules used for previous experiments at VFRC.* The
most important difference is the shift in operating frequency from 1068 Miz
to 1550 MHz (the L-band down-link frequency of the ATS-6 communications
subsystem). This accounts for the major component of the experimental

equipﬁent costs.

As far as control of the satellite emission is concerned, all that
is required for an experirantal run is t» point the 30-foot dish at the

Valley Forge Research Center site, then key on the L-band transnmitter in

%*

See VFRC Quarterly Progress Reports Nos. 1 to 15: also "Valley Forge
Rescarch Ceater Adaptive Array", B. D. Steimberg with E. . Powers,
USNC/URSI Annual Mecting, Boulder, Colorado, Octcber 1975, also "Design
Approach for a iligh Resolution Microwave Imaging Radio Camera", B. D.
Steinberg, Journal of the Franklin Institute, December 1973.

REPRODUCIBILITY OF THE
ORIGINAL PAGE IS POOR
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FIGURE 34, BLOCK DIAGRAM OF EXPERIMENTAL EQUIPMENT

an unmodulated CW mode (either self-stabilized or locked to a stable
transmission from one of the ground stations) for predetermined time in-
tervals. It would appear sufficient to plan for total run durations of
five or ten minutes during which the satellite would be keyed on and off
at intervals of timc ranging from one to ten seconds. Telephone contact
should be sufficient between VFRC and the ATS Operations Control Center
to alert operators as to readiness of equipment for new emissions. ('"Rea-
diness'" consisting of moving one of the antennas, pointing it in the right
direction, and checking st 1s of equipment and leads).

Processing of data obtained should be very straightforward. Correla-
tion characteristics of amplitude fluctuations with time and mean and var-

iance of phase fluctuations are readily obtained. Careful measurement of



antenna spacing must also be carried out assoclated with the electrical
amplitude and phase measurements made s0 as to permit assessment of ex-
pected performance of a large array. Antenna spacings of the order of

1000 feet in various directions can be provided convenieatly at our VFRC

site.



