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Preface

Beginning with Volume XX, the Deep Space Network Progress Report changed
from the Technical Report 32- series to the Progress Report 42- series. The volume
number continues the sequence of the preceding issues. Thus, Progress Report

42-20 is the twentieth volume of the Deep Space Network series, and is an uninter-

rupted follow-on to Technical Report 32-1526, Volume XIX.

This report presents DSN progress in flight project support, tracking and data
acquisition (TDA) research and technology, network engineering, hardware and
software implementation, and operations. Each issue presents material in some,
but not all, of the following categories in the order indicated.

Description of the DSN

Mission Support
Ongoing Planetary/Interplanetary Flight Projects
Advanced Flight Projects

Radio Science
Special Projects

Supporting Research and Technology
Tracking and Ground-Based Navigation
Communications—Spacecraft/Ground
Station Control and Operations Technology
Network Control and Data Processing

Network and Facility Engineering and Implementation
Network
Network Operations Control Center
Ground Communications
Deep Space Stations

Operations
Network Operations
Network Operations Control Center
Ground Communications
Deep Space Stations

Program Planning
TDA. Planning
Quality Assurance

In each issue, the part entitled “Description of the DSN” describes the functions
and facilities of the DSN and may report the current configuration of one of the
five DSN systems (Tracking, Telemetry, Command, Monitor & Control, and Test
& Training).

The work described in this report series is-either performed or managed by the
Tracking and Data Acquisition organization of JPL for NASA.
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Network Functions and Facilities

N. A. Renzetti
Office of Tracking and Data Acquisition

The objectives, functions, and organization of the Deep Space Network are
summarized; deep space station, ground communication, and network
operations control capabilities are described.

The Deep Space Network (DSN), established by the
National Aeronautics and Space Administration (NASA)
Office of Tracking and Data Acquisition under the system
management and technical direction of the Jet Propulsion
Laboratory (JPL), is designed for two-way communications
with unmanned spacecraft traveling approximately 16,000
km {10,000 miles) from Earth to the farthest planets of our
solar system. It has provided tracking and data acquisition
support for the following NASA deep space exploration
projects: Ranger, Surveyor, Mariner Venus 1962, Mariner
Mars 1064, Mariner Venus 1967, Mariner Mars 1969,
Mariner Mars 1971, and Mariner Venus Mercury 1973, for
which JPL has been responsible for the project manage-
ment, the development of the spacecraft, and the conduct
of mission operations; Lunar Orbiler, for which the
Langley Research Center carried out the project manage-
ment, spacecraft development, and conduct of mission
operations; Pioneer, for which Ames Research Center
carried out the project management, spacecraft develop-
ment, and conduct of mission operations; and Apollo, for
which the Lyndon B. Johnson Space Center was the
project center and the Deep Space Network supple-
mented the Manned Space Flight Network (MSFN),
which was managed by the Goddard Space Flight Center

(GSFC). It is providing tracking and data acquisition
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support for Helios, a joint U.S./West German project; and
Viking, for which Langley Research Center provides the
project- management, the Lander spacecraft, and conducts
mission operations, and for which JPL also provides the
Orbiter spacecraft.

The Deep Space Network is one of two NASA
networks. The other, the Spaceflight Tracking and Data
Network, is under the system management and technical
direction of the Goddard Space Flight Center. Its function
is to support manned and unmanned Earth-orbiting
satellites. The Deep Space Network supports lunar,
planetary, and interplanetary flight projects.

From its inception, NASA has had the objective of
conducting scientific investigations throughout the solar
system. It was recognized that in order to meet this
objective, significant supporting research and advanced
technology development must be conducted in order to
provide deep space telecommunications for science data
return in a cost effective manner. Therefore, the Network
is continually evolved to keep pace with the state of the
art of telecommunications and data handling. It was also
recognized early that close coordination would be needed



between the requirements of the flight projects for data
return and the capabilities needed in the Network. This
close collaboration was effected by the appointment of a
Tracking and Data Systems Manager as part of the flight
project team from the initiation of the project to the end
of the mission. By this process, requirements were
identified early enough to provide funding and implemen-
tation in time for use by the flight project in its flight
phase.

As of July 1972, NASA undertook a change in the
interface between the Network and the flight projects.
Prior to that time, since 1 January 1964, in addition to
consisting of the Deep Space Stations and the Ground
Communications Facility, the Network had also included
the mission control and computing facilities and provided
the equipment in the mission support areas for the
conduct of mission operations. The latter facilities were
housed in a building at JPL known as the Space Flight
Operations Facility (SFOF). The interface change was to
accommodate a hardware interface between the support
of the network operations control functions and those of
the mission control and computing functions. This resulted
in the flight projects assuming the cognizance of the large
general-purpose digital computers which were used for
both network processing and mission data processing.
They also assumed cognizance of all of the equipment in
the flight operations facility for display and communica-
tions necessary for the conduct of mission operations. The
Network then undertook the development of hardware
and computer software necessary to do its network
operations control and monitor functions in separate
computers. This activity has been known-as the Network
Control System Implementation Project. A characteristic
of the new interface is that the Network provides direct
data flow to and from the stations; namely, metric data,
science and engineering telemetry, and such network
monitor data as are useful to the flight project. This is
done via appropriate ground communication equipment
to mission operations centers, wherever they may be.

The principal deliverables to the users of the Network
are carried out by data system configurations as follows:

® The DSN Tracking System generates radio metric
data; ie., angles, one- and two-way doppler and
range, and transmits raw data to Mission Control.

® The DSN Telemetry System receives, decodes,
records, and retransmits engineering and scientific
data generated in the spacecraft to Mission Control.

® The DSN Command System accepts coded signals
from Mission Control via the Ground Communica-

tions Facility and transmits them 1o the spacecraft in
order to initiate spacecraft functions in flight.

The data system configurations supporting testing,
training, and network operations control functions are as
follows:

® The DSN Monitor and Control System instruments,
transmits, records, and displays those parameters of
the DSN necessary to verify configuration and
validate the Network. It provides operational
direction and configuration control of the Network,
and provides primary interface with flight project
Mission Control personnel.

® The DSN Test and Training System generates and
controls simulated data to support development,
test, training and fault isolation within the DSN. It
participates in mission simulation with flight pro-.
jects.

The capabilities needed to carry out the above functions
have evolved in three technical areas:

(1) The Deep Space Stations, which are distributed
around Earth and which, prior to 1964, formed part
of the Deep Space Instrumentation Facility. The
technology involved in equipping these stations is
strongly related to the state of the art of telecommu-
nications and flight-ground design considerations,
and is almost completely multimission in character.

(2) Ground communications technology supports the
Earth-based, point-to-point voice and data communi-
cations from the stations to the Network Operations
Control Center at JPL, Pasadena, and to the mission
operations centers, wherever they may be. It is
based largely on the capabilities of the common
carriers throughout the world, which are engineered
into an integrated system by the Goddard Space
Flight Center for support of all NASA programs.
We use the term “Ground Communications Faeil-
ity” for the sets of hardware and software needed to
carry out the above functions.

{3) The Network Operations Control Center is the
functional entity for centralized operational control
of the Network and interfaces with the users. It has
two separable functional elements; namely, Network
Operations Control and Network Data Processing.
The functions of the Network Operations Control
are:

+

® Control and coordination of Network support to
meet commitments to Network users. :
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® Utilization of the Network data processing

computing capability to generate all standards’

and limits required for Network operations.

® Utilization of Network data processing comput-
ing capability to analyze and validate the
performance of all Network systems.

The personnel who carry out the above functions are
located in the Space Flight Operations Facility,
where mission operations functions are carried out
by certain flight projects. Network personnel are
directed by an Operations Control Chief.

The functions of the Network Data Processing are:

® Processing of data used by Network Operations
Control for control and analysis of the Network.
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® Display in the Network Operations Control Area
of data processed in the Network Data Process-
ing Area.

® Interface with communications circaits for input
to and output from the Network Data Processing
Area.

® Data logging and production of the intermediate
data records.

The personnel who carry out these functions are
located approximately 200 meters from the Space
Flight Operations Facility. The equipment consists
of minicomputers for real-time data system monitor-
ing, two XDS Sigma 5s, display, magnetic tape
recorders, and appropriate interface equipment with
the ground data communications.



DSN Telemetry System Data Records

E. C. Gatz
DSN Systems Engineering Office

The DSN Telemetry System now includes the capability to provide a complete
magnetic tape record, within 24 hours of reception, of all telemetry data received
from a spacecraft. This record, the Intermediate Data Record, is processed and
generated almost entirely automatically, and provides a detailed accounting of

any missing data.

I. introduction

The current configuration of the DSN Telemetry
System is identified as the DSN Telemetry System, Mark
III-75. This system is described, and a block diagram is
presented in Ref. 1. A key feature of the system is the
generation of Telemetry Intermediate Data Records
{IDRs). These, and other data records, are discussed in Ref.
2. This article describes in detail the capability that has
been implemented in the Deep Space Network to
generate the Telemetry IDRs.

{I. Definitions

A. Original Data Record (ODR)

Telemetry ODRs are those records made by digital
recorders at the Deep. Space Station at the time of
reception of data from a spacecraft. For telemetry, these
records are made subsequent to bit or symbol synchroniza-
tion and, where applicable, decoding. Two types of
Telemetry ODRs are made:

4

_ (1) Data Decoder Assembly (DDA) ODRs are made at
64-m stations only, and normally contain high-rate
data, i.e., data at rates of 2 kbps and higher.

(2) Telemetry and Command Processor {TCP) ODRs are
made at all stations and contain medium- or low-rate
data, i.e., data at rates of 2 kbps and lower.

Both records contain telemetry data formatted as high-
speed- or wideband data blocks, identical to those
transmitted from the station in real time.

B. Intermediate Data Record

IDRs are digital tape records made at the Network
Operations Control Center (NOCC). For telemetry data,
an IDR contains all the data, time ordered by earth-
received time, of a given data stream, spacecraft, and
Deep Space Station (DSS}. Data from different stations
(during station overlaps, for example) are therefore on
different IDRs. A data stream is defined as these data
received on one subcarrier and one carrier from a
specified spacecraft. During a pass, the bit rate may
change, or the station may change the stream from one

JPL DEEP SPACE NETWORK PROGRESS REPORYV 42-33



processor to another, but all such data will be on one IDR.
For missions which produce muitiplé streams, multiple
IDRs would be generated on a pass.

This record contains, as a minimum, the same data -as
the ODR for the same time period. The data on the IDR
are-in the same format as the ODR,; additional records are
added to provide label and summary information. The
IDR is the interface for non-real-time telemetry data
delivery to the flight projects. Each completed telemetry
IDR and a printed summary listing are deliverable to a
flight project within 24 hours after end-of-pass.

I1l. Functional Operation

The general configuration of data flow and data record
generation are shown in Fig. 1. A more detailed
deseription of the NOCC portion is centained in Ref. 3.
The step-by-step process in generating the IDR is
described in the following paragraphs.

A. Real-Time Data

* In real time, all telemetry data are transmitted from the
Deep Space Station ‘to the flight project via Ground
Communications Facility (GCF) high-speed and wideband
data circuits. These same data are recorded at the NOCC
on the Network Data Log (NDL). Experience has shown
that these real-time streams have gaps caused by GCF
problems and outages, by equipment malfunctions, or by
loss of lock at the DSS. The subsequent steps in the IDR
process are to detect these gaps and recover the data
where possible.

B. Gap Lists

The telemetry equipment in the NOCC monitors each
active telemetry stream and generates a list of data gaps.
A gap in a stream is defined as any discontinuity in data
bleck serial number, or any anomaly in the regular time
sequence of data blocks.

Each gap consists of a pair of data block definitions: the
last good block before a gap and the first good block after
a gap. ‘This block definition includes:

(1) Data type code

(2} Spacecraft number

{3) Block serial number

(4) Time tag

(5) DSS lock status code
(6) DSS configuration code

JPL DEEP SPACE NETWORK PROGRESS REPORT 42-33
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{7} Received signal strength - ' s’
(8) Signal-to-noise ratio (SNR)
(9} Gap reason code
(a} Discontinuity in block serial number
(b) Time tag increment discontinuity
(¢} Out-of-lock condition
(d) Change of configuration
(10) Estimate of equivalent number of data.blocks in the
gap

These gap lists are maintained in a computer file for use
in recalling the missing data.

€. Gap List Editing

Any gap list, or selected portions thereof, can be
reviewed by an analyst. Both printed outputs and cathode
ray tube (CRT) displays are available. With the CRT
display, the analyst can scan the list and mark any or all
gaps for recall. This edited gap list is used by the recall
processor o recall: missing data from DSS ODRs after
each pass.

D. Recall Process .

The edited gap list is used to recall data automatically
from the DSS ODRs. The NOCC Data Record Processor
reads the gap list file, and generates the appropriate recall
requests for the DSS. At the DSS, the responses are
generated from the Automatic Total Recall Program

(ATRS). This process is described in Ref. 4.

E. Merge Process

The final step in the IDR generation is the merging of
the recalled data with the recorded (NDL) real-time data.
This process is performed in the NOCC on the Data
Records Processor, in an off-line non-real-time process. All
inputs are via magnetic tape. The merge process
generates a single IDR tape, with both real-time and
recalled data arranged in proper time sequence and
duplicates removed. In addition, the IDR tape contains a
label record and summary records. The IDR format is
shown in Fig. 2.

During the merge process, any gaps which are
completely filled are deleted from the list; any unfilled
gaps remain and are.included in the summary record.

The IDR File Label Record contains:

(1) DSS number



(2) Pass number

(3) IDR start and stop times (approximate)
(4) Data types

(5) Spacecraft number

The IDR File Summary Record contains:
(1) DSS, pass, spacecraft number

{2) Data types

(3) IDR start and stop times (exact)

(4) Number of data blocks expected

(5) Number of data blocks written

(6) Number of data blocks missing

(7} List of all remaining data gaps

Included with each gap is a recall status code indicating
either no recall tried, recall tried but not recoverable (e.g.,

an ODR failure), recall tried but data still defective, or a
null gap with no missing data but included for information
(e.g., for a bit rate change). The summary data are also
listed on a printed output which accompanies each IDR
tape.

IV. Performance

The Telemetry IDR function is now operational and has
been used in support of the Viking Project, starting in
April 1976. In routine operation, the IDRs are delivered to
the project within 24 hours of the completion of each
pass.

Content of the IDR consistently runs in excess of 99.9%
of the expected data. This process therefore provides a
timely record of the best data available on the ground for
deep space missions.
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Viking Mission Support

D. J. Mudgway
.DSN Systems Engineering Section

D. W. Johnston
DSN Operations Section

On April 26, 1976, the Network Operations Control Center was declared avail-
able for planetary operations in support of the Viking Project. This final capability
in the Network configuration for Viking had been delayed since February with
hardware and software problems both in the Control Center and at the Deep Space
Stations. The effect of these problems, particularly insofar as they affected produc-
tion of intermediate data records, the resolution of the problems, and the current
status of the Network Operations Control Center in the Viking environment, is
given in this article. .

Also discussed are the Operational Verification Tests performed to check out the
new capabilities and associated procedures. The Viking Project tests supported by
the DSN and finally the DSN support of Viking cruise operations, along with some

statistics on performance, are included.

I. Implementation

By January 1976, DSN implementation of the planetary
configuration for Viking had progressed to the point
where thirteen key items remained outstanding. These
items were as follows:

(1) FR 2000 recorder to provide high-rate analog play-
back at all 64-m deep space stations.

(2) Occultation recorders to add two dedicated FR 1400
recorders to DSS 14 at Goldstone and DSS 43 in
Australia to allow recording of Viking telemetry
data simultaneously with occultation data.

(3) Replace AB. Dick printers with G.E. Terminettes
for higher speed and better reliability.

{4) Command backup printer to provide a second hard
copy of all commands transmitted in case of printer
failure.

{5) Auto Conscan to provide more accurate pointing of
antenna for reception of X-band signals.

(6) Auto Track detectors and recorders to more ac-
curately align RF boresight and verify antenna
pointing.
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(7) Provide =1 MHz doppler bias in place of existing
5-MHz bias for better doppler resolution and offset
of high doppler frequencies.

(8) Phase II version of Monitor software to accom-
modate both Block II and Block IIT receivers.

(9) Original Data Record (ODR) recall software to pro-
vide Network Operations Control Center with capa-
bility for recall of digital original data records
directly from the deep space stations,

(10) Provide the Network Operations Control Center
with an operational capability to generate inter-
mediate data records from a Network Data Log
and a gap list in conjuncétion with the original data
record recall software,

(11) Permit the Network Control System tracking sub-

system to accommodate the =1 MHz doppler bias
change.

{12) Increase the Mars radar X-hand transmitter power
to 400 kW.

(13) Provide additional technical staff, in lieu of the
Station Monitor and Control Consoles (SMC IIA),
at DSS 43 in' Australia and DSS 63 in Spain to
handle Viking planetary operations.

A schedule was developed that showed completion of
all items except the FR 2000 and station staffing at DSS 63
by the end of February 1976. These two latter items were
to be completed by March 15, 1976. All milestones were
met with the exception of the Auto Conscan software at
DSS 44 in Australia, the original data record recall, and
intermediate data record production. The Auto Conscan
problem having to do with an erroneous time change
from one day to the next day over midnight was corrected
by April 1, but the other two items continued to present
new problems.

Early in March, the Network Operations Control
Center began delivering intermediate data records to the
Project during Viking demonstration test DT-4. During
this period, the Network Operations Control Center op-
erations crews were supported heavily by engineering
development personnel.

The Network Operations Control Center was then
turned over to the operations staff for more routine opera-
tional production of intermediate data records. Troubles
immediately became apparent both at the stations and in
the Network Operations Control Center, As a conse-
quence, the DSN was not ready to support routine opera-
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tions with the intermediate data records on April 1 as
previously cominitted, and a special task team was estab-
lished on March 29 to identify and correct the problems.
A deadline for accomplishment of this task was set by the
Viking Project for April 26.

Turning first to the station end of the system; four areas:
of improvement were identified as follows:

(1) Use of highest quality certified tape on 9-track high-
density digital tape machines.

(2) More rigorous attention to tape recorder alignment
and calibration.

(3) Record and playback on the same machines to mini-
mize skew problems.

(4) Use of the new version of the intermediate data
record recall software which provided, among
other things, the ability to continue the operating
in the “search” mode in the presence of a large
number of tape read errors.

1With these measures in effect at the stations, an imme-
diate improvement in intermediate data record quality
was noted, although reliability in the Network Operations
Control Center hardware and software continued to re-
main poor.

Some statistics of intexmediate data record production
in the first two weeks following this work is given in
Table 1. ;

At this point, the attention of the Task Team turned to
the Network Operations Control Center itself, particularly
the Network Data Processing Terminal (NDPT) and the
Network Data Processing Area (NDPA} shown in Fig. 1.
Specific issues considered essential to completion of an
operational capability by April 26 were:

(1) Correct the intermediate data record summary
statement of the number of data blocks expected
and missed in real-time.

(2) Correct the signal level and signal-to-noise ratio
statements on the intermediate data record sum-
mary.

(3) Provide a correct statement of the recall codes
which give the reasons for blocks missed and the
type of recall procedures initiated.

(4) Correct several errors in the gap detection logic
that gave erroneous number of gaps or garbled
messages when particular numbers of gaps were
accumulated.



In addition to this work on the software running in the
Data Records Processor, it was decided to provide an
extra computer and magnetic tape unit in the Network
Data Processing Terminal to perform the function of
merging the recalled data with the real-time data. This
additional “merge” capability permitted recall and merge
activity to be carried out simultaneously, a capability con-
sidered necessary to meet the operational requirement of

intermediate data record delivery within 24 hours of the
end of each pass.

The software and hardware additions described above
nvolved two weeks of intensive implementation and
testing. Daily status meetings were held to resolve prob-
lems and reallocate priorities and resources. By April 21,
all the work was completed and had passed through
acceptance testing.

On April 22, the DSN Operations organization was
briefed on the capabilities then available in the Network
Operations Control Center. It was these capabilities, en-
hanced to some limited extent as time permitted, that the
Network Operations Control Team will use to support
Viking planetary operations.

With this capability delivered for operational support,
the implementation task for Viking may be considered
complete.

A number of known problems remain and some as yet
unknown problems must be expected as the DSN con-
figuration for Viking matures with operational use.

Improvements will always be desired or become neces-
sary as the operations teams accumulate experience in
the mission environment. These facts were recognized in
committing the DSN to operational support. To the extent
that the exigencies of the Viking mission permit, these
issues will be resolved as they arise during the progress
of the mission.

ll. Testing and Training
A. Operational and Verification Tests

The basie objectives and scope of operational verification
tests (OVTs) DSN-Viking Mission Control and Comput-
ing Center (VMCCC) system Integration tests (SITs) and
ground data system (GDS) Tests are detailed in previous
articles in this series (Refs. 1-4).

The OVTs in the period covered here were modified to
operationally test the following previously untested items.

10

(1) 26 m-64 m joint failure mode configurations
(2) Automatic total recall system (ATRS)

(3) Intermediate data records (IDRs)

(4) Modified Viking command procedures

(5) New wide-band data lines (WBDL)

{(6) New 64 m Configuration (Code 61) with dual high-
speed data lines (HSDLs) to provide 100% redun-
daney for Viking Lander 1 (VL) operations.

B. 26 m—64 m Joint Failure Mode Configurations

Four OVTs were scheduled for DSSs 11-14, 42-43, and
61-83, starting in December 1975 and completed in
January 1976, The purpose of these tests was to exercise
failure mode configurations documented in the Network
Operations Plan which minimize data outage in the event
of a hardware failure at the 64-m station during 'op-
erations with three spacecraft. A summary of test re-
sults follows:

(1) DSS 42 and 43 planetary failure mode OVT. The
final OVT was completed and was 100% successful.

(2) DSS 61 and 63 planetary failure ‘mode OVTs. The
last two OVTs were completed successfully. Suc-
cess rating was 95% on OVT 3 and 10096 on OVT 4.

(3} DSS 14 planetary OVT. Another objective of this
test was to verify that the wideband data line was
performing to specification. Secondary objective
was to check performance of newly implemented,
but not fully acceptance tested, automatic recall
program, Test was completed successfully.

C. ATRS, IDR and Command Procedure OVTs

As described in detail in Sect. I, the ATRS-IDR capa-
bility was scheduled to be available for limited procedure
generation and check out on Jan. 5, 1976, constituting the
initial operator training on the system. Due to numerous
hardware and software problems in this very complex
system, the training actually started about mid-February.

During the month of March 1976 an OVT was sched-
uled for each of the nine DSSs along with the Network
Operations Control Center (NOCC), using a sequence
designed to exercise the recall functions by use of planned
data outages, thus exercising all the functions necessary
for the production of IDRs. These tests exercised the new
telemetry recall program (DOI-5082-OP) and also the
new 16-kb/s analog recall capability at the 64 m DSSs
utilizing the FR 2000 analog recorders. The tests were
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very successful from a training viewpoint, although the
number of 10095 complete IDRs produced fell short of
expectations and could be regarded as approximately 409
overall successful.

During March, IDRs were also produced from selected
Viking Orbiter 1 (VO1) and VO2 spacecraft instrument
calibration passes. This activity was supported by the
personnel “in training,” who were assisted and advised by
the engineering personnel responsible for the development
of the system. These passes resulted in a total of 80 IDRs
being produced, 55 of which proved to be faulty.

As detailed in Sect. I, during this period a task team
was formed to concentrate on the isolation and rectifica-
tion of problems in the system, and the April 1, 1976
“fully operational” date for the system was moved to
April 26, 1976 to enable the hardware, software, and pro-
cedural changes to be implemented. These changes have
been extensively tested, and at the time of writing it
appears that the system will successfully support the
Viking planetary operations.

D. Modified Viking Command Procedures

The original DSN command system capabilities agreed
to by the Viking project had a limitation where, in the
event of a 360 computer or HSDL failure, the DSS could
only manually send commands to the Viking Orbiter
spacecraft in blocks of six commands. Further, if the
failure occurred when the command system was in the
idle 1 mode, the station could not effectively transmit any
commands successfully from the preloaded stack. In this
instance the DSS had to select “Cal-2” mode to set the
“ACTIVE” flag which interrupted the idle sequence, and,
as soon as the system went to “idle 2” the commands
would immediately be promoted from the active stack
and be radiated without the prerequisite idle sequence
and therefore be aborted by the spacecraft.

This situation was known just prior to launch and 